Let π : X → C be a minimal elliptic surface over an algebraically closed field of characteristic zero and
Introduction
Let U be a nonsingular (not necessarily complete) variety over C. Then there are the dlog maps
) from the K-cohomology group to the various cohomology groups such as the Betti, de Rham orétale cohomology. Due to the comparison theorems, the rank of dlog image dlogΓ (U, K 2 ) does not depend on the choice of the cohomology theories. When H 2 (U, 2) = H 2 B (U, Z(2)), the dlog image is contained in the subspace H 2 (U, Z(2)) ∩ F 2 H 2 dR (U/C). Therefore we have rank dlogΓ (U, K 2 ) ≤ rank H 2 B (U, Z(2)) ∩ F 2 .
(1.1)
In the paper [2] (see also [11] 5.18, 5.20) Beilinson conjectured that the equality always holds in (1.1). However very little seems to be known about it.
The purpose of this paper is to study the rank of dlog image of Γ (U, K 2 ) when U is an elliptic surface minus singular fibers. Let π : X → C be a minimal elliptic surface having an identity section. Let Y i = π −1 (P i ) be the singular fibers. Put U = X − ∪ i Y i . Assume that Y i are the multiplicative fibers (also called type I m in the language of Kodaira and Neron) for 1 ≤ i ≤ s, and Y j are other types for j > s. Then we have the exact sequence where ∂ B is the boundary map (see §2.4). The map ∂ B is compatible with the boundary map ∂ : Γ (U, K 2 ) −→ Z ⊕s on algebraic K-theory. Since ∂ B is injective on the subspace H 2 B (U, Q(2)) ∩ F 2 by the Hodge symmetry, we have rank dlogΓ (U, K 2 ) = rank ∂Γ (U, K 2 ).
( 1.2) In this paper, we introduce a F p -subspace
for a prime number p satisfying several conditions (see §2.2), and show rank dlogΓ (U, K 2 ) = rank ∂Γ (U, K 2 ) ≤ dim Fp Φ(U) Fp . (1.4) This is the main result. The idea of Φ(U) Fp and the proof of (1.4) are based on study of K 2 of Tate curve E q,Zp over Z p ((q)). In particular the map
(which we call q-expansion of Beilinson regulator) plays an important role (see §5 for the construction).
Our space Φ(U) Fp is much more computable than H 2 B (U, Z(2)) ∩ F 2 . We will apply our result to special elliptic surfaces in §8. Then we have Corollary 1.1 (Theorems 8.1 and 8.6) Let π : X → P 1 be the minimal elliptic surface such that the general fiber π −1 (t) is the elliptic curve defined by y 2 = x 3 + x 2 + t n . Then we have rank dlogΓ (U, K 2 ) = 2 for n = 2, 3, 5, 7, 11, 13, 17, 19, 23, 29 (1.5) dim Image(
) = n − 1 for n = 7, 11, 13, 17, 19, 23, 29 (1.6) where K ind 1 (X) (2) denotes the indecomposable K 1 :
def = K 1 (X) (2) /(C * ⊗ NS(X)).
The key step in the proof of (1.5) is to show dim Fp Φ(U) Fp ≤ 2 for some p. (1.6) follows from (1.5) and Stiller's computations on Neron-Severi groups ( [23] , [24] ). Note that X and Y i are defined over Q. It seems difficult to obtain Corollary 1.1 without using Φ(U) Fp (at least I don't know). I do not know even how to calculate the regulator image of ⊕ i K
Definition of Φ(U ) F p
In this paper, an elliptic surface means a family π : X → C of elliptic curves with an identity section e : C → X where X and C are nonsingular projective surface and curve over a field respectively. If all fibers are free from (−1)-curves, we call it minimal. Since we assume the existence of the section all elliptic surfaces have no multiple fiber. For an abelian group M, we denote by M[n] (resp. M/n) the kernel (resp. cokernel) of multiplication by n.
Set up and Notations
Let π : X → C be a minimal elliptic surface over the complex number field C. Let S ⊂ C be a Zariski open set such that U := π −1 (S) is smooth over S:
Put Σ := C − S = {P 1 , · · · , P s , P s+1 , · · · , P t+s }. We fix the points P i such that
other types i > s.
Here the "I n " means the rational curves arranged in the shape of a n-gon. See [19] for details. Hereafter we only consider the case that s ≥ 1, namely there is at least one multiplicative fiber. (If s = 0, then Gr W 0 H 2 (U, Q(2)) = 0 and hence the dlog image is zero.)
Let µ : V → X be the embedded resolution with respect to i>s Y i , namely µ is an isomorphism outside i>s Y i and the reduced divisor of µ −1 (Y i ) is a normal crossing divisor (abbreviated to NCD) on V . We put D i := µ −1 (Y i ) for i ≥ 1.
Choice of a prime number p ≥ 5
We choose a prime number p ≥ 5 satisfying the following conditions. (We always avoid the prime numbers 2 and 3.) (A) p is prime to r 1 · · · r s and the cardinality of the torsion part of H 1 (X, Z).
(B) There is a subfield F ⊂ C which is finitely generated over Q and F -schemes X F , V F , C F , Σ F , Y i,F and D i,F such that X F ⊗ F C = X, C F ⊗ F C = C etc. They satisfy the following conditions:
(1) All irreducible components of Y i,F or D i,F are F -rational. All points of Σ F and the singular points of Y i,F are F -rational.
(2) π and e are defined over F , which we denote by π F : X F → C F and e F : C F → X F . (C) There is a finite extension K of Q p and an embedding σ : K ֒→ C such that there are K-schemes X K , V K , C K , Σ K , Y i,K and D i,K such that X K ⊗ σ C = X etc. They satisfy the following conditions:
(1) All irreducible components of Y i,K or D i,K are K-rational. All points of Σ K and the singular points of Y K are K-rational.
(2) π and e are defined over K, which we denote by π K : X K → C K and e K : C K → X K .
Let R be the integer ring of K. Then there are regular models X R /R, V R /R, C R /R, Σ R /R, Y i,R /R and D i,R /R over R such that
(1*) X R /R, V R /R and C R /R are smooth (i.e. good reduction).
(2*) π K and e K extend on the models: π R : U R → S R , e R : S R → U R .
(3*) Σ R is smooth over R, which means that it consists of the disjoint union of P i,R (i ≥ 1).
(4*) All D j,R are relative NCDs over R, which means that all irreducible components are smooth over R and the intersecting locus of any two components are smooth over R.
We put
Dlog maps on K-cohomology
There are the dlog maps
to the Betti cohomology for a nonsingular variety W C over C,
to theétale cohomology for a separated scheme W in which n is invertible, and
to the de Rham cohomology for a smooth scheme W k over a field k of characteristic zero. As for (2.3), the dlog image is contained in
Let the notations be as in §2.2 (C). Then we also have the map
where
Although the existence of such dlog is folklore, I give the definition for the convenience of the reader. By the Gersten conjecture (Quillen [18] ) we have the exact sequence
where E runs over all divisors on V R such that each irreducible component is flat over R.
(E sing denotes its singular locus.) We claim that the image of the dlog map
In fact let f ∈ K(U). Since d(cf )/(cf ) = df /f for c ∈ K, we may replace f with π m K f so that all irreducible components of the divisor of f are flat over R.
be the residue map along x. Then we have a commutative diagram
The kernel of the bottom arrow is
The last equality follows from the fact that Ω 2 V R /R (log D R ) is locally free of finite rank. Together with (2.5) we get the dlog map dlog :
and hence (2.4).
Boundary maps
Let the notations be as in §2.2.
We have the composition of the boundary maps in algebraic K-theory
The first map is the tame symbol and the second is the map of order. There are the corresponding boundary maps
on the Betti cohomology and 
⊕s . Note that ∂ B is also given by the composition of the following maps
The definition of (2.10) is similar. On the de Rham cohomology we have the Poincare residue map
for A = R, K, K. The boundary maps ∂ B , ∂é t and ∂ DR are compatible with ∂. In particular we have a commutative diagram
DR (Z ⊕s p ) so that we have from (2.12)
Note that there is the exact sequence
(2.14)
We want to study the rank of dlogΓ (U K , K 2 ) which is equal to the rank of ∂Γ (U K , K 2 ). The first key result is
In other words, Coker∂ is torsion free.
The proof of Theorem 2.1 will be given in §4.
Tate curve
In this paper we work only in the case that A is a complete discrete valuation ring or the ring of formal power series with coefficient in a noetherian local ring. Let O be a noetherian local ring.
Let us consider the Tate curve E q,Zp over Z p ((q)). The dlog map
Then there is a natural map
where π : E q,Zp → SpecZ p ((q)). Thus we have
Express ω ′ in the following way:
Then we define a map
Letφ be the composition 19) where the second map is the canonical projection. Then the following is the second key result:
This gives a criterion when a 2-form is contained in the dlog image. The proof of Theorem 2.2 will be given in the following way. Since the natural map K 2 (E q,Zp ) → Γ (E q,Zp , K 2 ) is surjective modulo 6-power torsion, we may replace Γ (E q,Zp , K 2 ) with K 2 (E q,Zp ). We will construct a map (=q-expansion of Beilinson's regulator)
Then it follows from the definition of φ that we have
Therefore Theorem 2.2 is equivalent to say that p|d k for all 1 ≤ k ≤ p(2p − 2) and p|k. To show it we switch the base ring Z p ((q)) with a local field K (finite extension over Q p etc.) and see that τ ∞ becomes theétale regulator τé 2.6 Definition of Φ(U ) F p Admitting Theorems 2.1 and 2.2, we give the definition of Φ(U) Fp .
Let t i ∈ O C R be the defining equation of P i,R . We put
the punctured neighborhood of P i,R for 1 ≤ i ≤ s. Note that there is an isomorphism
Then X i is isomorphic to the Tate curve over SpecO i . More precisely let q ∈ O i be the unique power series such that ord t i (q) = r i and
Then there is an isomorphism
of O i -schemes. The isomorphism (2.21) is unique up to the translation and the involution morphism. Thus we have a map
Since SpecO i → SpecZ p ((q)) is finite, we have the transfer map tr :
There are the corresponding maps on K-cohomology which give rise to a commutative diagram
(2.24)
Letφ i be the composition of the right vertical arrows:
Define Z p -submodules
Admitting Theorems 2.1 and 2.2 we give a upper bound for the rank of dlogΓ (U K , K 2 ) which is equal to the rank of ∂Γ (U K , K 2 ). By Theorems 2.1 (1) we have
To remove the dependence we put
where the right hand side runs over all V R /R, C R /R, Σ R /R, D i,R /R and σ : K ֒→ C satisfying (C). It immediately follows from (2.25) that we have
Some Computations of cohomology groups
In this section we work over the Betti cohomology groups. H • (V ) (resp. H • (V )) denotes the Betti (singular) cohomology group (resp. homology group). However due to a theorem of M. Artin the Betti cohomology H
• (V, Z/n) with finite coefficient is canonically isomorphic to theétale cohomology H • et (V, Z/n). Therefore almost all results in this section hold for theétale cohomology.
Notes on Condition (A)
Let n ≥ 1 be an integer. There is the long exact sequence
, Z/n(1)) be the natural maps.
Then the composition
is given as follows
where (−, −) denotes the intersection numbers.
be the scheme theoretic fiber. We put
Suppose that n is prime to 6r 1 · · · r s . Then the composition (3.2) induces an isomorphism
Proof. Since the cardinality of the both sides is the same, it is enough to show the surjectivity. To do this, it is enough to see that the map
is surjective (and hence bijective) for each i. We can check it as the case may be. For example, if Y i is of type I r i , then the matrix of (3.3) is given by
The determinant of it is equal to (−1) r i −1 r i . It is prime to n. Therefore (3.3) is bijective. The proofs for the other types are similar. Q.E.D.
Proof. Recall the assumption that s ≥ 1. Let T be the local monodromy around P 1 . The action of T on H 1 (X t , Z) is given by the matrix
On the other hand it constitutes a sub Hodge structure of H 1 (X t , Q) ( [6] ). Thus it is zero. Q.E.D.
Proposition 3.3
Suppose that n is prime to 6r 1 · · · r s . Then the following are equivalent.
(1) n is prime to ♯H 1 (X, Z) tor .
By the universal coefficient theorem and the fact that H 1 (S, Z) and H 1 (C, Z) are torsion free, we have
be the Leray spectral sequence. Due to the section e, the maps E p0 2 → E p are injective. Therefore we have an exact sequence
and hence the desired equivalence. (3)⇐⇒(4). In the following commutative diagram
the exact rows are split. We want to show that f 3 is bijective. To do this, it is enough to show that Coker f 1 → Coker f 2 is surjective. Let the notation be as in Lemma 3.1.
There are the isomorphisms
and the map Coker f 1 → Coker f 2 is given by
(1)⇐⇒(4). Due to Lemma 3.2 we have a split exact sequence
By the universal coefficients theorem we have
and hence the desired equivalence.
(1)=⇒(5). It follows from (1) that we have
Therefore it is enough to show that the map
is zero. This follows from Lemma 3.2.
(5)=⇒(4). We want to show that the map s * :
To do this, it is enough to show that
There is the split exact sequence
In particular we have that
ab is surjective and hence so is
Thus we have the surjectivity of Proof. We see that (5) is satisfied. Let Y j be the singular fiber which is not of type I m . Then it is simply connected. Since
Lemma 3.5 Assume that n is prime to 6r 1 · · · r s and satisfies the equivalent conditions in Proposition 3.3. Then n is prime to the cardinality of the torsion part of H 2 (X, Z).
Proof. This follows from the exact sequence
and (4). Q.E.D.
3.2
From (3.1) we have exact sequences
Note that δ in (3.5) gives rise to the boundary map
Proposition 3.6 Assume that n is prime to 6r 1 · · · r s and satisfies the equivalent conditions in Proposition 3.3.
(1) The exact sequence (3.4) has a canonical splitting. In particular
(2) The boundary map ∂ B is surjective. Hence we have an exact sequence
Proof. (1). This follows from Lemma 3.1. (2). It is enough to show that the map H
is zero. Due to the Poincare-Lefschetz duality we have
Since there is a surjective map
However this follows from Proposition 3.3 (5) . (3). This follows from Proposition 3.3 (1), Lemma 3.5 and the exact sequence
Q.E.D.
Proof of Theorem 2.1: Application of Suslin's exact sequence
Let the notations be as before. We put
and Cé
Recall a theorem of M. Artin which asserts the natural isomorphisms
for a separated scheme V which is of finite type over F with F ⊂ C. Thus the results in §3 can be true if we replace the Betti cohomology with theétale cohomology. In particular, we have the exact sequence
of G K -modules from Proposition 3.6 (2), and Cé
) is torsion free and there is an exact sequence
by Proposition 3.6 (3).
Suslin's exact sequence
Let X be a nonsingular variety over a field k. Let n ≥ 1 be an integer which is prime to the characteristic of k. There is theétale regulator map c 2,2 : [20] ). Moreover there is the map H 
This will play an essential role in the proof below.
Proof of Theorem 2.1
For a scheme U ′ with U K → U ′ we put
is torsion so that the rank of Γ (U K )é t is equal to the rank of
Proof. We first claim
Thus Claim 4.2 follows.
Claim 4.3 There is an exact sequence
0 −→ H 2 et (S K , Z p (2)) −→ H 2 et (U K , Z p (2)) −→ H 2 et (U K , Z p (2)) G K −→ 0.
This is split by the section e.
Consider the Hochschild-Serre spectral sequences
∞,U , and hence 
with split exact rows. Together with Claim 4.2 we have that
is torsion free. Therefore, in the following commutative diagram
Coker a is torsion free. On the other hand Coker a is torsion by (4.3) . This means that a is surjective and hence bijective. Q.E.D.
Lemma 4.4 The quotient
Proof. We use the condition (B). Note that Γ (U F )é t coincides with
) for a fixed embedding F → K. Therefore we may replace K with F .
gives rise to
where Res L/F denotes the restriction map. Thanks to the Weil conjecture,
is finite whose order has an upper bound which does not depend on ν. Thus there is a N ≥ 1 which does not depend on ν such that
Then a diagram chase of (4.5) together with (4.6) and (4.7) yields 
Therefore we have
Passing to the projective limit, we have
We want to show that the cokernel of ∂ is torsion free. In the same way as the proof of Claim 4.2 we can show that the cokernel of dlog is torsion free. Since Cé
, it is enough to show that
is torsion free. Due to an exact sequence
Moreover the following
is injective for all ν ≥ 1. Passing to the projective limit, we have the injectivity of
This means that (4.8) is torsion free. Q.E.D.
Lemma 4.6 Let the notations be as in §2.2 (C). Then we have
Proof. Let k be the residue field of K and U k and S k the special fibers over Speck. We first claim that there is a exact sequence
In fact it follows from the commutative diagram 0
Due to the Gersten conjecture, proved by Quillen ([18] Theorem 5.11) for nonsingular varieties over fields and by Bloch [4] for schemes which are smooth over discrete valuation rings, we have
Thus we obtain (4.9). Note
. Since (4.9) is compatible with the pull-back maps, we have a commutative diagram
with exact rows. Then it follows from a diagram chase that the map
The rest is to show that the composition
is zero. However since it factors through 
We construct the map τ ∞ in the following steps.
Step 1 We construct a map τ
* (Contou-Carrère symbol).
Step 2 We give generators
Step 3 We construct a map τ
By the above τ
* . We define τ ∞ as the map such that the following diagram is commutative:
* .
5.1
Step 1 : Contou-Carrère symbol τ cc ∞
We work in a little more general situation. Let R be a complete discrete valuation ring with a uniformizer π K . Let K be the quotient field of R. Let q ∈ π K R − {0} and E q the Tate curve over K defined by the equations (2.15) and (2.16). Then we will construct a map τ
This map is uniquely extended on K the algebraic closure of K, which we also write by ord K . We put U n = 1 + π n K R (n ≥ 1) and k = R/π K R the residue field. I keep in mind only the case that K = K a finite extension over Q p or K = F ((t)) the field of formal power series with coefficient in a field F .
5.
R u is the subring of the ring R[[u, u −1 ]] of formal Laurent series which is generated by
such that ord K (a i ) → +∞ as i → −∞. This is a discrete valuation ring with a uniformizer π K . We denote by K u the fractional field :
The residue field of K u is the field k((u)) of formal power series with coefficient in k.
Lemma 5.1 Let f ∈ K u . The following are equivalent.
(1) For any n ≥ 1, there are f n ∈ K(u) and φ n ∈ π 
we have (2). Conversely, assume that (2) holds. Then for all n > N we have
Lemma 5.3 K u ♭ is a complete discrete valuation field with π K a uniformizer, and R u ♭ is its valuation ring. The residue field is k(u).
♭ by Lemma 5.1 (2). Therefore K u ♭ is a field. The map ord K u gives the discrete valuation on K u ♭ . Then R u ♭ is its valuation ring by definition. It follows from Lemma 5.1 (2) that any Cauchy sequence in R u ♭ converges to an element in R u ♭ . Thus R u ♭ is complete. The last assertion is clear. Q.E.D.
Example. Let q ∈ K * such that ord K (q) > 0. The typical example of elements of K u ♭ is the theta function θ(u, q) = (1 − u) n≥1 (1 − q n u)(1 − q n u −1 ). On the other hand, let
τ (n)
∞ andτ cc ∞ For α ∈ K we denote by τ α the tame symbol at u = α:
Define a pairing
where f = f n (1 + φ n ) and g = g n (1 + ψ n ) are as in Lemma 5.1 (1) and α runs over all α ∈ K such that ord K (α) > 0 (including α = 0). Since the choices of f n or g n are not unique, we need to show that the above pairing does not depend on them:
Proof. We want to show that if h ∈ K(u)
More generally, we show
for a, b ∈ K where R denotes the integer ring of K. For any h ∈ K(u) * there is a decomposition
with n, r i , s j ∈ Z and c, α i , β j ∈ K * . Since h ∈ K(u) * and K is complete, both of
Therefore it is enough to show (5.4) and (5.5) in the following cases:
Proof : Case (i). Easy.
Proof : Case (ii). (5.4) is clear. We show (5.5). If ord
If ord K (b) > 0 and b = 0, then
Proof : Case (iii). (5.4) is clear. (5.5) is also clear if ord
This completes the proof. Q.E.D.
Lemma 5.5
The pairing (5.2) satisfies the following.
(2) The following diagram is commutative for m ≥ n:
Proof. (1) and (2) easily follow from the fact that the pairing (5.2) is well-defined. To show (3), let f = f m (1 + φ m ) (m ≥ n) be the decomposition as in Lemma 5.1 (1) . Put
Definition 5.6 Define the map
τ (n) ∞ : K M 2 (K u ♭ ) −→ K * /U n , {f, g} −→ [f, g] n . (5.7)
This is well-defined by Lemma 5.5 (3). Due to Lemma 5.5 (2) the maps (τ (n)
∞ ) n≥1 forms the projective system. We definê
Lemma 5.7 (Explicit description ofτ
cc ∞ ) Let f, g ∈ K u ♭ be expressed as f = a 0 u n ∞ i=1 (1 − a −i u −i )(1 − a i u i ), g = b 0 u m ∞ i=1 (1 − b −i u −i )(1 − b i u i ), with      a i , b i ∈ R i = 0 ord K (a −i ), ord K (b −i ) > 0 i > 0 ord K (a −i ), ord K (b −i ) → +∞ as i → +∞.
Then we haveτ
where (i, j) denotes the greatest common divisor of i and j.
Proof. Straightforward from the definition. Q.E.D. 9) . In §5. 4 we will see that it coincides with the boundary map (5.29) in algebraic K-theory (see (5.38) ). In particular it factors through the Steinberg relations. However it seems difficult to show it directly from (5.9).
Remark 5.8 For a local artinian ring A, Contou-Carrère [5] introduced the pairing
, : A((u)) * × A((u)) * −→ A * by (5.
Definition of τ
Let E q be the Tate curve over K defined by the equations (2.15) and (2.16). The series
converge for all u ∈ K − q Z . They induce a bijective homomorphism
where O ∈ E q (K) denotes the infinity point. We often identify E(K) with K * /q Z by the isomorphism (5.12).
Definition 5.9 (Theta function)
θ(u) converges for all u ∈ K * and satisfy
Using the above, we see that a function
is q-periodic if i α i /β i = 1. Conversely, for any rational function f (u) on E q ⊗ K, one can find c, α i , β i ∈ K * such that f (u) is given as in (5.15). Thus we have the one-one
by which we often identify the both sides.
The following formulas will be frequently used. The proof is straightforward from the definition (left to the reader).τ
for all −e < ord(α), ord(β) ≤ 0. Here S(α) is defined as 
is introduced where the left hand side is defined as the kernel of the dlog map
Let us recall the definition of (5.23). Theétale regulator (the Galois symbol map)
There is the natural map
) and it gives rise to
Then (5.23) is the composition of (5.25) and (5.26). 
Proof. The symbolτ cc ∞ is characterized by the commutative diagram
The same commutative diagram holds forτé 
Hence we have a commutative diagram
where ρ is induced from theétale regulator c 2,2 : (2)).
Step 2
Let E q be the Neron model over Z p [[q] ]. More explicitly, it is the regular scheme obtained by adding the singular point of the special fiber to E q . Let Z ∼ = G m,Zp be the special fiber over q = 0. Quillen's localization theorem ( [9] , [22] Thm.(9-1)) yields exact sequences
p . Let 0 < a < b < r be integers. We consider the following rational functions
It is easy to see that ξ
] due to the surjectivity of (7.2) below. Then we put
where tr :
A direct calculation yields that we have ∂(ξ (a,b,r) ) = a(b − a)(b − r). Thus we have:
Lemma 5.12 The subgroup generated by the symbols {α, q} (α ∈ Z * p ) and ξ (1,2,3) is onto
We show Step 2. Since τ cc ∞ {α, q} = 0, it is enough to show τ cc ∞ (ξ (1,2,3) ) ∈ Z p ((q)) * . However due to the formulas (5.17) ,. . . ,(5.21), we have
Thus the assertion follows.
5.4
Step 3 : Kato symbol τ kt ∞ Let A be a noetherian local ring. We recall the boundary map 
. By Quillen's localization theorem ( [9] , [22] Theorem (9.1)) we have the exact sequence 
This give rise to
Passing to the projective limit we have the Kato symbol
Next we show the compatibility of τ kt ∞ and τ cc ∞ . More generally letting F be a field, we show that the following diagram
is commutative (F = Q p for our purpose). To do this we may assume that F is an algebraically closed field. Put
Proof. There are commutative diagrams
Since f and u come from
* it is enough to show that in general for a field k ∂{g, u} = g(0) for g ∈ k((u))
* . This is well-known (e.g. [22] Lemma (9.12)). Q.E.D.
Proof. Since a is nilpotent we have an isomorphism
where ι is as in (5.32) . Thus we have a commutative diagram 
Proof. It follows from a commutative diagram
that we have ∂{a − u, u} ≡ ∂{−u, u} = 1 mod q. This means ∂{a − u, u} = 1 + qf for some f ∈ A n . Therefore it is enough to show that there is N ≥ 1 which is prime to char(F ) and such that ∂{a − u, u} N = 1. Let N ≥ 1 be an integer which is prime to char(F ) and such that a N = 0. Let ζ N ∈ F be a primitive N-th root of unity. As is seen in the proof of Lemma 5.14, the isomorphism
(5.37)
Thus we have
Now we show that the diagram (5.34) is commutative. We first note that the map
is surjective by a theorem of van der Kallen ( [12] , [13] ) as the residue field F ((u)) is infinite. Therefore, due to Lemma 5.7, it is enough to show
We can reduce it to check (5.38) in the following cases:
The first case immediately follows from Lemma 5.13. To show the rest, we consider the embedding A n ֒→ A
Thus we can assume that a 1/i , b 1/j ∈ A n and hence may assume i = j = 1. Then the assertion follows from Lemmas 5.13, 5.14 and 5.15. This completes the proof of the commutativity of (5.34).
We have finished Step 1, . . . , Step 3 and hence the construction of τ ∞ :
Note on Beilinson's regulator
Let X be a nonsingular curve over C. Then there is the Beilinson regulator
on K 2 of X. Beilinson also gave an explicit description of (5.40) ( [2] , see also [10] Prop. 6.3). Let ξ = {f, g} ∈ Γ (X, K 2 ) and γ ∈ π 1 (X, o). Define the pairing
One can show that it is well-defined, namely, {f, 1 − f }, γ = 0 modulo Z(2). Therefore it gives rise to the Beilinson regulator (5.40).
Let E q = C * /q Z be the complex torus. Suppose |q| ≪ 1. The fundamental group π 1 (E q ) is a free abelian group generated by the invariant cycle γ and the vanishing cycle δ (as q → 0). Using the uniformization π : C * → E q , the vanishing cycle δ is the image of the loop around 0 in C * . Define a map
Since the vanishing cycle δ is invariant under the monodromy action, the map q → τ an ∞,q (ξ) is a holomorphic function on ∆ * , and hence it can be written as a q-expansion. Thus we have τ 6 Artin-Hasse formula
The purpose of this section is to prove the following:
Let µ ⊂ L be the group of p-power roots of unity and p n := ♯µ its cardinality. Then
n is bijective and there is the isomorphism 
Artin-Hasse formula is written in many books. For example see [17] Ch.V §3, or [7] p.264-266. (However there is a misprint in [7] . The definition of π n is not ζ p n − 1 but 1 − ζ p n .)
We calculate the Hilbert symbols in the following cases for the proof of Proposition 6.1.
Proof. We prove only (6.3) ((6.2) is easy). By the Artin-Hasse formula (Theorem 6.2), we have
we have a k = (A 1 + A 2 + B 1 + B 2 )/p 2 where
A direct calculation yields
Lemma 6.4 Let µ ∈ Q p be a primitive (p − 1)-th root of unity. Let r be an integer such that µ ≡ r mod p. Then we have
Proof. We first note (−, µ) p 2 = 1 since the order of µ is prime to p.
. We may assume µ ≡ r mod p 2 . Then we have from (6.3)
Proof of Proposition 6.1
Apply the condition (6.1) for L = Q p (ζ p ) and q L = π 1 . Then it follows from (6.2) that we have p|d p .
Next we show p|d kp for 2 ≤ k ≤ 2p − 2. To do this it is convenient to write the Hilbert symbol additively. If (α, β)
Proof. By (6.9), we have
Now we prove p|d kp by the induction for k ≥ 1. Assume that p|d kp for all k ≤ l. If l ≥ p − 1 then Claim 6.5 immediately implies p|d kp for all l + 1 ≤ k ≤ 2p − 2. Assume l ≤ p − 2. Let c be the largest integer such that c(l + 1) ≤ 2p − 1. Then c(l + 1) ≥ p and c < p. Since f (q c ) satisfies the same condition as (6.1), it follows from Claim 6.5 that we have p|d (l+1)p . This completes the proof.
Proof of Theorem 2.2
We finish the proof of Theorem 2.2 which asserts that the composition
is zero. By [21] Théorème 4 iv), the map
is surjective as dimE q = 3. Since p ≥ 5, we can replace Γ (E q , K 2 ) with K 2 (E q ). Then we show
is commutative where the right vertical arrow is given by
Express it in the following way:
If f (q) = τ ∞ (ξ) for some ξ ∈ K 2 (E q ) then we have c = 1 and p|d i for all i = kp with
Lemmas 7.1 and 7.2 imply Theorem 2.2.
Proof of Lemma 7.1
It is enough to show that the following diagram
There is the embedding K(E q,Qp ) ֒→ K u ♭ by the expansions (5.10) and (5.11). In particular we have
K u ♭ /K −→ K be the residue map at u = 0, namely if we express ω = n∈Z a n u n du in the unique way then Res(ω) = a −1 . The residue gives rise to a map
Thus to show the commutativity of (7.4) it is enough to show that the following diagram
is commutative. However this follows from Lemma 5.7 and the fact that
This completes the proof of Lemma 7.1.
Proof of Lemma 7.2
We use the compatibility of τ ∞ and τé t ∞ ( §5.2.2). We first show c = 1. Put K = Q p ((q)) and let E q,K be the Tate curve over K. Put E q,K := E q,K ⊗ K K. By Corollary 5.11 we have a commutative diagram
In the above δ is given by f → {f, q}. Therefore we have
Let K = L be an arbitrary finite extension of Q p and Z p ((q)) → L a Z p -homomorphism given by q → q L with ord(q L ) > 0. In the same way as above we have
Since c = 1 the condition in Proposition 6.1 is satisfied. Thus we have p|d kp for with 1 ≤ k ≤ 2p − 2. This completes the proof of Lemma 7.2.
8 Example : elliptic surfaces
Let π : X → P 1 be the minimal elliptic surface such that the general fiber π −1 (t) is the elliptic curve defined by
The functional j-invariant is −64/(t n (1 + 27/4t n )). Put n = 6k + l with k ≥ 0 and 1 ≤ l ≤ 6. Then the canonical bundle K X is π * O(k − 1). The Hodge numbers are as follows:
In particular X is rational if 1 ≤ n ≤ 6, a K3 surface if 7 ≤ n ≤ 12 and κ(X) = 1 if n ≥ 13. There are (n + 2) singular fibers, 
The dlog image is generated by
be the boundary map where the base (0, · · · ,
corresponds to the fiber Y b for 0 ≤ b ≤ n. We want to show that the rank of ∂Γ (U, K 2 ) is 2. A direct calculation yields
Therefore we have rank ∂Γ (U, K 2 ) ≥ 2 and hence it is enough to show dim Fp Φ(U) Fp ≤ 2 for some p.
8.1.1
Step 1 : Choice of p ≥ 5
Since 6 |n the fiber Y ∞ is not a multiplicative type. By Proposition 3.3 and Lemma 3.4, we have H 1 (X, Z) = 0. Therefore the condition (A) in §2.2 is satisfied iff p |n. Moreover we put K = Q p ( √ −1, n −4/27, ζ n ). Then we can easily check that (C) is satisfied. The rest is the condition (B). Put F = Q(( √ −1, n −4/27, ζ n ). Then (B) (1) and (2) are satisfied. We check (B) (3) . To do this, we see the Frobenius action. Suppose that X F has a good reduction at a prime ℓ F of F which is lying over a rational prime ℓ = p. Let κ be the residue field and t = [κ : F ℓ ]. Let Frob ℓ t ∈ Gal(κ/κ) be the Frobenius automorphism. By the proper base change theorem we have
By Proposition 3.6 (3) we have 
X κ is defined over the prime field F ℓ , which we denote by X F ℓ . Let Frob geo ℓ be the geometric Frobenius action on H 2 et (X F ℓ , Z p ) and α i its eigenvalues. Then
The eigenvalues α i are determined by the zeta function of X F ℓ . Namely letting ν m (X F ℓ ) be the cardinality of the F ℓ m -rational points of X F ℓ , the zeta function
is defined as follows:
Due to the Lefschetz trace formula we have
Hence we have
Moreover it follows from the Poincare duality that we have
Let us compute ν n (X F ℓ ). Put
Since (So far everything is true for any integer n such that 6 |n).
Suppose that n is a prime number. Choose ℓ such that (ℓ mod n) is a generator of (Z/n) * . Since F ℓ m → F ℓ m x → x n is bijective unless n − 1|m we have
unless n − 1|m. . Thus (8.2) holds. In the cases n = 2, 3, 5, 7, we compute ν m (X F ℓ ) as the case may be. Case n=2. We put ℓ = 13. Then κ = F 13 (t = 1). By a direct calculation we have ν 1 (X F 13 ) = 13 2 + 10 · 13 + 1 (=⇒ 10 i=1 α i = 10 · 13).
Then it follows from the Weil-Riemann conjecture (8.10) that we have α i = 13 for all 1 ≤ i ≤ 10. Thus if p |13 − 1 (i.e. p ≥ 5) then (8.2) and hence (B) (3) hold. Case n=3. We put ℓ = 7. Then κ = F 7 6 (t = 6).
ν 1 (X F 7 ) = 7 2 + 10 · 7 + 1.
Therefore we have α i = 7 for all 1 ≤ i ≤ 10. Thus if p |7 6 − 1 (⇐⇒ p = 2, 3, 19, 43) then (8.2) holds. On the other hand let ℓ = 13. Then κ = F 13 3 (t = 3) and ν 1 (X F 13 ) = 13 2 + 10 · 13 + 1.
Therefore we have α i = 13 for all 1 ≤ i ≤ 10 and if p |13 3 − 1 (⇐⇒ p = 2, 3, 61) then (8.2) holds. As a result, if p ≥ 5 then (B) (3) holds. Choice of p ≥ 5 n 2 3 5 7 n ≥ 11 p p ≥ 5 p ≥ 5 p ≥ 7, p = 19 p |2 · 3 · 7 · 13 p − 1 |2(n − 1)
Step 2 : Calculation of the Fourier coefficients
Let p be as in Step 1 above and K = Q p ( √ −1, n −4/27, ζ n ). Then the conditions (A),. . . ,(C) in §2.2 are satisfied.
We change the variables in the following way: Conversely the q-expansion of t i is as follows:
Then R((q)) = R((t i )) and the isomorphism between the Tate curve E q,R (2.15) and (8. Case n = 3. Let p = 7. Then K = Q 7 ( √ −1, Case n = 19. Let p = 11. K = Q 11 ( √ −1, ζ 19 ) ([K : Q 11 ] = 6) and Γ (V R , Ω 2 V R /R (log D R )) Zp is generated by Proof. Quillen's localization theorem of K-theory ([22] Theorem (9.1)) yields an exact sequence (1) . (8.16) On the other hand, there are exact sequence We claim that the map C * ⊗ NS(X)
is injective. In fact let
) ∼ = ⊕ i,k C * be the pull-back. Then the composition C * ⊗ NS(X) ′ −→ K 1 (X) (2) → ⊕ i,k C * is given by the intersection matrix on NS(X) ′ and it is bijective due to the fact that the intersection pairing on NS(X) ′ is non-degenerate (cf. proof of Lemma 3.1) . Now a commutative diagram 0 0
with ∂ = ∂ 1 ∂ 2 yields an exact sequence
