Abstract-We use administrative data from Missouri to examine the sensitivity of earnings impact estimates for a job training program based on alternative nonexperimental methods. We consider regression adjustment, Mahalanobis distance matching, and various methods using propensity-score matching, examining both cross-sectional estimates and difference-in-difference estimates. Specification tests suggest that the difference-in-difference estimator may provide a better measure of program impact. We find that propensity-score matching is most effective, but the detailed implementation is not of critical importance. Our analyses demonstrate that existing data can be used to obtain useful estimates of program impact.
I. Introduction
T HERE has been growing interest on the part of governments in evaluating the efficacy of various programs designed to aid individuals and businesses. For example, state legislatures in California, Illinois, Massachusetts, Oregon, and Texas have all mandated that some type of evaluation of state welfare programs be undertaken. In addition, the federal government has required that federally funded training and employment programs administered at the state and local levels meet standards based on participant employment outcomes.
However, the best way for states to conduct evaluations remains an unanswered question. Early efforts to evaluate the effects of government-sponsored training programs such as the Manpower Development Training Act (MDTA) or the Comprehensive Employment Training Act (CETA) focused on choosing the appropriate specification of the model in the presence of nonrandom selection on unobservables by participants in the program (Ashenfelter, 1978; Bassi, 1984; Ashenfelter & Card, 1985; Barnow, 1987; Card & Sullivan, 1988) . This research culminated in the papers by LaLonde (1986) and Fraker and Maynard (1987) , which concluded that nonexperimental evaluations had the potential for severe specification error. This led both researchers and policymakers to argue that the only appropriate way to evaluate government-sponsored training and education programs is through the use of randomized social experiments.
However, recent critiques of social experiments (Heckman & Smith, 1995; Heckman, LaLonde, & Smith, 1999) argue that even randomized experiments have important shortcomings that limit their usefulness in policymaking. In both the planning and the implementation stages, random assignment designs are often resisted by program staff, due to ethical and administrative concerns with denying program access to eligible individuals, as well as fears that a poor evaluation could adversely affect program resources. 1 Even well-designed experiments require substantial efforts to assure that staff administer them as planned, producing participant and control groups that are truly randomly assigned. Finally, estimates of impact based on social experiments are not always directly relevant for policymakers in deciding whether to create new programs or to expand existing ones (see also Manski, 1996) .
Based in part on these concerns, recent research has returned to earlier work on nonexperimental methods (Rosenbaum & Rubin, 1983; Heckman & Hotz, 1989; Friedlander & Robins, 1995) . James Heckman and colleagues have published a set of papers (Heckman, Ichimura, & Todd, 1997 using data from random assignment experiments to identify those strategies that may be successful in estimating program impacts from nonexperimental data. They stress that there is no magic methodology that will always produce unbiased and useful estimates of program impacts. Program evaluation requires researchers to first adopt a methodology that is suitable for the question they want to address, and second, to perform appropriate specification tests, and, finally, to use data that are appropriate for estimating the parameters of interest in a given institutional context. The results from these papers also suggest that, with suitable data on both program participants and nonparticipants, it may be possible to provide meaningful estimates of program impact.
Matching methods have been a primary focus of attention in recent years. Although matching in its simplest form involves pairing each participant or "treated" case with a comparison case that is similar, based on measured characteristics, more general matching methods apply a weight to each case in the comparison sample, estimating program effects as the difference in outcome between participants and the weighted comparison sample. Matching attempts to assure that the participants and weighted comparison samples are comparable in terms of all measured characteristics, an approach conceptually distinct from methods, like regression, that are based on fitting models that use individual characteristics to predict outcomes.
Recent work by Dehejia and Wahba (1999, 2002 ) is supportive of the view that matching methods can be used to obtain unbiased program estimates. They reanalyze LaLonde's (1986) data using matching methods, arguing that despite limited information on individuals and use of a comparison group that differs in important ways from the treatment group, unbiased estimates of program impact can be obtained. However, their methods are questioned by Todd (2005a, 2005b) , who take strong exception to these conclusions (see also Zhao, 2003) .
A growing literature now applies matching methods in various evaluation environments, but few papers provide a comprehensive comparison of alternative approaches. 2 Our work provides such comparisons, investigating the possibility of evaluating government-sponsored training programs using existing data sources. If such methods are reliable, there are tremendous opportunities for evaluating programs because most states already possess rich data sets on participants in various state programs that are used to administer these programs, as well as data on earnings for almost all workers in the state. Thus, it may be possible to evaluate government training programs without resorting to expensive experimental evaluations (or searching for instruments), producing estimates of program impacts that are useful for policymakers.
The goal of this paper is to use administrative data from one state, Missouri, to examine the sensitivity of estimates of program impacts across alternative evaluation methods and alternative outcome variables. We also examine the sensitivity of our results to the quality of the data available for analysis. We assess the estimates from different methods by comparing them to each other, and also by comparing them to estimates of program impacts based on experimental methods that have been reported in the literature. In addition, we conduct a number of specification checks of our evaluation methods. The methods we consider are simple difference, regression analysis, matching based on the Mahalanobis distance, and matching based on the propensity score. For propensity-score matching we also consider a number of alternative ways to match participants with nonparticipants such as pairwise matching, pairwise matching with various calipers, matching with and without replacement, matching using propensity-score categories, and kernel density matching. Finally, for each method we present both cross-sectional and difference-in-difference estimates.
The program we examine is Missouri's implementation of job training programs under the federal Job Training Partnership Act (JTPA). Our data on participants come from information collected by the state of Missouri to administer this program. Our comparison group consists of individuals registered with the state's Division of Employment Security (ES) for job exchange services. Our data on earnings and employment history come from the Unemployment Insurance (UI) program in the state. These data have a number of features that make them ideal for use in evaluating government programs. First, they contain very detailed location information allowing us to compare individuals in the same local labor market. Second, they allow us to identify individuals in our comparison group who are currently participating or who have recently participated in the JTPA program. Thus, we can avoid the problem of contamination bias, which occurs when individuals in the comparison group are participants in the program being evaluated. 3 Finally, the data on wages and employment history are being generated by the same process for both participants and nonparticipants. Results in indicate that these factors are critical in constructing an appropriate nonrandom comparison group.
Although federal legislation passed in 1998 replaced the JTPA program with the Workforce Investment Act (WIA), the new program has much in common with the JTPA. For that reason, results obtained using the JTPA-both impact estimates and conclusions about appropriate evaluation methods-have important implications for WIA. In addition, the data we have from Missouri are similar to administrative data collected by other states in implementing various workforce development and UI programs, so it should be possible to use the results from our study when conducting evaluations of other states' programs. A study supported by the U.S. Department of Labor undertakes evaluation of the Workforce Investment Act in seven states using methods closely related to those examined here. 4 Our specification tests suggest that, when we use the difference-in-difference estimator, we are constructing comparison groups that are very similar to our participant group in terms of earnings growth, meaning we are comparing individuals who are comparable on relevant dimensions. In addition, we find that our estimates are insensitive to the method used for constructing comparison groups, providing some confidence in the robustness of our results. Finally, we find that our estimates of the impact of the JTPA program on earnings are similar to previous estimates of the effect of JTPA based on data from randomized experiments (Orr et al., 1996) . While certainly not definitive, these results do suggest that it is possible to evaluate government job training programs using administrative data that are currently being collected by most state governments.
The remainder of the paper is as follows. In the next section we discuss the various methods we use to construct our nonexperimental comparison groups. Section III contains a discussion of our data. Section IV presents our main results. In section V we examine the sensitivity of our results to the quality of the data used in the analysis. Section VI concludes.
II. Estimating Program Effects Based on Conditional Independence
Our goal is to estimate the effect of participating in the JTPA program on program participants. Let Y 1 be earnings for an individual following participation in the program and Y 0 be earnings for that individual in the absence of participation. It is impossible to observe both measures for a single individual. If we define D ϭ 1 for those who participate and D ϭ 0 for those who do not participate, the outcome we observe for an individual is
Experimental evaluations employ random assignment to the program, assuring that the treatment is independent of Y 0 and Y 1 and the factors influencing them. The average program effect for individuals subject to random assignment may be estimated as the simple difference in outcomes for those assigned to treatment and those assigned to the control group. Where D is not independent of factors influencing Y, participants may differ from nonparticipants in many ways, including the effect of the program, so the simple difference in outcomes between participants and nonparticipants need not identify program impact for any definable group.
If we assume that, conditional on measured characteristics, X, participation is independent of the outcome that would occur in the absence of participation,
the effect of the program on participants conditional on X can be written as
where Y 1 Ϫ Y 0 ϭ ⌬Y is understood to be the program effect for a given individual and the expectation is across all participants with given characteristics. Matching and regression adjustment methods are all based on some version of assumption (1). They differ in the methods used to obtain estimates of E(Y 1 ԽD ϭ 1, X) and E(Y 0 ԽD ϭ 0, X). 5, 6 A. Simple Regression Adjustment
Until recently, the most common approach (for example, Barnow, Cain, & Goldberger, 1980) to estimating program impact was based on a simple linear specification assuming that the earnings function was the same for participants and the comparison group. Program impact ␦ was estimated, along with a vector of parameters of the linear earnings function, ␤, by fitting the equation
with e, an error term independent of X and D. Although this approach can be pursued using more flexible functional forms, estimates of program impact rely on a parametric structure in order to compare participants and nonparticipants.
The critical question for regression adjustment is whether the functional form properly predicts what post-program wages would be for participants if they had not participated. Even under the maintained assumption in equation (1) that outcomes for participants and the comparison group do not differ once observed characteristics are controlled, if most of the comparison sample has characteristics that are quite distinct from those of the participants, regression adjustment will be predicting outcomes for participants by extrapolation. If the functional relationships differ by values of X, the regression function may be poorly estimated, resulting in a potential bias.
B. Matching Methods 7
Methods that focus more explicitly on matching by X are designed to ensure that estimates are based on outcome differences between comparable individuals. Where the set of relevant X variables is small and each has a very limited number of observed values, it may be possible to estimate the terms on the right side of equation (2) for each distinct combination of characteristics. In most cases, there are too many observed values of X to make such an approach feasible. 5 Where concern focuses on program impact for nonparticipants or other subgroups, a stronger assumption than equation (1) is required. Normally, it is assumed that, conditional on X, both Y 0 and Y 1 are independent of participation. This assumption will generally be violated if individuals select the treatment partly on the basis of unmeasured factors associated with expected benefits. 6 Although it is convenient to explicate estimation techniques in terms of a single population from which a subgroup receives the treatment, in practice treatment and comparison groups are often separately selected. The combined sample is therefore "choice based," and conditional probabilities calculated from the combined sample do not reflect the actual probabilities that individuals with given characteristics face the treatment in the original universe. However, the methods used here can apply under choice-based sampling. In particular, if assumption (1) applies in the population from which the treatment and comparison groups are drawn, assumption (1) will also apply (in the probability limit) in the choicebased sample where the probability of inclusion differs for treated and untreated individuals but is otherwise unrelated to individual characteristics. The methods outlined here can be shown to be consistent for such a sample.
7 See Rosenbaum (2002) and Imbens (2004) for general discussions of matching methods.
A natural alternative is to compare cases that are "close" in terms of X. Several matching approaches are possible. In the analysis here, we will first consider nearest-neighbor pair matching, in which each participant is matched with one individual in the comparison group, and where no comparison case is used for more than one match. We also consider variations on this basic matching technique. We then turn to methods based on grouping cases with similar measured characteristics. All these methods can be interpreted as schemes to weight the comparison sample so it will replicate the distribution of participants on the X.
C. Mahalanobis Distance Matching
We first undertake pair matching according to Mahalanobis distance. If we specify XЈ as the vector of observed values for a participant and XЉ for a comparison individual, the distance between them is calculated as
where V is the covariance matrix for X. The Mahalanobis distance has the property that matching will reduce differences between groups by an equal percentage for each variable in X, assuming that V is the same for the two groups. 8 This ensures that the difference between the two groups in any linear function will be reduced (Rosenbaum & Rubin, 1985) . Friedlander and Robins (1995) illustrate the use of Mahalanobis distance in program evaluation. The simplest pair matching approach begins by ordering participants and the comparison group members randomly. The first participant is matched to the comparison group member that minimizes M(XЈ, XЉ). The matched comparison group member is then eliminated from the set, and the second participant is matched to the remaining comparison group member that minimizes M(XЈ, XЉ). The process continues through all participants until the participant or comparison group is exhausted. 9 Matches produced by such an approach are not invariant to the order in which the data are sorted prior to matching. An alternative approach, optimal full matching, requires searching across all possible sets of matches to find the set that minimizes the sum of all distances (Rosenbaum, 2002) or a related systemwide criterion (Hansen, 2004) . Rather than perform such optimal matching, we present results of a matching approach based on one-by-one comparisons across matched pairs. In this "modified" matching procedure, we not only compare the distance between the participant and all comparison group members but also compare the distance for all members of the comparison group who were previously matched to participants. A prior match is broken and a new match formed if M(XЈ, XЉ) from the new match is smaller than that of the previous match. The participant in the broken match is then rematched, in accord with the same procedure. Under this procedure, the results are invariant to the ordering of the data. 10 Of course, if the comparison group contains sufficient numbers of cases with very similar values on all X to those among participants, the matching procedure will produce directly comparable groups. In most cases, however, there remain substantial differences between cases for some matched pairs. We try to account for this in two ways. First, we examine the impact of additional regression adjustment on estimates of program impact. Second, we drop the 1% of the matches with the largest distance.
D. Propensity-Score Matching
In the combined sample of participants and comparison group members, let P(X) be the probability that an individual with characteristics X is a participant. Rosenbaum and Rubin (1983) show that
This means that if we consider participant and comparison group members with the same P(X), the distribution of X across these groups will be the same. Based on this "propensity score," the matching problem is reduced to a single dimension. Rather than attempting to match on all values of X, we can compare cases on the basis of propensity scores alone. In particular,
where E P indicates the expectation across values of X for which P(X) ϭ P in the combined sample. This implies that
where E XԽDϭ1 is the expectation across all values of X for participants. The propensity score is thus a balancing score for X, assuring that for a given value of the propensity score, the distribution of X will be the same for participants and comparison cases. Although other balancing scores could serve the same function, estimating the propensity score is particularly convenient. Propensity-score matching is now the dominant approach in analyses using matching. In addition to reducing the matching problem to a single dimension, the propensity score facilitates investigation of whether the treatment and 8 In practice one must estimate V using the sample of either participants or nonparticipants or using a weighted average of the covariance matrices from the two groups. We follow most of the previous literature in estimating V as a weighted average of the covariance matrices for participants and nonparticipants with the weights being the proportion of each group in the data. Calculating V in this manner minimizes sampling error.
9 See Rosenbaum and Rubin (1985) and Rosenbaum (2002) , who refer to this as "greedy matching." comparison groups have sufficient overlap to allow meaningful comparison. We report such comparisons in our analyses.
We estimate P(X) using a logit specification with a highly flexible functional form allowing for nonlinear effects and interactions. We also test to assure that the score in fact balances our independent variables by testing for statistically significant differences between variable means within propensity-score bands. We first undertake one-to-one matching based on the propensity score using the methods described in the previous subsection. We also use calipier matching, where we remove matches for which the difference in propensity scores between matched pairs exceeds some threshold or caliper. In the analysis we report results based on calipers ranging from 0.01 to 0.2. 11 These simple matching estimators can be conceptualized as based on a weighting function where each comparison case receives a weight of 1 if chosen and 0 otherwise. Recent attention has focused on alternative weighting schemes that may be viewed as generalizations of one-toone matching. In addition to considering many-to-one matching, in which participants are matched with more than one comparison case, we consider two general matching or weighting functions, matching by propensity-score category, and kernel density matching.
First consider matching by propensity-score category or stratum. Let the kth stratum be defined to include all cases with values of X such that P(X)ʦ[P 1 k , P 2 k ). Let N k 1 be the number of participants within the kth stratum, N k 0 the number of individuals in the comparison group within the kth stratum, and N the total number of participants in our sample. Our estimate of the treatment effect within stratum k is given by
Our estimated average treatment effect across all strata is then given by
In choosing P 1 k and P 2 k we follow the algorithm outlined in Dehejia and Wahba (2002) . 12 In particular, we choose P 1 k and P 2 k such that remaining differences in X between participants and nonparticipants within each stratum are likely due to chance. 13 Our second approach is the kernel matching procedure described in Heckman, Ichimura, and Todd (1997) and . The kernel matching estimator is given by
where T is the set of cases receiving the treatment and N is the number of treated cases; Y i,1 and X i,1 are dependent and independent variables for the ith treated case; Y j,0 i and X j,0 i are dependent and independent variables for the jth comparison case that is within the neighborhood of treatment case i, that is, for which ԽP(
C is the number of comparison cases within the neighborhood of i; K(Y) is a kernel function; and b w is a bandwidth parameter. In general, a kernel is simply some density function. In practice, the choice of K(Y) and b w is somewhat arbitrary. In our analysis we use cross-validation methods to choose the bandwidth and kernel.
Whatever matching algorithm is used, there will generally be some difference in the conditioning variables-or the propensity score-between participant and comparison cases. Although earlier work occasionally employed local linear regression adjustments to address this issue , adjustments based on a single linear model have now become common following recent theoretical work by Abadie and Imbens (2006a) arguing that such an approach removes an asymptotic bias inherent in simple matching estimators. Although the discussion in Abadie and Imbens suggests that bias adjustment is likely to be less important in large samples like ours, we report below how such regression adjustment alters results.
A variety of alternative matching estimators have been proposed in recent years. Imbens (2000) , for example, proposed an estimator in which comparison cases are weighted by the propensity-score ratio. In a Monte Carlo analysis, Frölich (2004) compared one-to-one matching 11 As noted above, we wrote our own programs to undertake the matching, and the methods we use differ slightly from those used by psmatch2, a matching program written in STATA (Leuven & Sianesi, 2003) . The psmatch2 program sorts both participants and the comparison group by propensity score (either ascending or descending) prior to undertaking the matching. We found that this approach produced somewhat different estimates than ours, although most were within the range of values produced by random sorting.
12 Subclassification on the propensity score is also examined in Rosenbaum and Rubin (1984) , and general issues of subclassification are considered in Cochran (1968) . 13 Although we have chosen to present equation (3) in such a way as to highlight the symmetrical contribution of treatment and comparison cases in the estimation, the average treatment effect specified in equation (4) is numerically identical to that where the mean for all comparison cases within the specified stratum is taken as the comparison outcome for each treatment case in that stratum. It therefore corresponds to the approach used by Dehejia and Wahba (2002). with estimators based on kernel weighting, local linear regression, local linear ridge regression (designed to assure stability of linear regression adjustments in small samples), and a weight based on the propensity-score ratio. The weight based on the propensity-score ratio performed very poorly relative to the others. The ridge estimator performed best, although Frölich noted that where the sample size was large-as in our case-the kernel estimator's performance was similar.
In terms of theory, Angrist and Hahn (1999) argue that there is little basis for preferring propensity-score matching to Mahalanobis matching or to other metrics. Hirano, Imbens, and Ridder (2003) show that weighting by the inverse of a nonparametric estimate of the propensity score will produce an efficient impact estimate. As far back as Rosenbaum and Rubin (1985) , it has been suggested that matching be undertaken on the propensity score combined with other variables. Zhao (2004) has proposed alternative metrics that weight variables by coefficients reflecting their impact on outcome measures as well as propensity score. Such an approach improves matches for those variables that could cause outcomes to differ for treatment and comparison cases. His Monte Carlo experiments suggest that in small samples his alternative metrics may have benefits, but there is no approach that dominates all the others across environments. His work examines only one-to-one matching, and it considers treatment samples that are appreciably smaller than those we use here.
Rather than using the propensity score to match cases, Smith and Todd (2005a) match on the odds ratio of the propensity score (p/(1Ϫp)). This approach has the advantage that results will be invariant to choice-based sampling. Since the odds ratio is a continuous transformation of the propensity score in the relevant range, where participant and comparison cases are matched closely, results using this approach should be very similar to methods that use propensity score.
Given that the performance of all of these alternative estimators appears to be similar to the performance of the more standard estimators with samples as large as we use, and given that all of these estimators are much less common, we have chosen not to focus on these alternative matching estimators.
E. Comparing Comparable Cases: Common Support Conditions
In order to obtain an estimate of the treatment effect on the treated, there must be some case in the comparison sample that is "close" to each treated case. Propensity-score methods have the advantage that they allow this common support problem to be reduced to a single dimension. Subject to the assumptions inherent in the estimation of the propensity score, if propensity-score values for the comparison cases are sufficiently dense in the neighborhood of each treated case, it will be possible to find an acceptable match. Heckman, Ichimura, and Todd (1997) illustrate that failure of overlap may play a particularly important role in biasing nonexperimental estimators. Black and Smith (2004) show in an analysis of college quality that estimation precision is dramatically reduced when the support condition is only weakly met (see also Dearden, Ferri, and Meghir, 2002) . We report below the distribution of propensity scores for the treatment and comparison samples.
F. Additional Issues in Implementing Matching
There are a number of additional choices about how one actually forms a matched sample, such as the choice of whether to match with or without replacement, the choice of the number of nearest neighbors, the use of a caliper when matching, and the size of the strata or bandwidth, that warrant further discussion. The choice among these various options often involves a tradeoff between bias and efficiency. For example, matching with replacement will, in general, produce closer matches than matching without replacement and therefore will result in estimates with less bias. However, matching with replacement can also increase sampling error because an individual in the comparison group can be matched to more than one individual in the treatment group. Similar tradeoffs exist in deciding how many comparison cases to match with a given treatment case. Using a single comparison case minimizes bias, while using multiple comparison cases can improve precision. A caliper has the effect of omitting comparison cases that are poorly matched, which may reduce bias, but when treatment cases are omitted because a sufficiently close match is not found, the estimated treatment effect applies only for the included cases. Where impacts vary across individuals, estimates no longer capture the true average treatment effect. Which methods are appropriate depends on the overlap in the matching variables for the treatment and the comparison samples, the relative sample sizes, and the quality of the data.
To assess the effects that these choices have on our estimates, we present results based on a variety of matching methods. In particular, we present results based on matching with and without replacement; matching to one, five, and ten nearest neighbors; and matching using several different calipers. In addition, as indicated above, we present estimates based on standard matching without replacement, where the match is dependent on the order of the data, as well as estimates based on modified matching, where the matches are independent of the order of the data.
For each of the alternative methods for estimating the effect of the program, we construct two estimators, a crosssectional estimator and a difference-in-difference estimator. The cross-sectional estimator is based on the difference in post-program earnings between the treatment and comparison samples. The difference-in-difference estimator is based on the difference for the comparison and treatment samples in the difference between pre-and post-program earnings. The advantage of the difference-in-difference estimator is that it allows one to control for any unobserved fixed individual factors that may affect program participation and earnings. Therefore, the difference-in-difference estimator is more likely to meet the assumption underlying matching that the determinants of program participation are independent of the outcome measure once observable characteristics are accounted for. The disadvantage of the difference-in-difference estimator, particularly in this setting, is that if there are any transitory shocks to pre-program earnings that affect program participation, this could bias the difference-in-difference estimator. Problems of estimating program effects in the presence of the now famous "Ashenfelter dip," where mean earnings for participants fall shortly before participation, illustrates the potential bias. Since the Ashenfelter dip is a transitory decline in earnings, later earnings are expected to increase even in the absence of intervention. If pre-program earnings are measured during the Ashenfelter dip, the difference-in-difference estimator will produce an upward biased estimate of the program's impact. Therefore, when measuring pre-program earnings we will try to do so prior to the onset of the Ashenfelter dip.
G. Matching Variables
The assumption that outcomes are independent of the treatment once we control for measured characteristics depends critically on the particular measured characteristics available. Any characteristic that is associated with both program participation and the outcome measure for nonparticipants, after conditioning on measured characteristics, can induce bias. It has long been recognized that controls for the standard demographic characteristics such as age, education, and race are critical. Labor market experience of the individual is also clearly relevant. Where program eligibility is limited, factors influencing eligibility have usually been included as well. LaLonde (1986) includes controls for age, education, race, employment status, prior earnings, and residency in a large metropolitan area, as well as prior year receipt of Aid to Families with Dependent Children (AFDC) and marital status, measures associated with eligibility in the program.
Several recent analyses (Friedlander & Robins, 1995; have stressed the importance of choosing a comparison group in the same labor market. Since it is almost impossible to choose comparison groups in the same labor market as participants when drawing comparison groups from national samples, approaches that use such data are unlikely to produce good estimates, even if they are well matched on other individual characteristics. There is also a growing recognition that the details of the labor market experiences of individuals in the period immediately prior to program participation are critical. In particular, movements into and out of the labor force and between employment and unemployment in the eighteen months prior to program participation are strongly associated with both program participation and expected labor market outcomes (Heckman, Ichimura, & Todd, 1997; Heckman, LaLonde, & Smith, 1999; .
Finally, Heckman, Ichimura, and Todd (1997) have argued that where outcome measures for participants and comparison group members come from different sources-as for example, where different types of surveys are used-this often induces serious bias, as systematic differences in the measures are incorporated into impact estimates.
III. The Data
This project uses administrative data deriving from three sources. We draw our sample of program participants from records of Missouri's JTPA program. We draw our comparison group sample from job exchange service records maintained by Missouri's Division of Employment Security (ES). The earnings data source is wage record data maintained as part of the Unemployment Insurance programs in Missouri and Kansas. Using these data we obtain both preand postenrollment earnings and information on employment status prior to enrollment for both participants and nonparticipants.
The JTPA data comprise all individuals who apply to and then enroll in the JTPA program. The data include basic demographic and income information collected at the time of application that is used to assess eligibility, as well as information about any subsequent services received. Our initial sample consists of all applicants in program years 1994 (July 1994 through June 1995) and 1995 (July 1995 through June 1996 who are at least 22 years old and less than 65 and who subsequently enroll in the Title IIa program. We focus on participants 22 years old and older because younger individuals are eligible for the youth program, which is governed by a different set of rules. Participants in Title IIa are eligible to participate in the JTPA program because they are judged to be economically disadvantaged. 14 We focus on these participants because they are a fairly homogeneous group and because they have been the focus of previous evaluations of JTPA using experimental data (for example, Orr et al., 1996) . Finally, we eliminate records with invalid values for our demographic variables (race, sex, veteran status, education, and employment status). 15 Our final sample consists of 2,802 males and 6,393 females.
Our Employment Security (ES) data include all individuals who registered with the ES employment exchange 14 JTPA also serves Title III participants, who are eligible for the program because they were displaced from their previous jobs. See Devine and Heckman (1996) for a discussion of the JTPA eligibility criteria. 15 We eliminate around 10% of the original sample because of invalid or missing demographic variables. service in program years 1994 and 1995. With some exceptions, individuals who receive Unemployment Insurance payments in Missouri were required to register for ES services during this period, although it is not clear how strictly this requirement was enforced. In general, ES services were not very intensive. Assistance could take a variety of forms, such as providing access to a list of job openings in an area, helping individuals prepare résumés, referring individuals to jobs, or referring individuals to other agencies for more extensive services. All residents of Missouri were eligible to receive the basic ES services such as access to the list of job openings or assistance in preparing a résumé. During the time of our sample almost every individual who wanted to obtain ES services registered at one of the Employment Security offices located around the state. 16 The ES data contain basic demographic and income information obtained on the initial application, as well as information about subsequent services received.
When selecting our ES sample, we chose individuals who were at least 22 and less than 65 years old and were deemed economically disadvantaged. Since the ES program used the same criteria to determine whether someone was economically disadvantaged as the JTPA program, all of our ES participants should be eligible to participate in the JTPA program. In addition to these criteria, we also chose ES participants who were not enrolled in JTPA in the program year. We further eliminated records with missing or invalid demographic variables. 17 Our final sample consists of 45,339 males and 52,895 females.
The pre-enrollment and post-enrollment earnings for both our JTPA and ES samples come from the Unemployment Insurance (UI) "wage record" data. These data consist of quarterly files containing earnings for all individuals in Missouri and Kansas employed in jobs covered by the UI system. 18 Both the JTPA and ES data are matched to the UI data using Social Security number. If we are unable to match an SSN to earnings data in a quarter, we considered the individual not employed in that quarter and set earnings equal to zero.
Using these earnings data, we determined total quarterly earnings from all employers for individuals in the eight quarters prior to participation, in the quarter they begin participation, and in the subsequent eight quarters. For our cross-sectional estimator, we use post-program earnings measured as the sum of earnings in the fifth through the eighth quarters after the initial quarter of participation. For our difference-in-difference estimator, we measure the difference between the sum of earnings in the fifth through the eighth quarters after the initial participation quarter and the fifth through the eighth quarters prior to the initial quarter of participation. As Ashenfelter and Card (1985) note, taking differences for periods symmetric around the enrollment quarter assures that the difference-in-difference estimator is valid in the case where there is autocorrelation in the transitory component of earnings. In order to capture the dynamics of earnings immediately prior to participation, we also control for earnings in the first through the fourth quarters prior to the initial quarter of participation.
As noted above, the dynamic patterns of an individual's prior labor market status have been found to be important determinants of both program participation and subsequent earnings . We capture these dynamics using a series of four employment transition dummy variables. From both the JTPA and ES data we know whether an individual is employed at the time of enrollment. From the UI data we know whether an individual is employed in each of the eight quarters prior to enrollment. For an individual employed at the time of enrollment, we coded the transition as not employed/employed if earnings were 0 in any of the eight quarters prior to enrollment and coded it as employed/employed if earnings in every quarter were positive. An individual not employed at the time of enrollment was coded employed/ not employed if earnings were positive in any of the prior eight quarters and not employed/not employed otherwise.
Previous research has also found local labor market conditions to be an important determinant of program participation . We capture this effect by including a dummy variable for the service delivery area (SDA) where an individual lives. 19 Our measure of labor market experience is defined as Experience ϭ Age Ϫ Years of Education Ϫ 6.
We also include dummy variables indicating whether someone was employed in each of the four quarters prior to participation, to capture labor market experience immediately prior to participation. Someone is considered employed in a quarter if earnings are greater than 0. Table 1 presents summary statistics for our JTPA and ES samples separately for males and females. For most of the demographic variables the two samples are similar. 20 However, looking at the labor market transition variables we see that JTPA participants are much more likely to be not 16 Subsequently, many of these services became available online so individuals no longer needed to go into an ES office and register before obtaining services.
17 Approximately 10% of the original ES sample was eliminated due to missing or invalid demographic variables.
18 Inclusion of Kansas wage record data is valuable since a substantial number of Missouri residents in Kansas City and surrounding areas work in Kansas. The number of Missouri residents commuting across state lines is not significant elsewhere in the state. 19 Under JTPA, there were fifteen SDAs in Missouri, each overseen by a Private Industry Council, with representatives from both the local private and public sectors. In general, SDAs are structured to identify labor market areas, corresponding to metropolitan areas and to relatively homogeneous collections of contiguous counties elsewhere. Under the Workforce Investment Act, which replaced JTPA, thirteen of the fifteen regions remain as administrative units, whereas two of the SDAs were combined. 20 We have modified both the occupation and the education variables to ensure that they are comparable across the two files. The details of the modifications we made are provided in the data appendix. employed over the entire eight quarters prior to beginning participation. Looking at earnings we see that mean postenrollment earnings are similar for the two samples but that mean pre-enrollment earnings are lower for JTPA participants, particularly for female participants. The numbers in table 1 demonstrate that there are differences in the JTPA and ES samples, particularly in earnings and employment dynamics prior to participation. This suggests that we need to account for these differences when estimating the impact of program participation on JTPA participants.
One of the conclusions reached by Heckman, LaLonde, and Smith in their chapter on program evaluation in the Handbook of Labor Economics (1999) is that "better data help a lot" (p. 1868) when evaluating governmentsponsored training programs. The most important criteria they mention are that outcome variables should be measured in the same way for both participants and nonparticipants, that members of the treatment and comparison groups should be drawn from the same local labor markets, and that the data should allow one to control for the dynamics of an individual's labor force status prior to enrollment. With the exception that we are not able to distinguish the unemployed from those who are out of the labor market, our data satisfy each of these criteria. We therefore believe that they are nearly ideal for examining the impact of governmentsponsored training programs. An additional advantage that we should mention is that Missouri is not unique. Almost every state in the union collects similar administrative data. Therefore, the type of analysis we perform could be conducted for other states as well. We next turn to examining the effects of alternative methods for constructing comparison groups on the estimated impact of treatment.
IV. Estimates of Program Effects Using Alternative Methods to Form Comparison Groups

A. Specification Analysis
Before presenting our estimates of the effect of the JTPA program on participants, we want to compare our various treatment and comparison samples and present the results from specification tests in order to assess whether our matching methods produce valid comparison samples. In this analysis we will focus on two variables, the sum of individual earnings in the eighth through the fifth quarters prior to beginning participation-what we call pre-program earnings-and the difference in earnings between the fifth and eighth quarters prior to beginning participation-what we call the growth in pre-program earnings. Our matching and adjustment procedures are based on individual demographic characteristics, and employment and earnings in the year prior to program enrollment, but our measure of preprogram earnings is not explicitly controlled in any of these approaches. Analysis of these earnings can therefore provide a specification test for our models. In particular, testing for differences between pre-program earnings for our treatment and comparison samples represents a test of our cross-sectional estimator (Heckman & Hotz, 1989) . Similarly, testing for differences in the growth in pre-program earnings is a test for our difference-in-difference estimator, as it indicates whether pre-program growth in earnings differs for treatment and comparison samples. Figure 1 plots quarterly earnings for our entire sample of JTPA and ES participants for the eight quarters prior to enrollment, the quarter of enrollment, and the eight quarters after enrollment. Earnings are plotted separately for men and women. Similar to table 1, figure 1 shows that JTPA and ES participants have very different earnings dynamics both prior to and after beginning participation. Prior to participation, the ES sample has much higher earnings levels and earnings growth than the JTPA sample. In addition, the Ashenfelter dip is present in both samples, although at somewhat different times. For the JTPA sample, quarterly earnings begin to decline four quarters prior to participation, whereas for ES participants earnings begin to decline one quarter prior to participation. The fact that earnings begin to decline four quarters prior to participation for JTPA participants is primarily why we measure pre-program earnings in the eighth through the fifth quarters prior to participation when constructing the difference-in-difference estimator. Figure 2 presents the same information as figure 1 for our treatment and comparison samples created by matching on the Mahalanobis distance. As described above, for each participant in the JTPA sample, we choose a case from the comparison file for which the Mahalanobis distance is at its minimum, yielding a paired file. This pair matching method ensures that if there is at least one individual in the comparison sample who is similar on all values to each participant, the resulting matched comparison group will display the same variable distribution. In calculating the Mahalanobis distance, the characteristics in XЈ and XЉ include education, race, prior experience, occupation (nine categories), our measures of employment status dynamics prior to enrollment (three dummy variables), dummy variables for whether an individual lived in either the St. Louis or Kansas City SDA, earnings for the four quarters prior to enrollment, and dummy variables indicating whether an individual was employed in each of the four quarters prior to enrollment. The figure shows that while matching has produced a comparison sample with mean earnings prior to participation that are closer to the mean earnings of the treatment sample, they are still not identical. However, it does appear that the treatment and comparison samples experience similar growth in earnings prior to participation. Also, the timing of the Ashenfelter dip corresponds more closely for these two groups, although earnings begin falling one or two quarters earlier for JTPA participants and the decline in earnings is smaller for ES participants. The fact that earnings in the four quarters prior to participation are higher for ES participants is surprising because these earnings are included in the X vector used for matching. This suggests that Mahalanobis distance matching may fail to select a comparison group that corresponds closely even on the variables that are used in the matching process. We will see below that propensity-score matching is generally more effective.
One of the advantages of propensity-score matching is that the propensity score provides a simple measure to compare the overlap between the treatment and comparison samples. Properly estimating the effect of a program requires one to compare comparable individuals, which will occur only when the two samples have common support. In addition, the amount of overlap between the treatment and comparison samples determines the appropriate matching method and will affect the quality of the resulting matches. Figure 3 presents the distribution of propensity scores for both the JTPA and ES participants, separately for males and females. To estimate the propensity score, we use a logit function to predict participation in the sample combining the JTPA and ES samples. In addition to the variables used for matching for Mahalanobis distance, we tested nearly 300 interactions between these variables, using a stepwise procedure to enter all interactions that were statistically significant at the 5% level. 21 Although figure 3 shows that a larger percentage of ES participants have propensity scores between 0.0 and 0.1, there are substantial numbers of ES participants with larger propensity scores. In fact, both samples span the entire range from 0.0 to 1.0. This suggests that, conditional on the assumptions of propensity-score matching, it will be possible to form samples of comparable individuals. The large overlap between the ES and JTPA samples also suggests that it will be possible to produce close matches using matching without replacement. Figure 4 provides evidence on the comparability of our samples matched using the propensity score. This figure plots quarterly earnings both prior to and after the initial quarter of participation for our treatment and comparison samples. 22 We see that matching using the propensity score produces samples of JTPA and ES participants with similar pre-program earnings dynamics. Comparing figures 2 and 4 shows that, relative to matching using the Mahalanobis distance, matching using the propensity score produces samples that match more closely on earnings in the four quarters immediately prior to participation. Since these variables are used in both matching procedures, this suggests that propensity-score matching is more effective in practice. However, it is still the case that there are differences in pre-program earnings (earnings in the fifth through eighth quarters prior to participation), particularly for males. Figure 5 plots earnings for a sample of JTPA and ES participants matched using the propensity score and applying a caliper of 0.1. In caliper matching, we break any matches where distance exceeds the caliper value. Figure  5 shows that caliper matching produces samples that are very closely matched on earnings in the four quarters prior to the treatment, although there is still a difference in the level of pre-program earnings (the fifth through 21 An alternative approach is to add interaction terms to the specification if the propensity score fails to assure balance, that is, if values of X differ systematically for participants and the comparison group at particular values of the predicted propensity score (for example, Smith & Todd, 2005a) . We tested to be sure our propensity score was successful in balancing variable means, so results should be very similar to those obtained with such an approach. 22 These samples are formed using standard matching without a caliper. Further details on alternative matching procedures are provided below. USING STATE ADMINISTRATIVE DATA TO MEASURE PROGRAM PERFORMANCEeighth quarters prior to participation) between the treatment and comparison samples. Of course, pre-program earnings are not used in the matching procedure, so this difference is not due to a technical shortcoming in the matching method. Table 2 presents results from a more formal analysis of the difference in pre-program earnings levels and the difference in the growth in pre-program earnings between our treatment and comparison samples. The lines labeled "No regression adjustment" present the mean and standard error of the difference in the pre-program earnings level and the growth in pre-program earnings between our treatment and comparison samples. The lines labeled "Regression adjustment" present the coefficients and standard errors from a linear regression model where we include a dummy variable that equals 1 if an individual participated in JTPA. Controls in the model include the standard demographic variables (race, experience, experience squared, and veteran status), and years of education, along with a dummy variable identifying high school graduates and an additional term capturing years of schooling beyond high school, earnings in each of the four quarters prior to participation, dummy variables indicating whether the person worked in each of the four quarters prior to participation, our employment transition variables, dummy variables for nine occupations and for fifteen SDAs (identifying labor markets), and dummy variables indicating which calender quarter an individual entered either the JTPA or ES program. 23 The results in table 2 summarize what we have seen in figures 1-2 and 4-5. Without controls, JTPA participants have appreciably lower earnings in the prior year (fifth through eighth quarters prior to enrollment), but using regression adjustment or any of the matching procedureswith or without additional regression adjustment-causes the difference to reverse. The differences in pre-program earnings for treatment and comparison samples are statistically significant (in the range of $800 for males and $400 for females) for all methods used. This suggests that there are differences between treatment and comparison groups that are not captured through matching or the controls in our regressions. As a result, the cross-sectional model based on post-program earnings may be misspecified, and so, in essence, it may not be comparing comparable individuals. 23 These are the control variables we use throughout the paper when we undertake regression adjustment. However, the results in table 2 also show that there are much smaller differences-differences that are not statistically significant for men-between our treatment and comparison samples in the growth of pre-program earnings. These results suggest that the unobserved difference between individuals in the treatment and comparison samples may be largely fixed over time and will be captured in our difference-in-difference specification. This, in addition to the fact that we measure pre-program earnings before the onset of the Ashenfelter dip, makes us optimistic that our difference-in-difference estimator may produce unbiased estimates of the effect of the program on participants.
B. Estimates of Program Effects without Matching
We start by considering the mean differences in earnings between our samples of JTPA and ES participants. The mean difference in postenrollment earnings between these two samples, as well as the mean difference in the difference between pre-and postenrollment earnings of the two samples, are presented in line 1 of table 3. Earnings differences between JTPA and ES are small and not statistically significant for either men or women. In contrast, males in the JTPA sample have almost a $1,100 greater increase in earnings relative to ES participants, while females in JTPA experience a $1,500 greater increase in earnings. Given the results presented in table 2, as well as the differences across groups in the mean values for other characteristics seen in table 1, these earnings differences at least in part reflect differences in pre-program characteristics. Line 2 of table 3 presents estimates of program effects based on the simple linear regression model. The structure of these regressions and the control variables included are described in the previous section. The coefficient estimates for the control variables are reported in table A1 in the appendix. These coefficients generally correspond to expectations.
There are substantial differences between our crosssectional and difference-in-difference estimates of program impact. For men the cross-sectional estimate is nearly $1,500, while the difference-in-difference estimate is only about $630. For females, the cross-sectional estimate is just under $1,100, while the difference-in-difference estimate is about $700. The results in table 2 suggest that, even after regression adjustment, the cross-sectional estimate is based on a misspecified model. The differences in the two estimates could well be the result of unobserved differences between the two groups.
As noted above, the critical question is whether regression adjustment is properly estimating what earnings would be in the absence of participation. Our large comparison sample has important advantages, but it also entails risks of misspecification. The estimated functional relationships will be largely determined by the comparison sample, and if values of control variables differ dramatically for participants, their potential earnings may be incorrectly estimated.
C. Mahalanobis Distance Matching
One natural approach is to choose a selection of cases from the comparison group that have similar values to those of participants. One measure of similarity is the Mahalanobis distance metric. Line 3 of table 3 shows our estimates of the program effects using the comparison sample formed by matching using the Mahalanobis distance. Comparing the cross-sectional estimates with the difference-in-difference estimates, we again see that the difference-in-difference estimates are much smaller.
Line 4 of table 3 presents our estimates of the effect of the program on participants using the matched samples and our basic linear regression model. To the extent that matching eliminates differences in the Xs between the two samples, the estimates in lines 3 and 4 should be the same. While the estimates are similar for females, the regression produces a different estimate for males, suggesting that matching based on the Mahalanobis distance is not producing a sample with the same distribution of Xs as the treatment sample. This is consistent with figure 2, where we saw differences in the level and growth of earnings immediately prior to participation.
Line 5 in table 3 presents our estimates based on our comparison sample matched using the Mahalanobis distance and our modified matching method. As we discussed above, when using the standard matching algorithm, the resulting matched sample depends on the order of the original data, whereas this is not the case with our modified matching algorithm. Line 6 presents results based on a comparison sample created by using the standard matching algorithm but then dropping 1% of the sample with the largest Mahalanobis distance. Comparing the estimates in lines 3, 5, and 6 shows that all of these techniques produce similar estimates.
D. Propensity-Score Matching
Matching cases on the basis of propensity score promises substantial simplification as compared with any general distance metric. The theory assures us that the distribution of independent variables will be the same across cases with a given propensity score, even when values differ for a particular matched pair.
As we indicate above, our estimate of P(X) is based on a logit model. For each case the predicted value from our estimated logit function provides an estimate of P(X). Table  4 presents our estimates of the program effects using a variety of methods for creating comparison samples based on P(X). Since standard formulas for estimating standard errors do not reflect the fact that our samples are matched using P(X), which is measured with error, all estimates of the standard errors are estimated using bootstrapping. 24 Lines 1 and 2 of table 4 present estimates based on comparison samples created using standard one-to-one pair matching without replacement and without a caliper. Line 1 presents estimates without regression adjustment, while line 2 presents our estimates that correct for any difference between treatment and matched samples based on our linear regression model. Comparing the estimates in line 1 based on post-program earnings with the difference-in-difference estimates again shows that these estimates are significantly different. Since our previous analysis suggests that the cross-sectional estimates are based on a misspecified model, we focus on the difference-in-difference estimates.
Comparing the regression adjusted estimates (lines 2, 6, and 9) to the estimates without adjustment shows that regression adjustment reduces the variance of the estimates slightly but has an inconsistent and generally small effect on the estimate size. This is what one would expect if the matching was successful. These results suggest that the propensity-score matching method is more successful than the Mahalanobis distance matching in creating an appropriate comparison sample. 24 We estimate standard errors using a bootstrap procedure (100 replications) whenever our estimates are based on propensity-score matching. A recent paper by Abadie and Imbens (2006b) shows that the bootstrap generally provides an inconsistent estimate of the true error. Although their simulations indicate that bootstrap estimates are not wildly inaccurate, we exercise caution in using them. Alternative approaches to estimating standard errors, such as those developed in Abadie and Imbens (2006a) , have not been widely used to date.
Caliper matching differs from standard matching in that only matches within a specified distance are permitted, so not all participants may be matched. Lines 3-7 show how our estimates differ when the caliper is set to 0.01, 0.05, 0.1, and 0.2, respectively. The numbers in brackets show the number of cases in the treatment sample that are matched. In the full JTPA sample (after deletions of cases with missing data), there are 2,802 males and 6,395 females. Even when we impose the 0.01 caliper, the sample size does not drop by very much, implying that matches used in the estimates reported in line 1 are generally good. Comparing our estimates in lines 3-7 with our estimates in line 1 shows that imposing a caliper has very little effect on our estimates of the program effect. 25 
E. Comparing Pair Matching Algorithms
The matching algorithm used in the above analysis is the standard pair matching procedure. As we discussed in the previous section, we also consider a modified matching procedure that produces matched samples that are insensitive to sample ordering and should increase the quality of the final matches. In searching the comparison sample to find a match, this alternative procedure compares not only unmatched cases but also previously matched cases, breaking previous matches if the new match distance is smaller. Table 4 , lines 8 and 9, present results using this alternative matching technique. The average difference in propensity scores between matched pairs was often appreciably smaller when this alternative was used. Focusing on the differencein-difference estimates, we see that estimates for males are somewhat larger than those using standard matching, although differences are never more than 1 standard error. For women, estimates are slightly smaller than those using standard matching. The similarity in estimates reflects the fact that although this method often selects a different comparison case to be matched with a particular treated case, the overall composition of the comparison sample changes relatively little.
F. Matching with Replacement
Matching without replacement will work well when, for each combination of characteristics, there are at least as many comparison cases as treated cases, allowing each treated case to be matched with a distinct comparison case. However, where there are a small number of comparison cases with characteristics shared by many treated cases, researchers often use matching with replacement. In that case, an individual in the comparison sample can be matched to more than one person in the treatment sample. In order to examine the sensitivity of our estimates to this alternative matching strategy, we have constructed matched samples using matching with replacement. We have also matched each person in the treatment sample to one, five, and ten nearest neighbors in the comparison sample. Our estimates based on these samples are presented in lines 10-12 in table 4. Comparing these estimates with the estimates reported in line 1 again shows that this alternative matching method produces estimates that are quite similar to our original estimates. However, matching with replacement appears to increase standard errors in the case of one-to-one matching, which is what we would expect if the repeated use of comparison cases magnified variation due to sampling. 26 The standard errors for five and ten nearest neighbors are not different from those obtained using conventional matching.
G. Matching by Propensity-Score Category
All of the pair matching approaches described above have the important disadvantage that they require that we discard comparison group members who are not matched. In oneto-one matching, only one case from the larger sample can be used for each case in the smaller sample, resulting in an immediate loss of information. Where the distribution of participants and the comparison groups differs dramatically, either the matches will be poor, or, if a caliper is applied, additional cases will be lost.
Group matching relaxes the requirement that the two groups be matched on a one-to-one (or one-to-N) basis. In those regions of the data where there are some participants and some comparison group members, group matching allows us to use all the data. The only cases that must be discarded are those for which there are no similar cases in the other group. The approach we use is closely modeled on that recommended by Dehejia and Wahba (2002) and is described in section II above.
In order to ensure that the propensity ranges were sufficiently small, we calculated the mean differences on our primary independent variables between participant and comparison groups within a propensity category. We first considered uniform propensity categories of size 0.1. However, given the large number of cases with propensity values less than 0.1, we found that differences in our basic variables within the lowest group were often statistically significant. We ultimately created much smaller category widths at the lower end of the propensity distribution, corresponding approximately to deciles in the distribution of the combined sample.
The estimated program effects based on this approach are listed in line 13 of table 4. The estimates are quite similar to our initial estimates, although the standard errors are somewhat smaller. This supports the view that matching by category increases power by using more of the comparison cases in the data.
H. Kernel Density Matching
Following an approach outlined in Todd (1997, 1998) and , we employ a kernel density estimator to calculate the density of the propensity score and the means for post-program earnings by propensity score for participants and the comparison group. 27 In order to choose the bandwidth and kernel, we used least squares leave-one-out cross-validation (Black & Smith, 2004; Hall, Racine, & Li, 2004) , ultimately choosing a 0.01 bandwidth and an Epanechnikov 28 kernel. The results are reported in line 14 of table 4. These estimates are again similar to the other estimates reported in table 4. Standard errors are smaller than those obtained with simple matching methods, and in most cases only slightly larger than those obtained using matching by propensity-score category, as might be expected given that both methods use all appropriate comparison case data.
I. Further Modifications
Our implementation of the difference-in-difference estimator takes as its dependent variable the difference between earnings prior to and after treatment, where the prior year earnings are for the period comprising the fifth through the eighth quarters before treatment. Earnings during this period are not otherwise controlled in the analysis. It is natural to ask how the cross-sectional estimates would change if earnings in this period were included as controls. We wish to know whether including this information in the analysis predicting earnings would yield estimates that correspond more closely to the difference-in-difference estimates.
We implemented one-to-one matching as reported in line 1 of table 4 but with eight quarters of earnings included in the determinants of the propensity score. For both males and females, the estimates based the earnings outcome declined, up to 10% for men and about 5% for women. In each case, the decline was less than a standard error. We also calculated kernel matching estimators based on the propensity score using all eight quarters of earnings, with very similar results. Our conclusion is that the difference between the difference-in-difference estimates and estimates using the earnings outcome are not a result of the additional information used to construct the difference. Rather, the discrepancy is due to the modeling assumption implicit in the differencein-difference specification. 29 Heckman suggest that where treatment and comparison group members are drawn from distinct labor markets, estimates of impact are very likely to suffer bias. In all the above analyses, propensity-score estimates include dummies for labor market areas in Missouri, but treatment and comparison cases may be from different areas so long as they have similar propensity scores. 30 We have therefore replicated our matching structure imposing the constraint that matches on the fifteen SDAs must be exact. We find that estimates change by less than 1% for males, and estimates increase by about 7% for females, but still less than three-quarters of 1 standard error. We conclude that, in our sample, there is no evidence that differences in labor market not captured by propensity score have impacted our results. Table 5 presents selected estimates from tables 3 and 4. We see that, in each case, the estimate based on Mahalanobis distance is the smallest one reported in table 5, and usually the difference between this estimate and the others is appreciable. Recall that results presented in figure 2 suggested that Mahalanobis distance matching was not successful in producing samples that were comparable on the measures used for matching. Looking at the other methods that control for independent variables, we see that the range of estimates is moderate. Estimates differ by a maximum of about 30%, and in no case is the difference as great as 2 standard errors. Overall, the results in table 5 show that, with the exception of Mahalanobis distance matching, which we have found does not effectively control 
J. Summary of Estimated Program Effects
Note: Standard errors are in parentheses. Bootstrap standard errors based on 100 replications are reported for propensity-score estimates. Analytical standard errors are reported for other estimates. There are 2,802 male participants and 6,395 female participants, except where numbers of participants are specified in brackets.
independent variables, estimates of program effect on participants are relatively insensitive to the methods used to form comparison groups and weight the data.
As we have noted previously, our specification tests in table 2 show that cross-sectional estimates are likely to be biased, as they depend on comparison of individuals whose pre-program earnings differ. However, there is evidence in table 2 suggesting that once individual fixed effects are removed, earnings patterns are similar, so that differencein-difference estimates may be valid. Among the differencein-difference estimates (omitting lines 1 and 3), we see that, for men, our estimates range from a low of $628 to a high of $790. For women the estimates range from $693 to $892. Table 6 compares our estimated effects on annual earnings for program participants with those reported in Orr et al. (1996, p. 107, exhibit 4.6) , which are based on an experimental evaluation of the JTPA program. 31 The Orr et al. estimates are for individuals who entered JTPA from November 1987 through September 1989 at sixteen sites nationwide. Although individuals are randomly assigned to the treatment, many of the controls were provided with a list of training providers and approximately a third of them received services of some kind outside the JTPA system (Heckman, Hohmann, and Smith, 2000) . In contrast, in our analysis, the comparison group consists of those who registered for job exchange services. An unknown number may have received other services as well. There is no way to estimate the extent to which such service "substitution" effects may bias our results.
K. Comparison with Previous Estimates of Treatment Effects Based on Randomized Control Groups
We have adjusted the Orr et al. estimates for inflation so that they are comparable to ours. Since our estimates are for months 13-24 after assignment, we present the Orr et al. estimates for months 7-18 and months 19-30 after assignment. Comparing our estimates for men with the Orr et al. estimates shows that our estimates lie between theirs. For women our estimates are below those reported by Orr et al., but the difference is not generally statistically significant. Overall, our estimates based on nonexperimental data appear similar to the estimates produced using experimental data for the earlier cohort of JTPA participants.
V. Robustness of Results to Limitations in Data Quality
The results reported in the previous section-especially those based on a difference-in-difference specificationsuggest that program effect estimates are robust to alternative methods of matching and weighting the data. In this section we examine the sensitivity of our results to the quality of the data used to perform the analysis. We will focus on two key aspects of data quality, the observable characteristics for participants, and the size of the treatment and comparison samples.
A. Sensitivity of Results to Observable Characteristics
We begin by examining the robustness of our results to changes in the characteristics available for individuals. We will examine this by dropping variables from our analysis that previous researchers have found to be important when estimating program effects (see Heckman, LaLonde, & Smith, 1999) . The variables we will drop are our variables measuring employment transitions prior to entering the program, the SDA dummy variables, which capture an individual's local labor market, and the variables measuring employment status and earnings in the four quarters prior to participation. We will focus on estimates produced from treatment and comparison samples that are matched using the propensity score with a 0.1 caliper. 32 For this analysis, when we drop a set of variables, we reestimate the propensity score without those variables in the logit regression. Next we match the treatment and comparison sample using the new P(X). We then compute the estimates using the new matched sample. We also drop the variables from any subsequent regression adjustment.
The results from this analysis are presented in table 7. The first five lines of the table present estimates with no regression adjustment, while lines 6-10 present results based on our linear regression model. The estimates in lines 1 and 6 are identical to the estimates found in lines 5 and 6 in table 4 and are repeated here for ease of comparison. 31 The estimates reported by Orr et al. (1996) include an adjustment for the fact that some of those assigned to treatment never enrolled. Since our data pertain to those who enroll, this is the appropriate estimate for comparison. 32 We use the standard pair matching algorithm without replacement. 
Note: Standard errors are in parentheses. The Orr et al. (1996) estimates are taken from exhibit 4.6, page 107. They have been adjusted for inflation so that they are comparable to the estimates from the current analysis.
The largest change is observed in the estimate based on the cross-sectional model for males. When the four quarters of prior earnings are no longer controlled, the estimate declines by nearly two-fifths (compare lines 1 and 4). Although dropping these variables also causes a decline in the estimate for females, the decline is much smaller. Of interest is that dropping the employment transition measures increases estimates for females appreciably but has no impact for males. Dropping all three sets of variables causes estimates to decline slightly relative to dropping the prior earnings measures (compare lines 4 and 5). In the case of regression adjustment, we observe that dropping all measures causes an increase in the estimate relative to the case where the earnings measures are dropped, but the estimate remains smaller than the baseline (compare line 10 with lines 6 and 9).
The difference-in-difference estimates are not generally as sensitive to dropping any of these variables, but there are some shifts. One surprising result is that, for men, dropping the employment transition variables reduces the estimate substantially, but dropping all three sets of variables produces estimates that are slightly higher than estimates produced controlling all of the variables. The pattern is different for women, since dropping all three classes of variables has the largest impact, increasing estimated effects by about 25%.
Overall, estimated impacts-especially the difference-indifference estimates-appear remarkably robust to dropping these variables. In addition, the regression adjustment has very little impact on our estimates. We suspect that the discrepancy between our results and those in the literature reflects the use of a somewhat different comparison sample, in combination with the limitation to a single state. Our local labor markets are all within a single state, and so we expect differences to be much smaller than labor market variation in a national sample. Our use of ES registrants as the comparison group may be significant as well, since it means the comparison sample is of those who are seeking support in obtaining employment. If this is the case, analyses may benefit by using comparison groups of such individuals.
B. Sensitivity to Changes in Sample Size
We next ask to what degree our conclusions may be generalized to analyses where treatment or comparison sample sizes are substantially smaller than ours. Our first concern is the degree to which expected values of estimates based on smaller data sets correspond with ours. The theory assures us that as sample size increases, estimates approach true values, but expected values of estimates from small samples need not correspond with the true values. Our second concern is with the extent to which sampling error increases as sample size declines.
In order to examine the sensitivity of our estimates to the size of the sample, we vary our sample in three ways. First, we set the size of the comparison sample equal to the size of the treatment sample. Second we reduce the size of the treatment sample by 90%, holding constant the size of the comparison sample. Finally we reduced the size of both the treatment and the control sample by 90%. To form the smaller samples, we draw a sample of a given size with replacement from the original treatment and comparison samples. We then performed the analysis with this new sample. We repeated the process one hundred times. For each repetition, we calculated program effects for regression adjustment, propensity-score pairwise matching with a 0.1 caliper, and estimation based on propensity-score category. 33 In each case, we present cross-sectional estimates and difference-in-difference estimates. Table 8 reports the mean and standard deviation of these one hundred estimates of the program effect.
Comparing the mean estimates reported in lines 2-4 with the estimate based on the full sample reported in line 1 shows that changing the sample size does not usually have an effect on the expected estimate value, since most differences could easily be due to sampling error. 34 However, there are some exceptions. Four of the six mean values for the difference-in-difference estimator are substantially higher when the comparison sample is reduced to equal the treatment sample (line 2), and it is clear that these differences could not be due to chance. This suggests that having a sufficiently large comparison sample may be of importance. Interestingly, the difference appears smaller in lines 3 and 4, as the treatment sample is reduced. Of course, while there is clearly a difference in the expected value of the estimate as the size of the comparison sample declines, it is modest relative to the standard deviation of the estimate, which is the appropriate measure of the standard error of the estimate in the reduced sample.
Comparing the standard deviation of our estimates in lines 2-4 with the standard error of our estimates reported in row 1 shows that reducing the sample size results in a substantially less precise estimate of the program effect. Focusing on the difference-in-difference estimates, we see that the standard deviations of our estimates are between 1.5 and 3 times the standard error of the original estimate. The greatest increase occurs when we reduce the treatment sample size. If the actual effect was as estimated in our full sample, for men the estimated effect using the smaller samples in lines 3 or 4 would produce estimates that were statistically significant fewer than one out of five times. Even for women, the effect would be significant in only two out of three samples. Assuming a 5% discount rate and taking the increment in earnings to be stable throughout a thirty-year working life, there is a one in five chance the program would not pass a benefit-cost test for males. In contrast, under these permissive standards, the program would almost certainly be judged cost beneficial for females. 35 In short, reducing the sample size has relatively little impact on the expected estimates but does result in a substantial fall in the precision of the estimates, making it more difficult to find significant effects. Nonetheless, we find some evidence that a large comparison sample may serve to stabilize expected estimates, quite independent of effects on precision.
VI. Conclusion
Our results suggest that a variety of matching methods produce estimates of program effect that are quite similar if they are based on the same control variables. The most important exception is that we find Mahalanobis distance matching is less successful than the other methods in producing a comparison sample that is comparable. Regression adjustment, based on a simple linear model, seems to perform surprisingly well.
Specification tests suggest that cross-sectional program impact estimates are likely to suffer bias. In contrast, difference-in-difference estimators appear less likely to exhibit bias. Remarkably, difference-in-difference estimators are not only quite robust to the particular matching method that is used, but they also remain relatively stable in the face of changes in the available control variables. We have focused here on program impact on a single year's earnings, but the same approach could be extended to consider earnings over a longer period. Judgments of program efficacy depend critically on how long earnings benefits remain. As an example, assume that the earnings increment is $750 beginning in the second year after program participation, as our estimates suggest, and that program cost is $2,500 per person. If the earnings increment remains constant throughout a thirty-year working life, the internal rate of return is 30%, but if the benefits depreciate by 30% each year, the internal rate of return is only 8%. 36 Of course, in calculating actual costs of any particular program it would be necessary to identify the impacts of distortionary taxes used to raise revenues for the program (Heckman, LaLonde, & Smith, 1999) .
Our work shows that estimating program impacts is feasible based on administrative data that are collected and maintained in most states. Our findings suggest that researchers use a difference-in-difference estimator. Controlling for variables can be accomplished in a variety of ways, although we believe that those based on propensity-score matching are most likely to provide robust estimates. Among the propensity-score methods, we have a preference for matching by propensity group or kernel density matching, but other methods will produce similar estimates. 
