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Abstract
In this paper the usual notions of superlinearity and sublinearity for semilinear problems
like Du ¼ f ðx; uÞ are given a local form and extended to indeﬁnite nonlinearities. Here f ðx; sÞ
is allowed to change sign or to vanish for s near zero as well as for s near inﬁnity. Some of the
well-known results of Ambrosetti–Bre´zis–Cerami are partially extended to this context.
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1. Introduction
This paper is concerned with the study of existence, nonexistence and multiplicity
of solutions for the problem
Du ¼ f ðx; uÞ in O;
uX0; uc0 in O;
u ¼ 0 on @O:
8><
>: ð1:1Þ
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Here O is a bounded domain in RN and f :O Rþ-R is a Carathe´odory
function.
There has been a great deal of interest on problem (1.1) since the pioneering
work of Ambrosetti–Rabinowitz [2]. Our purpose here is to introduce some
kind of local analogues to the classical conditions of sublinearity at 0 and of
superlinearity atN:
Let us recall the deﬁnitions of these classical conditions. Problem (1.1) is said to be
sublinear at 0 if there exist a > l1ðOÞ and s0 > 0 such that
f ðx; sÞXas for a:e: xAO and all 0psps0: ð1:2Þ
Here l1ðOÞ denotes the principal eigenvalue of D on H10 ðOÞ: Problem (1.1) is said to
be superlinear atN if there exist b > l1ðOÞ and s1X0 such that
f ðx; sÞXbs for a:e xAO and all sXs1: ð1:3Þ
Problem (1.1) under (1.2) and (1.3) was studied for instance in [1,8].
One feature of the hypothesis on the nonlinearity f we consider in the present
paper is that some sort of sublinearity at 0 and some sort of superlinearity atN will
be required to hold only on open subsets O1 and O2 of O; subsets which may be small
and possibly disjoint (cf. hypothesis ðH4Þ and ðH5Þ in Section 2). In particular, we
will investigate in this context how much of the sublinearity at 0 and of the
superlinearity atN is needed to give the existence of multiple solutions. We will also
show that for the class of sublinear problems considered here, the existence of at least
one solution (when no multiplicity is aimed at) can be established with essentially no
restrictions on the growth of the nonlinearity at inﬁnity. We will also derive some
nonexistence results.
Our approach to obtain multiple solutions in Theorem 2.1 is variational. In this
respect another feature of the problems we consider here is the following: although
the (PS) condition will hold, the classical superquadraticity condition of Ambrosetti–
Rabinowitz [2] will generally not be satisﬁed (cf. Remark 2.3) and some substitute for
it has to be introduced (cf. hypothesis ðH2Þ in Section 2). Our approach to derive the
existence of at least one solution in Theorem 2.5 is based on the method of weak
upper and lower solutions.
A typical example to which our results apply is
Du ¼ laðxÞuq þ bðxÞup in O;
uX0; uc0 in O;
u ¼ 0 on @O;
8><
>: ð1:4Þ
where l > 0 is a parameter and the exponents p and q satisfy 0pqo1op with
pp2n  1 if NX3; poN if N ¼ 1 or 2. Here 2n :¼ 2N=ðN  2Þ: Problems of this
form have drawn much attention after the work [1]. In there aðxÞ  1; bðxÞ  1; so
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that the corresponding f ðx; uÞ clearly satisﬁes (1.2) and (1.3). Here we will allow the
coefﬁcients aðxÞ; bðxÞ in (1.4) to vanish on parts of O as well as to change sign in O:
As we will see some of the results of [1] can be partially extended to this situation (cf.
Remark 2.11). As a byproduct of our results, we also obtain an estimate from above
and from below for the parameter value L separating in [1] existence from
nonexistence (cf. Remark 2.12).
Several papers have been devoted in the last years to the study of non-
linearities with indeﬁnite sign. Most of them however deal with problems
which are not directly comparable to those considered here (cf. e.g. [3–6]). The
present work is more related to results in [12], although we consider more
general nonlinearities. In particular Theorem 2 of [12], when applied to example
(1.4), requires bðxÞ to be positive, which is not the case of our Corollary 2.2
below.
In Section 2 we state in detail our results relative to (1.1). We also derive there
their consequences for (1.4). Proofs are given in Section 3.
2. Statement of results
In this section, we state our results relative to (1.1) and derive their con-
sequences for (1.4). We will always assume NX3 but our results can easily be
adapted by standard modiﬁcations to the cases N ¼ 1 or 2 for nonlinearities with
power growth. Also by a solution we will always mean a weak solution in the
H10 ðOÞ sense. We will denote by s0 the Ho¨lder conjugate of s; and by jj jjs the
LsðOÞ norm.
Let f ðx; sÞ be a Carathe´odory function from O Rþ into R; where O is a bounded
domain in RN with NX3: The following assumptions on f will be used below in our
existence results:
ðH0Þ f ðx; 0ÞX0 for a.e. xAO:
ðH1Þ There exist 1pso2n; d1ALs0 ðOÞ; d2 > 0 such that
jf ðx; sÞjpd1ðxÞ þ d2jsjs1
for a.e. xAO and all sX0:
ðH2Þ There exist Y > 2; 1pro2; dALð2
n
r
Þ0 ðOÞ; with dX0 a.e. in O; s0X0; such
that
YFðx; sÞpsf ðx; sÞ þ dðxÞsr
for a.e. xAO and all sXs0; where F denotes the primitive of f :
Fðx; sÞ :¼
Z s
0
f ðx; tÞ dt:
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ðH3Þ There exist 0pqo1opo2n  1; a0ALsqðOÞ; with sq :¼ ð 2nqþ1Þ0 and a0X0
a.e. in O; b0ALspðOÞ; with sp :¼ ð 2npþ1Þ0 and b0X0 a.e. in O; such that
f ðx; sÞpa0ðxÞsq þ b0ðxÞsp
for a.e. xAO and all sX0:
ðH4Þ There exist a nonempty subdomain O1CO; Y1 > l1ðO1Þ; s1 > 0; such that
Fðx; sÞXY1 s
2
2
for a.e. xAO1 and all 0psps1:
ðH5Þ There exist a nonempty open subset O2CO; Y2 > 0; s2X0; such that
Fðx; sÞXY2s2
for a.e. xAO2 and all sXs2; with the additional requirement that the
function dðxÞ appearing in ðH2Þ is bounded on O2:
Our ﬁrst result concerns the existence of multiple solutions for a subcritical
problem using a variational method.
Theorem 2.1. Assume ðH0Þ;y; ðH5Þ: Then one can find explicitly Z ¼ Zðp; q;NÞ > 0
such that if
jja0jjp1sq jjb0jj
1q
sp oZ;
then problem (1.1) has at least two solutions. One of them, call it v; satisfies
FðvÞ > 0; while the other, call it w, satisfies FðwÞo0; where F denotes the associated
energy:
FðuÞ :¼ 1
2
Z
O
jruj2 
Z
O
Fðx; uÞ:
Moreover, if f varies in such a way that the coefficients in ðH3Þ fulfill
a0-0 in L
sqðOÞ and b0 bounded in LspðOÞ; ð2:1Þ
then the solution w ¼ wf can be constructed such that wf-0 in H10 ðOÞ:
Here are some comments on the hypotheses ðH0Þ;y; ðH5Þ:
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When assuming ðH0Þ; we will always understand that f ðx; sÞ has been extended for
so0 by putting f ðx; sÞ ¼ f ðx; 0Þ for a.e. xAO and all so0: Doing so, any solution
uAH10 ðOÞ of
Du ¼ f ðx; uÞ in O;
u ¼ 0 on @O
(
ð2:2Þ
is automaticallyX0 in O (indeed take u as testing function in (2.2)). Solving (1.1)
consequently reduces to looking for nontrivial solutions of (2.2) where f has been
extended as indicated.
Assumption ðH1Þ is the standard subcritical growth condition.
Assumption ðH2Þ is a weaker form of the classical superquadraticity condition of
Ambrosetti–Rabinowitz [2] (the latter corresponds to dðxÞ  0; with the additional
requirement that Fðx; sÞ is > 0 for a.e. xAO and all sXs0). As it will be clear
from Corollary 2.2, ðH2Þ allows f ðx; sÞ to change sign near s ¼ 0 and does not
imply the positivity of Fðx; sÞ at inﬁnity. Another generalization of this super-
quadraticity condition of Ambrosetti–Rabinowitz was introduced in [7], which
was called there nonquadraticity condition. As we shall see later, it turns out that
these conditions of [2,7] are generally not satisﬁed in the problems we consider
(cf. Remark 2.3).
Assumption ðH3Þ is a bound from above for f of the same type as the one that
appears in the right-hand side of example (1.4). Note that when 0oqo1; ðH3Þ
combined with ðH0) imply f ðx; 0Þ  0:
The inequality in ðH4Þ is clearly implied by the inequality f ðx; sÞXY1s: The latter
is itself implied by the following ‘‘local’’ sublinearity condition at 0:
lim
s-0
s>0
f ðx; sÞ
s
¼ þN ð2:3Þ
uniformly for xAO1:
Finally, the ﬁrst part of ðH5Þ is clearly implied by the following ‘‘local’’
superlinearity condition at N:
lim
s-N
f ðx; sÞ
s
¼ þN ð2:4Þ
uniformly for xAO2; together with the requirement that, for some constants c and S;
Fðx; sÞX c for a:e: xAO2 and all sXS: ð2:5Þ
We now turn to example (1.4).
Corollary 2.2. Assume in (1.4) l > 0; 0pqo1opo2n  1; aALtqðOÞ with tq > sq;
bALtpðOÞ with tp > sp; with in addition aðxÞX0 a.e. in O in case q ¼ 0: Suppose
(i) there exists a nonempty open subset O1CO such that, on O1; aðxÞXe1 for some
e1 > 0 and bðxÞ is bounded from below;
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(ii) there exists a nonempty open subset O2CO such that, on O2; bðxÞXe2 for some
e2 > 0 and aðxÞ is bounded from above and from below.
Then one can find explicitly %Z ¼ %Zðp; q;NÞ > 0 such that if
lo %Z
jjaþjjsq jjbþjjð1qÞ=ðp1Þsp
;
then problem (1.4) has at least two solutions v and w which satisfy CðvÞ > 0 and
CðwÞo0; where C denotes the energy functional associated to (1.4). Moreover, if
l-0; then the solution w ¼ wl can be constructed such that wl-0 in H10 ðOÞ:
Proof. It sufﬁces to verify that for each l > 0; hypothesis ðH0Þ;y; ðH5Þ of Theorem
2.1 hold. Assumptions ðH0Þ and ðH3Þ are clear. The veriﬁcation of ðH1Þ follows
easily from the strict inequalities tq > sq and tp > sp; by using Young’s inequality.
In the veriﬁcation of ðH2Þ; one can take for example Y ¼ p þ 1; r ¼ q þ 1; dðxÞ ¼
lð Y
qþ1  1ÞaþðxÞ and s0 ¼ 0: Using hypothesis (i), one deduces that the sublinear
condition at 0 (2.3) holds on O1; which yields ðH4Þ: Using hypothesis (ii), one
deduces that the superlinear condition atN (2.4), as well as (2.5), hold on O2; since
in addition dðxÞ in ðH2Þ can be taken as lð Yqþ1  1ÞaþðxÞ; which is bounded on O2 by
assumption (ii), ðH5Þ follows. &
Remark 2.3. The superquadraticity condition of [2] and the nonquadraticity
condition of [7] are generally not satisﬁed in the framework of Corollary 2.2. This
is the case for instance if aðxÞ  0 on O2 and bðxÞ  0 on O1:
Remark 2.4. Assume in Corollary 2.2 that O is of class C1;1 and that a and b belong
to LNðOÞ: Regularity theory then implies that wl remains bounded in every W 2;rðOÞ
with roN; and consequently wl-0 in LNðOÞ: Combining this LNðOÞ convergence
with Theorem 2.2 of [1], one deduces that for aðxÞ  bðxÞ  1; the solution wl above
coincides for l sufﬁciently small with the minimal solution constructed in [1].
Our next result concerns the existence of at least one solution for a possibly
supercritical problem using the upper-lower solutions method.
Theorem 2.5. Assume ðH0Þ as well ðH3Þ0 and ðH4Þ0 below:
ðH3Þ0 There exist 0pqo1op and a0; b0X0 such that
f ðx; sÞpa0sq þ b0sp
for a.e. xAO and all sX0:
ðH4Þ0 There exist a nonempty C1;1 subdomain O1CO; s1 > 0; such that
f ðx; sÞXl1ðO1Þs
for a.e. xAO and all 0psps1:
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Assume also O of class C1;1: Then there exists d ¼ dðp; q;O; b0Þ > 0 such that if
a0od;
then problem (1.1) has at least one solution.
We ﬁnally turn to the statement of our nonexistence results. It will be convenient
from now on to denote by fa > 0g the set of all xAO such that aðxÞ > 0; and
similarly for aX0;y : All the inclusions or equalities of sets in the statements below
should be understood ‘‘up to a set of zero measure’’.
Let f be as before a Carathe´odory function from O Rþ into R; where O is a
bounded domain in RN ; NX3: The following assumptions on f will now be used:
ðH6Þ There exist d1ALð2nÞ0 ðOÞ; d2 > 0 such that
jf ðx; sÞjpd1ðxÞ þ d2s2n1
for a.e. xAO and all sX0:
ðH7Þ O can be partitioned into O ¼ Aþ,A,A0 where
Aþ :¼ fxAO: f ðx; ÞX0 with f ðx; Þc0g;
A :¼ fxAO: f ðx; Þp0 with f ðx; Þc0g;
A0 :¼ fxAO: f ðx; Þ  0g;
moreover, there exists a nonempty domain *O such that AþC *OCAþ,A0;
with in addition *O of class C1;1 in case *OaO:
ðH8Þ There exist 0pqo1op and nonnegative functions a˜; b˜ on *O such that
f ðx; sÞXa˜ðxÞsq þ b˜ðxÞs p for a:e xA *O and all sX0;
m˜ :¼ ða˜Þ
p1
pqðb˜Þ
1q
pqc0 on *O;
m˜ALrð *OÞ for some r > N
2
:
Theorem 2.6. Suppose ðH6Þ; ðH7Þ; ðH8Þ and denote by l1ðm˜; *OÞ the principal
eigenvalue of D on H10 ð *OÞ for the weight m˜: Then one can find explicitly
c ¼ cðp; qÞ > 0 such that problem (1.1) has no solution if
l1ðm˜; *OÞocðp; qÞ:
Here are some comments on hypotheses ðH6Þ–ðH8Þ:
Hypothesis ðH6Þ is analogous to ðH1Þ:
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Hypothesis ðH7Þ is a restriction on the possible changes of sign of f : The fact that
Aþ,A,A0 is the whole of O means that for any given x; f ðx; Þ does not change
sign in Rþ: Note that ðH7Þ is automatically satisﬁed, with *O ¼ O; when fX0
on O Rþ:
Hypothesis ðH8Þ compared to ðH3Þ shows an estimate on *O in the other
direction.
Corollary 2.7. Assume in (1.4) l > 0; 0pqo1opp2n  1; aALsqðOÞ and bALspðOÞ;
where the s’s are defined in ðH3Þ: Suppose that there exists a domain *O (with *O of class
C1;1 in case *OaO) such that
fa > 0g,fb > 0gC *OCfaX0g-fbX0g; ð2:6Þ
measð *O-fa > 0g-fb > 0gÞ > 0; ð2:7Þ
a
p1
pq  b
1q
pqALrð *OÞ for some r > N
2
: ð2:8Þ
Then there exists %c ¼ %cðp; q; *O; a; bÞ such that problem (1.4) has no solution if
l > %c:
Note that the assumptions aALsqðOÞ and bALspðOÞ imply a
p1
pqb
1q
pqAL
N
2 ð *OÞ;
which is almost (2.8).
Here are some situations where Corollary 2.7 applies. In the examples below we
only consider the question of existence of *O such that (2.6) and (2.7) hold.
Example 2.8. If aX0 and bX0 a.e. in O; with measðfa > 0g-fb > 0gÞ > 0; then
Corollary 2.7 applies. It sufﬁces to take *O ¼ O:
Example 2.9. If fa > 0g ¼ fb > 0g and if this set is a nonempty C1;1 domain, then
Corollary 2.7 applies. It sufﬁces to take this C1;1 domain as *O:
Example 2.10. If measðfa > 0g-fb > 0gÞ > 0 and if fa > 0g,fb > 0g has a
compact closure contained in a domain which itself is contained in
faX0g-fbX0g; then Corollary 2.7 applies.
Remark 2.11. One of the main results of [1] is the following. Suppose in (1.4) q > 0;
aðxÞ  1; bðxÞ  1 and pp2n  1; then there exists 0oLoN such that (1.4) has at
least two solutions if 0oloL; at least one solution if l ¼ L; and no solution if
l > L: Corollaries 2.2 and 2.7 show that part of these conclusions remain valid when
variable coefﬁcients are present in (1.4), which may vanish on parts of O and change
sign in O:
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Remark 2.12. Corollary 2.2 and Theorem 2.6 provide, when 0oqo1opo2n  1;
estimates from above and from below for the parameter value L considered in
Remark 2.11:
%Zðp; q;NÞ
jOj
1
sq
þ 1sp
1q
p1
 pLp l1ðOÞ
cðp; qÞ
	 
pq
p1
:
Note that the constant %Zðp; q;NÞ has an explicit form in terms of p; q and the best
Sobolev constant S: In fact %Zðp; q;NÞ ¼ Zðp; q;NÞ1=ðp1Þ where Zðp; q;NÞ is the
constant of Theorem 2.1, and the expression of Zðp; q;NÞ in terms of p; q;S appears
in the proof of Theorem 2.1 (cf. (3.3)). Similarly cðp; qÞ has on explicit form in terms
of p; q (cf. the proof of Lemma 3.6).
3. Proofs
This section is devoted to the proofs of Theorems 2.1, 2.5 and 2.6. We start with
the former.
Proposition 3.1. Assume ðH0Þ–ðH2Þ: Then F satisfies the (PS) condition on H10 ðOÞ:
Proof. As already observed in connection with ðH0Þ; f is extended on all O R by
putting f ðx; sÞ ¼ f ðx; 0Þ for a.e. xAO and all so0: It is then clear that ðH1Þ implies
that F is a C1 functional on H10 ðOÞ: Let un be a (PS) sequence, i.e. FðunÞ bounded
and F0ðunÞ-0: So, for Y as in ðH2Þ and for some en-0 and some constant C;
YFðunÞ  F0ðunÞunpC þ enjjunjj;
where jjujj denotes the H10 ðOÞ norm ð
R
O jjrujj2Þ1=2: This relation means that
Y
2
 1
	 

jjunjj2 
Z
O
ðYFðx; unÞ  unf ðx; unÞÞpC þ enjjunjj
and consequently, by ðH2Þ;
Y
2
 1
	 

jjunjj2pc0 þ
Z
O
dðxÞðuþn Þr þ enjjunjj
for another constant c0: Since ro2; one deduces that jjunjj remains bounded. The
existence of a subsequence of un which converges in H
1
0 ðOÞ then follows by standard
arguments, using ðH1Þ: &
The following lemma will be used in the proof of Theorem 2.1.
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Lemma 3.2. Let 0pqo1op; A > 0; B > 0; and consider the function
CA;BðtÞ :¼ t2  Atqþ1  Btpþ1
for tX0: Then maxfCA;BðtÞ : tX0g is > 0 if and only if
Ap1B1qoðp  1Þ
p1ð1 qÞ1q
ðp  qÞpq :¼ Z1ðp; qÞ:
Moreover, for t ¼ tB :¼ ½ð1 qÞ=Bðp  qÞ1=ðp1Þ; one has
CA;BðtBÞ ¼ t2B
p  1
p  q  AB
1q
p1 p  q
1 q
	 
1q
p1
2
4
3
5: ð3:1Þ
Proof. Since CA;BðtÞ ¼ tqþ1ðt1q  A  BtpqÞ; CA;BðtÞ is > 0 if and only if t1q 
A  Btpq is > 0: The derivative of t1q  A  Btpq vanishes exactly for t ¼ tB and
one readily computes CA;BðtBÞ; as indicated in (3.1). The conclusion of the lemma
then follows easily. &
Proof of Theorem 2.1. The ﬁrst solution v will be constructed by using the classical
mountain pass theorem of [2]. For that purpose we ﬁrst observe that Fð0Þ ¼ 0: We
also have, by ðH3Þ;
FðuÞX 1
2
jjujj2 
Z
O
a0ðuþÞqþ1
q þ 1 þ
b0ðuþÞpþ1
p þ 1
" #
X
1
2
jjujj2  c1jja0jjsq jjujjqþ1  c2jjb0jjsp jjujjpþ1 ð3:2Þ
for all uAH10 ðOÞ; where the positive constants c1; c2 depend only on p; q and N: In
fact c1 ¼ ðq þ 1Þ1S
qþ1
2 and c2 ¼ ðp þ 1Þ1S
pþ1
2 ; where
S :¼ inf
Z
O
jruj2 : uAH10 ðOÞ and
Z
O
juj2n ¼ 1
 
is the best Sobolev constant, which is independent of O: We now apply to (3.2)
Lemma 3.2 above with A ¼ 2c1jja0jjsq and B ¼ 2c2jjb0jjsp (which are > 0 because
ðH4Þ and ðH5Þ imply a0 and b0 c0). This gives that for all uAH10 ðOÞ with jjujj ¼ tB;
one has
FðuÞX1
2
CA;BðtBÞ > 0
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provided that Ap1B1qoZ1ðp; qÞ; i.e., provided that
jja0jjp1sq jjb0jj
1q
sp o
Z1ðp; qÞ
ð2c1Þp1ð2c2Þ1q
:¼ Zðp; q;NÞ: ð3:3Þ
So we have obtained, under (3.3), a ‘‘range of mountains’’ around 0.
We will now look for some u2AH10 ðOÞ such that Fðtu2Þ-N as t-þN:
Assumption ðH5Þ will be used here. Let us choose s3 sufﬁciently large so that s3Xs0
(from ðH2Þ) and for some Y3 > 0; Fðx; sÞXY3s2 þ 1 for a.e. xAO2 and all sXs3;
which is clearly possible by ðH5Þ: For xAO2 and sXs3; we then divide the inequality
of ðH2Þ by sFðx; sÞ; integrate from s3 to s and take the exponential to get
Fðx; sÞXFðx; s3Þ s
s3
	 
Y
exp dðxÞ
Z s
s3
tr1
Fðx; tÞ dt
	 

:
Consequently, using the second part of ðH5Þ;
Fðx; sÞXcsY ð3:4Þ
for a.e. xAO2 and all sXs3; where c > 0 is a constant. We now take a smooth
function u2 with support in O2 and u2X0; u2c0; and consider tu2 with tXt2 where t2
is such that the measure of fxAO2 : tu2ðxÞXs3g is > 0: We have
Fðtu2Þ ¼ t
2
2
jju2jj2 
Z
O2
Fðx; tu2Þ
and consequently, splitting the integral over O2 into an integral over
fxAO2 : tu2ðxÞos3g and an integral over fxAO2 : :tu2ðxÞXs3g; and applying (3.4)
to the latter, we get, for some constants c0; c00 with c00 > 0;
Fðtu2Þp t
2
2
jju2jj2 þ c0  ctY
Z
fxAO2: tu2Xs3g
ðu2ÞY
p t
2
2
jju2jj2 þ c0  c00 tY:
Since Y > 2; this latter relation implies that Fðtu2Þ-N as t-þN:
We are thus, under (3.3), in a position to apply the mountain pass theorem, which
yields a critical point v of F with
FðvÞX1
2
CA;BðtBÞ > 0: ð3:5Þ
This function v clearly is a nontrivial solution of (2.2) and so a solution of (1.1).
The second solution of (1.1) will be constructed through local minimization. We
will ﬁrst show that there exists u1AH10 ðOÞ such that
Fðtu1Þo0 ð3:6Þ
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for all t > 0 sufﬁciently small. For that purpose we use assumption ðH4Þ: Take for u1
the positive eigenfunction associated to the principal eigenvalue of D on H10 ðO1Þ:
It is known that u1ALNðO1Þ: We have, for t > 0 sufﬁciently small (in fact
tps1=jju1jjN),
Fðtu1Þ ¼ t
2
2
jju1jj2 
Z
O1
Fðx; tu1Þpt
2
2
jju1jj2 Y1
Z
O1
u21
	 

:
The expression into the parentheses is o0 since Y1 > l1ðO1Þ: Consequently (3.6)
follows.
It follows from (3.6) that the minimum of the (weakly lower semicontinuous)
functional F on any closed ball in H10 ðOÞ with center 0 and radius R such that
FðuÞX0 for all u with jjujj ¼ R ð3:7Þ
is achieved in the corresponding open ball and thus yields a nontrivial solution w of
(2.2) (and consequently a solution of (1.1)), with
FðwÞo0 and jjwjjoR: ð3:8Þ
We will now show that if (3.3) holds, then a ball satisfying (3.7) can always be
found. This is in fact clear since we have seen that under (3.3),
FðuÞX1
2
CA;BðtBÞ > 0
for all uAH10 ðOÞ with jjujj ¼ tB: This completes the proof of the existence of at least
two solutions in Theorem 2.1.
We now turn to the study of the asymptotic behaviour of one of these two
solutions. We will show that when f varies in such a way that a0-0 in L
sqðOÞ and b0
remains bounded in LspðOÞ; it is possible to construct balls verifying (3.7) with R-0:
The corresponding solution w will then, by (3.8), converges to 0 in H10 ðOÞ: To
construct such balls, we ﬁx aA0; 1=ð1 qÞ½ and observe that for R ¼ jja0jjasq and for
all u with jjujj ¼ R; one has, by (3.2),
FðuÞX 12jja0jj2asq  c1jja0jj
1þaðqþ1Þ
sq  c2jjb0jjsp jja0jj
aðpþ1Þ
sq
¼ jja0jj2asq 12  c1jja0jj1að1qÞsq  c2jjb0jjsp jja0jjaðp1Þsq
 
:
Since 1 að1 qÞ > 0 by the choice of a; the latter expression is > 0 for jja0jjsq > 0
sufﬁciently small, and consequently (3.7) holds with R ¼ jja0jjasq : This completes the
proof of Theorem 2.1. &
Remark 3.3. The combination on O2 of assumptions ðH2Þ and ðH5Þ implies that F is
superquadratic on O2 (cf. (3.4) above).
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Remark 3.4. Assumptions ðH0Þ–ðH5Þ sufﬁce to construct a solution with positive
energy. Assumptions ðH0Þ–ðH4Þ sufﬁce to construct a solution with negative energy.
We now turn to the proof of Theorem 2.5. The following simple lemma will be
needed, whose proof can be found for instance in [10].
Lemma 3.5. Let uAH2ðoÞ and vAH1ðoÞ where o is a bounded Lipschitz domain.
Then
Z
o
rurv ¼
Z
@o
@u
@n
v 
Z
o
ðDuÞv;
where n denotes the unit exterior normal to o and where @u@n ¼ ru  n in the integral over
@o is understood in the sense of traces.
Proof of Theorem 2.5. We will use the method of upper–lower solutions as given in
[11]. Our construction of the upper solution is similar to that carried out in [1] and
we brieﬂy describe it below for the sake of completeness. One starts with the
solutions e of
De ¼ 1 in O;
e ¼ 0 on @O:
(
Clearly eAH2ðOÞ-LNðOÞ: Since 0pqo1op; one can ﬁnd M ¼ Mðp;O; b0Þ > 0
and d ¼ dðp; q;O; b0Þ > 0 such that for each a0A½0; d;
MXa0MqjjejjqN þ b0MpjjejjpN:
It then follows from ðH3Þ0 that the function Me satisﬁes
DðMeÞ ¼ MXa0ðMeÞq þ b0ðMeÞpXf ðx;MeÞ
a.e. in O; and hence Me is an upper solution of (2.2). To construct a lower solution,
we use the subdomain O1 provided by ðH4Þ0: Denote by u1 the positive normalized
principal eigenfunction of D on H10 ðO1Þ; which clearly belongs to H2ðO1Þ-C1ðO1Þ:
Extending u1 by 0 in O\O1; one has that the extended function, still denoted by u1;
belongs to H10 ðOÞ-LNðOÞ: Call ue ¼ eu1 for e > 0: Using Lemma 3.5 above one has,
for any vACNc ðOÞ with vX0;
Z
O
ruerv ¼
Z
@O1
@ue
@n
v 
Z
O1
ðDueÞvp
Z
O1
l1ðO1Þuev;
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where n denotes the unit exterior normal to O1: It now follows from ðH4Þ0 and ðH0Þ
that for ejju1jjNps1;
Z
O
ruervp
Z
O1
f ðx; ueÞvp
Z
O
f ðx; ueÞv;
which shows that eu1 is a weak lower solution of (2.2). Taking e > 0 smaller if
necessary so that eu1pMe on O; one deduces from Theorem 2.4 of [11] the existence
of a weak solution u to (2.2). &
Let us ﬁnally turn to the proof of the nonexistence result, Theorem 2.6. The
following lemma will be used in its proof.
Lemma 3.6. Let A;BX0 and 0pqo1op: Then there exists c ¼ cðp; qÞ > 0 such that
Asq þ BspXcA
p1
pqB
1q
pqs
for all sX0:
Proof. Young’s inequality implies that
A
p1
pqB
1q
pqspA p  1
p  q
	 

sq þ B 1 q
p  q
	 

s p
pmax p  1
p  q;
1 q
p  q
 
ðAsq þ Bs pÞ
and the conclusion follows by taking for cðp; qÞ the inverse of the above
maximum. &
Proof of Theorem 2.6. Suppose that (1.1) admits a solution u: We ﬁrst show that
u > 0 on *O: ð3:9Þ
To prove (3.9) we start by observing that uc0 on Aþ: Indeed, if u  0 on Aþ; then,
by (1.1) and ðH7Þ; Z
O
jruj2 ¼
Z
O
f ðx; uÞu ¼
Z
O\Aþ
f ðx; uÞup0
and consequently u  0 on O; which is impossible. Since AþC *O; it follows that
uc0 on *O: Now by ðH7Þ again, *OCAþ,A0; which gives DuX0 on *O: The
strong maximum principle can thus be applied (cf. e.g. [9, Theorem 8.19]), which
yields (3.9).
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Let now vAH10 ð *OÞ with vX0: We have, by ðH8Þ and Lemma 3.5,Z
O
rurvX
Z
*O
ða˜uq þ b˜upÞvXcðp; qÞ
Z
*O
m˜uv: ð3:10Þ
We will take for v the positive eigenfunction j associated to the principal Dirichlet
eigenvalue l1ðm˜; *OÞ of D on *O for the weight m˜: Note here that ðH8Þ guarantees
that m˜X0; m˜c0 on *O and that m˜ALrð *OÞ for some r > N
2
: Note also that j is > 0 on
*O: We distinguish now between the cases *OaO and *O ¼ O: Suppose ﬁrst *OaO:
Since *O is then of class C1;1; the regularity theory applies and gives
jAC1ð *O,@ *OÞ-H2ð *OÞ; moreover one clearly has @j=@np0 on @ *O; where n denotes
the unit exterior normal to *O: By Lemma 3.5, we haveZ
*O
rurj ¼
Z
@ *O
u
@j
@n

Z
*O
uDj: ð3:11Þ
The trace function u on @ *O is clearly X0 since uX0 on *O: It follows thatZ
*O
rurjpl1ðm˜; *OÞ
Z
*O
m˜uj: ð3:12Þ
Now
R
*O m˜uj is > 0 since u and j are > 0 on *O and m˜X0; m˜c0 on *O: Combining
(3.10) and (3.12), we get
cðp; qÞpl1ðm˜; *OÞ;
and the conclusion of Theorem 2.6 follows. Suppose now *O ¼ O: Here we obtain,
instead of (3.11), Z
O
rurj ¼ l1ðm˜; *OÞ
Z
O
m˜uj:
Combining with (3.10) leads as before to the conclusion of Theorem 2.6. &
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