Abstract: This paper discusses convergence properties of the recently introduced MINimal LIPschitz (MINLIP) estimator for the identification of a monotone Wiener model from noiseless input-output measurements. This estimator is entirely build around the notion of complexity control, making the approach conceptual quite different from traditional identification schemes based on least squares, prediction error methods, maximum likelihood or numerical projections. Sufficient conditions from which the result follows are given in terms of 'rotational complete inputs', a generalization of the notion of Persistency of Excitation. Finally, we will extend results towards dynamical systems and give examples where this phenomenon occurs.
INTRODUCTION
The class of Wiener systems is a subclass of nonlinear dynamic systems consisting of a linear dynamic block, followed by a static nonlinear function. There are a number of papers studying the identification of such a system from measured input and output signals, we refer to Giri and Bai [2010] , Greblicki and Pawlak [2008] for an overview of existing techniques. We restrict attention here to a subclass of those systems where the nonlinearity is monotonically in-or decreasing. We argued Pelckmans [2010] that this restriction is natural, i.e.. it occurs in many realistic cases, and convenient (there is basically only one identifiability issue to handle). For general insights on the representational power of Wiener systems, see e.g. Bai and Reyland [2008] .
The contribution of this paper is found in a statistical analysis of an estimator of a monotone Wiener system, which was termed the MINimal LIPschitz estimator (MINLIP). This estimator transgresses tradition in the sense that it is build around the notion of complexity control, rather than implementing an optimal fitting strategy. This estimator was studied in Pelckmans [2010 Pelckmans [ , 2011 , where empirical evidence based on nontrivial examples indicates its competitiveness compared to other techniques. Ideas along the same lines were already introduced earlier in Zhang et al. [2006] , and the ideas of working with constraints goes along the lines as used in set-membership identification methods, see e.g. Bai et al. [1996] and as surveyed recently in Novara [2009, 2011] .
Formally, consider the following class of nonlinear systems: 
where
In this paper we assume that the initial signal is zero for notational convenience only. Moreover, the notion of Lipschitz will be central: Rudin [1991] ) if there exists a L < ∞ such that
In this paper we will assume that the signals obey a monotone Wiener model where f 0 is Lipschitz. Note that the gain factor of the intermediate signal can be attributed to f 0 as well as to w 0 , implying un-identifiability. This is in fact the only identifiability issue one has to be concerned with for this class. If one however considers the general class of Wiener systems where f 0 : R → R can be any univariate function, many more identifiability issues are to be considered. For example, let f 0 : R → R be even, then the signals {(u t , y t )} can equally well be described as y t = f 0 (w By choosing d sufficiently high, one can model most monotone Wiener systems in practice. In practice we let d be high enough to approximate the impulse response of the system well, e.g. d = O(10 3 ). The restriction of f 0 : R → R is a natural one, that is, it is found in many cases including
• Saturation.
• Quantization.
• One-to-one transformation. This paper uses the following notation. Capital letters are used for random variables, e.g. X, U, . . . , according to a respective probability law denoted by P and an expectation denoted as E. Lowercase letters are used for deterministic quantities, as e.g. f, i, u, x. Boldface letters denote vectors, e.g u, w, . . . . Consequently, boldface capitals denote random vectors, as e.g. U. We also use the convention of writing constant vectors as c d = (c, . . . , c)
T ∈ R d for any c ∈ R. The notation I d denotes the identity matrix of size
This paper is organized as follows. After this introduction we will introduce the formal setting. In section 3 we state the main results, and the proofs of those are given in the appendix. Section 4 gives examples in the context of System Identification where the described behavior holds, and Section 5 wraps up with final remarks and outlooks.
THE MINLIP ESTIMATOR
We study the estimates which result from solving the following formulation.
the MINLIP estimateŵ is then given as the solution to the following convex optimization problem w = arg min
This problem can be solved efficiently as a convex Quadratic Programming (QP) problem.
The motivation underlying this estimator does not rely on a loss function as tradition dictates (e.g. PEM or LS), but is build entirely around the concept of complexity. Roughly we implement the saying 'try to find the simplest parameters consistent with the data.' Here, complexity is characterized in terms of Lipschitz smoothness of an (implicit) f 0 , hence the naming. Note that no representation of f 0 is imposed since this one is factored out the observations by pairwise differencing. The assumption of f 0 being monotone is however crucial in order to preserve the orderings.
Let the data be reindexed as {(u k , y k )} N k=1 such that y k+1 ≥ y k for all k = 1, . . . , N . Then let us define for all k = 1, . . . , N − 1 that
Since f 0 is assumed to be Lipschiz with constant 0 < L 0 < ∞, we have that 0
Using this notation, the MINLIP estimator can be rephrased as
This estimator was studied theoretically as well as empirically in Pelckmans [2010 Pelckmans [ , 2011 .
CONVERGENCE RESULTS
This section considers the static case where {u t } t ⊂ R d are any vectors. The next section will detail how this can be applied to the dynamic context where the vectors u t are delayed entries of an input signal with certain properties.
Definition (RCI) (Rotational Complete Inputs): Let > 0 be any strictly positive number. A set
A set {u t } t is RCI if it is − RCI for any > 0.
This means essentially that in every 'direction' there is a difference (u t − u t ) which is -close to v ∈ R d .
Section 4 gives examples of input sequences where this condition is satisfies, and gives some examples where this assumption does not work. Given that we can this condition plays the role of Persistent Exciting (PE) in the case of such nonlinear systems, this discussions should appeal directly to the interest of researchers in the area of system identification.
In practice, we generate signals which have this property with high probability.
whose random vectors U t take values in R d is called −Rotational Complete ( − RCI) in probability iff one has that there exists a σ N > 0 when N → ∞ such that
An input sequence {U t } t is RCI in probability if it is − RCI in probability for any > 0.
We define almost sure convergence as follows.
Almost sure convergence. Let {X n } n be a random sequence and let X be a random variable. Then we say that X n −→ X almost surely, if for arbitrary small > 0 one has that
Now we will investigate under which conditions the estimate of MINLIP converges almost surely to the true w 0 .
Exclusion with Probability one
First, let us investigate if the MINLIP estimator can end up with aŵ ∈ R d which is no rescaled version of w 0 . It is not hard to see that in such case, one will eventually find an example in the constraint set of (3) which will be violated. This is made formal as follows. (4) as
Then Theorem 1. Let {(U t , y t )} N t=1 satisfy a monotone Wiener system as in eq. (1), with a parameter w 0 ∈ R d such that w 0 2 = 1. Givenw ∈ R d with w 2 = 1 andw = w 0 . If {u t } t is RCI, thenw ∈ S N . If {U t } t is RCI in probability then one has thatw ∈ S N in probability.
That means that when fixing aw which is no scaled version of w 0 , it will be excluded from the constraint when N → ∞, and the input is sufficiently rich. This is reminiscent to the techniques used in the analysis of set-membership identification, see e.g. Bai et al. [1996] . Inverting this statement suggests thatŵ → w 0 when N → ∞. This conclusion is however not trivial as the statement is only in probability, and the negation of a probabilistic statement requires some care. We will address the converse statement in a direct way in the following subsection.
Almost Sure Convergence
The main result of this paper goes as follows.
Theorem 2. (Almost Sure Convergence). If the dataset {(U
T , y t )} t obeys a Wiener system, and {U t } t is RCI in probability, then the estimateŵ of MINLIP as in eq. (3) will converge to a scaled version of w 0 almost surely. That is, one has for any > 0 that
Almost sure convergence hinges on the following geometric result. Define the sets {S 
Then we have the following result which provides the technical result for the proof of Theorem 2. Lemma 1. Given a pair of vectors w 0 ,ŵ ∈ R d with w 0 2 = ŵ 2 1. Let ∆ n = {δu k } n k=1 be such that δu 
then we have thatŵ
where g : R + → R + is a continuous function, strictly increasing around 0 and with g(0) = 0, defined for all > 0 as g( ) = 2 3 where 3 is defined as 3 =
. Here 2 and 1 are defined as 1 = √ 2 − 2 and 2 = Now we are left to prove that the geometric assumptions as detailed in the statement of Lemma 1 are satisfied with large probability. This goes as follows: Lemma 2. If the set {U k } N k=1 is RCI in probability, then one has for any > 0 that the probability that there exists {δu
This follows from application of some basic probability inequality. Finally, piecing results of Lemma 1 and Lemma 2 together gives the proof of Theorem 2.
EXAMPLES OF RCIS
Now let us return to the question which input signals have the RCI property, either in probability or from a purely geometric perspective. This is an important question in the context of system identification as it suggests how to construct experiments whose measurements will yield good estimates using the MINLIP estimator. In becomes apparent that only a subclass of the signals which can be used for identification of linear systems are applicable. On the other hand, we will construct a signal which is not sufficiently rich for identification of a linear system which will work in our case.
The first obvious question is how the case of the monotonic Wiener system translates into the static case as used in the theorems above.
Gaussian Independent Samples
Assume that the input signal {u t } t is described as a sequence of random variables {U t } t such that they have a strictly positive probability of occurring in every direction. That is, we require that for any v ∈ R d with v 2 = 1, one has that the probability that the random vector
is strictly positive. This is for example satisfied in the case the input signal {U t } t is Independently sampled, Identically Distributed (I.I.D.) following a Gaussian distribution. This follows as the normalized multivariate gives a random distribution on the unit ball, see e.g. Marsaglia [1972] .
A Dense I.I.D. Sequence
Assume that there is some a > 0 and {U t } t such that {(U t − U t )} has a nonzero probability in every neighborhood in the cube [−a, a] d , then {U t } is RCI in probability, and the convergence of MINLIP follows from the theorems above. The above condition is satisfied if there exists any neighborhood with nonzero measure, which has everywhere a nonzero density. This can only occur if the input can take any possible value is this neighborhood, and is hence locally continuous. This condition is obviously satisfied in the above Gaussian case, and is probably the most general condition under which the proof of consistency presented here works out well.
A Binary Sequence does not Always work
The technique of proof shows that an other interesting fact. Namely that we cannot hope to recover w 0 up to a scaling when {u t } t ⊂ {−1, 1}. This is seen from a geometric argument as illustrated in Fig. (2) . It is seen that there is a vector v ∈ R d which has no − close datapoint, as would be available if the data were RCI. This underlines a principal difference with linear identification where binary sequences (e.g. Pseudo Random Binary Sequences) are used often in practice to collect data for identification. to it (this 'forbidden' zone is indicated as the shaded area). In the second plot, the possible values of {δu k } k for u ∈ {−1, 1} 3 are shown by the corners of the cube. Again, the slant line v ∈ v 3 denotes a direction which is only covered by a datapoint up to a distant = 
