We give an explicit description of the lattice Semistar 
Suppose that D is local and of finite dimension

The lattice Semistar(D) is isomorphic to the lattice C(2 Max(D) ) of all closure operations on the complete lattice 2
Max(D) . Explicitly, the map
is a poset isomorphism; alternatively, one has * −→ ⋆, where ⋆ is the largest semistar operation on D such that 
The lattice Semistar(D) is anti-isomorphic to the subposet
is a poset anti-isomorphism with inverse acting by
In Section 4 we obtain the following as a corollary of these constructions. 
If
n , and | Semistar(D)| is given for n ≤ 7 as in Table 1 .
{1,2,3} −{{1}}.
If | Max(D)| = 3, then Semistar(D) is anti-isomorphic to the lattice with
Hasse diagram given as in [4, Figure 1 ].
In the spirit of Theorem 1.1 we make the following conjecture. 
Background on semistar operations and nuclei
A magma is a set M equipped with a binary operation on M (which we write multiplicatively). An ordered magma is a magma M equipped with a partial ordering ≤ such that x ≤ y and
An ordered magma M is said to be a multiplicative lattice (resp., near multiplicative lattice) if M is a commutative monoid and one has (XY ) = ( X)( Y ) for all subsets (resp., nonempty subsets) X, Y of M [3] . A multiplicative lattice is equivalently a near multiplicative lattice M such that M exists and annihilates every element of M . For the purposes of this paper the relevant examples are as follows.
Example 2.1. Let D be an integral domain with quotient field K. If ⋆ 1 and ⋆ 2 are nuclei on an ordered magma M , then we write
This defines a partial ordering on the set N(M ) of all nuclei on M . If X exists in M for all nonempty subsets X of M (which holds if M is a near multiplicative lattice), then by [3, Proposition 4.3] the poset N(M ) is a complete lattice and one has For any near multiplicative lattice M and any set S the set M S of all functions from S to M is a near multiplicative lattice under pointwise multiplication. For any set S we let
which is a sub near multiplicative lattice of the multiplicative lattice Z[±∞] S . In the next proposition we show that 
f ∈ Z(Max(D)) if and only if
[f ] = (0). 2. If f ∈ Z(Max(D)), then [f ]D p = p −f (p) D p for all p ∈ Max(D). 3. If f, g ∈ Z(Max(D)), then ([f ] : K [g]) = [−(−f + g)].
The map [−] : Z(Max(D)) −→ K(D) is an isomorphism of near multiplicative lattices with inverse acting by
Proof. Statement (1) is clear. We prove statement (2) . Clearly
Thus xD p = yD p and y ∈ [f ], whence x ∈ [f ]D p . This proves (2) . To prove statement (3), note that
Finally, statement (4) follows readily from statement (3) and the fact that I =
For any set S and any f, g ∈ Z[±∞] S , we write f g if f (x) ≤ g(x) for almost all x ∈ S and f (x) = ∞ if and only if g(x) = ∞ for all x ∈ S. The relation is a preorder on Z[±∞] S .
Lemma 3.2. Let S be a set and X ⊆ Z(S). Consider the following conditions on X .
2. If f ∈ X and g ∈ Z(S) with g f , then g ∈ X .
3. If f ∈ X and g,
One has (1) ∧ (2) ⇔ (1) ∧ (3) and ( Proof. First, suppose that condition (2) holds. Let f ∈ X and g ∈ Z(S) with h = −(−f + g) ∈ Z(S). Note that h(x) = ∞ if f (x) = ∞, and if f (x) < ∞ then g(x) < ∞ and h(x) = f (x) − g(x) < ∞. In particular, h(x) > f (x) implies g(x) < 0, which holds for only finitely many x. It follows, then, that h f , whence h = −(−f + g) ∈ Z(S). This shows that (2) ⇒ (3).
Next, suppose (1) ∧ (3) holds. Let f ∈ X and g ∈ Z(S) with g f . Let x ∈ S with g(x) < ∞ (so f (x) < ∞). Define h x ∈ Z(S) as follows:
By condition (3) we have −(−f + h x ) ∈ X . Therefore, by condition (1), we have 
For any X ⊆ Z(S) one has (X )
inf ⊇ (X inf ) .
X † = (X )
inf is the smallest subset W of Z(S) containing X such that W ⊆ W and W inf ⊆ W.
X −→ X † is a closure operation on 2 Z(S) .
Proof. Statement (1) is clear. To prove (2), let g ∈ (X inf ) . Then g inf λ f λ , where f λ ∈ X for all λ in some indexing set and inf λ f λ ∈ Z(S). Now, for almost all x ∈ S one has g(x) ≤ f λ (x) for all λ, and also g(x) = ∞ if and only if f λ (x) = ∞ for all λ. Let
Since g ∈ Z(S) we have g λ ∈ Z(S) for all λ. Moreover, one has g λ f λ , and therefore g λ ∈ X , for all λ. Finally, since g = inf λ g λ , we have g ∈ (X ) inf . This proves (2) . Finally, statements (3) and (4) 1. 
an isomorphism of posets; explicitly, this isomorphism acts by
X −→    p∈Max(D) p −f (p) D p : f ∈ X  (2 Z(Max(D)) ) † = (X ) inf : X ∈ 2 Z(Max(D)) = X ∈ 2 Z(Max(D)) : X ⊆ X and X inf ⊆ X of 2 Z(Max(D)) . Explicitly,
there is a poset anti-isomorphism
with inverse acting by
Consequences of the construction
The results in this section yield Theorem 1.2 and 1.3 of the introduction. Let X be a poset. The set C(X) of closure operations on X is partially ordered by the obvious relation. The map C(X) −→ 2 X acting by ⋆ −→ X ⋆ is an anti-embedding of C(X) in 2 X . We will denote the image {X ⋆ : ⋆ ∈ C(X)} of this anti-embedding by Moore(X). In particular, the poset C(X) is antiisomorphic to the poset Moore(X).
Let S be a set. By [3, Corollary 4.7(1)], one has Moore(2 S ) = {Y ⊆ 2 S : Y is closed under arbitrary intersections}.
(Moore(2 S ) is the set of all Moore families on S [2].) For any X ⊆ S, define ι X ∈ Z(S) as follows:
, and f (x) = 0 for almost all x ∈ S−X}.
We let ι(X) = {ι X } † , and for any Y ⊆ 2 S we let
Lemma 4.1. Let S be a set.
1. The map ι : 2
is an embedding of posets and has an orderpreserving left inverse acting by X −→ {f −1 (∞) : f ∈ X }.
The map
† is an embedding of posets and has an order-preserving left inverse acting by X −→ {f −1 (∞) : f ∈ X }.
If S is finite, then the map
† is a poset isomorphism, and one has ι(Y) = {f ∈ Z(S) :
Proof. Statement (1) is clear. To prove (2), first note that if f ∈ ι(X) and g f , where X ⊆ S and g ∈ Z(S), then g ∈ ι(X); and if f λ ∈ ι(X λ ) for all λ in some indexing set, where each X λ ⊆ S and inf λ f λ ∈ Z(S), then inf λ f λ ∈ ι ( λ X λ ). This shows that ι maps Moore(2
This shows that the left inverse of ι maps (2 Z(S) ) † into Moore(2 S ) and therefore completes the proof of statement (2) . Finally, suppose that S is finite. Then for any f ∈ Z(S) one has f ∈ ι(f −1 (∞)). Therefore, if
, which proves that the two maps in statement (2) are inverses of each other in this case.
Combining Lemma 4.1 above with Theorem 3.4 and Corollary 3.5, we obtain Theorem 1.2 of the introduction. We also have the following. Moreover, the poset U(2 S ) contains the set of all ultrafilters on the set S, which for any infinite set S is known to have cardinality 2 
