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Abstrak 
Sistem grid data merupakan prasarana pengurusan data yang memudahkan 
pencapaian dan perkongsian data yang banyak, sumber storan, dan perkhidmatan 
pemindahan data yang boleh merentasi lokasi teragih. Tesis ini mengemukakan satu 
algoritma baru  yang dapat mempertingkatkan prestasi capaian data pada grid data 
dengan mengagihkan salinan data yang berkenaan. Data Replica Creation Algorithm 
(DRCM) meningkatkan prestasi sistem grid data dengan mengurangkan masa 
pelaksanaan kerja dan memanfaatkan cara terbaik penggunaan sumber grid data 
(ruang storan dan jalur lebar  rangkaian). Algoritma semasa tertumpu  kepada 
bilangan capaian untuk menentukan fail mana yang patut disalin dan lokasi di mana 
ia patut diletakkan, yang mengabaikan kebolehan sumber. DRCM sebaliknya 
mengambil kira perspektif pengguna dan sumber;  meletakkan salinan tersebut di 
tempat strategik yang memberikan kos pemindahan yang paling rendah. Algoritma 
ini menggunakan tiga strategi: Replica Creation and Deletion Strategy (RCDS), 
Replica Placement Strategy (RPS), dan Replica Replacement Strategy (RRS). DRCM 
dinilai menggunakan simulasi rangkaian (OptorSim) berdasarkan metrik prestasi 
terpilih (purata masa pelaksanaan kerja, penggunaan rangkaian yang cekap, purata 
penggunaan storan, dan penggunaan elemen pengkomputeran), senario, dan topologi. 
Hasil kajian mendapati masa pelaksanaan DRCM  adalah lebih baik dengan 
penggunaan sumber yang lebih rendah berbanding  pendekatan yang sedia ada. 
Penyelidikan ini telah menggabungkan  beberapa strategi penyalinan  dalam satu  
algoritma yang meningkatkan prestasi grid data, berkeupayaan  membuat keputusan 
serentak ke atas penciptaan atau penghapusan sekurang-kurangnya  satu fail dalam 
pembuatan keputusan yang sama. Di samping itu, kriteria tahap-kebergantungan-
antara-fail telah diguna dan  diintegrasikan dengan model pertumbuhan/penyusutan 
eksponen untuk memberi suatu penilaian fail yang tepat. 
 
Kata Kunci: Penyalinan data, Grid data, Pembuatan salinan, Penilaian fail, 
Penempatan salinan.  
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Abstract 
Data grid system is a data management infrastructure that facilitates reliable access 
and sharing of large amount of data, storage resources, and data transfer services that 
can be scaled across distributed locations. This thesis presents a new replication 
algorithm that improves data access performance in data grids by distributing 
relevant data copies around the grid. The new Data Replica Creation Algorithm 
(DRCM) improves performance of data grid systems by reducing job execution time 
and making the best use of data grid resources (network bandwidth and storage 
space). Current algorithms focus on number of accesses in deciding which file to 
replicate and where to place them, which ignores resources’ capabilities. DRCM 
differs by considering both user and resource perspectives;   strategically placing 
replicas at locations that provide the lowest transfer cost. The proposed algorithm 
uses three strategies: Replica Creation and Deletion Strategy (RCDS), Replica 
Placement Strategy (RPS), and Replica Replacement Strategy (RRS). DRCM was 
evaluated using network simulation (OptorSim) based on selected performance 
metrics (mean job execution time, efficient network usage, average storage usage, 
and computing element usage), scenarios, and topologies. Results revealed better job 
execution time with lower resource consumption than existing approaches. This 
research contributes replication strategies embodied in one algorithm that enhances 
data grid performance, capable of making a decision on creating or deleting more 
than one file during same decision. Furthermore, dependency-level-between-files 
criterion was utilized and integrated with the exponential growth/decay model to 
give an accurate file evaluation. 
 
Keywords: Data replication, Data grid, Replica creation, File evaluation, Replica 
placement.  
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