Reinforcement learning (RL) offers a set of various algorithms for in-situation behavior synthesis [1]. The Qlearning [2] technique is certainly the most used of the RL methods. Multilayer perceptron implementations of the Q-learning have been proposed early [3] , due to the interest of the restricted memory need and the generalization capability [4] . Self-organizing map implementation of the Q-learning is more recent [5] . We propose to study the use and discuss the interest of this implementation comparing to a multilayer perceptron implementation or more classical ones. Experiments are performed in the real world with the miniature robot Khepera [6].
Any difficulty is a result of a situation space being so large, that combined with all possible actions, an exhaustive exploration of all situation-action pairs is impossible, as is also an exhaustive memorisation. The system must be able to generalise from an incredible small ratio (explored situation-action / unknown situationaction).
Several improvements in the Q-learning implementations have been proposed. [7] uses Hamming distance to generalize between similar situations, the same author uses also clusters to generalise across similar situationaction sets, [8] proposes the DYNA architecture that increases the updating speed of the memory by the re-use of executed experiments.
Neural Q-learning
The neural implementation of reinforcement learning [4] implies the following modifications: -The memorisation function uses the weight set of the neural network. The memory size required by the system to store the knowledge is defined, a priori, by the number of connections in the network. It is independent of the number of explored situation-action pairs. -The action proposed by the exploration function is the result of the processing by the network of the input situation (plus a random component).
-The update function is a weight modification algorithm, like a gradient error descent algorithm. An error signal on the output neurons must therefore be defined. The definition of this error is restricted to simple cases where only two actions are possible. [9] proposes then the QCON model: a multilayer perceptron implementation of the Q-learning algorithm which characteristic is to have only one output neuron. There are as many QCON C. Touzet is with the DIAM-IUSPIM, Domaine Universitaire de St Jérôme, Marseille, France. networks as there are actions. In doing so, generalisation across situation-action pairs is impossible. Other multilayer perceptron implementations have been proposed [10] [11] [12] , but they are not yet satisfactory.
Self-organizing map Q-learning
A self-organizing map (SOM) [13] is used to store the Q-values. The learning phase associates to each neuron of the map a situation-action pair plus its Q-value. It is a method of state grouping involving syntactic similarity and locality [14] . The number of neurons equals the number of stored associations. The neighbourhood property of the Kohonen map allows to generalize across similar situation-action pairs. To the difference of the multilayer perceptron implementation, the interpretation of the weights is possible. Moreover, if a correct behavior is learned (i. e. only positive or null reinforcement values are experienced), then all neurons will code positive Qvalues. This last fact results in the optimization of the stored knowledge.
The SOM is used in the following way: the best action to undertake in a particular situation is given by the neuron that has the minimal distance to the input situation and to a Q-value of value +1. The selected neuron corresponds to a triplet (situation, action, Q-value). It is this particular action that should offer the best reward in the present situation.
The learning algorithm updates the Q-value weight and, also, the situation and action weights. The neuron corresponding to the situation and the action effectively performed is selected. The distance used is different from the exploration process. It includes the situation and action vectors, but nothing concerning the Q-value. Together with the selected neuron, the four neighbors are also updated. The learning coefficient is 0.9 for the selected neuron and 0.5 for the neighborhood. During the learning, the influence on the neighbors decreases proportionally to the inverse number of iterations.
Experimentations
Khepera is a miniature robot [6] having a diameter of 6 cm and a weight of 86 g. Two wheels allow the robot to move around. Eight infra-red sensors help the robot to perceive its environment. The detection range is between 5 and 2 cm. Sensor data are ten-bits real between 0.0 (nothing in front) and 1.0 (obstacle nearby). Inter-individual variability among sensors is high (it can be 50 %). The location of the sensors on the robot body ensures greater performance in frontal detection. The computational power of the robot is based on a micro-controller M68331. Energy autonomy is 30 minutes.
Khepera moves in a real environment, i. e. sensor noise, control error and dynamically changing environments. The robot is avoiding when the present sum of sensor values is smaller than the last one, the difference been superior to 0.06. A collision occurs when the sum of the six front sensor values is superior to 2.90 or the sum of the two back sensor values is superior to 1.95. Threshold values like (0.06, 2.90, 1.95) have been determined after extensive experiments. The design of effective reinforcement functions is the most difficult part of any RL application [15] .
Results
After some experiments, a size of sixteen neurons is selected. There are 176 connections (11 x 16). The usual way of presenting the performance is to plot the cumulative reward over time. It is the number of correct actions performed from iteration 1 to iteration t divided by the number of iterations (t ) [16] . An action is considered correct if it does not generate a collision. Using only the reinforcement function given above, after 500 learning iterations the synthesised behavior is correct.
A comparison with the other implementations of the Q-learning has been done. Results displayed on Table 1 show that the SOM Q-learning requires less memory and learns faster than the others. SOM Q-learning as also be successfully applied to path planning applications [17] . Table 1 . Comparison of several implementations of Q-learning on a task of obstacle avoidance. This figure is reproduced from [18] .
