Impede nonstationarity is vigorous to study performance of time series data and removes long-term components to expose any regular short-term regularity. So, we find miscellaneous unit root tests for instance Dickey-Fuller test, Augmented Dickey-Fuller plus DF-GLS Tests and identify that almost all unit root tests with the estimated model suffer from sign and boundary problems of the parameters to smooth the progress of the non-stationarity problem. In this paper, we usage Dickey-Fuller test and impose some limits on the parameter. Our proposed optimized DF test based on error sum of square (ESS). Monto Carlo simulation method is used to generate simulated critical values for different sample size. Our proposed optimized DF test gives better result than the ordinary DF test with effectiveness, uniformity and power properties. Also, optimized DF improves the sign and boundary problems through imposing some limit on error sum of squares and capture more nonstationarity of time related data.
Introduction
Socio-economic, statistical, time series, econometrics or econometric era are pedestal on a few exact postulations. Infringement of theories greatly influences the guess of the parameter over and above test of hypothesis (Akter, 2014) . Nonstationary test is necessary for analyzing the activities of advance time series research. Usually non-stationarity can be tested by different unit root tests for example Dickey-Fuller (DF) test, Augmented Dickey-Fuller (ADF) test, DF-GLS Tests, Phillips-Perron (PP) test and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test discussed by Dickey and Fuller,1979; Kwiatkowski et al.,1992; Kodde and Palm, 1986) . But all the unit root tests as well as the estimated model suffer from sign and boundary tribulations of the parameters (Akter and Majumder, 2013) . So, appropriate testing procedure plays key role at the preliminary arena of any inquiries. In keeping with the assumption of the Dickey-Fuller test, | | < 1 or −2 < < 0 of the time series models, such as = −1 + . Any estimated value of < −2 or > 0 may fallout in invalid model for making decision regarding nonstationarity (Naznin et al., 2014) . To triumph over this condition, it is required to impose appropriate limits on the parameters, which is larger than zero. Very diminutive quantity of literatures is on this concern such as Majumder and King (1999) proposed one sided tests. Basak et al. (2005) and Rois et al. (2008) worked on distance based approach. Aktar and Majumder (2013) developed one sided DF testing procedure. Naznin et al (2014) showed the sign and boundary problems and solution by Augmented Dickey-Fuller (ADF) test. Hence the usual DF test for testing unit root is not always fit and we need to enlarge constrained parameter estimation on restricted DF test. So, we are provoked to expand a suitable testing technique. The principle of this paper is, firstly test the stationarity of some observed time series. Secondly, propose the testing approach due to arising some unit root problems. Finally, compare the proposed test with the usual test. (Said and Dickey, 1984) . For ADF, tests the null hypothesis, a time series Δ is (1) against the alternative is (1), assume the dynamics in the data have an ARMA structure. The ADF is based on estimating the test regression
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where, is the time or trend and − 1 = , is a white noise, 0 is an intercept and 1 , , are coefficients (Gujarati, 2003) . Dickey and Fuller, 1979) . ERS use this insight to derive ADF t-statistic, which they call the DF-GLS test. They construct this -statistic as follows. Firstly, using the trend parameters ̂̅ estimated under the alternative, define the detruded data = −̂̅ ′ . Next, using GLS, estimate ADF test regression which omits the deterministic terms Δ = −1 + ∑ Δ − 1 + and compute the -statistic for testing = 0 (Chatfield, 2003) .
Modified Dickey-Fuller Test
Dickey-Fuller test is the most commonly used unit root test for testing stationarity. The Dickey-Fuller test can be related to the three models as follows:
where, is the time or trend variable. For (4), when a time series is trend stationary, then the coefficient of time may be either positive ( > 0 for upward trend) or negative ( < 0 for downward trend). Hence, the parameter is also restricted. We observed that the ignoring of the two restrictions may result in three different problems, (i) estimated parameters values will be overestimated, (ii) test statistic based on this estimate may produce loss in power, (iii) estimated models may be invalid. So, if is strictly affirmative or pessimistic the subsequent model will be more appropriate. In matrix notation (4) may written as, = + ,
where, we impose some limits on parameters and guess the model using constraint optimization subroutine and appropriate modification. Thus, we minimize the ESS by subsequent approach to estimate the model appropriately. Minimizing,
where, > 0 for upward trend or < 0 for downward trend. If we can provide the Hessian or Jacobian, the optimization process will be quicker. The Hessian matrix can be gained by differencing ESS successively two times relating to the parameters, where, where, = ( ),
Here, we relate the constraint distance-based approach using information matrix. Shiparo (1988), Kodde and Palm's (1986) , Majumder and King (1999) suggests that we should determine the closest point in the maintained hypothesis from the unconstrained point. The closest point is the solution of the following distance or optimal function of the parameter vector ̂. ‖̃−̂‖ = (̃−̂) ′ ( )(̃−̂), ̃. Our proposed -statistic is based on the optimized estimates as follows, ̃=̃(̃) where, ̃ is the optimized statistic and ̃, ̃ are the optimized estimate of the parameters. The -statistic follow the weighted mixture -distribution (Majumder, and King, 1999) .
Results
To assess non-stationary, we used (1) diverse unit root tests, generating artificial data by Monto-Carlo simulation for early investigation, (Gujarati, 2003) Fig 1.Time series plot for random walk model without drift, with drift and with drift and trend (Gujarati, 2003) The above two figures facilitate there is no trend and more random movement in series . Also, the series depends on time, so is non-stationary. The last one shows a well-built upward trend component which is important for initial analysis. While the series is non-stationary because it enlarges with time. Now we consider unit root test of pretend series and found that virtual random walk model with drift, without drift and with drift and trend shows nonstationary ( Table-1 ). Since the complete assessment of the calculated is smaller than absolute DF critical values ( = 5%). Once more, we take some time series of sell overseas of Bangladesh such as pelt, clothing, Jute etc. and graphically observe the time series data and unit root test. Analyzing the above graphs and tables we perceive that standard testing approach is not suitable for all cases. In several cases, calculated is positive which describes the invalidity of the respective model. We also consider co-integration test between pelt and clothing as well as jute and additional rudiments. Surprising found that pelt and clothing are not co-integrated whereas jute and additional rudiments are co-integrated but some cases the statistic confirm positive Vol. 7, No. 5; 2018 value that mislead the model (Table-2) . In these models, we then test the hypothesis 0 : = 0, against : > 0, < 0 , and set = 0.02 and = 0.01. We find that, as sample sizes increases, the generated critical values for any sample size, which are approximately same as the critical values in the Dickey- Fuller table (Table-3) . Thus, standard unit root test shows some of the series stationary and cannot capture the non-stationary problem in the approved manner. The incorrect identification may occur due to ignoring the restrictions on the parameters of models. So, estimation procedure need restricted estimation taking error term of two non-stationary series based on minimizing the ESS. For restricted parameter under alternative, the constraint optimization requires sophisticated optimization subroutine. Hence, we introduce Modified Dickey-Fuller Test and estimate the parameters by using newly proposed restricted test based on ESS and compares power of the existing Dickey-Fuller tests and the newly proposed restricted test.
Fig 3. Power curve of standard Dickey-Fuller test and Optimized test
We observed from table-5 and figure-3 that the simulated power of the newly proposed test is always higher than the usual Dickey-Fuller test and the power of proposed optimized test converges to 1 more rapidly in compare with the usual test. 
Conclusion
