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Severe weather outbreaks are fairly common events that occur multiple times a
year. Many studies have attempted to define and quantify these outbreaks, however, no
work has been done to directly relate synoptic-scale processes to outbreak intensity using
the N15 ranking index. It is believed that a statistically significantly strong relationship
between outbreak severity and quantified synoptic-scale parameters exists and can be
utilized to predict the severity of an upcoming outbreak using the N15 ranking index.
Utilizing the NCEP-NCAR Reanalysis dataset, synoptic-scale variables were chosen and
standardized into domains created from areal coverages. A series of tests were completed,
including stepwise regression, principal component analysis, and a bootstrap crossvalidation method to find the most significant variables and best domain size. The
findings from this study suggest that synoptic-scale processes do not have a strong
relationship to severe weather outbreak intensity and that future work would be
necessary.
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CHAPTER I
INTRODUCTION
Severe weather outbreaks are fairly common events that occur multiple times a
year. However, there is not a universally accepted definition for a severe weather
outbreak, resulting in many various definitions to be refined by individual investigators
and their studies. Generally, a severe weather outbreak can be defined as a weather
system or combination of weather systems producing a multitude of severe thunderstorms
that are reported in a compact region over a continuous span of time and may pose risk to
life or property, typically requiring the attention of authorities.
Severe weather outbreaks are often characterized by the dominant severe weather
report characteristic of their occurrence (hail, wind, or tornadoes). Of these three types,
tornado outbreaks are widely considered to be the most dangerous (Doswell et al. 2006,
others). Previous studies (Van Tassel 1955; Pautz 1969; Galway 1975, 1977; Hagemeyer
1997) have defined tornado outbreaks based on the number of tornadoes in a single
weather system, the size and shape of the outbreak, the number of deaths that occurred, or
damage due to the outbreak. Other studies (Doswell et al. 2006; Shafer and Doswell
2011; Mercer et al. 2012) have examined severe weather outbreaks by isolating important
outbreak days from non-tornadic (hail or wind dominant) severe convective weather and
either computing the areal extent of severe weather parameters or creating synoptic
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composites identifying differences between tornadic and non-tornadic outbreaks. Each of
these studies evaluated severe weather outbreaks that meet a specified list of criteria.
Mercer et al. (2012) identified the synoptic-scale features that differed between
tornadic and non-tornadic outbreaks through synoptic-scale pattern composites. They
acknowledged that tornadic outbreaks were typically characterized by a strong 500-mb
trough and vorticity maximum when compared to that of the 500-mb trough of a nontornadic outbreak. Tornado outbreaks also had stronger thermal advection. Additionally,
vertical soundings of the composite outbreaks showed larger helicity and bulk shear
values in environments associated with tornado outbreaks that were deemed important
features of these types of events (Mercer et al. 2012). It is likely that these important
synoptic-scale features will translate into predictability of outbreak intensity, which
would be of value to operational forecasters.
The purpose of this study is to quantify the importance of synoptic-scale
processes in diagnosing outbreak severity. It is hypothesized that a statistically
significantly strong relationship between outbreak severity and quantified synoptic-scale
parameters exists and can be utilized to predict the severity of an upcoming outbreak.

2

CHAPTER II
LITERATURE REVIEW
Overview of Case Studies
The American Meteorology Society (AMS) glossary (Glickman 2000) defines a
tornado outbreak as “multiple tornado occurrences within a single synoptic-scale
system.” This definition does not include a set number of tornadoes required to be
classified as an outbreak. It contains no such definition for a non-tornadic outbreak,
further confounding the problem. Such ambiguity resulted in a plethora of different
possible definitions for severe weather outbreaks. Many previous studies binned tornado
outbreaks into classes; including Pautz (1969), who defined tornado outbreaks based on
size: small (6–9 tornadoes), moderate (10–19 tornadoes), and large (≥20 tornadoes); and
Galway (1975), who classified tornado outbreaks based on numbers of deaths that occur
per state. Galway (1977) suggested that the number of tornadoes alone cannot be used to
classify an outbreak, but instead included the intensities as well. He classified tornado
outbreaks into three categories: local (those not to exceed a 10,000 mi2 (approximately
25900 km2)), progressive (a west-to-east-advancing outbreak that usually surpasses
350mi from the first tornado report to the last) and linear (limited eastward movement
generally on an axis north-south). Hagemeyer (1997) focused entirely on Florida
peninsular tornado outbreaks, and defined an outbreak to be four or more tornadoes that
occur within a 4-hour span.
3

Other studies (Agee et al. 1975; Hoxit 1975; Locatelli et al. 2002; and Corfidi et
al. 2009) focused on single outbreaks. Each have ranked the 3 April 1974 “super
outbreak” as the greatest outbreak of tornadoes in the continental United States. This
outbreak produced 148 tornadoes (95 were F2 or stronger and 30 were F4 or F5, resulting
in 335 deaths and over 6000 injured – Fig. 2.1) as stated by Corfidi et al. (2009). It was
noted that several contributing factors were responsible for the historic tornado outbreak,
but most notable was a strong upper-level jet providing the necessary shear for such
intense supercells (Corfidi et al. 2009).
Additional, Corfidi et al. (2009) mentioned that the shear that sustained these
intense supercells also assisted in creating mesoscale areas of ascent that led to the
initiation of convection. This plus the strength of the wind field only increased the
chances of any tornadoes to not only form, but become strong and long tracked. Corfidi
et al. (2009) also acknowledges that another significant factor that contributed to the
Super Outbreak was the constructively timed diurnal cycle with respect to the influx of
low-level moisture and intensification of deep shear.
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Figure 2.1

3-4 April 1974 Tornado Oubtreak

Tornado reports from the 3-4 April 1974 Tornado Outbreak (from Prociv 2013)
Many tornado outbreaks, like the 3 May 1999 outbreak (Fig. 2.2), do not show
signs of becoming an outbreak immediately. Thompson and Edwards (2000) noted that
this outbreak included two thunderstorms that produced numerous violent tornadoes, with
ambient parameters similar to those of past tornado outbreaks in this area. Still, not all
aspects leading to this event unambiguously favored a major tornado outbreak, and
forecasters with the Storm Prediction Center were unable to predict with confidence
details concerning convective initiation (Roebber et al. 2002). Roebber et al. (2002)
added that the Pennsylvania State University–National Center for Atmospheric Research
weather model, MM5, was used to examine the uncertainties, revealing there were
several operational errors when forecasting the 3 May 1999 outbreak. These operational
errors included three key factors: (1) the expectation of a developed dryline, but the
5

moisture gradient and convergence did not intensify on the afternoon of 3 May as
anticipated, (2) development of a cirrus shield initially forecasted limited any surface
heating, and (3) the strength of mid and upper level winds as a shortwave jet streak
traveled over areas that contained no data. Winds of such magnitude led to forcing
mechanisms for upper-level synoptic-scale ascent, which played a role in the
development of the cirrus shield and reducing insolation (Roebber et al. 2002). The
strength of these incoming winds affected deep layer shear, ultimately affecting storm
organization that would become supercellular and potentially tornadic if the winds
exceeded what forecasters anticipated (Roebber et al. 2002). Furthermore, the low level
synoptic-scale ascent with the shortwave jet streak led to the removal of the cap by
adiabatic cooling.

Figure 2.2

3 May 1999 Tornado Outbreak

Tornado reports from the 3 May 1999 Tornado Outbreak (from Thompson and Edwards
2000)
6

Severe weather outbreaks are not limited to strictly tornadoes. There are many
outbreaks that are non-tornadic, such as notable events like the “More Trees Down”
Derecho of July 1980, the “Texas Derecho of 1989”, and the “Right Turn Derecho" that
affected much of the northern United States (Corfidi et al. 2015). Each event is noted for
intense winds over the course of several hours, affecting thousands of people and never
producing a single tornado report. The “More Trees Down” Derecho formed from a
bowing line of thunderstorms just east of Omaha, Nebraska on the evening of 4 July
1980, consisting of wind speeds upwards of 60 mph and wind gusts of 80 mph. The bow
echo system that produced the derecho formed along the northern and eastern peripheral
of a high pressure ridge (Corfidi et al. 2015 – Fig. 2.3). The storm was responsible for 73
casualties, including six deaths.
The “Southern Great Lakes Derecho of 1991” formed as a bow echo, which
developed over the southeastern part of South Dakota. This was the start of a 17-hour,
1000 mile storm that would affect areas from the Great Plains all the way into western
New York and Pennsylvania (Corfidi et al. 2015 - Fig. 2.4)). Wind gusts reached
upwards of 100 mph, resulting in considerable damage, especially for agriculture. In
total, it was estimated that $125 million in damage occurred through a series of damaged
or destroyed homes, crops, businesses, and trees. One individual was killed, and almost a
dozen others injured as a result.
Another significant wind event, the “Right Turn Derecho” (Fig. 2.5) formed from
thunderstorms that began producing heavy winds that damaged a few homes and later
turned into a well-defined bow echo storm. Winds measured just over 90 mph. Damage
from this derecho was extreme, causing $30 million in 1995 U.S. dollars of damage,
7

including destroying millions of trees in the Minnesota area. In addition, seven people
were killed, with almost three dozen more injured. This event traveled 1400 miles for
almost 27 hours with an average speed of 52 mph (Corfidi et al. 2015).
It is evident from the numerous hazards associated with severe weather outbreaks
that an understanding of meteorological conditions governing their severity is imperative.
Hopefully, such insight will help with future forecasts of events such as these.

Figure 2.3

More Trees Down Derecho

Area affected by the “More Trees Down” Derecho 4-5 July, 1980 (from Johns and Hirt
1987). The “x” symbols circled in purple represent deaths, the “black dots” represent
injuries, and the wind barbs (black flags) denote measured wind gusts with direction.
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Figure 2.4

Southern Great Lakes Derecho of 1991

Area affected by the “Southern Great Lakes Derecho of 1991” (from Corfidi et al. 2015).
The curved black lines indicate approximate hourly positions of the gust front and the red
numbers represent measured wind gusts (in mph).

Figure 2.5

Right Turn Derecho

Area affected by the “Right Turn Derecho” on July 12-13, 1995 (from Cordifi et al.
2015). The purple lines represent an approximate location of the gust front at three hour
intervals, while the “+” and “w” symbols indicate the location of wind damage or gusts
above severe limits (58 mph or greater).
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Recent Studies of Ranking Severe Weather Outbreaks
Rather than focusing on a single outbreak case or grouping outbreaks based on
classes, Doswell et al. (2006) presents the idea of ranking outbreaks according to the
AMS glossary (Glickman 2000) definition. Doswell et al. (2006) ranks severe weather
events to identify both tornadic and non-tornadic outbreaks through archived reports from
1960–2008, provided by Schaefer and Edwards (1999). This database includes intensity,
location, and fatality information for reports of tornadoes, severe winds, wind damage,
and hail. Doswell et al. (2006) used the distributions of latitude and longitude of each
individual outbreak report and kept the middle 50% of the distribution (referred to as the
middle-50% parameter) as a parameter for the scattering of outbreaks (Doswell et al.
2006). This method was effective in eliminating outbreak cases that did not meet the
criteria necessary to make the top rankings. This approach, though, has raised questions,
specifically on days with multiple geographically-separated clusters of reports because it
treats all clusters as a single outbreak. Outbreak days such as this that have multiple
synoptic-scale systems should be measured separately.
To improve on the work of Doswell et al. (2006), Shafer and Doswell (2011)
considered clusters of event reports as severe weather outbreaks rather than just an
outbreak day, using kernel density estimation (KDE) to overcome any limitations from
the middle-50% parameter (Shafer and Doswell 2011). Clusters were then identified
within the 1960-2008 database and two variables (the total number of reports and the
ratio of reports to grid points) were calculated for each cluster to come up with the
density ratio. Clusters with a density ratio below the detrended mean value of all clusters
per year were removed. Once appropriate clusters were removed, the remaining report
10

clusters were ranked through the linear-weighted multivariable indices, as seen in
Doswell et al. (2006) and assigned a ranking index (called the N15 index in Shafer and
Doswell 2011 – Fig. 3). KDE overcame the limitations of Doswell et al. (2006) by
approximating the probability density function at a specified point, which exclude cases
that feature large geographic scatter (Shafer and Doswell 2011). It is important to note
that in both Doswell et al. (2006) and Shafer and Doswell (2011), the ranking system was
based entirely on storm report information from Schaefer and Edwards (1999) rather than
on meteorological variables.
After defining outbreaks, an effort to characterize their synoptic-scale
environment was undertaken by Mercer et al. (2012). In this study, outbreaks were
analyzed to distinguish synoptic-scale physical differences between tornadic and nontornadic outbreaks using composites over a North American domain. The top 50 tornadic
and non-tornadic outbreaks according to the ranking from Doswell (2006) were used in
this study. The National Centers for Environmental Prediction–National Center for
Atmospheric Research (NCEP–NCAR) reanalysis dataset (Kalnay et al. 1996), a global
dataset defined on a 2.5° latitude–longitude grid with 17 vertical levels, was also used for
the development of the composites found in Mercer et al. (2012). The NCAR/NCEP
reanalysis project (Kalnay et al. 1996) provides three-dimensional global reanalyses of
numerous meteorological variables, including geopotential height, temperature, and zonal
and meridional wind components at 17 vertical levels for each outbreak. Specific
humidity was also included to the first eight vertical layers closest to the surface owing to
the lack of moisture observations in the upper levels. According to Kalnay et al. (1996),
these variables have high reliability and are derived primarily from observational data,
11

rather than by modeled information. Synoptic-scale map types of both outbreaks were
then compared to see if there were any unique meteorological variables within the total
case set.
Shafer et al. (2012) undertook a new effort to relate the N15 ranking indices to
areal coverages of severe weather diagnostic variables. Their work specifically focused
on the skill in distinguishing major outbreak events (those which exceeded a particular
N15 score) against non-major events (scores which did not meet that pre-determined
threshold). They used data from the North American Regional Reanalysis (NARR)
dataset, which has a horizontal grid spacing of 32 km and 45 staggered layers in the
vertical from the surface to 100 hPa and converted the fields to an 18-km Lambert
conformal grid with 31 vertical levels using bi-linear interpolation to maintain
consistency with previous work by Mercer et al. (2009).
Once the fields were finalized, two methods were used to identify the relationship
between the ranking indices and the diagnostic variables; the ranking iteration method
and the areal coverage iteration method. The first method computes parameter values of
interest within the region that is associated with each outbreak using KDE and then sums
up the values. The mean, median, or sum of the values were then compared to a
predetermined threshold level to distinguish the outbreak’s severity. The second method
found all regions in which a severe weather parameter exceeds a specified threshold
level, and the largest region that intersects the KDE region is selected for analysis. Again,
like the first method, the values were then summed and the mean, median, or sum of the
values are used to distinguish the outbreak’s severity. Both methods, however, provided
similar results and are two efficient and successful ways of looking at the same problem.
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According to Shafer et al. (2012), the KDE method is superior compared to any other
forecast or diagnoses; however, the bootstrap results suggested that there is no method
that is statistically significantly better than the others. The end results suggested that areal
coverages appears to work well for relating ranking index thresholds with diagnostic
variables.
The work of Shafer et al. (2012) has motivated this project, as their success with
areal coverage techniques in severe weather diagnostic variables should translate into
success when considering synoptic-scale processes as well. However, no work up to this
point has directly related synoptic-scale processes with outbreak intensity via a ranking
index. Thus, the objectives of this study are to determine the ability of areal-coverages of
synoptic-scale parameters to quantify outbreak severity. These relationships will assist in
creating a model to forecast future outbreaks and will be valuable in understanding what
processes define severe weather outbreak severity.
In Chapter III, data and methods will be discussed. This includes which synoptic
scale variables were tested, reasoning behind choosing these variables, and the
methodology of testing the variables. Chapter IV displays the results of the study through
tables and figures. Chapter V provides a discussion and conclusion from the findings, as
well as the thoughts of future work for this study.
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DATA AND METHODS
To remain consistent with previous research, the N15 ranking index was utilized
for this study. This data included 6743 severe weather outbreaks from 1960 to 2012
obtained from the Storm Prediction Center severe weather event database (Schaefer and
Edwards 1999). N15 ranking indices from Shafer and Doswell (2011) were used
primarily as a measure of outbreak intensity for all outbreaks (tornados, wind, hail, and
tropical cyclones), with one ranking index assigned to each outbreak (Fig. 3.1).
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Figure 3.1

N15 Ranking Index Scatterplot

A rank-order scatterplot of the N15 Ranking Index from Shafer and Doswell (2011),
designed to rank all severe weather outbreaks based on number of tornadoes. Outbreaks
with a lower rank had fewer tornadoes and generally less severity. Note the top 2
outbreaks are 27 April 2011 and 3-4 April 1974.
It is important to note that Shafer and Doswell (2011) established the N15 ranking
index for tornadoes. While many outbreaks are not tornado-dominant, the N15 index still
provides a good ranking for outbreak intensity, since tornadoes are typically the most
threatening severe weather type within an outbreak. Thus, the most severe outbreaks are
ranked highest, and even primarily hail or wind-dominant outbreaks with some tornado
reports will receive a higher ranking index score than those with no tornadoes. This is
15

deemed acceptable owing to the threat level associated with tornadoes relative to the
other severe weather report types.
One component of this work that was particularly important was a proper
selection of domain size. The methodology of Shafer et al. (2012) utilized outbreakcentric domains and specified domain sizes based on thresholds of severe weather
diagnostic variables. In Shafer and Doswell (2011), outbreak centers were identified
using the KDE analysis, where the spatial location with the peak report density was
deemed the outbreak. While these same outbreak centers were able to be used in this
study, the threshold approach to identifying the domain size does not work as well in this
study, since many synoptic-scale variables have large positive and negative aspects
within the same synoptic-scale domain (e.g. positive and negative relative vorticity). As
such, a proper domain size was not immediately evident, and a primary focus of this
work was to determine the relationship between the results and domain sizes.
Domains were specified by identifying the gridpoint extent from the NNRP from
Kalnay et al. (1996) in the longitudinal direction, dictated by nx.west and nx.east,
respectively. Note that nx.west was always larger than nx.east to account for upstream
synoptic-scale effects that are more important for the outbreak than effects downstream
of the event. The latitudinal extent was established the same in the north and south
direction and was noted as ny. In total, 29 domain sizes were chosen systematically
ranging from large (17w15e9) to small (8w6e5), where the first number indicates the
number of gridpoints west from the center, the second number indicates how many points
to the east and the third number indicates how many points north and south (Fig. 3.2).
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Figure 3.2

Example Domain Sizes

Visual representation of three different sized domains used within this study, including a
large domain (17w15e9), a medium domain (14w12e7), and a small domain (8w6e5). For
this example, each domain is centered in Memphis, Tennessee. It is important to note that
each domain is larger in the western half versus the eastern half to account for any
upstream flow.
Following the methodology from Shafer et al. (2012), areal coverage was
determined for selected synoptic-scale variables for outbreak severity. In accordance with
Hart (2001), Mercer et al. (2012), and Kalnay et al. (1996), the base state synoptic-scale
variables chosen included geopotential height, temperature, wind, and specific humidity
(Table 3.1). This data are from the NCEP/NCAR Reanalysis dataset (Kalnay et al. 1996).
17

According to Kalnay et al. (1996), these variables have high reliability and are derived
primarily from observational data, rather than by modeled information.
In addition to the base-state variables selected, several additional variables were
computed using these fields (Table 3.2). In these calculations, horizontal derivatives
were computed using a centered finite-differencing technique. Temperature advection
was computed by:
−𝑣⃑ ∙ ∇𝑇 = −𝑢

𝜕𝑇
𝜕𝑥

−𝑣

𝜕𝑇

(3.1)

𝜕𝑦

where u and v represent the horizontal and vertical velocity components, respectively,
is the change of temperature over the change of horizontal distance while

𝜕𝑇
𝜕𝑦

𝜕𝑇
𝜕𝑥

is the change

of temperature over the change of vertical distance.
In addition to temperature advection, equivalent potential temperature (θe) was
computed using:
1000 .286

𝜃𝐿 = 𝑇 (
𝜃𝑒 = 𝜃𝐿 exp [(

𝑝−𝑒

3036
𝑇𝐿𝐶𝐿

)

∗(

𝑇

𝑇𝐿𝐶𝐿

.28𝑤

)

− 1.78) 𝑤(1 + .448𝑤)]

(3.2)
(3.3)

where 𝜃𝐿 represents the liquid water potential temperature, T is temperature, 𝑇𝐿𝐶𝐿 is the
temperature at the lifted condensation level, and w is the mixing ratio.
Additionally, geostrophic wind components, given by:
𝑢𝑔 = −
𝑣𝑔 =

1 𝜕𝛷
𝑓 𝜕𝑦

1 𝜕𝛷
𝑓 𝜕𝑥

were computed, as was horizontal divergence, given as:
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(3.4)
(3.5)

∇ ∙ 𝑣⃑ =

𝜕𝑢
𝜕𝑥

+

𝜕𝑣

(3.6)

𝜕𝑦

Finally, absolute vorticity:
(3.7)

𝜂 =𝜁+𝑓
and vorticity advection:
−𝑣⃑ ∙ ∇(ζ + 𝑓) = −𝑢

𝜕(ζ+𝑓)
∂x

−𝑣

𝜕(ζ+𝑓)
∂y

(3.8)

were computed, where 𝜁 represents the vertical component to relative vorticity and f
represents the Coriolis parameter (≡ 2Ωsin φ , where Ω is the angular speed of the earth
and φ is the latitude.)
Note that each of these synoptic-scale variables are viewed at ten vertical layers
(1000 to 200 hPa), excluding specific humidity and θe values, which are only viewed at
eight vertical levels, as the reanalysis do not provide humidity measures above 300 hPa.
Table 3.1

Base-state variables and their associated levels

Level (hPa)
Height
Temperature
Wind
Specific Humidity




1000




925




850




700




600




500




400




300



250



200
The base-state variables and their associated levels considered for this study, modified
from Hart (2001). Data are from NCEP/NCAR Reanalysis dataset (Kalnay et al. 1996).
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Geostrophic
Wind (v)

Absolute
Vorticity

Divergence

Temp.
Gradient
(X)






1000






925






850






700






600






500






400






300





250





200
Derived variables and their associated levels from the variables found in Table 3.1

Geostrophic
Wind (u)

Derived variables and their Associated Levels

Level Theta e
(hPa)

Table 3.2
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Temp.
Temperature Vorticity
Gradient Advection
Advection
(Y)































Stepwise Regression
The stepwise procedure is an appropriate method for identifying independent
variables with the best relationships to the dependent variable while limiting
multicollinearity (Wilks 2011). The dependent variable here was the N15 index from
Shafer and Doswell (2011) while the predictors were the mean areal coverages of each
synoptic-scale diagnostic variable. Thus, it was first essential to find the areal coverages
for each of the domains being tested. Areal coverages were calculated using the mean
value of the given synoptic-scale variable for all gridpoints within the total study domain
to ensure results were standardized by domain size. Once the areal coverages were
calculated, stepwise multivariate linear regression was performed for the mean areal
coverages of each outbreak and compared against the N15 indices from Shafer and
Doswell (2011). Stepwise regression diagnoses which synoptic-scale variables are
significantly correlated with the severe weather ranking index by forward selection, that
is, by adding predictors iteratively to the model, based on their contributed variance
explained and reduction in mean square error (MSE). Overall, 136 synoptic-scale
variables were tested and ranked based on their variance explained contribution to the
associated N15 ranking index for the outbreak in question. The MSE associated with the
predictors was used to identify the stepwise truncation point, which was the point at
which no appreciable decrease in MSE was observed (at 3 decimal places). As an
example, Table 3.3 shows the first nine lines of the results of the stepwise regression for
the 8w6e5 domain (note that each table has 136 rows for each variable).
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Table 3.3

Stepwise Regression Example

Variable
MSE
R2
F statistic
THETAE 600
.549
.051
360.694
TEMPADV 850
.54
.066
224.774
VWND 500
.536
.074
180.45
SPFH 1000
.534
.076
139.202
UG 300
.532
.081
118.252
HGT 700
.531
.083
101.583
VORTADV 600
.530
.085
89.5
UWND 700
.529
.087
80.168
DTDY 1000
.528
.088
72.528
UWND 850
.09
66.323
.527
VWND 300
.091
60.935
.527
The first 11 stepwise results for the 8w6e5 domain showing the decrease in MSE as
predictors are added (as represented by the increases in R2). Note that for the ucomponent for wind at 850 mb, MSE values begin repeating, and thus the stepwise
procedure is cut off, meaning the first 9 variables in this table were used as predictors
within the regression.
It is important to note that despite the stepwise approach reducing multicollinearity among the predictors, the degree to which correlation among predictors
remained in the model was unknown. Thus, a correlation matrix was formulated on the
predictors retained in the stepwise regression for each of the 29 domains to determine the
degree of correlation that remained. Any correlation among predictors with an absolute
value of 0.7 or higher was documented (found in Table 4.1, 4th column). The resulting
percentages of highly-correlated predictors was not desirable, so another approach that
eliminated multi-collinearity entirely was undertaken.
Principal Component Analysis (PCA)
To eliminate the impacts of multi-collinearity, a second regression was completed
utilizing an unrotated P-mode principal component analysis (PCA – Wilks 2011). PCA is
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a data reduction method that reduces a dataset to a linear combination of uncorrelated
principal components (Wilks 2011). The primary PCA equation is:
Z = FAT

(3.9)

where F represents the principal component (PC) scores and A represents the matrix that
is being used to transform Z into the score matrix. In other words, the PC loadings in A
are the linear weights used to project the original data Z onto the PC scores F.
For this study, PCA was used on each of the mean areal coverages for each of the
29 domain sizes. In each of the areal coverages, the dataset was scaled and correlated,
and the resulting correlation matrix was eigenanalyzed, yielding an uncorrelated
eigenvector matrix with associated eigenvalues. Once completed, the eigenvectors were
truncated to remove noise from the data by using a congruence coefficient, represented
as:



 xy
 x  y 
2

2 1/ 2

(3.10)

where x represents the vector of the correlation matrix corresponding to the largest
magnitude loading for the given loading vector, y. The method of truncating noise from
the results is less subjective than using a scree plot. Using a congruence coefficient, one
value (η) will be acquired for each loading and if the value falls below the 0.81 threshold,
it is rejected and removed.
Once the data has been truncated, loadings are created using the retained
eigenvectors and eigenvalues. The loading matrix equation used is:
A = VD0.5
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(3.11)

where A is the loading matrix and D is a matrix with the eigenvalues on the diagonal and
zeroes everywhere else. The loadings can be used to estimate the uncorrelated PC scores,
which were the new predictor matrix. The score matrix is estimated using the least
squares approximation in this equation:
F = ZA (ATA)-1

(3.12)

The PC scores were used as independent variables in a multivariate linear regression
against the N15 indices (the dependent variable), with appropriate ANOVA and R2
statistics retained. All were documented for each of the 29 domain sizes.
Bootstrap Cross-validation
As is the case with any statistical modeling study, to ensure good generalization
of the model, a cross-validation method is needed (this helps reduce the likelihood of
overfitting). In this study, a bootstrap cross-validation methodology was utilized,
wherein a random sample of 85% of the full dataset was withheld to fit the linear model
and the remaining 15% retained to independently test the model. This procedure was
repeated 1000 times, yielding confidence intervals of all summary statistics for the
regression. Here, truncation of PCs was accomplished using the congruence coefficient,
where the first instance where one or more PC loading congruence values fell below an
absolute value of 0.81 was identified as the cutoff. The resulting bootstrap results allow
for the comparison of the confidence intervals among all 29 domains to establish the best
domain size.
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RESULTS
The stepwise regression revealed that synoptic-scale variables can be removed
from the regression to improve the overall model. To determine which variables were
removed or retained, the MSE values were viewed from the stepwise regression and a
cutoff point was selected where the MSE began to repeat itself (as in Table 3.4). All
predictors before the repeated number in the list were retained, while all others were
removed from the regression model. For each of the 29 domain sizes chosen, the number
of predictors that were retained varied from as few as 3 to as many as 12. The significant
variables according to stepwise regression are shown in Table 4.3, but showed no pattern
or organization. Also, the number of parameter combinations with a correlation
exceeding the absolute value of 0.7 were counted up and displayed as a percentage
(found in Table 4.1, 4th column). These percentages for the retained predictors were quite
high (upwards of 75 percent with a mean of just over 39 percent). These results suggested
significant multicollinearity in the results, even after doing stepwise regression, and
meant additional techniques that removed correlation among predictors was needed. It
became obvious that is was necessary to do PCA in order to ensure no multicollinearity
among predictors. It is important that the results in Table 4.1 are not cross-validated, as
cross-validation was not pursued once the multicollinearity issues were found to be an
issue post-stepwise procedure, and the resulting regression performance statistics are
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likely slightly overfit. Regardless, the multicollinearity problem eliminates stepwise
regression as an appropriate modeling technique for this work.
Table 4.1
17w15e9
17w15e8
17w15e7
17w15e6
17w15e5
16w14e9
16w14e8
16w14e7
16w14e6
16w14e5
14w12e9
14w12e8
14w12e7
14w12e6
14w12e5
12w10e9
12w10e8
12w10e7
12w10e6
12w10e5
10w8e9
10w8e7
10w8e6
10w8e5
8w6e9
8w6e8
8w6e7
8w6e6
8w6e5

Stepwise Regression Results
R2
0.069
0.069
0.067
0.070
0.074
0.073
0.066
0.067
0.068
0.074
0.072
0.071
0.071
0.072
0.076
0.076
0.072
0.076
0.071
0.079
0.078
0.078
0.079
0.082
0.079
0.058
0.061
0.084
0.088

Predictors Kept
10
9
8
10
10
10
7
8
9
10
7

7
8
8

9
7
5
7
5
8
6
7

7
8
7
2

2
8
8

Correlation % of Kept Predictors
75.00
48.21
39.29
53.57
82.14
75.00
30.35
35.71
41.07
50.00
30.36
33.93
46.43
25.00
44.64
30.36
23.21
37.50
16.07
39.29
25.00
41.07
41.07
42.86
51.79
3.57
3.57
39.29
39.29

R2, the number of predictors kept, and correlation percentage for kept predictors for all 29
domains provided from the Stepwise Regression.
Since multicollinearity was problematic even after using stepwise truncation,
PCA was utilized. Input datasets into the PCA were cross-validated, where the training
set was used to create the PC loadings and training scores and the testing set was
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projected onto the PC loadings trained in the training phase. Upon completion, anywhere
from 3 to 5 predictors (PC scores) were retained, explaining roughly 50-70% of the
variance of the predictor correlation matrix and yielding a simpler model when compared
to the stepwise regression’s 2 to 10 (Table 4.2). The slope t-test on the resulting linear fit
suggested that only 2 of the 3-5 PCs retained contained a statistically significant
relationship with the N15 index.
Each PC’s relationship to the synoptic-scale diagnostic variable is noted by its PC
loading value, where values larger than an absolute value of 1 are deemed significant
contributors to the given PC. Table 4.4 shows these significant variables as a result of the
retained PCs by frequency within the 29 domain sizes. Generally speaking, these
significant variables were low- to high- level temperature, low- to high- level specific
humidity, low- to high- level v wind, mid- to high- level θe, low- to high- level
geostrophic wind (u component), low-level geostrophic wind (v component), low- to
high- level absolute vorticity, mid- to high- level divergence, mid- to high- level xcomponent of the temperature gradient and y-component of the temperature gradient, as
well as mid- to high- level temperature advection.
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Table 4.2

Bootstrap Cross-validation Results

17w15e9
17w15e8
17w15e7
17w15e6
17w15e5
16w14e9
16w14e8
16w14e7
16w14e6
16w14e5
14w12e9
14w12e8
14w12e7
14w12e6
14w12e5
12w10e9
12w10e8
12w10e7
12w10e6
12w10e5
10w8e9
10w8e7
10w8e6
10w8e5
8w6e9
8w6e8
8w6e7
8w6e6
8w6e5

R2
0.0422025
0.0420865
0.0422470
0.0425995
0.0431959
0.0417070
0.0416263
0.0417801
0.0421796
0.0429041
0.0411976
0.0414353
0.0417560
0.0424359
0.0434816
0.0428005
0.0436133
0.0444275
0.0457460
0.0472924
0.0460230
0.0479960
0.0498689
0.0517511
0.0480262
0.0483944
0.0500350
0.0519648
0.0538936

RMSE
0.6543699
0.6538067
0.6293502
0.6291623
0.6288962
0.6542079
0.6538492
0.6297708
0.6296255
0.6295464
0.6542517
0.6540374
0.6300741
0.6297938
0.6290405
0.6554489
0.6555149
0.6289312
0.6282022
0.6276329
0.6556636
0.6289056
0.6277726
0.6268339
0.6552186
0.6549273
0.6280165
0.6274436
0.6265262

Predictors Kept
4
3
3
3
3
4
3
3
3
3
4
4-5
4
4
3-4
3-5
3-5
3-4
4
4
4-5
3
3
3
3-4
3
3
3
3

Median Var. Explained
0.6901507
0.6239452
0.6399966
0.6360752
0.6278259
0.6889696
0.6184386
0.6344277
0.6304155
0.6222087
0.6849000
0.7670580
0.7144587
0.7095532
0.6109298
0.6826302
0.6018744
0.7069082
0.7015403
0.6922606
0.6846680
0.6173150
0.6119646
0.6036469
0.6931307
0.6159834
0.6316572
0.6266450
0.6182460

R2, RMSE, the number of predictors kept, and the median variance explained for all 29
domains provided from Bootstrap Cross-validation.

28

Table 4.3

Significant Variables in Stepwise Regression

Temperature
Specific Humidity
Height
U Wind
V Wind
Theta e
Geostrophic Wind (U)
Geostrophic Wind (V)
Absolute Vorticity
Divergence
Temperature Gradient (X)
Temperature Gradient (Y)
Temperature Advection
Vorticity Advection

1000

925

850

700

600

500

400

300

250

200

5
4
9
4
3
18
3

1
5
-

1
4
2
2
2
21
-

9
5
8
1
1
1
3

11
7
4
7
3

3
6
12
1

1
2
-

4
-

1
-

16
1
11
-

3
2
10
-

Synoptic scale variables that were significant after stepwise regression. The number
represents how many times the variable showed up per domain (up to 29) and the dashes
represent the variable never showing up because it either cannot at that level (i.e., specific
humidity pass 300 mb, or it was not relative to the contribution of variance explained).
Table 4.4

Significant Variables in PCA

Temperature
Specific Humidity
Height
U Wind
V Wind
Theta e
Geostrophic Wind (U)
Geostrophic Wind (V)
Absolute Vorticity
Divergence
Temperature Gradient (X)
Temperature Gradient (Y)
Temperature Advection
Vorticity Advection

1000

925

850

700

600

500

400

300

250

200

29
29
29
29
29
-

29
29
29
29
-

29
29
29
29
29
-

29
29
29
29
29
29
-

29
29
29
29
29
29
29
29
29
-

29
29
29
29
29
29
29
29
29
29
-

29
29
29
29
29
29
29
29
29
-

29
29
29
29
29
29
29
29
29
-

29
29
29
29
29
29
-

29
29
29
29
-

Results of the synoptic scale variables that have shown to be significant after PCA. The
number represents how many times the variable showed up per domain (up to 29) and the
dashes represent the variable never showing up because it either cannot exist at that level
(i.e., specific humidity past 300 mb), or it was not significant.
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The confidence intervals provided in Table 4.5 display a range of values showing
a 95% confidence level. This means that there is a 95% probability that the resultant test
statistic will fall between the range indicated (between .025 and .975). Conversely, this
also means that there’s 5% probability that the data will fall outside of this range. One
can estimate statistical significance in the difference in the confidence intervals by
determining if the median of one dataset falls outside the confidence interval of another.
Here, 10w8e5, 8w6e6, and 8w6e5 were all significantly higher in their R2 value than the
other 26 domain sizes tested, suggesting they are the best performers. This led to a
general conclusion that of the 29 chosen domains, generally smaller domain sizes lead to
better results. This was demonstrated by both the stepwise regression and PCA results.
However, there is no conclusive evidence that suggests synoptic scale variables have a
definite relationship to severe weather outbreaks.
Despite the clear conclusion that smaller domain sizes worked better and the
physical relationships suggested by the PCA results, all results were quite poor, as the
peak R2 for the smallest domain size had a median bootstrap value of only 0.054, or 5.4%
variability explained of the N15 index (Table 4.5). These results certainly suggest a lack
of relationship between the PC scores (and their associated synoptic-scale diagnostic
areal coverages) and the ranking index of the given outbreak. Reasons for these
differences are highly speculative, but likely include the high non-linearity of the N15
index data (Fig. 3.1), the high correlation among predictors (Table 4.1, 4th column), and
an apparent lack of predictability of outbreak severity by synoptic-scale processes.
Evidentially, the work of Shafer et al. (2012), conducted at the mesoscale, does not
translate into the synoptic-scale effectively.
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Table 4.5

Confidence Intervals
17w15e9
17w15e8
17w15e7
17w15e6
17w15e5
16w14e9
16w14e8
16w14e7
16w14e6
16w14e5
14w12e9
14w12e8
14w12e7
14w12e6
14w12e5
12w10e9
12w10e8
12w10e7
12w10e6
12w10e5
10w8e9
10w8e7
10w8e6
10w8e5
8w6e9
8w6e8
8w6e7
8w6e6
8w6e5

0.025
0.03877269
0.03873751
0.03890547
0.03919641
0.03971678
0.03831836
0.03835145
0.03842550
0.03867320
0.03934123
0.03760472
0.03789804
0.03818185
0.03883076
0.03979081
0.03938523
0.04008440
0.04087450
0.04200762
0.04363937
0.04255292
0.04438983
0.04600292
0.04770833
0.04416618
0.04480116
0.04638456
0.04817209
0.04994917

0.5
0.04220248
0.04208652
0.04224696
0.04249947
0.04319585
0.04170699
0.04162634
0.04178011
0.04217957
0.04290407
0.04119763
0.04143532
0.05175602
0.04243588
0.04348156
0.04280046
0.04361327
0.04442749
0.04574605
0.04729244
0.04602304
0.04799597
0.04986891
0.05175110
0.04802621
0.04839443
0.05003496
0.05196480
0.05389356

0.975
0.05204687
0.05220322
0.05296237
0.05384670
0.05486422
0.05167752
0.05163153
0.05231141
0.05322650
0.05439496
0.05119379
0.05147808
0.05207914
0.05322310
0.05488251
0.05221266
0.05311058
0.05408536
0.05580664
0.05826015
0.05517055
0.05767080
0.05989809
0.06233318
0.05725133
0.05816118
0.05991857
0.06214826
0.06464016

Confidence intervals as a result of the Bootstrap for all 29 domains. Bolded are the three
domains that were deemed best due to being significantly larger comparatively to the
other domains.
Four outbreaks were selected based on the results from the PCA, and were
selected from determining the most positive and most negative PC score for the first 2
PCs retained. Again, it was acknowledged that the slope t-test on the resulting linear fit
suggested that only 2 of the 3-5 PCs retained contained a statistically significant
relationship with the N15 index. Since the 8w6e5 domain was determined to be the best
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domain, it was used as the domain for these four outbreaks. Each of map plots created for
the outbreaks are approximately 24 hours leading up to the peak of the outbreak within 3
hours to keep all timesteps within 4 hours (0000 UTC, 0600 UTC, 1200 UTC, and 1800
UTC, respectively). The PCA results from Table 4.4 showed which variables were
deemed significant and assisted in determining which variables to map visually
(represented in Figs. 4.1-4.8).
PC 1 Maximum and Minimum
The two PC scores that make up PC 1 are the outbreaks that occurred on 26
January 1971 at 1200 UTC (maximum) and 9 August 1980 at 0000 UTC (minimum). The
outbreak center of the maximum PC occurred in the southeast corner of Pennsylvania
(39.04 N, -75.84 W) and the outbreak center of the minimum occurred in south Texas
(27.58 N, -97.8 W).
The divergence in these outbreaks (Fig. 4.1) differ greatly, in which strong
divergence is occurring north of the center point while weak negative divergence
(convergence) is just west of the center point in (a) This is evidence of rising and sinking
air, respectively, in accordance to the negatively tilted upper level trough that is present.
In (b), weak negative divergence (convergence) is east of the center point, indicative of
some sinking air, however, this does not affect the outbreak as there is evidence of a
tropical cyclone just east in the Gulf that is the main source of the outbreak when it
makes landfall. In Fig 4.2, the isotherms are constantly crossing the isobars, which is
referred to as baroclinic atmosphere, suggesting that temperature advection is occurring
in (a). Again, with the tropical cyclone in the Gulf in (b), the isotherms are disturbed
significantly. Fig. 4.3 shows very strong geostrophic absolute vorticity values to the west
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of the center point in (a) as expected with the negatively tilted trough. As for (b), the
expectation of some geostrophic absolute vorticity exists within the tropical cyclone.
Finally, Fig. 4.4 shows θe values, or equivalent potential temperature. In (a), there seems
to be a fairly smooth northwest to southeast gradient (along the trough) while (b) has
incredibly high values of θe across the map and especially around the center point. This is
expected because equivalent potential temperature is a quantity related to the stability of
a column of air in the atmosphere and with a tropical cyclone present, there is little
stability present.
Physically, this seems to make sense when acknowledging the types of outbreaks
of each case. The outbreak on 26 January 1971 from 1200 UTC until 1200 UTC the next
day (a) was primarily a wind-related outbreak. It had a total of 16 reports, where 14 were
wind and 2 were hail and ranked 4713rd on the N15 ranking index. Conversely, the
outbreak on 9 August 1980 from 1200 UTC until 1200 UTC the next day (b) had a total
of 13 reports, where 6 were tornadoes, and 6 were wind, all which were due to the source
of the tropical cyclone making landfall. This outbreak was ranked 1281st on the N15
ranking index.
PC 2 Maximum and Minimum
PC 2 was made up from the outbreaks that transpired on 2 April 1964 at 0000
UTC (maximum) and 19 January 1996 at 1200 UTC (minimum). The outbreak center of
the maximum PC occurred in central western Illinois (39.58 N, -90 W) while the
outbreak center of the minimum occurred off the coast of Maryland (37.53 N, -76.87 W).
Fig. 4.5 shows little divergence present around the center point in (a), while vert
strong divergence is occurring around the center point and strong negative divergence
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(convergence) just west of that in (b). This is the case because (a) is along a ridge
whereas a negatively tilted trough is propagating into the center point in (b) indicative of
rising and sinking air, respectively, along the upper level trough. Fig. 4.6 shows 700 mb
geostrophic heights and temperature. Similarly to PC 1, a baroclinic atmosphere is
acknowledged in (a) and (b), as isotherms cross over isobars suggesting that temperature
advection is occurring. However, in (a), northwest flow is present, representing a backing
(counterclockwise) profile, which is associated with cold air advection (CAA) and
dynamic sinking. There is southwest flow present in (b), which represents a veering
(clockwise) profile, which is associated with warm air advection (WAA) and dynamic
lifting. Fig. 4.7 shows little absolute geostrophic vorticity around the center point in (a)
primarily as the center point is located within a ridge, though there appears to be a lot of
present far northeast of the center point. On the contrary, there appears to be a lot of very
strong geostrophic absolute vorticity to the west of the center point in (b), associated with
the slightly negative trough. Fig. 4.8 shows θe and it appears that the gradient in (a) lines
up northeast to southwest along the eastern side of the ridge while the gradient in (b) lines
up nicely to the negatively tilted trough with stronger values are present around the center
point.
As a result, the 2 April 1964 outbreak (a) had a total of 19 reports from 1200 UTC
to 1200 UTC the next day, where 6 were tornadoes, 4 were wind, and 9 were hail. This
outbreak is ranked 2031st on the N15 ranking index. The other outbreak that occurred on
19 January 1996 (b) had a total of 88 reports, where 2 were tornadoes and 86 were wind
from 1200 UTC until 1200 UTC the next day. It was ranked 4155th on the N15 ranking
index. Despite the number of reports being exceeding higher in the second outbreak,
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more tornadoes were reported in the first outbreak and it is understood that the N15
ranking index ranks severe weather outbreaks according to the number of tornadoes.

(a)

(b)
Figure 4.1

300 mb Geopotential Heights and Divergence for PC 1

A visual representation of 300 mb geopotential heights and divergence for the outbreaks
that occurred on 26 January 1971 at 1200 UTC (a) and 9 August 1980 (b) at 0000 UTC.
The black “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.2

700 mb Geopotential Heights and Temperatures for PC 1

A visual representation of 700 mb geopotential heights and temperatures for the
outbreaks that occurred on 26 January 1971 at 1200 UTC (a) and 9 August 1980 (b) at
0000 UTC. The green “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.3

500 mb Geopotential Heights and Geostrophic Absolute Vorticity for PC 1

A visual representation of 500 mb geopotential heights and geostrophic absolute vorticity
for the outbreaks that occurred on 26 January 1971 at 1200 UTC (a) and 9 August 1980
(b) at 0000 UTC. The black “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.4

500 mb Equivalent Potential Temperature for PC 1

A visual representation of 500 mb equivalent potential temperature (θe) for the outbreaks
that occurred on 26 January 1971 at 1200 UTC (a) and 9 August 1980 (b) at 0000 UTC.
The black “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.5

300 mb Geopotential Heights and Divergence for PC 2

A visual representation of 300 mb geopotential heights and divergence for the outbreaks
that occurred on 2 April 1964 at 0000 UTC (a) and 19 January 1996 (b) at 1200 UTC.
The black “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.6

700 mb Geopotential Heights and Temperatures for PC 2

A visual representation of 700 mb geopotential heights and temperature for the outbreaks
that occurred on 2 April 1964 at 0000 UTC (a) and 19 January 1996 (b) at 1200 UTC.
The green “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.7

500 mb Geopotential Heights and Geostrophic Absolute Vorticity for PC 2

A visual representation of 500 mb geopotential heights and geostrophic absolute vorticity
for the outbreaks that occurred on 2 April 1964 at 0000 UTC (a) and 19 January 1996 (b)
at 1200 UTC. The black “X” symbol designates the center of the outbreak.
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(a)

(b)
Figure 4.8

500 mb Equivalent Potential Temperature for PC 2

A visual representation of 500 mb equivalent potential temperature (θe) for the outbreaks
that occurred on 2 April 1964 at 1200 UTC (a) and 19 January 1996 (b) at 1200 UTC.
The black “X” symbol designates the center of the outbreak.
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DISCUSSION AND CONCLUSION
The purpose of this research was to define the severity of severe weather
outbreaks using their associated synoptic-scale characteristics. Synoptic-scale processes
were quantified as areal coverages (as in Shafer et al. 2012) and then compare the results
against the N15 indices from Shafer and Doswell (2011) in order to ascertain their
relationship. Data from the Storm Prediction Center severe weather database (Shaefer and
Edwards 1999) that included 6743 severe weather outbreaks from 1960 to 2012 and the
NCEP/NCAR reanalysis (NNRP) for the synoptic-scale fields were used to investigate
this research question. It was hypothesized that a statistically significantly strong
relationship between outbreak severity and synoptic-scale processes existed.
Unfortunately, the results did not support the hypothesis and it was rejected.
Despite the weak statistical results, some physical intuition was able to be applied
from the resulting PC loadings. In particular, all domains sizes shared numerous
synoptic-scale variables that were shown to be significant. These variables included lowto high- level temperature, low- to high- level specific humidity, low- to high- level v
wind, mid- to high- level θe, low- to high- level geostrophic wind (u component), lowlevel geostrophic wind (v component), low- to high- level absolute vorticity, mid- to
high- level divergence, mid- to high- level x-component of the temperature gradient and
y-component of the temperature gradient, as well as mid- level temperature advection.
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Note that the u component geostrophic wind was the only variable that was deemed
significant at all levels (1000 to 200 mb) while other significant variables were only
significant at certain levels or could not show up at that level (i.e., specific humidity
cannot exceed 300 mb). It is believed that due to this, the u component geostrophic wind
has a direct relationship to outbreak severity because it links to the east-west advective
component to synoptic-scale systems.
It is common practice for a meteorologist to understand that the ingredients for a
storm characteristically fall under the acronym “MILE”, which represents moisture,
instability, lift, and exhaust. Understanding this helps evaluate the synoptic-scale
variables mentioned above when related to a severe weather outbreak. Moisture is selfexplanatory and in this sense, represented by specific humidity, which is the quantity of
the mass of total water vapor divided by the mass of the total air. Instability is the state in
which an air parcel finds itself warmer than the air surrounding it at the same pressure.
Temperature is a major influence on stability and may explain why temperature,
temperature advection, temperature gradients in both x- and y-components, as well as θe
values are all showing significance. Lift is known as the trigger mechanism, like a front,
which is why divergence and vertical wind components may show significance.
One should note, however, that the MILE acronym is designed to show the
ingredients for an individual event at the mesoscale level. Though these variables show
significance to a single event, it has been noted that shear and vorticity are significant
variables for severe weather outbreaks.
Although the results from this study do not show a strong relationship of
synoptic-scale variables to severe weather outbreak severity, they provide evidence of
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what role the synoptic-scale plays in determining outbreak severity. Since synoptic
literally means “forming a synopsis” or providing a general overview, synoptic scale
processes and variables still affect severe weather outbreaks. This study suggests that
severe weather outbreaks are not associated solely with synoptic-scale processes and
future work will help further narrow down what other processes or variables cause these
outbreaks.
The next steps of this research will involve reassessing the relationships between
areal coverages and ranking indices using nonlinear regression techniques, as well as
positing on new ranking schemes and approaches to summarizing synoptic-scale
diagnostic variables. Additionally, it may even become valuable to implement the NARR
as seen in Shafer el al. (2012) as opposed to the NNRP, which is a 2.5° latitude–longitude
grid that has less distance between the longitude lines as you move away from the
equator. The NARR, conversely, is equally spaced and would avoid this and provide
better domain sizes for this study.
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