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票割れとは，３ 人の候補者のうち ２ 人の支持基盤が重複したとき，この ２ 人の支持者はいず
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伯 １980）。例えば，ある投票（集計）方式で ABC の ３ 人を候補とする選挙が行われ，結果は
A が １ 位，C が ３ 位であったとしよう。ここで全有権者の選好順序が逆転したならば，A は ３
位に，C は １ 位になるべきであり，そうならない投票方式は双対性の規準を満たさない。仮に
３ 人の候補を ABC の順に評価する人が ４ 割，CBA の順に評価する人が ３ 割，BCA の順に評
価する人が ３ 割いたとしよう。単記投票では A が ４ 割の票を集めて当選する。しかしここで
全有権者の選好順序が逆転したとしても，A が 6 割の票を集めて当選する。よって単記投票は
双対性を満たさない。言い換えれば，単記投票では「最良の人」を選ぶ選挙と「最悪の人」を
選ぶ選挙が同じ結果になる可能性がある。上の例で，評定法による世論調査が行われたなら，
A の評価の「平均」は B や C と比べてそう高くはならなない。A を最も高く評価する人々が
４ 割いる一方，A を最も低く評価する人々が 6 割存在するからである。しかし，A の評点の散




他の条件を一定とすれば，３ 個の事物（選択肢）のうち ２ 個の評価の相関が大きくなると，残
り １ 個が選択されやすくなることである。同じく散布度命題とは，他の条件を一定とすれば，














び相関命題・散布度命題をより厳密な形で定義づける。そして第 ３ 節，第 ４ 節では，これらの
命題の妥当性について，統計学の定理を援用しながら検討し第 5 節で結論を述べる。主な結論














ながら B にも C にも同様に当てはまる。
本稿は ３ 個の事物 ABC に対する評価を表す変数を ABC と表記する。つまり，事物それ自
体を表す場合は斜体のアルファベットで，事物への評点を表す場合は普通の字体のアルファ
ベットで表記する。
また，評点 ABC は連続型の確率変数として定義される。言い換えると，個人は事物 ABC
にいくらでも細かい単位で評点を与えることができるものとする。ただし実際に用いられる評
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の評点のことを指すことにする。
次に X = A － B，Y = A － C と定義する。つまり A と B の差を X，A と C の差を Y で表す。
すると A を B より高く評価する状態は X > 0，A を C より高く評価する状態は Y > 0 と表せる。
したがって単数選択法においてある個人が A を選ぶ確率は，X > 0 かつ Y > 0 となる確率と






はすべて ２ 次元正規分布に従う（平岡・堀　２009：２07 頁）。特に（X，Y）が ２ 次元正規分布
に従うという仮定は本稿において決定的な役割を果たす。２ 次元正規分布の性質については，
次節で改めて詳述する。
また ABCXY の各変数の期待値をそれぞれ μA，μB，μC，μX，μY とし，同じく標準偏差を σA，
σB，σC，σX，σY とする。本稿では σA，σB，σC，σX，σY はいずれも正の実数とし，標準偏差のい
ずれかがゼロのケースは考察の対象外とする。本稿の考察では，ある数値を標準偏差で割る操
作（例えば相関係数の計算）が頻出するため，これが不可能なケースを予め除外しておけば議
論を単純化できる。また A ～ C の標準偏差のいずれかがゼロということは，ある事物にすべ
ての人が同じ評価を与えるという非現実的な状況を意味しており，このケースを除外しても議
論の一般性はほとんど失われない。同じく X，Y の標準偏差のいずれかがゼロということは，
すべての人が事物 AB 間，または AC 間に同一の点差をつけるという非現実的状況を意味する
から，これも除外して構わないだろう。また本稿では，A ～ C 間の相関係数を ρAB，ρAC，ρBC（ρ：
ギリシャ文字のロー），同じく共分散を σAB，σAC，σBC，XY 間の相関係数を ρXY，同じく共分散





以上の枠組みを散布図の座標軸で示したのが図 １ である。ここで ABC のうち A が選ばれる












とは，ABC それぞれの期待値，ABC それぞれの標準偏差，AB 間，AC 間の相関を指す。た
だし ρBC は，これらの条件と無関係に－１ から +１ までの値を自由にとり得るわけではない。ρAB，
ρAC の値がある値で一定だとすると，ρBC の変域はより狭く限定されることがある。例えば 
ρAB = ρAC = －0.5 のとき，ρBC は－0.5 より小さな値にはなりえない（３）。
次に ２ 次元正規分布の基本的性質を確認しておこう。２ 次元正規分布とは付記 １ に示した確
率密度関数で表される分布のことで，X と Y が ２ 次元正規分布に従うことを（X，Y）～ N２（μX，
μY，σ２X，σ２Y，ρXY）と表現する。また，この X と Y を標準化（平均を引いて標準偏差で割る操
作）した変数を ZX，ZY とすれば，これらは N２（0，0，１，１，ρXY）に従う。この分布を ２ 次元
標準正規分布 （４）と呼ぶ。２ 次元標準正規分布の実現値を ２ 次元座標にプロットすると，原点を
中心にした楕円形の分布（岡田 １980）が描かれる。ちなみに ２ 次元正規分布に従う X と Y は，
両者の対応関係を考慮しないならば，それぞれ N（μX，σ２X），N（μY，σ２Y）の １ 次元正規分布
に従う。
x = 0，y = 0 をそれぞれ標準化した値を zx0，zy0 と表記すれば，本稿の主題である P（X > 
0 ∧ Y > 0）を求めるには，２ 次元標準正規分布における P（ZX > zx0 ∧ ZY > zy0）を求めれば
よい（木島 １99４：１09-１１0 頁）。この関係は，１ 次元正規分布での P（X > x）を求めるときに，
P（ZX > zx）を記した数表，すなわち標準正規分布の上側確率を記した数表を用いるのと同じ
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である。また，この上側確率が １ 次元標準正規分布の確率密度関数を積分することで求められ




式を ρXY で微分すればよい。そして，その導関数は ２ 次元標準正規分布の確率密度関数に等し
くなることが知られている（Drezner & Wesolowsky １990）。また，木島（１99４：１１0 頁）お
よび木村（２0１１：３7 頁）によれば，２ 次元標準正規分布の累積分布関数，すなわち P（ZX ≦







P（ZX > zx ∧ ZY > zy）も常に増大するということである。よって X と Y が ２ 次元正規分布に
従うなら，他の条件が一定だとすると，P（X > 0 ∧ Y > 0）は ρXY の増大により必ず増大す
るとわかる。
相関命題は ρBC と P（X > 0 ∧ Y > 0）の関係について述べた命題なので，次に ρXY と ρBC の
関係を明らかにする必要がある。ρXY を変数 ABC の分散・共分散を使って表記すると下の式
のようになる。証明は付記 ２ を参照してほしい。
  …①
この①式の分母の符合は正なので，他の変数が一定なら σBC が増大すれば必ず ρXY も増大す
るとわかる。そして ρBC = σBC ／（σBσC）であることから，σB と σC が一定なら ρBC の増大はただ
ちに σBC の増大を意味する。したがって ρBC が増大すれば，必ず ρXY が増大し，その結果，P（X 
> 0 ∧ Y > 0）も増大するとわかる。以上から，A と B の差，および A と C の差が ２ 次元正
規分布に従うならば，相関命題は常に真であることが明らかとなった。
３.２．３ 個の事物の評定平均が全て等しい場合
２ 次元正規分布の仮定の下で相関命題は一般法則として成り立つ。では B と C の相関係数
がどの程度上昇すると，P（X > 0 ∧ Y > 0）はどの程度上昇するのだろうか。この問いへの







μX = μA － μB，μY = μA － μC であるから，本節が想定する μA = μB = μC の場合，μX = μY = 0 と
なる。この特殊ケースにおいて，A が選ばれる確率，すなわち P（X > 0 ∧ Y > 0）は前節の




式①②を使ったふたつのケースの計算結果を図 ２ に示した。まず最も単純な σA = σB = σC = １，
ρAB = ρAC = 0（すなわち σAB = σAC = 0）というケースを考える。すなわち ABC は標準偏差が
１ ですべて等しく，AB 間，AC 間の相関がゼロの場合である。このときの ρBC と P（X > 0 ∧ 
Y > 0）の関係を示したのが図 ２ の上の曲線である。ρBC が－１ から 0 を経て +１ まで増大すると，


























図 ２ の下の曲線は，σA = 0.5，σB = σC = １，ρAB = ρAC = 0 の場合を示したものである。この
とき ρBC が－１ から 0 を経て +１ まで増大すると，A が選択される確率は約 0.１50 から約 0.２8２ を
経て 0.5 まで急激に増大する。特徴は B と C の相関がマイナスのときに，A の選択確率がか
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なり低くなることである。山口（２0１１）は ρBC = －0.5 のときの値（約 0.２１8）を数値実験で推
定し，このパターンを「折衷的第 ３ 極の埋没」と呼んでいる。このとき事物 B と C の一方を
高く評価する人は，多くの場合，もう一方を低く評価しており，いわゆる ２ 極構造が生じてい









まず ABC の期待値および ABC 間の相関係数は一定とする。そして σA 以外の標準偏差，す
なわち σB，σC は定数と考える。しかし共分散，特に σAB と σAC を定数と考えることはできない。
なぜなら ρAB = σAB ／（σAσB），ρAC = σAC ／（σAσC）だから，ρAB，ρAC，σB，σC が一定で σA が増
大（減少）すれば，それに応じて σAB，σAC も必ず増大（減少）するからである。なお B と C
の共分散 σBC は，ρBC，σB，σC が一定なら必ず一定に保たれる。したがって，散布度命題をより
厳密に表現すれば「ABC の期待値，ABC 間の相関係数，および BC の標準偏差が一定である



























しかしこの散布度命題は一般には成立しない。図 ３ は，μA = μB = μC = 0 のときの反例を示




図 ３ において，σA がゼロから 0.7 まで増大すると，A の選択確率は 0.２5 から約 0.0４5 まで減
少する。ここが散布度命題の反例にあたる。そして σA がさらに増大すると，A の選択確率は
増大に転じる。ここの部分は散布度命題が述べるとおりの関係になっている。
A の散布度と A の選択確率に図 ３ のような複雑な関係が生じる理由は，図 ４ ～ 6 の数値例
を見れば明らかになる。図 ４ ～ 6 は，図 ３ と同様に分布する変数 ABC の実現値の組み合わせ
をコンピュータで ２,000 個発生させ（方法は付記 ４ を参照），そのうち典型的と思われる 5 個
のサンプルを抜き出して，図 ４（σA=0.１４）から図 5（σA=0.7），図 6（σA=１.75）へと A の標準
偏差が増大すると，ABC の大小関係がどう変化するかを示したものである。なお，この数値



























図 ４ ～ 6 における他の条件：μA = μB = μC = 0，σB = σC = １，ρAB = ρAC = 0.7，ρBC = 0
タテに ３ 個並んだ点は，１ 人の人が ABC それぞれに与える評点を意味する。
AB 間および AC 間に比較的大きな正の相関（ρAB = ρAC = 0.7）があるため，図 ４ ～ 6 に示
したように，B と C がともに負のときには大抵の場合，A も負の値を，B と C がともに正の
ときには A も正の値をとる。
ただし図 ４ のように σA がゼロに近い値（0.１４）のときには，B と C がともに負の場合，（図
４ の左端から ２ 個のサンプル）A が選ばれることになる。B と C の散布度は A よりも大きい
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から，B と C がゼロを下回る場合，A よりも大幅に下回ることになるからである。一方，B
と C の値がともに正のときには（図 ４ の右端 ２ 個），大抵の場合，A は選ばれない。A のばら
つきが小さいため，B および C の正の値を上回ることができないからである。ちなみに図 ４
の σA = 0.１４ のとき，式③②によれば A の選択確率は約 0.２１6 になる。
図 5 のように σA が 0.7 まで上昇すると，A の選択確率は極めて低い値となる。なぜなら大
多数のサンプルにおいて，A は B と C のちょうど中間の値をとることになるからである。こ
のとき A の選択確率はゼロに近い値にまで低下する。先ほど述べたように，このとき A の選
択確率は約 0.0４5 になる。
ところが σA が 0.7 を超えて増大すると A の選択確率は上昇に転じる。そして図 6 のように
σA = １.75 にまで増大すると，A の選択確率は約 0.３１２ に達する。なぜなら A のばらつきが B
と C のそれを上回るため，図 6 の右端 ２ 個のサンプルがそうであるように，B と C が正の値
をとる場合，A はそれを上回る正の値をとる可能性が高くなるからだ。
このように散布度命題には反例が存在する。散布度命題は図 5 から図 6 への（またはその逆












に近づけたときの ρXY の極限が １ であることから明らかである。証明は付記 5 を参照されたい。
既述のとおり ρXY が増大すれば P（X > 0 ∧ Y > 0）も増大するから，ρXY が最大値の １ に限り
なく近づくということは，P（X > 0 ∧ Y > 0）が，その条件（つまり σA 以外の定数の値）の
もとでありうる最大の値に近づくことになる。よって弱い散布度命題は常に成立するとわかる。









σA の変域によらず，σA の増大（減少）により ρXY が常に増大（減少）するのは他の様々な定数
がどんな値をとるときか？それは式③を σA で微分すれば明らかになる。微分後の式（ρ’XY）の





ρAB ≦ 0 かつ ρAC ≦ 0 かつ ρBC ≦ 0 のとき強い散布度命題は常に成立する （6）。証明は付記 6 を
参照してほしい。より実質的な言い方をすれば，事物 ABC それぞれを高く評価する人々が分
離した ３ つの集団をなし，いずれの集団も他の ２ 個の選択肢を低く評価するような場合，つま
り ３ つの選択肢が明確な ３ 極構造を示す場合には，ある事物の評価のばらつきが，その事物の
選択確率に直結する。３ 人の候補から １ 人を選ぶ選挙になぞらえれば，支持基盤が明確に異な































































事物の数が ４ 個以上に増えた場合，単数選択法と評定法の関係には，３ 個の場合には見られな
かった新たな特徴が生じるのだろうか？これらの問題については今後の課題となる。
佛教大学社会学部論集　第 62 号（2016 年 3 月）
― 69 ―
付記 １　２次元正規分布と ２次元標準正規分布
X と Y の同時確率分布が下の確率密度関数で表されるとき「X と Y は ２ 次元正規分布に従う」
と言い，数式で（X，Y）～ N２（μX，μY，σ２X，σ２Y，ρXY）などと表現する。





ρXY = σXY ／（σX・σY）であり，σXY，σX，σY を変数 ABC で表現すれば以下のようになるから，










まず μA = μB = μC = 0，σB = σC = １，σA=0.7，ρAB = ρAC = 0.7，ρBC = 0 の ３ 次元正規分布に従
う変数 ABC の実現値（図 5）を発生させる方法を記す。表計算ソフト EXCEL の乱数発生機
能を用いて，１ 次元標準正規分布に従う互いに独立な ３ 個の確率変数 Z１，Z２，Z３ の実現値（z１，




は約 0.690，b の平均は約 0.008，標準偏差は約 0.986，c の平均は約 0.00２，標準偏差は約 0.999，
相関係数は ab 間が約 0.690，ac 間が約 0.697，bc 間が約－0.0１４ であった。山口（２0１１）は同様
の方法でサンプルサイズ １00 万のより正確な実験を行っているが，本稿の実験は正確な測定で
はなく単なる例示が目的なので，上記の精度で十分と判断した。また，σA=0.１４ のケース（図 ４）
では，上の σA=0.7 のときの a を単に 5 で割って a を算出し，bc の値はそのまま用いている。




ここで σA 以外の変数が一定だとすると，σA を限りなく大きくすれば，分子の １ 以外の項はす
べてゼロに近づき，分母の平方根の中の １ 以外の項もゼロに近づくから，ρXY は限りなく １ に
近づくとわかる。
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付記 ６　強い散布度命題の成立条件について




以下，ρAB ≦ 0 ∧ ρAC ≦ 0 ∧ ρBC ≦ 0　⇒　ρ’XY > 0 となることの証明を（ⅰ）～（ⅳ）に場
合分けして示す。なお，本文 ２.１ 節の定義により標準偏差はすべて正であり ρAB ≦ 0 かつ
ρAC ≦ 0 なので，ε > 0 である。よって式④の（　）内が正なら直ちに ρ’XY が正だとわかる。
（ⅰ）ρAB = 0 ∧ ρAC = 0 ∧ ρBC = 0 のとき
このとき α = （σB ／ σC）+（σC ／ σB），β = 0，γ = ２σBσC，δ = 0 となる。ここで，σB > 0
かつ σC > 0 なので，α > 0 かつγ > 0 だとわかる。さらに σA > 0 であるから④の（　）
内は正である。∴ ρ’XY > 0。
（ⅱ）ρAB，ρAC，ρBC のうち １ 個が負で ２ 個がゼロのとき
このとき（ρBC - ρABρAC），（ρAB - ρACρBC），（ρAC - ρABρBC）はいずれもゼロ以下である。 
（１ － ρAB２）および（１ － ρAC２）のいずれか一方は １ であり他方はゼロ以上となる。ρABρACρBC
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は必ずゼロである。そして定義により σA > 0 かつ σB > 0 かつ σC > 0 である。これらの事
実からα > 0，β≧ 0，γ > 0，δ≧ 0 となり④の（　）内は正。∴ ρ’XY > 0。
（ⅲ）ρAB，ρAC，ρBC のうち ２ 個が負で １ 個がゼロのとき
このとき（ρBC - ρABρAC），（ρAB  － ρACρBC），（ρAC  － ρABρBC）はいずれも必ず負であり， 
（１ － ρAB２）および（１ － ρAC２）は，ρAB および ρAC が負であるかゼロであるかによらず，いず
れも必ずゼロ以上となる。また ρABρACρBC は必ずゼロである。さらに定義により σA > 0 か





２）および（１ － ρAC２）はゼロ以上となる。また ρABρACρBC は必ず負である。定義により σA 
> 0 かつ σB > 0 かつ σC > 0 である。これらの事実からα > 0，β > 0，γ > 0，δ > 0 と
なり，④の（　）内は正だとわかる。∴ ρ’XY > 0。
〔注〕
（１）  これに対して第 １ 種測定法とは，回答者自身の特性の測定を目的とする方法を指す。福武（１98４）
は第 １ 種における回答者は「被告の立場」だが，第 ２ 種では「陪審員の立場」にあると説明してい
る。
（２）  その他の方法とその特徴については原・海野（２00４），山口 (２0１0) などを参照。
（３）  A を第 ３ 変数としたときの B と C の偏相関係数は，ρBC・A = （ρBC － ρABρAC）／｛√（１ － ρAB２）√（１ 
－ ρAC２）｝で与えられる。偏相関係数は A を独立変数，B を従属変数としたときの回帰分析の残差と，
同じく A を独立変数，C を従属変数としたときの残差との相関係数を意味する。よって－１ ≦
ρBC・ A ≦＋ １ である。この不等式に ρAB = -0.5，ρAC = －0.5 を代入して変形すると，－0.5 ≦ ρBC ≦ +１
だとわかる。




ある。ただし １ 次元正規分布における P（X > x）は x を標準化し，１ 枚の標準正規分布表を用い
て簡単に求められるのに対し，２ 次元標準正規分布の場合 ZX，ZY，ρXY という ３ 個の変数が関係す
るため，P（ZX > zx ∧ ZY > zy）を示した使い勝手のよい数表は存在しない。したがって Drezner 
& Wesolowsky（１990）などによる近似式で直接計算するしかない。また木島（１99４：１１１-１１２ 頁），
松原 (２00３：99-１00 頁 )，木村（２0１１：３6-３9 頁）では，その他の近似計算法が紹介されている。
（6）  ρAB=0 かつ ρAC=0 かつ ρBC=0 のときに強い散布度命題が成立することは，山口（２0１１）が実験によ
り推定したとおりである。
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