Suppression of cholinergic receptors and inactivation of the septum impair short-term memory, and disrupt place cell and grid cell activity in the medial temporal lobe (MTL). Location-dependent hippocampal place cell firing during active waking, when the acetylcholine level is high, switches to time-compressed replay activity during quiet waking and slow-wave-sleep (SWS), when the acetylcholine level is low. However, it remains largely unknown how acetylcholine supports short-term memory, spatial navigation, and the functional switch to replay mode in the MTL. In this paper, we focus on the role of the calcium-activated non-specific cationic (CAN) current which is activated by acetylcholine. The CAN current is known to underlie persistent firing, which could serve as a memory trace in many neurons in the MTL. Here, we review the CAN current and discuss possible roles of the CAN current in short-term memory and spatial navigation. We further propose a novel theoretical model where the CAN current switches the hippocampal place cell activity between real-time and time-compressed sequential activity during encoding and consolidation, respectively.
INTRODUCTION
It has been suggested that the medial temporal lobe (MTL) supports memory formation through two distinct processes: encoding and consolidation (Buzsáki, 1989; McClelland et al., 1995; reviewed by McGaugh, 2000) . Since the discovery of timecompressed "replay" of place cell activity during slow-wave-sleep (SWS) and the quiet waking state (Wilson and McNaughton, 1994; Lee and Wilson, 2002; Foster and Wilson, 2006) , modeling studies have proposed that activity of place cells during active waking supports encoding, and time-compressed replay supports consolidation (Jensen and Lisman, 1996; Shen and McNaughton, 1996; Molter et al., 2007) . In the encoding mode, hippocampal place cells fire sequentially with temporal overlap with adjacent place cells, depending on the location of the animal. This is believed to induce synaptic modifications which will, in the subsequent consolidation mode, activate the same set of place cells in the same sequence but with a highly (∼20 times) compressed time scale (Lee and Wilson, 2002) .
The cholinergic system is believed to modulate the dynamics of the MTL between active waking, quiet waking, and SWS modes in the hippocampus, making the information flow suitable for encoding and consolidation (Hasselmo, 1999) . This theory is based on the fact that the acetylcholine level is high during active waking, and lower during quiet waking and SWS (Kametani and Kawamura, 1990; Marrosu et al., 1995) . Indeed, inactivation of the medial septum, which gives rise to major cholinergic projection to the MTL, reduces the activity and location-specificity of place cells and grid cells (Mizumori et al., 1989; Brandon et al., 2011; Koenig et al., 2011) . In addition, infusion of a cholinergic receptor antagonist reduces the activity and location-specificity of hippocampal place cells (Brazhnik et al., 2003) . This later study also shows that the cholinergic receptor antagonist reduced the theta activity period, which corresponds to active waking, and increased the large-amplitude irregular activity (ripple activity) period and the out-of-field firing, which corresponds to quiet waking. These observations suggest that cholinergic activation is crucial for physiological activity of the MTL spatial cells during active waking, and suppression of cholinergic activation contributes to switching the dynamical activities of place cells to replay mode. However, the underlying cellular mechanisms for the switch of dynamics by acetylcholine in the MTL are largely unknown.
Prior modeling studies on encoding and consolidation used sensory input to switch the time-scale of sequential activity between real-time and time-compressed activity (Jensen and Lisman, 1996; Molter et al., 2007) . In Hasselmo (1999) , synaptic suppression due to a high acetylcholine level was proposed to explain the encoding and consolidation functions. However, focus was not on the modulation of intrinsic dynamics. In this paper, we focus on how acetylcholine enables the network dynamics to switch within the MTL independently of the sensory input. We focus on the role of the calcium-activated non-specific cationic (CAN) membrane current which is found in the key areas for spatial navigation, such as the postsubiculum, the medial entorhinal cortex (MEC) and the hippocampus (Gähwiler and Dreifuss, 1982; Benardo and Prince, 1982b; Caeser et al., 1993; Fraser and MacVicar, 1996; Klink and Alonso, 1997; Magistretti et al., 2004; Yoshida and Hasselmo, 2009a,b) . The CAN current is activated through cholinergic receptor activation and through calcium entry to individual neurons, and it greatly excites the membrane, often depolarizing the membrane potential above the firing threshold.
In this paper, we (1) review the effect of the cholinergic modulation on single cells and synaptic transmission, focusing on the modulation by the CAN current. In short, CAN current enables single neurons to maintain information from the past through persistent firing, which is a repetitive neural spiking activity that outlasts triggering stimulation, (2) discuss the possible role of the CAN current in MTL-dependent short-term memory tasks, (3) discuss the possible role of the CAN current in spatial navigation, (4) propose a theoretical model of how the CAN current could support switching from time-compressed fast replay/preplay mode to slower real-time firing mode during active waking, and (5) discuss how the CAN current might be used to intentionally slow the network activity during encoding, to allow the network to perform future planning or sequential episodic memory recall in a speed faster than real-time. Furthermore, we discuss how our model could account for firing dynamics of "time cell" (MacDonald et al., 2011) .
EFFECTS OF ACETYLCHOLINE ON NEURONAL PROPERTIES: IN VITRO STUDIES ACTIVATION OF CAN CURRENT THROUGH CHOLINERGIC RECEPTOR
Application of acetylcholine or cholinergic receptor agonist mediates slow membrane potential depolarization, increased excitability and reduced firing frequency adaptation (Segal, 1982; Benardo and Prince, 1982a; Cole and Nicoll, 1983; Storm, 1989) . This is partly due to the suppression of potassium currents such as the M-current and the calcium-activated potassium current (Halliwell and Adams, 1982; Cole and Nicoll, 1983; Madison et al., 1987) . However, this slow depolarization was not fully blocked under the suppression of potassium channels and activation of calcium-activated non-specific cationic current (CAN current) was found to underlie this slow depolarization in the hippocampal pyramidal cells (Gähwiler and Dreifuss, 1982; Benardo and Prince, 1982b; Caeser et al., 1993; Fraser and MacVicar, 1996) and cortical pyramidal cells (Andrade, 1991) . Because of the calcium dependency of the CAN current, a calcium channel blockade suppresses the depolarization (Fraser and MacVicar, 1996) . On the other hand, spiking or depolarization of the membrane potential that increases calcium influx causes further activation of the CAN current under constant cholinergic activation (Caeser et al., 1993; Fraser and MacVicar, 1996; Kawasaki et al., 1999) . In these studies, a brief current injection to the cell drove subthreshold or suprathreshold depolarization due to the CAN current for up to several seconds after the offset of the current injection. This depolarization triggered by a brief stimulation is called a "plateau potential." Persistent firing is often caused by the plateau potential which is large enough to depolarize the membrane potential above the spike threshold.
CAN CURRENT DRIVEN PERSISTENT FIRING
Subsequent to the above-mentioned studies, the role of the CAN current in persistent firing was studied extensively in various MTL areas (reviewed in Major and Tank, 2004; Reboreda et al., 2011) . The significance of the persistent firing found in the MTL areas was that firing often persisted for more than a few minutes without decreasing its firing frequency. Figure 1 shows examples of persistent firing recorded in vitro from neurons in the postsubiculum (Yoshida and Hasselmo, 2009a) where head direction cells have been found in vivo (Ranck, 1984; Taube et al., 1990a,b) . These recordings were done in an acute brain slice preparation using the cholinergic receptor agonist carbachol (10 μM). First, in a control condition without carbachol, a brief current injection (2 s) induced spiking of the neuron during the stimulation, but the neuron remained quiet once the stimulation was terminated ( Figure 1A) . In contrast, in the presence of carbachol, spikes induced by the same brief current stimulation drove stable persistent firing at a frequency of about 3-10 Hz ( Figure 1B) . In many cells, persistent firing continued for more than a few minutes, at which point persistent firing was terminated by the experimenter using a hyperpolarizing current injection. In this paper, we call this type of persistent firing "long-lasting persistent firing." In other neurons, persistent firing ended within 30 s ( Figure 1C) . We call this type of persistent firing "self-terminating persistent firing." Stable long-lasting persistent firing in vitro was found in layer II (Yoshida and Hasselmo, 2009b) , in layer V (Egorov et al., 2002; Reboreda et al., 2007) neurons in the MEC, and in layer III neurons in the lateral entorhinal cortex (LEC; Tahvildari et al., 2007) . Similar persistent firing has recently been shown in the perirhinal cortex (Navaroli et al., 2011) . In addition, our preliminary observation shows long-lasting persistent firing in hippocampal CA1 and CA3 pyramidal cells in rats (unpublished observation by Beate Knauer and Arthur Jochems).
There is debate as to whether or not synaptic transmission is necessary for persistent firing (Major and Tank, 2004) . For example, persistent firing observed as an "UP" state in a slice model of cortical SWS oscillation is dependent on intact AMPA and NMDA synaptic transmission (Shu et al., 2003) . On the other hand, evidence suggests that persistent firing observed in brain slices from many of the MTL areas is driven by mechanisms intrinsic to individual neurons. Persistent firing can be observed in the presence of ionotoropic glutamatergic and GABA A synaptic blockers in the entorhinal cortex, postsubiculum, and perirhinal cortex (Figure 2A ; Egorov et al., 2002; Yoshida and Hasselmo, 2009a; Navaroli et al., 2011) . In addition, persistent firing is blocked in the absence of calcium (Figure 2B) or by the CAN current blocker flufenamic acid in these three areas ( Figure 2C ; Egorov et al., 2002; Tahvildari et al., 2008; Yoshida and Hasselmo, 2009a; Zhang et al., 2011; Navaroli et al., 2011) . Furthermore, activation of muscarinic receptors (Egorov et al., 2002; Navaroli et al., 2011) and phospholipase Cβ (PLCβ; Zhang et al., 2011) , which leads to CAN current activation, are shown to be necessary for the induction of persistent firing. As for the molecular correlates of the CAN current, it has been shown that transient receptor potential cation (TRPC) channels underlie the CAN current (Tai et al., 2010; Zhang et al., 2011 ; reviewed by Reboreda et al., 2011) . These observations strongly suggest that many MTL neurons can exhibit persistent firing through intrinsic cellular mechanisms. In an in vivo condition, both this intrinsic mechanism and the synaptic mechanism may contribute to persistent firing.
MORE PHYSIOLOGICAL INDUCTION OF PERSISTENT FIRING
Several studies have tested detailed properties of persistent firing in the MTL to estimate its contribution to the function of the MTL. As described in detail in "Possible Roles of CAN Current in Active Maintenance of Memory in MTL," the MTL areas are important for trace conditioning tasks (Kim et al., 1995; Weiss et al., 1999; McEchron et al., 2000; Tseng et al., 2004; KholodarSmith et al., 2008; Esclassan et al., 2009) where an animal needs to associate two stimuli which are separated by a trace period (a few hundred milliseconds to tens of seconds). For the animal to acquire this task, information from the first stimulus (conditioned stimulus; CS) has to be maintained during the trace period until the second stimulus (unconditioned stimulus; US) is delivered. In vivo single unit recordings show persistent firing in a sub-population of hippocampal CA1 neurons during the trace period (Solomon et al., 1986; McEchron et al., 2001 McEchron et al., , 2003 and the intrinsic persistent firing supported by the CAN current has been suggested to underlie this in vivo persistent firing . Since the duration of the CS is only a few hundreds of milliseconds in some trace conditioning tasks, an induction of persistent firing by a stimulation with comparable duration was tested. It has been shown that in the entorhinal cortex and in the postsubiculum, a current pulse, as short as 300 and 200 ms, respectively, is sufficient to induce persistent firing (Egorov et al., 2002; Yoshida and Hasselmo, 2009a) . In the case of the postsubiculum, a 200 ms current injection, which elicited only several spikes, drove persistent firing in more than 60% of cells ( Figure 1D ; Yoshida and Hasselmo, 2009a ), suggesting that a physiological level of excitation is sufficient to induce persistent firing.
Persistent firing can also be initiated using synaptic stimulation instead of current injection in the entorhinal cortex (Egorov et al., 2002; Tahvildari et al., 2007; Yoshida et al., 2008) . In addition, it has been suggested that an endogenous level of acetylcholine is sufficient for the induction of persistent firing in the amygdala (Egorov et al., 2006) . In this study, cholinergic afferent fibers were stimulated instead of applying a cholinergic agonist to the brain slice preparation. Stimulation of the cholinergic afferent and subsequent brief current injection triggered persistent firing in principal neurons in the amygdala.
Persistent firing observed in vivo is typically terminated as the US is delivered. In in vitro studies, it has been shown that persistent firing can be terminated through hyperpolarization by current injection in layer V cells in the MEC and in cells in the perirhinal cortex (Egorov et al., 2002; Reboreda et al., 2007; Navaroli et al., 2011) , suggesting that inhibitory synaptic input could be used to terminate persistent firing. Interestingly, in layer III of the LEC, persistent firing can be terminated by an application of a second positive current injection or synaptic stimulation ( Figure 4B ; Tahvildari et al., 2007) suggesting that different areas in the MTL might employ different means to terminate persistent firing.
An additional interesting feature of intrinsic persistent firing is the "integration" mechanism. In cells in the MEC layer V, perirhinal cortex and amygdala (Egorov et al., 2002 (Egorov et al., , 2006 Navaroli et al., 2011 ), repeatedly applied current pulse stimulation increased the frequency of persistent firing in a step-like manner after each stimulation. Therefore, past sequences of stimulation in individual cells could be "integrated" into the current frequency of the persistent firing.
LONG-LASTING PERSISTENT FIRING IN THE HIPPOCAMPUS
Although many earlier studies of the CAN current were performed in hippocampal pyramidal cells, there has been no clear evidence for long-lasting persistent firing in this type of cell. Fraser and MacVicar (1996) reported short-lasting plateau potential in CA1 pyramidal cells using relatively high (20 μM) concentration of carbachol and current injection. In this study, pyramidal cells typically showed strong depolarization beyond the spike threshold where action potentials were not repeatedly elicited, as a response to the current injection (800 ms). After the current injection, this plateau potential typically lasted for only several seconds before the membrane potential went back to the pre-stimulus level. In our laboratory we tested whether stable, long-lasting persistent firing could be elicited in hippocampal CA1 and CA3 pyramidal cells in vitro. In the presence of a lower concentration of carbachol (10 μM), a subset of CA1 and CA3 pyramidal neurons showed long-lasting persistent firing, up to a few minutes, similar to the persistent firing in the MEC (unpublished observation by Beate Knauer and Arthur Jochems).
Recently, long-lasting persistent firing has been found in hippocampal inhibitory interneurons (Sheffield et al., 2011) . The mechanism for the induction of this persistent firing in interneurons seems to be very different from those in principal neurons. Persistent firing in interneurons does not require cholinergic receptor activation or calcium, indicating that the CAN current is not involved. However, this type of persistent firing requires intact gap junctions. In addition, induction of persistent firing requires repetitive stimulation for tens of seconds to minutes, suggesting that persistent firing in interneurons could be more suitable for excitability control than short-term maintenance of information.
MODULATION OF OTHER NEURAL PROPERTIES BY ACETYLCHOLINE
It is worth noting that the effect of acetylcholine is not limited to the modulation of the CAN current. As briefly mentioned above, acetylcholine suppresses the M-current and the calcium-activated potassium current (Reviewed by . Suppression of the potassium currents may enhance the depolarization of the membrane potential by the CAN current. In fact, in the entorhinal cortex, suppression of the M-current revealed a plateau potential and self-terminating persistent firing (Figure 3 ; Yoshida and Alonso, 2007) . This persistent firing was probably due to an endogenously active CAN current which was not visible in the presence of the M-current as the M-current was masking this inward current. An additional well-established effect of cholinergic activation is the modulation of synaptic properties (Hasselmo, 1999; . First, synaptic plasticity is enhanced under cholinergic stimulation (Sugisaki et al., 2011) . Second, synaptic conductance is suppressed in a systematic manner by acetylcholine (Hasselmo, 1999; . Interestingly, acetylcholine suppresses intrinsic synaptic transmission more strongly than afferent synapses. For example, excitatory synaptic connections within the hippocampus, such as the Schaffer collateral and CA3 recurrent connections, are strongly suppressed by cholinergic activation (Hasselmo and Schnell, 1994; Kremin and Hasselmo, 2007) .
POSSIBLE ROLES OF CAN CURRENT IN ACTIVE MAINTENANCE OF MEMORY IN MTL MTL SUPPORTS ACTIVE MAINTENANCE OF MEMORY
The MTL has long been known for its role in long-term memory (Squire, 1992) . However, there are also many recent reports that support a role of the MTL in short-term memory retention, where the duration ranged from a few seconds to tens of seconds (Hannula et al., 2006; Olson et al., 2006; Hartley et al., 2007; Cashdollar et al., 2009) . Some authors have suggested that such short-term retention might bridge the gap between two temporally separated events to form sequential memory (Wallenstein et al., 1998; Naya and Suzuki, 2011) .
Although evidence for the involvement of the MTL in shortterm memory in humans is relatively new, animal studies have long been suggesting its role in short-term memory retention. Strong evidence for this comes from the trace conditioning paradigm which is a subtype of classical conditioning. In this task, animals need to maintain the information about the CS until the US arrives in order to learn the association between the CS and the US. Animals with a lesion to the hippocampus, entorhinal cortex, or perirhinal cortex are impaired in this type of task (Kim et al., 1995; Weiss et al., 1999; McEchron et al., 2000; Tseng et al., 2004; Kholodar-Smith et al., 2008; Esclassan et al., 2009 ). More importantly, lesioned animals can learn the same conditioning task if the trace period is removed (delay task where CS and US were continuous in time; Kim et al., 1995; Weiss et al., 1999; McEchron et al., 2000; Tseng et al., 2004; Bangasser et al., 2006; Kholodar-Smith et al., 2008; Bang and Brown, 2009; Esclassan et al., 2009 ). These studies indicate that the MTL is necessary, particularly when a temporal gap exists between two stimuli (e.g., trace paradigm).
As with the trace conditioning task, the MTL, including the hippocampus and the entorhinal and perirhinal cortices, is crucial in delayed non-match to sample (DNMS) tasks in both non-human primates (Squire and Zola-Morgan, 1991) and rats (Otto and Eichenbaum, 1992a,b) . The DNMS task is similar to the trace conditioning task in that the animal needs to maintain information of the first stimulus until the second stimulus arrives.
Involvement of the MTL in short-term memory retention can also be found in other experimental paradigms. In a spatial alternation task where rats were required to continuously turn right and left alternately in a T-shaped maze, both rats with and without hippocampal lesion performed well (Wood et al., 2000; Ainge et al., 2007) . However, when a delay period of 2 or 10 s was introduced, during which the rats needed to wait before turning, this task required intact hippocampus (Ainge et al., 2007) . Consistent with this, object-odor association task with temporal gap (10 s; Kesner et al., 2005) , temporal sequence task (Gilbert et al., 2001) , spatial choice task with 10 s of delay for rewards (Mikulka and Freeman, 1975; Rawlins et al., 1985) , nonspatial sequence learning with 3 s and 10 s delay (Farovik et al., 2009) , are all shown to be hippocampal-dependent. Many of these tasks become hippocampal-independent when the delay period is removed (Mikulka and Freeman, 1975; Rawlins et al., 1985; Gilbert and Kesner, 2002; Ainge et al., 2007) . In summary, the MTL areas are crucial for tasks that require short-term memory.
CHOLINERGIC DEPENDENCE OF SHORT-TERM MEMORY TASKS
Suppression of cholinergic transmission in the dorsal hippocampus and entorhinal cortex impairs trace conditioning task performance in rats, while the same task without trace period is not impaired (McGaughy et al., 2005; Bang and Brown, 2009;  Frontiers in Neural Circuits www.frontiersin.org Pang et al., 2010) . Administration of a cholinergic antagonist impairs delayed-matching-to-sample task performance in monkeys (Penetar and McDonough, 1983) . Moreover, Anagnostaras et al. (2003) have shown that M1 muscarinic cholinergic receptor KO mice are impaired in a working memory task with a delay period, but not in spatial learning which did not involve delay. In addition, a cholinergic blockade was found not only to impair the acquisition of these tasks, but also to reduce hippocampal activity during trace periods in humans (Schon et al., 2005) . Finally, in rats, memory performance on a delay task was disrupted by lesion to the septum, which provides cholinergic afferent fiber to the MTL (Rawlins et al., 1985) . These results suggest an important role of the cholinergic system in short-term memory retention.
PERSISTENT FIRING MAY CONTRIBUTE TO SHORT-TERM MEMORY
Sustained increased activity in MTL areas has been observed in the trace period of trace conditioning tasks, or during the delay period of DNMS tasks, using in vivo electrophysiological recordings in animals, and using fMRI in humans. For example, hippocampal CA1 pyramidal cells show persistent firing over 30 s during the delay period in a DNMS task in monkeys and rats ( Figure 4A ; Colombo and Gross, 1994; Hampson et al., 2004; Deadwyler and Hampson, 2004) . In addition, a similar increase in the firing rate during the delay period has been observed in the entorhinal cortex in rats and monkeys in a similar task (Suzuki et al., 1997; Young et al., 1997) . Similarly, increased firing frequency has been shown during the trace period of the trace conditioning paradigm in the hippocampus in rabbits (Solomon et al., 1986; McEchron et al., 2001 McEchron et al., , 2003 . Interestingly, these studies have also shown that the number of cells that responded to the delay period decreased as the animals' performance improved, while the number of cells that responded to CS and US did not change (Solomon et al., 1986; McEchron et al., 2001 ). This suggests that the delay period activity, but not CS or US activity, may contribute to task performance improvement. Moreover, aged animals that were impaired in acquiring this trace conditioning task, showed significantly fewer cells responding during the delay period (McEchron et al., 2001 ). These results suggest that sustained firing activity of the hippocampal neurons is necessary for acquiring this type of task.
Finally, in humans, fMRI imaging studies showed increased neuronal activity during the delay period (Schon et al., 2004; Olsen et al., 2009) , despite relatively poor temporal and spatial resolution compared to in vivo electrophysiological recordings. In a human MEG study, it has been suggested that the hippocampus plays a pivotal role in synchronizing multiple brain areas at theta frequency during the delay phase of delayed-matchto-sample (DMS) tasks (Cashdollar et al., 2009) . In summary, persistent activity observed in the MTL seems to be important for short-term memory tasks.
COMPUTATIONAL MODELS OF ACTIVE MAINTENANCE BY THE CAN CURRENT
Using computational simulation of a network of neurons with the CAN current, Fransén et al. (2002) have shown that the CAN current may allow sustained spiking in the entorhinal cortex which was robust to noise. Another line of research asked how multiple stimuli, that are presented sequentially one after another, can be stored as short-term memory without losing the sequence in which the stimuli were presented (Lisman and Idiart, 1995; Jensen and Lisman, 1996; Koene and Hasselmo, 2008) . In these models, each memory trace was stored by one neuron that showed persistent firing in a theta frequency (4-14 Hz) due to the CAN current kinetics. Although each cell showed persistent firing at the same frequency, these neurons fired at slightly different timings from each other with a specific delay, which was equal to one gamma cycle (∼40 Hz; Lisman and Idiart, 1995; Jensen and Lisman, 1996) . Koene and Hasselmo (2008) further suggested that memory items in the nested theta and gamma model can be updated with physiological mechanisms upon arrival of a new stimulation. In this model, CAN current activity set the persistent firing in the theta frequency range, and the gamma rhythm was set by an interneuron network. In these computational models, the persistent firing driven by the CAN current played an important role in short-term memory retention. These computational studies, therefore, support the idea that the CAN current driven persistent firing could support short-term memory function in the MTL.
POSSIBLE ROLES OF CAN CURRENT IN SPATIAL NAVIGATION
In this section, we first introduce evidence that suggests requirement of short-term memory for spatial navigation. Second, we describe previously proposed and possible roles of CAN currentdriven persistent firing in spatial navigation. In daily life, we may need to walk into an underground subway station with very limited spatial cues, go through staircases with turns, come out through another exit and then resume walking in the direction in which we were originally going. To do this successfully, we need to maintain a sense of direction, even when we cannot see landmarks outside the station that could guide us. This issue has been explored in animal studies. Head direction cells in the postsubiculum in rats (Ranck, 1984; Taube et al., 1990a,b; Sharp, 1996; Boccara et al., 2010) continuously fire as long as the animal's head is pointed in the preferred direction of the cell. More importantly, they do not stop firing, even in total darkness, as long as the direction of the head points toward the preferred direction of the cell, although the direction tuning of the head direction cells gradually diverges from the original (Taube et al., 1990b; Goodridge et al., 1998) . Therefore, the head direction system must have a means to actively maintain its firing to form an internal representation. This internal representation is thought to be updated by occasional self-motion cues such as angular velocity signals when spatial cues are absent (McNaughton et al., 1991; Skaggs et al., 1995; Redish et al., 1996; Goodridge and Touretzky, 2000; Boucheny et al., 2005; Song and Wang, 2005) .
SPATIAL NAVIGATION AND SHORT-TERM MEMORY
Similarly to the head direction cells, grid cells in the MEC, and place cells in the hippocampus, do not disappear in darkness for a certain duration (Quirk et al., 1990; Hafting et al., 2005; McNaughton et al., 2006) . This suggests that animals can update their internal representation by self-motion cues. This ability is called path integration (McNaughton et al., 1991 . Firing of grid cells and place cells cannot be explained solely by visual information, even under normal light conditions. Many grid cells in MEC layer II, and place cells in the hippocampus, are not sensitive to the current head direction of the animal (Muller et al., 1994; Sargolini et al., 2006) . Since the animal's visual sensory inputs will differ, according to the head direction, even at the same location, firing of these cells cannot be a simple sum of sensory inputs. Rather, spatial representation seems to involve the integration of different types of sensory information, from the past and present, which leads to an allocentric representation of the space. In this sense, spatial representation is also based on short-term memory function (Bird and Burgess, 2008) .
POSSIBLE CONTRIBUTION OF CAN CURRENT IN COMPUTATIONAL MODELS OF SPATIAL REPRESENTATION
There are two distinct computational models of spatial representation: the oscillatory-interference model and the attractornetwork model (reviewed by Giocomo et al., 2011) . The oscillatory-interference model of place cells and grid cells uses multiple oscillators, with slightly different frequency within a theta frequency range, impinging on to a single neuron to give rise to a spatial representation (O'Keefe and Recce, 1993; O'Keefe and Burgess, 2005) . When the oscillators are in phase, this neuron fires action potentials. When oscillators are not in phase, inputs from these oscillators will be subthreshold, and do not lead to action potentials. Spatial information in this model is, therefore, maintained in phases of these independent oscillators. As for the physiological correlates of the oscillators in this model, subthreshold membrane potential oscillations (SMPOs) or persistent firing has been shown to work in computational models (Hasselmo, 2007; Hasselmo et al., 2010) . In the case of persistent firing, oscillatory frequency is defined as the frequency of persistent firing, driven by the CAN current. Oscillatory-interference models with SMPOs can replicate the increasing grid spacing along the dorso-ventral axis of the MEC found in vivo (Hafting et al., 2005) , if the SMPO frequency gradient along the dorsoventral axis found in in vitro intracellular recordings Garden et al., 2008; Yoshida et al., 2011 ) is taken into account. On the other hand, the oscillatory-interference model is sensitive to disturbance, because a slight change in the phase of any of the oscillators affects spatial representation (Zilli et al., 2009 ). This sensitivity to noise, however, could be dramatically reduced if the oscillators are coupled by a synaptic network (Zilli and Hasselmo, 2010) .
In contrast, the continuous attractor model does not require oscillators. Conceptually, activity of sub-population of cells in the network is a stable state in continuous attractor models. One way to implement this is to assume that neurons located close to each other in a network are connected with recurrent excitatory synapses, and that all cells receive global inhibition (e.g., Tsodyks and Sejnowski, 1995) . This means that once a group of neurons starts firing, this firing can be maintained as a "bump" of activity, because the excitatory recurrent connections will keep this group of cells active, while inhibitory connections will keep the other neurons silent. The bump of activity is, therefore, a type of persistent firing supported by synaptic transmission, which will actively maintain the current location of the animal in the absence of sensory inputs in this model.
The head direction system in the postsubiculum is often modeled as a one dimensional attractor-network with excitatory synaptic connections among nearby head direction cells
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www.frontiersin.org (Skaggs et al., 1995; Redish et al., 1996; Zhang, 1996; Goodridge and Touretzky, 2000) . However, based on the lack of strong support for excitatory connections, models with inhibitory connections alone have been proposed (Rubin et al., 2001; Boucheny et al., 2005; Song and Wang, 2005) . These recent models assumed external excitatory inputs to ensure persistent firing of head direction cells. However, the origin of the spontaneous firing or the external inputs used in these models is unclear. Similarly to the head direction system in the postsubiculum, evidence for strong recurrent excitatory synaptic connections is lacking in the MEC layer II network, where grid cells were originally discovered, and in the hippocampal CA1 region, where place cells were originally discovered.
As described above, it has recently been shown that neurons in the postsubiculum have an ability to show persistent firing through the activation of the CAN current, independently from the synaptic connections (Figures 1 and 2 ; Yoshida and Hasselmo, 2009a) . This mechanism could be used in the models of the head direction system with inhibitory synaptic connections alone (Rubin et al., 2001; Boucheny et al., 2005; Song and Wang, 2005) . In addition, MEC layer II cells (Yoshida and Hasselmo, 2009b) and hippocampal CA1 cells (unpublished observation by Beate Knauer) both have the CAN current driven persistent firing. Therefore, the intrinsic persistent firing through the CAN current could be an ideal mechanism for the attractor model to work when recurrent excitation is limited.
SWITCHING BETWEEN REAL-TIME AND TIME-COMPRESSED SEQUENTIAL ACTIVITY BY THE CAN CURRENT: A THEORETICAL MODEL
In this section, we first review evidence for the cholinergic system to switch brain states, and describe the firing pattern of hippocampal place cells in different brain states. We then propose a new model where the CAN current is used to switch the sequential firing speed from fast (time-compressed) to slow (realtime), upon activation. Finally, we discuss our model and our interpretation of the model.
EVIDENCE THAT SUPPORTS SWITCHING OF INTERNAL DYNAMICS
The acetylcholine level is high during active waking and low during SWS in the rat hippocampus and in the cat cortex (Kametani and Kawamura, 1990; Marrosu et al., 1995) . The level of acetylcholine is even higher during sustained attentional tasks (Himmelheber et al., 2001; Arnold et al., 2002) and lower during quiet waking (Kametani and Kawamura, 1990 ). The change in the level of acetylcholine is accompanied by changes in EEG activity, where low acetylcholine during sleep is associated with slow-wave activity, and high acetylcholine during the active waking state is associated with theta rhythm in the hippocampus (Green and Arduini, 1954; Winson, 1974) . This clearly suggests that the level of acetylcholine modulates neural activity.
Modeling studies have suggested that the hippocampal synaptic network is modified during active waking in such a way that synaptic connections from place cells which fired earlier in the sequence, to those fired later, were potentiated (Jensen and Lisman, 1996; Wallenstein et al., 1998) . Since the synaptic transmission usually takes from only a few milliseconds to tens of milliseconds, multiple place cells were activated in a timecompressed sequence during SWS.
A recent study by Dragoi and Tonegawa (2011) may have changed this traditional view that the sequence of place cells only exists after experiences in the maze. This study showed that timecompressed sequential activity of CA1 pyramidal cells during SWS, before the first run in a novel environment, matched well with the sequence of place cell activity during this first run. Such activity during SWS is called "preplay" and this result indicated that the sequential synaptic connections that favored a specific sequence existed even before the rats experienced the new environment, and this existing sequence was used to code the new environment. In other words, place cell firing was strongly influenced by existing synaptic connections, not only during SWS, but also during active waking.
Another line of research that suggests the importance of synaptic connections or internal dynamics during active waking is the "time cell" studies (Pastalkova et al., 2008; MacDonald et al., 2011) . In these studies, recordings from sets of CA1 pyramidal cells showed sequential firing during the delay phase of memory tasks. During the delay period, rats were either running in a running wheel (Pastalkova et al., 2008) or waiting in a small confined area (MacDonald et al., 2011) . In both tasks, each CA1 pyramidal cell always fired at a specific time after the onset of the delay period. The duration of the "field" was very similar to that of the place cells, and theta phase precession was also observed. Since there seems to be no particular sensory input that changes with time during the delay period, this sequential firing is believed to be generated internally. Although there is no experimental support for this, one hypothesis is that a synaptic network supports this sequential firing.
These recent studies suggest that sequential firing of hippocampal pyramidal cells can be supported by internal mechanisms such as synaptic connections, both in time-compressed scale during SWS and quiet waking, and in real-time scale during active waking. However, to date, it remains unclear how timecompressed (fast) and real-time (slow) sequential activity can be switched. In the next section of the paper, we propose that different levels of acetylcholine in active waking and SWS could modulate the CAN current and that the CAN current sets the temporal scale of sequential activity.
CAN CURRENT-BASED TIME SCALE SWITCH MODEL
In this conceptual model, we aim to explain the switching between fast and slow sequential activity by taking two cholinergic modulations of cellular properties into account: (1) the modulation of the CAN current and (2) the modulation of synaptic strength. We consider four place cells (or groups of cells, A to D) which have overlapping place fields. Figure 5 shows the activity of these place cells during SWS ( Figure 5A ) and while running ( Figure 5B) . Based on the observation by Dragoi and Tonegawa (2011) mentioned above, we assume that these four place cells are sequentially connected through excitatory synapses (A to B, B to C, etc.).
First, in the SWS condition where the acetylcholine level is low, synaptic potential will be relatively large due to the lack of synaptic suppression (Hasselmo, 1999) . Therefore, when cell A elicits some action potentials due to random input, this will cause a large excitatory postsynaptic potential (EPSP) in cell B which receives synaptic input from cell A. This EPSP will trigger action potentials in cell B. Similarly, cell C and D will fire a couple of action potentials due to propagation of the activity through the synaptic connections. Since synaptic transmission by AMPA and NMDA components takes only from a few to tens of milliseconds, this sequential firing of cells A to D will occur within a few hundreds of milliseconds (duration of one or a few ripples). Because of the low acetylcholine level, action potentials in each cell will not activate the CAN current and, therefore, will not elicit persistent firing ( Figure 1A) . This fast sequential firing corresponds to replay or preplay during SWS. Second, in the active waking condition when the acethylcholine level is relatively high, intrinsic synaptic transmission is suppressed Kremin and Hasselmo, 2007) , even though the same synaptic connections exist. Therefore, when cell A fires a couple of spikes, this will not provide enough EPSP to immediately trigger firing of cell B (see time indicated by bracket 1 in Figure 5B ). However, spikes of cell A will bring calcium into the cell, activate the CAN current and depolarize the membrane to trigger more spikes within cell A (time indicated by bracket 2 in Figure 5B ). This does not happen in the absence of acetylcholine, because CAN current activation requires both cholinergic receptor activation and calcium entry, as described earlier. This repetitive firing will eventually cause enough temporal summation of EPSP for cell B to elicit action potentials. Similarly, cells C and D will be activated sequentially. In contrast to the SWS condition, activation of the CAN current in each cell is required for the activity to be propagated to the next cell in the sequence in the active waking stage. Therefore, the sequence is read out slower and each cell fires for a longer duration compared to that in the SWS condition.
As described above, persistent firing driven by the CAN current can be observed either as self-terminating persistent firing (Figure 1C) , or long-lasting persistent firing (Figure 1B) . If the cells develop self-terminating persistent firing, this model may not require any additional mechanism. However, if the cells develop long-lasting persistent firing, our model needs an additional mechanism to terminate the firing. As described above, long-lasting persistent firing can be terminated by hyperpolarization (Egorov et al., 2002; Navaroli et al., 2011) . Such hyperpolarization could be provided by lateral inhibition. For example, for cell A in the model, cell B will not inhibit cell A, but cells C and D will inhibit cell A. This will terminate cell A's firing and deactivate the CAN current.
THETA PHASE PRECESSION
In vivo electrophysiological recordings show that there is a particular relationship between the spike timing of place cells and the phase of local theta rhythm during active exploration. As the animal enters the place field, place cells initially fire in a late phase of the field theta rhythm, and progressively advance to an earlier phase as the animal goes through the place field (O' Keefe and Recce, 1993; Skaggs et al., 1996) . This phenomenon is called "phase precession" and this can also be seen in our conceptual model. First of all, neurons tend to fire in a theta frequency range during CAN current-driven persistent firing. Therefore, we assume that neurons in our model fire in a theta frequency within its place field. Here, we explain the precession using Figure 5B , where one part of the activity within the dashed lines is magnified at the bottom.
Although synaptic connections are suppressed during active waking, EPSPs still exist to a smaller degree. Therefore, when two neurons (for example A and B) fire at locations where their fields overlap, neuron B will more likely spike on top of the EPSP due to the spiking of cell A. This causes cells that are in their overlapping place fields to fire sequentially within a theta cycle, in a timecompressed mode, as shown in in vivo data (Skaggs et al., 1996) . This can be imagined as place cells A, B, and C firing sequentially in a time-compressed mode in every theta cycle as long as the animal's location is where those three fields overlap. However, as the animal walks toward the place field D, place cell D starts firing. At the same time, place cell A may stop firing since the animal is now outside the place field A. As a result, the time-compressed sequence of A-B-C will now change to B-C-D. The dashed lines in Figure 5B As a result, the firing order of cell B, for example, precessed from second place in A-B-C to first place in B-C-D. This mechanism, therefore, allows place cells to shift their firing order toward an earlier position among the population of place cells that are currently firing, due to an overlap of place fields as the animal runs through the field. We next argue that an earlier firing position in the population of cells is linked to theta phase precession, using the illustrated theta wave at the bottom of Figure 5B . As pointed out by Geisler et al. (2010) , field theta rhythm could reflect population activity of neurons. This means that the population of place cells that is currently firing, due to overlapping place fields, sets the theta rhythm. In our model, this population of cells is, for example, cells A-B-C, where the firing timing of place cells A, B, and C correspond to early, mid and late phase of field theta rhythm, respectively. The illustrated theta rhythm in Figure 5B (bottom) reflects the population activity. Since place cells that are in the middle of their place fields fire more spikes than others, the resulting field potential increases toward the middle of the sequence. For example, when the animal is in the middle of place field B, place cell B fires with a higher frequency than other cells and causes a peak of the theta rhythm (Figure 5B bottom left) . When the population of cells changes from A-B-C to B-C-D, firing of place cell B now corresponds to an early phase of the field theta rhythm ( Figure 5B, bottom right) . Firing of cell B, for example, therefore shifts from the later phase of theta to the earlier phase of theta. Our model shows theta phase precession in a similar way to that proposed by Geisler et al. (2010) .
DIFFERENCE FROM ATTRACTOR-NETWORK MODEL
The active waking stage in our model is similar to the attractornetwork model of place cells in that both models have an ability to maintain activity of groups of neurons. The means to maintain activity is, however, different. While most attractor-network models rely on an excitatory recurrent network among cells, our model relies on the CAN current activation, which is intrinsic to many types of cells in the MTL. While dense excitatory recurrent connections are found in the hippocampal CA3 area, such excitatory connection in CA1 or EC layer II does not seem to be abundant (Tamamaki and Nojyo, 1990; Witter and Amaral, 1991; Kumar et al., 2007; Quilichini et al., 2010) . Our model does not rely on excitatory recurrent connections to produce a bump of activity; rather it uses recurrent connections to code sequences. Therefore, less excitatory recurrent connections available in the CA1 area may not be enough for the maintenance of the bump activity. However, it could still be enough to code the sequence when the maintenance of activity is done by the CAN current which is intrinsic to individual cells.
In addition, while the attractor model is prone to the problem of runaway excitation, and often needs global inhibition to keep the cellular activity in a reasonable firing frequency range, the CAN current bump could be relatively resistant to the problem of runaway excitation, since the amount of CAN current limits the maximum firing frequency in individual neurons.
AWAKE REPLAY
It has been shown that ripple activity occurs during quiet waking, as well as in SWS, and temporally compressed replay of either forward or backward sequence can be observed during ripples (Foster and Wilson, 2006) . As described earlier, the acetylcholine level is reported to decrease during quiet waking. Recent observations of acetylcholine level measurements show that the acetylcholine level can be modulated in the order of seconds in the prefrontal cortex (Parikh et al., 2007) . Network dynamics could, therefore, be set for time-compressed replay transiently during quiet waking. As for the direction of replay, our model can account for this if we assume that the synaptic connections are strengthened both in forward (A-B-C-D) and backward directions (D-C-B-A). Such connections could be realistic due to modified spike-timing-dependent synaptic plasticity (STDP) in high acetylcholine levels (Sugisaki et al., 2011) . This study has shown that the STDP protocol causes LTP both at positive and negative spike timing in high acetylcholine levels. Such an STDP rule could possibly form a bi-directionally strengthened sequence of cells during a run, and support reversed replay in the quiet awake stage after the run.
INCREASED GRID CELL SPACING IN NOVEL ENVIRONMENTS
Preliminary data by Barry et al. (2009) has shown that grid cell spacing increases in a novel environment. As the concentration of acetylcholine is further elevated in a novel environment (Giovannini et al., 2001 ), a larger grid size could be related to higher cholinergic activation. Here we discuss this possibility in a grid cell model proposed by Navratilova et al. (2011) and in our own model. The grid cell model by Navratilova et al. (2011) used an ADP current for activation of grid cells at different timings from that of field theta oscillation, in each theta cycle. As a result, the time constant of the ADP current defined the grid cell spacing. In this model, higher cholinergic activity in a novel environment may modulate the grid cell spacing through a modification of the ADP time constant in two possible ways. First, the slower membrane resonance frequency, due to the modulation of the H-current in higher cholinergic activity (Heys et al., 2010) , may contribute to slowing the ADP time constant. Second, activation of the CAN current, which has delayed activation peak (Magistretti et al., 2004) , could contribute to delaying the ADP peak. Both of these mechanisms could increase the grid spacing in this model.
In the model presented in this paper, however, the CAN current supported slow in-field depolarization, and the interaction between the CAN current and the theta rhythm was not considered. In our model, a larger CAN current conductance, and a greater suppression of excitatory synaptic connections, may cause greater grid cell spacing. First, the larger CAN current conductance may cause increased persistent firing of individual neurons, resulting in longer in-field firing duration. Second, further reduction of synaptic excitability may delay the activation of the next cell in the sequence. Even though our model is not a grid cell model, this mechanism could result in a larger grid cell spacing if our model is formed as a ring, as in the Navratilova et al. (2011) model.
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DISCUSSION
In this paper we have shown that activation of the CAN current supports persistent firing in many types of neurons in the MTL. Persistent firing enables each cell to maintain its previous input by sustained firing. We, and others, suggest this feature could be directly useful for the short-term memory function of the MTL. Furthermore, we suggest that persistent firing could be useful for the attractor-network model, especially when local excitatory recurrent synaptic connections are limited. We demonstrated that mechanisms for persistent firing may underlie activity of place cells during active waking. This is consistent with a study which has shown that cholinergic suppression greatly reduces the firing frequency of place cells (Brazhnik et al., 2003) . Finally, we have proposed that the network activity switches from real-time to time-compressed replay mode as the acetylcholine level drops and suppresses the CAN current. It has been proposed that the MTL, especially the hippocampus, is crucial for bridging the temporal gap (Wallenstein et al., 1998; Howard et al., 2005; Naya and Suzuki, 2011) . In theory, it is possible to divide a linear maze, 1 m in length, into 1000 1 mm bins, and code all these locations with 1000 place cells, whose place fields are 1 mm long. This way, if a rat takes 5 s to walk through this maze, at least 1000 place cells will fire with a 5 ms interval between neurons. Since 5 ms is an optimal timing to induce LTP through STDP, this trajectory could be encoded successfully. In this case, the CAN current does not seem to be required.
However, a potential problem of this approach is costly and slow sequential recall ability. It has been reported that hippocampal CA3 place cells transiently encode paths forward of the animal at a choice point of a T-maze (Johnson and Redish, 2007) . This is seen as a set of CA3 place cells that have place fields ahead of the animal to fire in a time-compressed mode, typically within one theta cycle (<200 ms). It is suggested that this activity is recalling possible future locations for planning future trajectories or for decision-making at a choice point (Johnson and Redish, 2007) . If we assume that a 1 m long path is coded by 1000 sequentially connected place cells, without the aid of the CAN current, as described above, retrieval of the future 1 m long path, using the current location as the cue signal, will require activation of 1000 neurons. This will take 5 s, if we assume that glutamatergic synaptic transmission allows the propagation of activity in the chain of 1000 place cells with the delay of 5 ms in each pair of cells. Therefore, planning of the future trajectory may take the same amount of time as the animal actually takes to run along the trajectory. This would not be the best strategy, especially when the animal needs to plan a future path based on memory, to escape from a predator and to survive.
One way to solve this problem is to make the sequential firing during the encoding stage intentionally slow. This will provide the possibility to perform faster-than-real-time recall using a physiological mechanism. The model we proposed in this article used CAN current activation and synaptic suppression to achieve this slow dynamics during active waking. We believe that this is a physiologically plausible mechanism, particularly because the acetylcholine level is known to control the sequential firing speed (fast and slow), the CAN current and synaptic transmission.
Another possible benefit of this model comes from the longer duration firing of each place cell during active waking. Longduration firing increases the chance for two place cells, with their center of field being far apart, to fire together, overlapping in time. This overlap will enable them to induce Hebbian synaptic plasticity. Therefore, there is no need to code location in 1 mm bins, which can reduce the number of place cells necessary to code 1 m of distance. Finally, this model could be applied to tasks other than spatial navigation. For example, we have an ability to recall a sequence of episodic memories, such as how we traveled from home to work in the morning, in a few seconds. This type of recall, which occurs faster than real-time, might be possible because of slowly changing hippocampal activity during acquisition of episodic memory.
As noted earlier, hippocampal CA1 cells show sequential firing during the delay period of some tasks that do not involve apparent spatial movements ("time cell," Pastalkova et al., 2008; MacDonald et al., 2011) . Since animals perceive similar sensory input throughout the delay period, the existence of sequential firing indicates internal dynamics (Pastalkova et al., 2008) . Our model, which requires only an initial cue to start sequential firing of cell A to D in active waking mode (Figure 5B) , would also explain "time cell" firing. Although replay or preplay of time cells have not yet been reported, this model predicts that they would also show replay or preplay.
An interesting detail of time cell firing is that the "time field" for cells that fire later in the sequence tends to be longer than that of those that fire earlier in the sequence (MacDonald et al., 2011) . Our model could explain this as follows: cells that fire early in the sequence are effectively inhibited by the lateral inhibition mechanism, described earlier, through activation of cells that fire later in the sequence. In contrast, cells that fire later in the sequence do not receive as much inhibition since fewer cells subsequently fire.
