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グラフレイアウト問題は，n頂点グラフの頂点集合の分割 (V1; V2; : : : ; Vt)
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のことである．頂点 v 2 V (G)の隣接点集合 fw 2 V (G) : fv; wg 2 E(G)g
をN(u)で表す．単純グラフの場合は，頂点の隣接点集合の個数とその次
数が一致する．隣接点集合の定義は以下のように頂点集合上へ拡張でき
る．U  V (G)において，N(U)をSv2U N(v) nUと表す. また，G[U ]を
U によって誘導される部分グラフ，つまりG[U ] = (U; ffu; vg 2 E(G) :




よび，ある２点 u; v 2 V (G)において２つの同一方向の有向辺 (u; v)を持
たないことである．単純有向グラフは辺 (u; v)と (v; u)を同時に持つこと
はあり得ることに注意する．無向グラフと同様に本論文では有向グラフ
は常に単純であるとする．本論文では，各頂点 v 2 V (G)において，入隣
接点集合N (v) = fw 2 V (G) : (v; w) 2 E(G)gのみを考える．(出隣接
点集合も同様に定義できるが，本論文では用いない．) また，無向グラフ
と同様に U  V (G)においてN (U) = Sv2U N (v) n U と定義する．
２部グラフ：無向グラフGが２部グラフであるとは，V (G)の２分割X;Y 
V (G); X \ Y = ;が存在し，G[X]およびG[Y ]がそれぞれ辺を持たない
ときである．グラフGが２部グラフであるとき，V (G)のある２分割を
(X(G); Y (G))で表し，Gを (X(G); Y (G); E(G))と表す. また，本論文に
おいて２部グラフを扱うときには，ある２分割がすでに与えられている
ものと仮定する．
頂点順列と順序：X  V (G)とする．X上の順列とは，長さ jXjの列で，
Xの各要素がその列のなかでちょうど１回現れるもののことである．ま
た，Xが特に指定されていないときの順列を単に列と呼ぶ．X上の順列
全体を (X)で表す．jXj = fvgのとき，X の唯一の順列を vと書くこ
とがある． 2 (X)において，jjは の長さ，つまり jj = jXjとし，
V () = X と定義する．Gの順列およびGが持つ順列というときは，暗
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黙のうちに V (G)上の順列を指している．Xの順序関係<と u; v 2 Xに
おいて，u < vまたは u = vを満たすとき，u  vと記述する． 2 (X)
としたとき，<を によって得られる全順序と定義する．つまり，任意




グラフG = (V (G); E(G))において，V (G)の分割を V1; V2; : : : ; Vtとし，
各 1  i  t において，i 2 P (Vi) とする．このとき，ある関数値
f(1; 2; : : : ; t)を最小化，または最大化する問題を tグラフレイアウト
問題と呼ぶ．一般的に，t = 1の場合がグラフレイアウト問題 [33]として











配置，Y (G)に含まれる頂点をX層と平行な直線 (Y 層)上に配置して，各
辺を直線分で描画する方法である．ただし頂点同士が重なってはいけな






組み (G;<X ; <Y )と定義する．Gの組合せ的 2層描画Dにおける交差と
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jffx; yg 2 E(G) : x <X u; v <Y ygj
である．Gのある２層描画が与えられたときに，以下のように組合せ的
２層描画を定義できる：各層を数直線とみなすと，描画された頂点の座










One-Sided Crossing Minimization (OSCM)は，２部グラフGと
X(G)上の全順序<X，正整数 kが与えられたとき，bcr(D = (G;<X ; <Y

















Two-Layer Crossing Minimization (TLCM)は，２部グラフ G
と正整数 kが与えられたとき，bcr(D = (G;<X ; <Y ))  kであるような














補題 1.2. 2部グラフGが辺交差数k以下の２層描画を持つならば，jE(G)j 
jV (G)j+ k   1を満たす．
証明. kの帰納法で証明する．k = 0の場合，Gは森でなければならない
ので明らかに成り立つ（グラフに閉路が存在する場合明らかに辺交差が
生じる．）．k > 0と仮定し，交差数 kの２層描画を考える．eをこの描画
において少なくとも一つの交差を生じさせている辺とする．G   eをG
から辺 eを取り除いたグラフとすると，G  eは辺交差数 k   1以下の２
層描画を持つ．帰納法の仮定より，jE(G  e)j  jV (G  e)j+ (k  1)  1
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無向グラフGのパス分解とは，V (G)の部分集合を頂点と見なしたパ
ス P = (X1; X2; : : : ; Xt)で以下を満たす：
1
S
1itXi = V (G)，
2 各 fu; vg 2 E(G)において，fu; vg  Xi を満たす添字 i (1  i  t)
が存在する，
3 各 v 2 V (G)において，vを含むXiは P 上で連結になる．










向グラフG = (V (G); E(G))のパス分解とは，パス P = (X1; X2; : : : ; Xt)
で無向グラフのパス分解の条件１と３と以下を満たす：
2' 各 (u; v) 2 E(G)において，u 2 Xiかつ v 2 Xj を満たす添字 i; j
(1  i  j  t)が存在する．






補題 1.3. 任意の無向グラフ G = (V (G); E(G)) について，G の各辺
fu; vg 2 E(G)を２つの有向辺 (u; v); (v; u)で置き換えた有向グラフを
G^ = (V (G); f(u; v); (v; u) : fu; vg 2 E(G)g)としたとき，pw(G) = pw(G^)
である．
証明. 有向グラフ G^のパス分解 P = (X1; X2; : : : ; Xt)において，条件 2'






無向 (有向)グラフ Gにおいて，V (G)上の順列  2 (V (G))を考え
る．各 i (1  i  jV (G)j)において，iを の先頭から i要素で構成され
る部分列とする．kを整数とし，すべての i (1  i  jV (G)j)において，





定理 1.1 (無向グラフ [73]，有向グラフ [114]). 任意の無向および有向グ
ラフGにおいて，pw(G) = vs(G)．
証明. n = jV (G)jとする．まずpw(G)  vs(G)を示す． = (v1; v2; : : : ; vn)
を V (G)上の vs(G)分離可能な順列であるとする．P = (X1; X2; : : : ; Xn)
を以下のように構成する：各 i (1  i  n)においてXi = fvig[N (V (i))
とする．このとき，max1in jXij   1  vs(G)であるので，P がパス分
解の条件を満たすことを示せば，pw(G)  vs(G)を示せる．条件 1につ
いては明らかである．
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図 1.3: 有向グラフのパス分解と順列の例：幅１のパス分解と１分離可能
な順列
条件 2'：(vi; vj) 2 E(G)とする．vi 2 Xk を満たす最小の kを li とし，
vj 2 Xkを満たす最大の kを rjとする．li  rjとすると，条件 2'を満た
すので，li > rjと仮定する．P の構成方法より，vj < viである。よって
vi 2 N (V (j))であり，fvi; vjg  Xjなので矛盾する．
条件 3：vi 2 V (G)とする．vi 2 N (V (j))を満たす最小添字 jを liとす
ると，明らかに li  k < iなる kにおいて vi 2 N (V (k))であり，i < k
なる kにおいては vi =2 N (V (k))なので，viを含むXkは P 上で連結で
ある．
よって pw(G)  vs(G)である．
次に pw(G)  vs(G)を示す．P = (X1; X2; : : : ; Xt)をGのパス分解で
max1it jXij   1 = pw(G) となるものとする．V (G)上の順列を以下の
ように構成する．各 v 2 V (G)において，v 2 Xiを満たす最大の iを rv
とする．順列  = (v1; v2; : : : vn)を ru < rv ならば，u < v を満たし，
ru = rvならば，任意に順序付けて得られる順列とする．このとき任意の
i (1  i  n)において，N (V (i))に含まれる任意の頂点 vは rvi  rvを
満たし，(v; vi) 2 E(G)より，あるkが存在して，fvi; vg  Xkを満たす．パ
ス分解の条件 3と区間集合のヘリーの定理より，(fvig[N (V (i)))  Xj





















近年，パラメータ化計算量理論 [35, 48, 94]はNP困難な問題へのアプ
ローチとして，最も盛んな研究分野のひとつとして認識されている．以
下ではこの理論へのごく簡単な導入を与える．
を有限のアルファベット集合とする．このとき，L   Nをパラ
メータ化問題と呼ぶ．パラメータ化問題 Lが固定パラメータ容易 (Fixed
Parameter Tractable, FPT)であるとは，Lのインスタンス (I; k) 2 N
において (I; k) 2 Lであるかを判定するアルゴリズムで，その実行時間が
f(k)jIjO(1)であるものが存在することである．ここで，fは kに依存する






























にカーネル化がある．L    Nをパラメータ化問題とし，(I; k)を L
のインスタンスとする. Lに対するカーネル化とは，
 (I; k) 2 L, (I 0; k0) 2 L，
 jI 0j  g(k)，gはある計算可能関数，
 k0  h(k)，hは任意の関数，
を満たすLのインスタンス (I 0; k0)を出力するアルゴリズムで，jIj+ kの





定理 1.2 (Caiら [26]). 任意のパラメータ化問題Lにおいて，LがFPTで
あることと Lにカーネル化が存在することは同値．
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はしらみ潰し法で2nnO(1)時間で解くことができるが，以下のMoon-Moser
の古い結果 [87]を用いることで計算時間を改善できる．







 [80] Yasuaki Kobayashi and Hisao Tamaki, A fast and simple subex-
ponential xed parameter algorithm for one-sided crossing mini-
mization. In Proceedings of the 20th Annual European Symposium
on Algorithms, volume 7501 of Lecture Notes in Computer Science,
ESA'12, pages 683{694, 2012.
 [79] Yasuaki Kobayashi, Hirokazu Maruta, Yusuke Nakae and Hisao
Tamaki, A linear edge kernel for two-layer crossing minimization. In
Proceedings of the 19th Annual International Computing and Com-
binatorics Conference, volume 7936 of Lecture Notes in Computer
Science, COCOON'12, pages 459{468, 2013.
 [75] Kenta Kitsunai, Yasuaki Kobayashi, Keita Komuro, Toshihiro
Tano and Hisao Tamaki, Computing directed pathwidth in O(1:89n)
time. In Proceedings of the 7th International Symposium on Param-
eterized and Exact Computation, volume 7535 of Lecture Notes in

















インスタンス：n頂点２部グラフG = (X(G); Y (G); E(G))，X(G)上の
全順序<X と正整数 k












ると漸近的に最適であることを示す．指数時間仮説とは，各 t  3におい
て，ある定数 ctが存在し，t-SATがO(2ctn)時間で解くことができないと
いう仮説である．ここで，nは変数の数とする．
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2. 頂点集合を幾つかの \層"L1; L2; : : : ; Lhに割り当てる．このとき，各
辺は上層から下層へ向かうようにする．また，ある割り当てにおい










３番目のステップは以下のように行う．有向グラフG = (V (G); E(G))
とその頂点集合から層L1; L2; : : : ; Lhへの割り当てが与えられたとき，i =






でも NP完全である [89]．[89]の NP完全性の結果では，インスタンス
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率のアルゴリズム [91]を与えた．他にも，bary center [108]，assignment

























部グラフであるとし，頂点数 jV (G)jを nで，辺数 jE(G)jをmで表す．
X(G)の頂点集合は<Xの順序で並べられたリストとして与えられている
とする．
任意の異なる２頂点 u; v 2 Y (G)において，
c(u; v) = jf(x; x0) : x 2 N(u); x0 2 N(v); x0 <X xgj
と定義する．(文献によっては，cuv と記述することがあるが，以下で集
合上へ拡張のためにこのような記法を用いる．) これは，Y 層において
u <Y vとしたときの，uと vのいずれかに接続される辺集合に生じる辺交
差数と一致する．また，この表記法は以下のように集合上へ拡張できる：
互いに素な Y (G)の部分集合 U; V において，c(U; V ) = Pu2U;v2V c(u; v)
とする．U  Y (G)と U 上の順列  2 (U)において，c()を，U を 







とする．各 U  Y (G)において，opt(U) = minfc() :  2 (U)gとす
る．このとき，OSCMの目的は opt(Y (G))  kであるかを判定すること
である．opt(U) = c()を満たす U の順列 を最適な順列と呼ぶ．
以下の補題はDujmovic-Whitesides[41]によるものである．
補題 2.1 (Dujmovic-Whitesides[41]). uと vを Y (G)の異なる頂点とし，
c(u; v) = 0かつc(v; u) > 0であるとする．このとき，任意の最適なY (G)の
順列 において u < vを満たす．
Y (G)の異なる２点からなる非順序対 fu; vgにおいて，c(u; v) = 0かつ
c(v; u) > 0のとき，fu; vgは (u; v)に順序付けられたといい，また，fu; vg
は順序付けられた対と呼ぶ．さらに，c(u; v) > 0かつ c(v; u) > 0のと
き fu; vgを順序付け可能対であるといい，c(u; v) = c(v; u) = 0のとき，
fu; vgは自由対であるという．これらを用いて，以下の系が成り立つ．
系 2.1. を Y (G)の最適な順列とし，u; vを Y (G)の異なる２点とする．
このとき，fu; vgが (u; v)に順序付けられているならば，u < vであり，
fu; vgが自由対の場合，において uと vの位置を交換して得られる順列
0も最適な順列である．
証明. fu; vgが (u; v)に順序付けられているならば，補題 2.1より，u < v
である．また，fu; vgが自由対であることは，ある x 2 X(G)を用いて，




命題 2.1. opt(Y (G))  kならば，順序付け可能対の個数は高々kである．
[41, 39]のアルゴリズムは，補題 2.1を用いて有界探索木のアルゴリズ
ムを設計している．
第 2章 One-sided crossing minimization 22
2.2.2 区間表現






y 2 Y (G)において，ly(ry)をN(y)のなかで，<Xに関して最小 (最大)の
x 2 N(y) と定義する. 半区間 Iy = [ly; ry) = fx 2 X(G) : ly x x <x ryg
とし，半区間の多重集合 I = fIy : y 2 Y (G)gとする. 上記の仮定より，
各半区間は空でない. これらの区間集合は O(n + m)時間で計算可能で
ある.
この区間表現において以下の観察ができる.
観察 2.1. 異なる u; v 2 Y (G)において，Iu \ Iv 6= ; であることと，
c(u; v) > 0かつ c(v; u) > 0であることが同値．
図 2.2: 素朴な区間表現の例．異なる u; v 2 Y (G)において，Iu \ Iv 6= ;
と c(u; v) > 0かつ c(v; u) > 0であることが同値である．
よって，fu; vgが順序付け可能対であるならば，Iu\Iv 6= ;である．さら





補題 2.2. OSCMのYESインスタンス (G;<X ; k)とそのインスタンスから
得られる素朴な区間表現 Iにおいて，相異なる t個の頂点 u1; u2; : : : ; ut 2
Y (G)が Iu1 \ Iu2 \ : : : \ Iut 6= ; を満たすとき，t 
p
2k + 1である．
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この事実は，小節 2.2.4で用いる．
摂動された区間表現: 素朴な区間表現 I とは異なる区間表現 J = fJy :
y 2 Y (G)gを定義する. この区間表現においては，次数の制約は仮定し
ない．y 2 Y (G)において，ly; ryを素朴な区間表現のときと同様に定義す
る. 次数の制約を仮定していないので，ly = ryとなりうることに注意す
る．ここで，各 y 2 Y (G)において，Jy = [ay; by]を以下の条件を満たす
ように定義する.
J1 1  ay < by  2jY (G)j，
J2 各 1  t  2jY (G)jにおいて，ay = tまたは by = t のいずれか一方
を満たす y 2 Y (G)が唯一存在，
J3 u; v 2 Y (G)において bu < avならば c(u; v) = 0.
条件 J1，J2は小節 2.2.4の動的計画法のため，J3は観察 2.1を満たすた
めである．またJ においても補題 2.2と同等の結論を導くことができる．
以下では，OSCMのインスタンス (G;<X ; k)からJ をO(n+m)時間で
得る方法を示す．
P = f(y; ly; left) : y 2 Y (G)g [ f(y; ry; right) : y 2 Y (G)g とす
る．これらは，各 y 2 Y (G)と対応する区間 Jy の左端と右端を表現し
ている．J を得る方法は，P 上の全順序を定義し，その順序における
(y; ly; left); (y; ry; right)のランクによって ay; byの値を決定する．各 p 2 P
において，y(p); x(p); e(p)それぞれを pの第１，２，３要素とする．P 上
の全順序関係<を以下のように定義する．
全順序関係<は基本的には<Xに従う：p; q 2 P において x(p) <X x(q)
ならば p < qである．各 x 2 X(G)において，Px = fp 2 P : x(p) = xg
とする．P 1x = fp 2 Px : d(y(p)) > 1; e(p) = rightg，P 2x = fp 2
Px : d(y(p)) = 1g，P 3x = fp 2 Px : d(y(p)) > 1; e(p) = leftgとす
る．ここで，i < j を満たす p 2 P ixかつ q 2 P jx であるならば，p < q
と定義する．さらに，P 1x，P 3x 内の順序は任意に決め，P 2x においては，
同一の y 2 Y (G) を含む対においては (y; x; left) < (y; x; right)とし，
これら対同士が \交差しない" ように (異なる y; y0 2 Y (G) において，
(y; x; left) < (y0; x; left) < (y; x; right) < (y0; x; right)，または (y; x; left) <
(y0; x; left) < (y0; x; right) < (y; x; right) であるような y; y0が存在しない
ように)順序関係を決定する．
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よって，P 上の全順序関係<が定義され，そこから得られる順列  =
p1; p2; : : : ; pj2Y (G)j (i < jならば pi < pj)としたとき，pt = (y; ly; 0)なら
ば ay = t，pt = (y; ry; 1)ならば by = tとする．これより，J を構成する
ことができる．
P を構成するのは，O(n+m)時間で可能であり，P をPxへ分割するの
はO(jP j)時間，Pxを P 1x ; P 2x ; P 3x へ分割，および P 2x の順序関係を決定す
るのは，それぞれO(jPxj)時間，O(jP 2x j)時間で可能である．よって，J
の構成はO(n+m)時間で可能である．
図 2.3: 摂動された区間表現の例．条件 J1，J2，J3を満たしている．
命題 2.2. 区間表現J は条件 J1，J2，J3を満たす．
証明. J はP 上の全順序から得ているので，明らかに条件 J1，J2を満た
す．さらに，bu < avならば ru X lvなので J3も満たす．
系 2.1は以下のように摂動された区間表現J を用いて言い直すことがで
きる．U  Y (G)の順列がJ と整合しているとは，任意の２点u; v 2 U
において bu < avならば u < vを満たすことである．
補題 2.3. U  Y (G)とする．このとき，J と整合している最適な順列
 2 (U)が存在する．
証明. 各 x 2 X(G)において，Ux = fy 2 U : N(y) = fxggとする．各 x
において Uxの異なる２点は自由対なので，系 2.1を Uxへ適用すること
により，UxはJ に整合していると仮定できる．ここで，u; v 2 U におい
て bu < avと仮定する．J の条件 J3より，c(u; v) = 0である．c(v; u) > 0
ならば，系 2.1より fu; vgは (u; v)に順序付けられるので，u < v であ
り，c(v; u) = 0ならば，fu; vgは自由対なので，ある x 2 X(G)において
u; v 2 Uxを満たすので はJ に整合している．
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2.2.3 交差数を計算する線形時間アルゴリズム
Dujmovic-Whitesidesのアルゴリズム [41]では，すべての異なる u; v 2
Y (G)の対において c(u; v) をO(kn2)時間で計算している．本小節では，
すべての順序付け可能対 fu; vgにおいて c(u; v)と c(v; u)をO(n + k)時
間で計算するか，与えられたインスタンスが NOインスタンスであるこ
とを出力する．
ここでは，素朴な区間表現 I = fIy = [ly; ry) : y 2 Y (G)gを用いる．ま
た，この小節では<X の代わりに<，X の代わりにを用いる．
各 y 2 Y (G)と x 2 X(G)において，d<x(y) = jfz 2 N(y) : z < xgj，






35+ d(v)  (d(u)  drv(u)): (2.1)
図 2.4: d<x(v)によって灰色辺と辺 fx; ugの交差がカウントされ，d(v) 
drv(u)本の辺 (点線)は vに接続するすべての辺と交差する．
各 x 2 X(G)において，Yx = fy 2 Y (G) : ly < x < rygとする．本
小節においては，非順序対 fu; vgが順序付け可能対であるとき，対応す
る順序対 (u; v); (v; u)が順序付け可能対であるという. 等式 (2.1)を用い
て，c(u; v)をカウンタ c[u; v]を用いてカウントする. このカウンタには，
jY j jY jの２次元配列を用いて，(u; v)が順序付け可能対であるときのみ
c[u; v]を 0で初期化する. 交差数計算のアルゴリズムは以下の２ステップ
からなる.
1. Yx を更新しながら <の順序で X(G)の頂点を走査する. ある点
x 2 X(G)において，各 u 2 N(x)と各 v 2 Yxについて c[u; v]を 0
で初期化する.
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2. 同様に Yxと各 y 2 Y (G)において d<x(y)を更新しながら　<の順
序でX(G)の頂点を走査する. ある点 x 2 X(G)に到達したとする.
各u 2 N(x)と v 2 Yxにおいて d<x(v)(等式 (2.1)の第１項)を c[u; v]
に加える. さらに，rv = xなる各 u 2 Yxと v 2 N(x)において，





頂点の追加と削除をO(1)時間で達成する. 各 y 2 Y (G)x 2 X(G)を走査
する過程で，ly = xとなった直後に Yxに追加され，ry = xを満たしたと
き Yxから取り除かれる．よってアルゴリズム全体では，YxはO(n+m)
時間で更新可能である. ステップ１では，u 2 N(x)と v 2 Yxなる対に対
してのみ c[u; v]の初期化を行う. このとき，Iu \ Iv 6= ;であるので，命題
2.1と観察 2.1より，高々2k回の初期化しか起こらない. よって，ステッ
プ１の実行時間はO(n +m + k)である．ステップ２では，各 v 2 Y (G)
において d<x(v)の値を管理する必要があるが，その値をカウントするカ














り，すべての順序付け可能な対 fu; vgにおいて c(u; v); c(v; u) が計算済み
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であることを仮定する．また，本小節では摂動された区間表現J = fJy =
[ay; by] : y 2 Y (G)g を用いる．
各 t1  t  2jY (G)jにおいて，Lt = fy 2 Y (G) : by  tg，Mt = fy 2
Y (G) : ay  t < byg，Rt = fy 2 Y (G) : t < aygとする．ここで t > 1の
とき，
A. ある y 2 Y (G)において t = ay ならば，Lt = Lt 1;Mt = Mt 1 [
fyg; Rt = Rt 1 n fygであり，
B. ある y 2 Y (G)において t = by ならば，Lt = Lt 1 [ fyg;Mt =
Mt 1 n fyg; Rt = Rt 1である．
各 1  t  2jY (G)jにおいて，以下の２つの値を計算し，表に記憶する：
(１)各 y 2Mtについて c(Lt; fyg)，(２)各 S Mtについて opt(Lt [ S)．
(１)の再帰式は次のようになる．t = 1に関して，c(L1; fyg) = 0であ
る．ここで，L1 = ;，yはMtの唯一の要素である．2  t  2jY (G)jにお
いては，Aの条件を満たせば，Lt = Lt 1より, 各 v 2Mt n fygについて
c(Lt; fvg) = c(Lt 1; fvg)である．また，各u 2 Ltについて bu < ayなので，
c(Lt; fyg) = 0である．次に，Bの条件を満たすときを考える．各 v 2Mt
において，c(Lt; fvg) = c(Lt 1[fyg; fvg) = c(Lt 1; fvg)+ c(y; v)である．
さらに，fy; vgは順序付け可能対であり，c(y; v)はすでに計算済みである
ので，c(Lt 1; fvg)は計算可能である．どちらの場合も各 1  t  2jY (G)j
について，h = jMtjとすると，O(h)時間で (１)は計算可能である．
次に，(２)の再帰式を計算する．以下の補題は (２)の再帰式を計算す
る上で重要である．
補題 2.5. Lt 1 [Sの最適な順列 で，最後の頂点がSに含まれるものが
存在する．
証明. 補題 2.3より，はJ と整合している．がJ に整合していること
と，任意のu 2 Ltにおいて bu < ay であることより，u < yである．よっ
て，ある v 2 Sが存在し，y < vまたは y = vのいずれかを満たす．
補題 2.6. tを 1  t  2jY (G)jを満たす整数とし，h = jMtjとする．す
べての v 2 Mtについて，c(Lt; fvg)の値と，すべての S  Mt 1につい
て，opt(Lt 1[S)の値が表で与えられているとすると，すべてのS Mt
について，opt(Lt [ S)をO(h2h)時間で計算可能である．
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証明. まず，各 v 2MtとS Mt n fvgにおいて，c(S; fvg)を計算し，表
に記憶する．これはO(h2h)時間で可能である．
Bの条件 (ある y 2 Y (G)において t = by)を満たすと仮定する．ここ
で，Lt = Lt 1 [ fygである．任意の S  Mtにおいて (S [ fyg)  Mt 1
なので，opt(Lt [ S) = opt(Lt 1 [ (S [ fyg))は既に表に計算済みである．
次に Aの条件 (ある y 2 Y (G)において t = ay)を満たすと仮定する．
ここで，Lt = Lt 1であり，Mt = Mt 1 [ fygである．S  Mtする．も
し，y =2 Sならば，opt(Lt [ S) = opt(Lt 1 [ S)なので，表に計算済みで
ある．また，y 2 Sならば，補題 2.5より，Lt [ Sのある最適な順列 が
存在して，の最後の頂点は Sに属している．よって，
opt(Lt [ S) = min
v2S
fopt(Lt [ S n fvg) + c(Lt [ S n fvg; fvg)g
= min
v2S
fopt(Lt [ S n fvg) + c(Lt; fvg) + c(S n fvg; fvg)g
である．第２項と３項は表に計算済みであるので，動的計画法を用いて，
すべての S  Mt について opt(Lt [ S)を O(h2h)時間で計算可能であ
る．
h = jMtjとすると，補題 2.2を J に適用すると h 
p
2k + 1を得る．
この上界と，1  t  2jY (G)jにおいて jMtj  2を満たす異なる tは高々
















補題 2.7. J が高々kの互いに交わる区間の対を含んでいるとする．H =
dp2ke+ 1とし，2  h  Hにおいて chを jMtj = hとなるような，異な
る tの通り数とする．このとき，ch  2H h+2である．
証明. 2  h  Hなる hを固定する．t1 < t2 < : : : < tchを ft : jMtj = hg
の各要素とする．Mt1 は h(h 1)2 個の順序付け可能対を含んでいる．ここ
で，2  i  chにおいて，Mtiは少なくとも h  1個の新たな順序付け可
能対を生じさせることを示す．Mti 6=Mti 1の場合，ある u 2Mti nMti 1
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が存在し，各 v 2Mti n fugについて fu; vgが新たな順序付け可能対とな
る．Mti = Mti 1 の場合，Mti 1  Mti 1+1なので，u 2 Mti 1+1 nMti 1
が存在し，各 v 2Mti n fugについて fu; vgが新たな順序付け可能対とな
る．よって，h(h 1)
2
+ (ch   1)(h   1)  kである．この不等式を解くと，
ch  kh 1   h2 + 1が得られる．
H   h + 2  log2 k の場合，ch  2H h+2 は明らかである．よって，
j = H   h + 2 < log2 k とする．H 
p
2k + 1  2(log2 k   1)より，























証明. Hと ch (2  h  H)を補題 2.7と同様に定義する．補題 2.6より，
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Algorithm 1 opt(Y (G))  kであるかを判定する
1: if m  n+ k then \No"を出力して停止． end if
2: 素朴な区間表現I  fIy : y 2 Y (G); d(y) > 1gと摂動された区間表現
J  fJy : y 2 Y (G)gおよび各 1  t  2jY (G)jにおいて Lt;Mt; Rt
を小節 2.2.2の方法で計算する．
3: if jffJu; Jvg : Ju; Jv 2 J ; Ju \ Jv 6= ;gj > k then
4: \No"を出力して停止．
5: end if
6: すべての順序付け可能対 fu; vgにおいて c(u; v); c(v; u)を Iを用いて，
小節 2.2.3の方法で計算する．アルゴリズムの途中でNOインスタン
スであることがわかった場合は \No"を出力して停止．
7: y  M1の唯一の元，c(L1; fyg) 0; opt(L1) 0; opt(L1[fyg) 0．
8: for t = 2 to 2jY (G)j do
9: if ある y 2 Y (G)において，t = ay then
10: c(Lt; fyg) 0.
11: for v 2Mt n fyg do
12: c(Lt; fvg) c(Lt 1; fvg)．
13: end for
14: for S Mt do
15: if y =2 S then
16: opt(Lt [ S) opt(Lt 1 [ S)．
17: else
18: opt(Lt [ S) min
v2S
fopt(Lt [ S n fvg)




23: for v 2Mt do
24: c(Lt; fvg) c(Lt 1; fvg) + c(y; v)．
25: end for
26: for S Mt do




31: if opt(L2jY (G)j)  k then \Yes"を出力．
32: else\No"を出力． end if









指数時間仮説 (ETH)：任意の t  3において，ある定数 ctが存在し，t-
SATを解く 2ctn時間アルゴリズムは存在しない．ここで，nは t-CNF式
の変数の数である．













C  V (G)において，Gの各辺 fu; vg 2 E(G)の端点のうち少なくと一
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F  E(G)において，(V (G); E(G) n F )が閉路を持たないとき F をG
のフィードバック辺集合という．
補題 2.9 (Karp[69]). n変数，m節の 3-CNF式が与えられたとき，が
充足可能であることとGに大きさ n+ 2mの点カバーが存在することが
同値になるようなグラフGを出力する多項式時間アルゴリズムが存在す
る．さらに，jV (G)j = 2n+ 3m，jE(G)j = n+ 6mを満たす．
証明の概略. X = fx1; x2; : : : ; xngを の変数集合，C = fc1; c2; : : : ; cmg
を の節集合とする．Gを以下のように構成する．各 xi 2 X において
Gが２つの頂点 ui; uiと辺 fui; uigを持つようにする．各 ci 2 Cにおい
てGが長さ 3の閉路 fv1i ; v2i ; v3i g を持つようにする．また，節 cjの k番
目のリテラルとして uiがあらわれる場合，辺 fui; vkj gを加え，節 cj の k
番目のリテラルとして uiがあらわれる場合，辺 f ui; vkj gを加える．明ら
かにGは 2n+ 3m個の頂点，n+ 6m本の辺を持つ．帰着の正しさの証
明については [69]を参照．
補題 2.10 (Karp[69]). n頂点，m辺のグラフGと整数 kが与えられたと
き，Gが大きさ kの点カバーを持つこととDに大きさ kのフィードバック
辺集合が存在することが同値になるような有向グラフDを出力する多項
式時間アルゴリズムが存在する．さらに，jV (D)j = 2n，jE(D)j = n+2m
を満たす．
証明の概略. V (G) = fu1; u2; : : : ; ungとする．有向グラフDを以下のよ
うに構成する．各頂点 ui 2 V (G)において D が２頂点 vi; wi と有向辺
(vi; wi)を含むようにする．各辺 fui; ujg 2 E(G)において，Dが有向辺
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なOSCMのインスタンス (G;<X ; k0)を出力する多項式時間アルゴリズム
が存在する．さらに，jV (G)j = 5(n+m)，jE(G)j = 4(n+m)を満たす．
証明の概略. 各 1  i  5においてXiを互いに疎な集合で要素数 n +m
であるものとし，iを V (D) [ E(D)からXiへの全単射とする．２部グ
ラフG = (X(G); Y (G); E(G))を
X(G) = X1 [X2 [X3 [X4;
Y (G) = X5;
E(G) = ffi(w); 5(w) : 1  i  4; w 2 V (D) [ E(D)gg
とする．明らかに，jV (G)j = 5(n +m)，jE(G)j = 4(n +m)である．こ
のとき，OSCMインスタンス (G;<X ; k0)をX(G)の全順序<X とある整
数 k0を用いて定義できる．全順序<X と整数 k0，帰着の正しさの証明に
ついては [89]を参照．
これらの帰着をまとめると以下の補題が得られる．
補題 2.12. n変数，m節の 3-CNF式が与えられたとき，が充足可能で
あることと (G;<X ; k)がOSCMのYESインスタンスであることが同値に
なるようなOSCMのインスタンス (G;<X ; k)を出力する多項式時間アルゴ





間アルゴリズムが存在すると仮定する．OSCMのインスタンス (G;<X ; k)




































インスタンス：無向２部グラフG = (X(G); Y (G); E(G))と正整数 k




である．リーフ辺でない辺を内部辺と呼ぶ．辺の重み関数w : E(G)! N
がリーフ重みであるとは，すべての内部辺の重みが１であるときである．
Leaf-Edge Weighted TLCM(LEW-TLCM)
インスタンス：n頂点２部グラフG = (X(G); Y (G); E(G))，リーフ重み
関数w : E(G)! Nと正整数 k
タスク：bcr(D = (G;<X ; <Y ))  kであるような２層描画Dが存在する
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上記の定理よりもわずかに弱い定理は，中江の学位論文 [115]に示さ
れているが，本論文では以下の点で異なる．[115]では TLCMに対して
10k2 + 24k + 7辺のカーネルと，LEW-TLCMに対して 20k + 7辺のカー







































ことを証明した．また，Suderman [107]はTLPを解くO(k  3:562k + n)
時間アルゴリズムを与えた．
TLCMに対する理論的な結果は多いとは言えないが，いくつかの実験
的な結果は知られている [25, 29, 68, 93, 110]．
本結果は，TLCMに対する初めてのカーネル化を与えた．また，[38]の
結果と比較すると，本結果のカーネル化はシンプルで容易に実装が可能で







するために，辺集合はE(G)  X(G) Y (G)と見なす場合がある．頂点
vがリーフであるとは，d(v) = 1であるときであり，リーフに接続され
る辺をリーフ辺と呼ぶ．リーフ辺でない辺を内部辺と呼ぶ．Gの辺 eに






X(G) \ V (G0); Y (G0) = Y (G) \ V (G0)と表す．




bcr(D = (G;<X ; <Y ))
である．Dが bcr(D) = bcr(G)を満たすとき最適な描画と呼ぶ．
Gの部分グラフG0とGの２層描画Dにおいて，D j G0をDをG0へ制
限した２層描画，つまりG0の頂点がDと同じ順序で並んでいるG0の２
層描画とする．異なる頂点 u; v 2 X(G)において，Dのなかで uが vの
左 (右)にあるとは，u <X v(v <X u)を満たすときである．また，Dのな
かで u 2 X(G)が最左 (最右)であるとは，u <X v (v <X u)をすべての
















と P によってできる (自己交差を含むかもしれない)閉曲線は平面を幾つ
かの領域に分割する．これらの領域のうちひとつはX(G) n V (P )の頂点
をすべて含み，これとはことなる領域で Y (G) n V (P )の頂点すべてを内
部に含むものが存在する．よって，Qがいずれの辺とも交差しないこと
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図 3.1: 点折れ線をP，太線をQとする．左図はP の両端点が異なる層に
ある場合，右図は同一の層にある場合の例である．V (P )に接し
ない任意の辺は P の辺を交差しなければならない．
から，V (P )に端点を持たない辺は必ず P の辺と交差しなければならな
い．図 3.1はその例である．
補題 3.2 (中江 [115]). Gを２連結２部グラフとすると，bcr(G)  jE(G)j 1
3
である．






合を考える: (1) Gが３連結，(2) Gが閉路，(3) Gが３連結ではなく，閉
路でもない．
(1) eをDにおいて交差を生じさせている辺とする．Gが３連結なので，
G eは２連結である．帰納法の仮定より，bcr(D)  bcr(D j (G e))+1 
jE(G e)j 1
3




路である．jE(G)j=2が偶数 (奇数)ならば，vを Y (G)(X(G))の最右の頂
点とする．このとき uから vへの２つのパスは，偶奇性により同じ長さに
なりえない．P をその２つのパスの短い方とすると，jE(P )j  jE(G)j
2
  1
である．補題 3.1より， 少なくとも jE(G)j
2
  1本の辺は V (P )に端点を持
たないので，jE(G)j  5の仮定から jE(G)j 1
3
以上の交差を含む．
(3) Gが３連結ではないので，G[V (G) n fu; vg]が非連結となるような
頂点 u; vが存在する．V1; V2; : : : ; VdをG[V (G) n fu; vg]の連結成分とし，
各 i (1  i  d)においてGi = G[Vi [ fu; vg]とする．Gが閉路ではない
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ので，Giのうち少なくともひとつはパスではなくなるように u; vを選ぶ
ことができる．
はじめにGが辺fu; vgを含む場合を考える．このとき各 i (1  i  d)に
























次にGが辺 fu; vgを含まない場合を考える．各 i (1  i  d)において，
BiをGiのブロック集合とし，B =
S
1id Biとする．各Giに辺 fu; vgを
加えると，２連結になるので，GiにはBiのすべてのブロックを通るよう
な u; v間のパスPiが存在する．Wiを V (Pi) n fu; vgの部分集合で，Giの
カット頂点をすべて含み，かつ E(Pi)を長さ奇数のパスで分割するよう
な極小頂点集合とする (図 3.2)．Piのなかで，Wi [ fu; vgの頂点間の各
部分パスを１本の辺で置き換えたパスを P 0i とし，P 0i の各辺 eにおいて，
(e)を Piの eに置き換えられた部分パスとする．
図 3.2: Piと P 0i の例：灰色の楕円が非自明なブロックを表し，白円はWi
の頂点を表す．e 2 E(P 0i )において (e)の長さは奇数である．









とする．ここで，V (H)  V (G)，Hは２部グラフであり，その頂点集合の
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２分割は (X(G)\ V (H); Y (G)\ V (H))である．Dのなかの辺交差 (e; e0)
で辺 eと e0がBの異なるブロックに属するようなものの集合をQとする．
ここで，jQj  bcr(H)を示す．D0をH の２層描画でDによって誘導さ
れるもの，つまり D0における V (H)の頂点順序が Dにおける順序と同
じであるような２層描画を考える. D0においてHの辺 eと e0が交差して







る各交差からQへの単射が存在するので，jQj  bcr(D0)  bcr(H)であ
る．Hが２連結であることと，Giのうち少なくともひとつはパスではな
いという仮定より，jE(H)j < jE(G)jを満たし，H へ帰納法を適用する
と，bcr(H)  jE(H)j 1
3
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この補題の下界はタイトである．以下はタイトな例である (図 3.3)．こ
の例は任意の k  1において k交差するような 3k + 1辺の２連結グラフ
が存在することを示している．






















TLCMのインスタンス (G; k)を固定し，k  0とする．定理 3.1を
示すために，Gは連結であると仮定する．この節の残りにおいて，Gが
bcr(G)  kならば，２部グラフ G0で bcr(G) = bcr(G0)かつ jE(G0)j 
f(k)を満たすものに変形できることを示す．ここで，f(k) = O(k2)であ
る (関数 fの詳細は後に示す)．以上を示すことでカーネル化が得られる：








集合であり，LB(G)の値は補題 3.3の下界である．以下では k  LB(G)
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を仮定する (そうでないならば (G; k)は明らかに NOインスタンスであ





補題 3.4 (中江 [115]の変形). e = (u; v)を Gの順序を誘導する橋とし，
G1と G2を G   eの連結成分とする．u 2 X(G1)，v 2 Y (G2)とする．
bcr(G)  kならば，bcr(D)  kであるような２層描画D = (G;<X ; <Y )
でG1の任意の頂点がG2の任意の頂点の左にあるようなものが存在する．
つまり，任意の a 2 X(G1); b 2 X(G2)において a <X bであり，任意の
a 2 Y (G1); b 2 Y (G2)において a <Y bである．
証明. D0をGの２層描画で bcr(D0)  kであり，G1が Y (G)の最左の頂




のとき補題 3.1より，G1の ylと xr間のパスはE(G2)の各辺と交差する．
また，このパスはV (G2)と点素なので，それらは非局所交差である．よっ
てD0は jE(G2)j+ LB(G)を超える交差を含むので bcr(D0)  kの仮定に
反する．よって，D0において xrはG2に含まれる．
以下のように２層描画D = (G;<X ; <Y )を構成する（図 3.4）：
1. 各 a 2 X(G1); b 2 X(G2)において a <X b，
2. 各 a 2 Y (G1); b 2 Y (G2)において a <Y b，
3. D0 j G1 = D j G1，




て上記の不等式を示すためには，Dにおいて eと交差する各 f 2 E(G1)
はD0においてE(G2)[ fegの辺と少なくともひとつの交差を持つことを
示せば良い (対象性により f 2 E(G2)も同様である)．
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図 3.4: 点線は順序を誘導する橋 eを表し，白点からなるグラフをG1，黒
点からなるグラフをG2とする．
f = (x; y)をDにおいて eと交差するG1の辺とする．P を xrと u間
のパスとする．e = (u; v)と f = (x; y)はDにおいて交差し，y 2 Y (G1)
がDにおいて v 2 Y (G2)の左にあることから，xはDにおいて uの右に
ある. uと xの順序はD0においても同様である．さらに x 2 X(G1)かつ
xr 2 X(G2)より，x 6= xrである．よって，補題 3.1と同様の議論により，
f は P のある辺と交差する (図 3.5)．E(P )  E(G2) [ fegより補題が示
された．
図 3.5: D0におけるパス P と辺 f = (x; y)．P は点線で描かれている．D
と同様に頂点xはuの右にあり，辺 fは yが vの左右どちらにあっ
ても P の辺と交差する．
順序を誘導する橋 e = (v1; v2)が縮約可能であるとは以下の条件を満
たす：
 各 i (i = 1; 2)について viに eとは異なる順序を誘導する橋 eiが接
続されている，
 各 vi (i = 1; 2)に接続される e; eiを除く辺はすべてリーフ辺である．
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Gにおいて橋 e = fu; vgとしたとき，eを縮約してできるグラフ H は，
V (H) = V (G) n fu; vg [ fveg，E(H) = E(G[V (G) n fu; vg]) [ ffve; wg :
w 2 N(u)[N(v)gとする．また，Hは２部グラフであることに注意する．
さらに，eが縮約可能であるとき，e0i = fvi; vegはHのなかでも順序を誘
導する橋である．
補題 3.5 (中江 [115]). Gが縮約可能な橋 eを持ち，HをGから eを縮約
して得られる２部グラフとする．このとき bcr(G)  kと bcr(H)  kは
同値である．
証明. e = (v1; v2)とし，各 i (i = 1; 2)において，eiを viに接続する順序
を誘導する橋で，eとは異なるものとする. また，GiをG   eiの連結成
分で eを含まないものとする.
最初にbcr(G)  kを仮定し，Dをbcr(D)  kを満たすGの２層描画と
する．e; e1; e2は順序を誘導する橋なので，補題 3.4より，DにおいてG1
の任意の頂点は v1と v2の左に位置し，G2の任意の頂点は v1と v2の右に
位置する．よって各 i (i = 1; 2)についてGiの辺はE(G) n (E(Gi)[ feig)
の辺と交差しない．D0をH の２層描画でDから以下のようににして得
られるものとする: Dの部分描画D j G[V (G1) [ fv1g]において，その描
画のX 層と Y 層を反転する (X 層にある頂点と Y 層にある頂点を,それ
らの順序を入れ替えることなく交換する)．このとき v1と v2は同じ層に
位置するが，それらを縮約する．最後に v1と v2に接続するリーフをG1




補題の逆向きを示すために，bcr(H)  kを仮定し，D0をH の２層描
画で bcr(D0)  kを満たすものとする．veをHの頂点で eが縮約された
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ものとし，各 i (i = 1; 2)において e0i = fvi; vegとする．e1と e2がGにお
いて順序を誘導する橋であるので, e01と e02もHにおいて順序を誘導する
橋である．それによりD0において V (G1)に含まれる任意の頂点は veと








補題 3.6 (中江 [115]の変形). bcr(G)  kと仮定し，Gは縮約可能な橋を
持たないとする．このときGの非リーフ辺の本数は高々5k + 3である．
この補題の証明は，以下の２つの補題から得られる．
補題 3.7 (中江 [115]の変形). bcr(G)  kとすると，順序を誘導しない橋
で非リーフ辺であるものの本数は高々3k   3LB(G)．
証明. Dを bcr(D)  kを満たすGの２層描画とし，パス P を最左の頂
点と最右の頂点間のパスする．P に含まれない橋 eでリーフ辺ではない
ものそれぞれについて，V (P )に点素な辺 fを別々に割り当てることがで
きる：G  eの連結成分でP を含まない部分グラフの辺で，Gにおいて e
と接する辺を f として割り当てる．補題 3.1より，それらの辺 f は P の
辺と交差するので，高々k   LB(G)本しか含まれない．P に含まれる橋
でリーフ辺ではないものは，P の両端点より k LBを除いた辺はすべて
順序を誘導するので補題が成り立つ．
補題 3.8 (中江 [115]の変形). bcr(G)  kとすると，順序を誘導する橋で
縮約可能でないものの本数は高々2k + 2．
証明. Dを bcr(D)  kを満たすGの２層描画とし，パス P を最左の頂
点と最右の頂点間のパスとする．ここで，すべての順序を誘導する橋は
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は順序を誘導しない橋に接続する，(2) eの端点のうち少なくともひとつ
は非自明はブロックに属する頂点に接続する，または (3) eの各端点は e
とは異なる順序を誘導する橋に接続していて，eの端点のうち少なくとも




について V (P )に点素な辺 fを別々に割り当てることができる．fはP の





補題 3.3より，非自明なブロックに属する辺は高々3LB(G) + 1である
ので，LB(G)  kより，補題 3.6が得られる．O(k2)辺のカーネルを得る
ために，リーフ辺の数の上界が必要である．
補題 3.9 (中江 [115]). 各 v 2 V (G)において，L(v)を vに隣接するリー
フの集合とし，H を jL(v)j > kを満たすようなすべての v 2 V (G)にお
いて，L(v)の頂点を jL(v)j  k  1 個削除して得られるグラフとする．こ
のとき bcr(G)  kと bcr(H)  kは同値．
証明. DをGの最適な描画とする．このとき，d(v) > 1を満たす各 v 2
V (G)において L(v)の頂点は Dのなかで連続して現れると仮定できる．
jL(v)j > kとすると，L(v)に含まれるリーフに接続するリーフ辺はすべ
て交差を持たない (もしそうでないならば，少なくとも k + 1個の交差を
生じさせてしまう)．よって，L(v)の頂点を jL(v)j   k  1個削除しても，
L(v) > kを満たすので，bcr(G)  bcr(H)であり，HはGの部分グラフ
なので，明らかに bcr(G)  bcr(H)である．
Gが連結なので jE(G)j+1  jV (G)jと仮定できる．補題 3.6，3.9より，
各頂点は高々k+ 1個のリーフとしか隣接しないので，カーネルの辺数は
5k + 3 + (5k + 4)(k + 1) = 5k2 + 14k + 7である．
Gが連結ではないと仮定すると，bcr(G) = 0であるかは線形時間で判
定できる [43]ので，Gの各連結成分Cが bcr(C)  1であることを仮定で
きる．よって，Gの連結成分数は高々k個なので以下の系が得られる．
系 3.1. TLCMに対してO(k3)辺のカーネル化が存在する．
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3.3.2 LEW-TLCMに対するカーネル化
前小節におけるカーネル化は以下のようにして LEW-TLCMにも適用
可能である．Gを２部グラフ，w : E(G) ! N，整数 kとし，その三組
(G;w; k)を LEW-TLCMのインスタンスとする．unfold(G;w)を以下の
操作によってGから得られる２部グラフとする：各 v 2 V (G)において，
vに接続する重みw(e)のリーフ辺をw(e)本の重みなのリーフ辺に置き換
える．
補題 3.10. (G;w; k)が LEW-TLCMのYESインスタンスであることと，
(unfold(G;w); k)がTLCMのYESインスタンスであることは同値．
証明. (G;w)の最適な描画 Dにおいて，Gの各リーフ辺 eを w(e)本の
リーフ辺に置き換え，それらw(e)個の連続したリーフに置き換えられた
描画をD0とする．このとき，Dの重み付き交差数とDの交差数は等しい．






LEW-TLCMのインスタンス (G;w; k)において，(unfold(G;w); k)に前
小節のカーネル化を適用する．得られたカーネル (H; k)に対して，unfold
の逆の操作 foldを適用する：つまり，fold(H; k)は (G0; w0; k)の三組で，各
v 2 V (H)で d(v) > 1を満たすものそれぞれについて，vに接続する l本
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3.3.3 アルゴリズムの全体像
定理 3.1に対するアルゴリズムの全体像を Algorithm 2，Algorithm 3
にまとめる．定理 3.2，系 3.1，系 3.3.3に対するアルゴリズムも同様に実
装可能である．入力される２部グラフGは連結で，n頂点m辺であると
する．Gのブロックの集合 Bは Hopcroft-Tarjanのアルゴリズム [65]を
用いることにより線形時間で求めることができる．TB = (B; ffB;B0g :
B;B0 2 B; B 6= B0; V (B) \ V (B0) 6= ;g)を頂点集合がBである木とする．
recursive-contractionは TBを用いて，Gの縮約可能な橋を可能な限り縮
約して，bcr(G)  k と bcr(H)  kが同値であるようなグラフHで縮約
可能な橋を持たないものを返す．
Algorithm 2 bcr(G)  kであるかを判定する．
Require: Gが連結
1: if m  n+ k then
2: 自明なNOインスタンスを出力して停止．
3: end if
4: B  Gのブロックの集合，LB(G) PB2B jE(B)j 13 ．
5: TBを作り，rを TBのあるリーフとする．
6: H  recursive-contraction(G; TB; k; r)
7: 各頂点 v 2 V (H)において，L(v)を計算し，jL(v)j > kならば，L(v)
から jL(v)j   (k + 1)頂点を任意に選択し，Hから削除する．









リーフ辺のことである．TBのあるリーフ r 2 V (TB)を選ぶと，rはGの
リーフブロックもしくは非自明なブロックである．recursive-contraction
では rを開始頂点として TBを後順 (post-order)深さ優先探索する．この
とき，TBを rを根とした根付き木とみなすことができる．Bが順序を誘
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導する (縮約可能な)ブロックであるとはBが自明なブロックであり，か
つBに含まれる唯一の辺が順序誘導する (縮約可能な)橋であるときとす
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でGから得られる縮約可能な橋を持たないグラフHは bcr(G) = bcr(H)
を満たす．
以下の補題を用いることで，TLCMは 2O(k log k)+O(n)時間で解くこと
ができる．






各連結成分は高々10k + 7本の辺を持つ．fold(G; k)のカーネルの各連結
成分に補題 3.11のアルゴリズムを適用すると，TLCMは 2O(k log k)+O(n)
時間で解くことができる．
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Algorithm 3 recursive-contraction(G; TB; k; B)
1: H  G, w  0．
2: for B0 2 c(B) do
3: H  recursive-contraction(H;TB; k; B0)．
4: w  w + (B0を根とする TBの部分木の重み)．
5: end for
6: if Bが順序を誘導するブロック then
7: if c(B)に含まれるB0が縮約可能なブロック then
8: B0を TBから削除し，c(B) c(B) [ c(B0) n fB0gとする．
9: B0に対応する縮約可能な橋をHから縮約する．
10: w  w   1．
11: end if
12: end if





5k2 + 14k + 7，10k2 + 7本の辺を持つ．グラフが非連結である場合でも，
それぞれO(k3)，O(k2)本の辺を持つカーネル化が存在する．これらの結
果はTLCMに対する初めての多項式カーネル化である．さらに，TLCM
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似率定数の近似アルゴリズムの存在も未解決である．[58]によると，\Prior
to this work, all problems that were known to admit a polynomial kernel,
























NP困難な問題を効率よく解く動的計画法が知られている [4, 11, 13]．最大
独立集合問題を例として，パス幅を用いた動的計画法の概略を説明する．
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無向グラフGとし，そのパス分解を P = (X1; X2; : : : ; Xt)とする．こ
こでの目的はGの最大独立集合，つまり I  V (G)でG[I]が辺を持たな
いような要素数最大の Iを見つけることである．
ここで，パス分解 P が良い (nice)とは jX1j = jXtj = 1であり，各 i
(1 < i  t)において，
(a) Xi 1  Xi; jXi nXi 1j = 1または，
(b) Xi  Xi 1; jXi 1 nXij = 1
のいずれか一方を満たすときである．(a)の場合Xi n Xi 1 = fvigとし，
(b)の場合Xi 1 nXi = fvigとする．
補題 4.1 (e.g.[76]). 無向グラフGが幅 kのパス分解 P を持つならば，幅
kの良いパス分解P 0を持つ．さらに，GとP が与えられたとき，P 0は線
形時間で計算可能である．
よって以下では P が良いパス分解であると仮定する．





opt(i; S) = max
I:E(G[I])=;;SI
jIj (4.1)
である．式 4.1は以下のように変形できる．opt(1; S)は Sが fv1gまたは




opt(i  1; S) 　 (a; vi =2 S)
opt(i  1; S nN(vi)) + 1 　 (a; vi 2 S)
maxfopt(i  1; S); opt(i  1; S [ fvig)g (b)
だたし，SがGの独立集合でないならば，opt(i; S) =  1である．また
最後の式の第２項 opt(i   1; S [ fvig)は S [ fvigが独立集合でないなら
ば， 1とする．この再帰式を用いて，動的計画法により opt(i; S)を計
算することで以下が得られる．
補題 4.2. n頂点無向グラフGとその幅 kのパス分解が与えられたとき，
Gの最大独立集合をO(2kkn)時間で計算できる．





























交差のないグラフが h層描画を持つならば，そのパス幅は h  1以下であ
り，高々k個の辺交差を含むならば，そのパス幅は高々h+ 2k  1である
ことが知られている [38](この上界は簡単な議論で h+ k  1へ改善可能で
ある)．
パス幅 kの木 [106]や２連結外平面グラフ [12]を多層に描画 (ここでの










グラフ [61]，２部 distance hereditaryグラフ [78]に制限しても NP困難
である．その一方で，順列グラフ [23]，cograph[24]，circular-arcグラフ
[104]においては多項式時間可解である．Fomin-Hie[49]は任意の  > 0
において，ある整数 nが存在して，n > nである n頂点３正則グラフの
パス幅が (1=6 + )n以下であることを示し，そのような幅をもつ多項式
時間アルゴリズムを与えた．
近似アルゴリズムの分野では，Bodlaenderら [20]はパス幅を求める問
題に対するO(log2 n)近似アルゴリズムを与え，さらにP = NPでない限






































を有向グラフとする．(G) = SUV (G)(U)とする．V ()\V () = ;な
る２つの列 ;  2 (G)において  を の後ろに  をつなげて得られる
V ()[ V ()の順列とする．ある  において  = 0 となるとき，0を 
のプレフィックスと呼び，を 0の拡張と呼ぶ．さらに，j j > 0であると
き，0を のプロパーなプレフィックスと呼び，を 0のプロパーな拡張
と呼ぶ．kを正整数とし，任意ののプレフィックス0が jN (V (0))j  k
を満たすとき，をGに関して k分離可能な列であるという (小節 1.2.2
では V (G)上の順列に対して，k分離可能の定義をしたが，本章において
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は，V (G)の任意の部分集合上の順列に対して定義している)．がGに関
して強 k分離可能な列であるとは，が V () = V (G)なる のプレフィッ
クスのときである．上記の定義において，グラフがコンテクストから明
らかなときは，単純に (強)k分離可能という．これらの定義は集合上へ拡
張できる．各 U  V (G)において， U が (強)k分離可能であるとは，U
上の順列で (強)k分離可能であるものが存在することである．Gの頂点分
離数 vs(G)とは，Gが k分離可能な順列を持つような最小の kの値と定
義する．
以下の補題は，続く２つの補題で用いる．
補題 4.3. U  V (G)とし，X  V (G) n U をN (X)  U [N (U)を満
たすものとし，W = U [Xとする．W が k分離可能であり U が強 k分
離可能と仮定すると，W も強 k分離可能である．
証明. U が強 k分離可能なので，U = U0; U2; : : : ; Uh = V (G) なる k分離
可能な集合で，各 i (1  i  h)において Ui 1  Uiかつ jUij = jUi 1j+ 1
を満たすものが存在する．各 i (0  i  h)においてWi = Ui [Xとする．
補題の仮定よりN (X)  U [N (U)なので，各 i (0  i  h)において
N (Wi)  N (Ui)であり jN (Wi)j  kである．Wi 1  Wiであり，さ
らに jWij = jWi 1jか jWij = jWi 1j+1のいずれかを満たすので，帰納法
の議論により，各 i (0  i  h)においてWiは k分離可能である．よって
W0 =W は強 k分離可能である．
U  V (G)が (Gに関して)飽和しているとは，N (v)  U [N (U)を
満たす v 2 N (U)が存在しないことである．各 U  V (G)において，U
の上位集合で飽和しているものが唯一存在し，それを sat(U)と記述する．
つまり，
sat(U) = U [ fv 2 N (U) j N (v)  U [N (U)g:
ここでN (sat(U))  N (U)であることに注意する．
補題 4.4. 飽和した集合U;W  V (G)においてU[N (U) = W [N (W )
ならば，U = W である．
証明. 飽和した集合 U;W  V (G)において X = U [ N (U) = W [
N (W )を満たすと仮定する．背理法のため v 2 U nW が存在すると仮定
する．v 2 U より，N (v)  Xであり，飽和の定義より，v 2 W でなけ
ればならないので矛盾する．
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図 4.2: sat(U)の例．白色頂点 vは N (v)  U [ N (U)を満たすので，
v 2 sat(U)である．
無向グラフにおける飽和の概念は [105]において full setとして利用さ
れている．
補題 4.5. U を V (G)の任意の部分集合とする．U が k分離可能であるな
らば sat(U)も k分離可能である．さらに，U が強 k分離可能であるなら
ば sat(U)も強 k分離可能である．
証明. X = sat(U) n U とし，(v1; v2; : : : ; vjXj)をX の任意の順列とする．
U0 = Uとし，各 i (1  i  jXj)においてUi = Ui 1[fvigとする．sat(U)
の定義より，各 i (1  i  h)において N (vi)  U [ N (U) なので，
N (Ui) = N (Ui 1) n fvigである．よって補題の最初主張が成立する．
次にU が強 k分離可能と仮定する．上述の結果より sat(U)は k分離可
能である．N (X)  U [N (U)と補題 4.3より，sat(U) = U [X は強
k分離可能である．
U  V (G)とし，H = G[V (G) n N (U)]とする．以降では， ~U =
V (G)[ (U [N (U))とする．ここで，Hの強連結成分Cは V (C)  Uま
たは V (C)  ~U のいずれかを満たす．このことは，もしそうでないとき
N (U)がCの頂点を含まなければならないことからわかる．以下の補題
は [105]において component push ruleとして使われたものの有向グラフ
版である．
補題 4.6. U  V (G)とし，H = G[V (G)nN (U)]とする．CをHの強連
結成分で V (C)  ~U，N (V (C))  U [N (U) かつ jN (U)j+ jV (C)j 
k + 1を満たすものとする．もしU が k分離可能ならばU [ V (C)も k分
離可能である．さらに，もしUが強 k分離可能ならばU [V (C)も強 k分
離可能である．
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証明. W = U[V (C)とする．まずN (W ) = N (U)であることが以下よ
り見て取れる: 補題の仮定よりN (V (C))  U[N (U)なのでN (W ) 
N (U)であり，C \N (U) = ;よりN (U)  N (W )である．Cの任
意の非空部分集合Aにおいて jN (U [ A)j  jN (U)j+ jV (C)j   1  k
なので，補題の最初の主張は成り立つ．
次にU が強 k分離可能と仮定する．補題の仮定よりN (V (C))  U [
N (U)なので，補題 4.3より，W = U [V (C)は強 k分離可能である．
有向グラフHにおいて，Hの強連結成分の集合をC(H)と記述する．こ
こで，C(H)上の半順序関係をC;D 2 C(H)において，Cの頂点からD
の頂点への有向パスが存在するとき，C  Dと定義する．jN (U)j  kな
るU  V (G)において，H = G[V (G)nN (U)]とし，s = k jN (U)j+1
としたとき，
P = fC 2 C(H) j V (C)  ~U; jV (C)j  s;かつ
V (D)  ~U; jV (D)j > s;D  Cを満たす
D 2 C(H)が存在しない g
と定義し，pushk(U) = U [ (
S
C2P V (C))とする．
図 4.3: k = 5; s = 3の push4(U)の例．G[ ~U ]に含まれる強連結成分 (灰色)
において，黒色頂点で構成されるものがPに含まれる．
補題 4.6を繰り返し適用することで，以下の補題が得られる．
補題 4.7. U  V (G)とする．U が k分離可能ならば pushk(U)も k分離
可能である．さらに，U が強 k分離可能ならば pushk(U)も強 k分離可能
である．
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無向グラフにおける pushk(U)の概念は [105]において component push
ruleとして利用されている．以下の補題はアルゴリズムの解析において
重要である．
補題 4.8. S  V (G)が jSj  kを満たすとする．このとき，N (U) = S
かつ pushk(U) = U を満たす V (G)の部分集合U の数は高々2
n
s+1 である．
ここで，s = k   jSj+ 1とする．
証明. jSj  kなる S  V (G)を固定し，s = k   jSj + 1とする．H =
G[V (G) n S]とし，CsをH の強連結成分で，頂点数が sより大きいもの
からなる集合とする．ここで，N (U) = Sを満たす各 U  V (G)とH
の強連結成分 C において，V (C)  U または V (C)  ~U のいずれかで
あることに注意する．各 U  V (G)において，Csの２分割 (AU ;BU)を
V (C)  U ならばC 2 AU，V (C)  ~U ならばC 2 BU と定義する
Csの２分割 (A;B)が妥当であるとは，C 2 BかつD 2 Aで C  D
を満たす対 (C;D) が存在しないときである．ここで，は上で用いた半
順序とする．ある U から得られる２分割 (AU ;BU)に対して，(A;B)が
AU = Aかつ BU = Bとなるためには (A;B)が Csの妥当な２分割でな
ければならない．このことは，N (U) = S なる各 U  V (G)において
C  D，C  ~U，D  U の３つの条件を満たすHの強連結成分C;Dが
存在できないことからわかる．
ある S  V (G)と Csの各妥当な２分割 (A;B)において N (U) = S，
pushk(U) = U，(AU ;BU) = (A;B) であるような U  V (G)は高々ひと
つ存在する．具体的には，
D = fC 2 C(H) j jV (C)j  s;かつ
D 2 B; D  Cを満たすD 2 C(H)が存在しない g




をN (U) = Sかつ pushk(U) = U を満たす U の数として適用すると補
題が得られる．
H(x) =  x log x  (1  x) log(1  x), 0 < x < 1 を２進エントロピー関
数とする．以下の命題は本章のアルゴリズムの解析のために利用する．












n頂点有向グラフGと整数 kにおいて，U  V (G)を k分離可能な非
空集合としたとき，ある v 2 UでU n fvgが k分離可能であるものが存在
する．また，U  V (G)が強 k分離可能であるとき，ある v 2 V (G) n U
で U [ fvgが強 k分離可能であるものが存在する．このことから以下の
アルゴリズムが導かれる．
Algorithm 4 vs(G)  kであるかを判定する
1: U0  f;g，各 i (1  i  n)において Ui  ;．
2: for i = 0 to n  1 do
3: for U 2 Ui do
4: for v 2 V (G) n U : jN (U [ fvg)j  k do










i (0  i  n)において Uiの要素はをアルゴリズムが停止したときの状
態であるとすると，Algorithm 4の実行時間は jS0in UijnO(1)である．
よって，その実行時間は 2nnO(1)である．
次の節では，jS0in Uij = O(1:89n)となるようにアルゴリズムを設計
する．
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4.4 O(1:89n)時間アルゴリズム
本節ではn頂点有向グラフGと整数k  0が与えられたとき，vs(G)  k
であるかをO(1:89n)時間で判定するアルゴリズムを与える．このアルゴリ




n頂点有向グラフGと整数 k  0を固定する．アルゴリズム Large-
Widthは vs(G)  kであるかを判定する．
f : 2V (G) ! 2V (G)を f(U) = sat(pushk(U))とすると，U  f(U)より，
fh(U) = fh+1(U)を満たす h  nが存在する．このとき，f  : 2V (G) !
2V (G)を f (U) = fh(U)と定義する．ここで，ある U  V (G)において
W = f (U)ならばW = sat(W ) = pushk(W )であることに注意する．
Algorithm 5は vs(G)  kであるかを判定する．
Algorithm 5 Large-width(G; k)
1: U0  ff (;)g，各 i (1  i  n)において Ui  ;．
2: for i = 0 to n  1 do
3: for U 2 Ui do
4: for v 2 V (G) n U : jN (U [ fvg)j  k do　 . (a)
5: W  f (U [ fvg)．









以下の証明では，各 i (0  i  n)においてUiの要素はをアルゴリズム
が停止したときの状態であるとする．
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補題 4.9. Algorithm 5は正しく vs(G)  kであるかを判定する．
証明. 補題を証明するためには，V (G)が k分離可能であることと Unが
非空であることが同値であることを示せば良い．
まず，補題 4.5と補題 4.7および (a)の条件より，各 i (0  i  n)にお
いて Uiのすべての要素は k分離可能である．よって Un 6= ;ならば V (G)
は k分離可能である．
補題の逆向きを示すために，V (G)がk分離可能であると仮定し，Un 6= ;
であることを示す．tをUiが強k分離可能な集合を含む最大の iとする．こ
のとき，補題 4.5と補題 4.7より，f (;)は強 k分離可能なので，そのよう
な tを選ぶことができる．t = nならば補題が成り立つので，t < nと仮定
する．U 2 Utを強 k分離可能な集合とする．仮定より，ある v 2 V (G)nU
で U [ fvgが強 k分離可能であるようなものが存在する．さらに，補題
4.5と補題 4.7より，W = f (U [ fvg)も強 k分離可能である．アルゴリ
ズムにおいてW は UjW jに追加され，jW j > tより，tの最大性に反する．
よって Un 6= ;である．
以下の補題は kの値がある程度大きい場合に良い実行時間の解析を与
える．
補題 4.10.  > 0を定数とする．k > (1
3
+ )nであるとき，Algorithm 5
は 2H( 13 )nnO(1)時間で実行される．
証明. W = S0in Uiとする．Wの各要素においてアルゴリズムは nO(1)
時間要するので，補題を示すためには jWj = O(2H( 13 )n)であることを示
せば良い．
Wの各要素は以下の３つの部分集合のうち少なくともひとつに属する:
W1 = fU 2 W : jU j  n=3g;
W2 = fU 2 W : jU [N (U)j  2n=3g;
W3 = fU 2 W : jN (U)j  n=3g:
命題 4.1より，jW1j  2H( 13 )nである．
Wの各要素は飽和しているので，補題 4.4より，各S  V (G)において
U [N (U) = Sを満たす U 2 Wは高々ひとつである．また jSj  2n=3
を満たす異なる Sの数は命題 4.1より高々2H( 13 )nなので jW2j  2H( 13 )nを
得る．
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jSj < n=3を満たす各 S  V (G)において，WS = fU 2 W3 j N (U) =
Sgとする．各U 2 WにおいてU = pushk(U)なので補題 4.8より，各 S
に関して jWSj  2
n
k jSj+2  2 1 である．命題 4.1より，jSj < n=3を満た






定理 4.2 (Tamaki[109]). n頂点有向グラフ Gと整数 k が与えられたと






のプロパーな拡張  が非拡大であるとは，jN (V ())j  jN (V ())jを
満たすときである．
補題 4.11. (Commitment補題 [109])  2 (G)を強 k分離可能とし，
を k分離可能な のプロパーな拡張で非拡大かつ最短のもの，つまり，
1. jN (V ())j  jN (V ())jかつ
2. 任意の j 0j < j jなるのプロパーな拡張  0 において jN (V ( 0))j >
jN (V ())j
とする．このとき  も強 k分離可能である．
補題 4.11の条件を言い換えれば，強 k分離可能な列 と，その k分離










詳細が必要である．と  を jj = j jを満たす k分離可能な列とする．
が  より望ましいとは，jN (V ())j < jN (V ())jまたは jN (V ())j =
jN (V ())jかつ    を満たすときである．ここで，は(G)上の任
意の辞書式順序とする．が  よりも望ましく，と  がある共通のプレ
フィックス 0で が 0の最短かつ非拡大である k分離可能な拡張のとき，
は  を限定するという．つまり，が  を限定するならば，補題 4.11よ
り，探索木において  以下のノードを探索する必要がなくなる．
各 i (1  i  n)において Siを k分離可能な列で長さ iのものからなる
集合で,
1. S1 = fv j jN (v)j  kg．
2. 各 i (1  i < n)において， Ti+1 = fv j  2 Si; v 2 V (G) n









張になっているならば，sgn() = sgn()である．ここで  は，の
プレフィックスで が  の局所最短かつ非拡大な k分離可能な拡張
の中で最短のものとする．
3. それ以外の場合，vを の最後の頂点とし， = 0vとしたとき，
sgn() = sgn(0)vとする．
補題 4.12. [109] 各 i (1  i  n)において，と  が Siの異なる要素の
とき，sgn()と sgn()はどちらも，もう一方のプレフィックスではない．
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補題 4.13.  2 Sjjが１要素からなる列 vの非拡大な拡張とする．この
とき は Sjjに含まれる vの唯一の拡張である．
証明. 0 = vとし，i = 1; 2; : : :において，iをのプレフィックスでi 1
の非拡大な拡張になっているものの中で最短の列とする．が 0の非拡
大な拡張なので，1は一意に定まり，j = となるような j > 0につ
いて，各 i (1  i  j)が一意に定まる．ここで，各 i (1  i  j)は
i 1の局所最短で非拡大な拡張であり，i 1は iの最短のプレフィック
ス で，iが の局所最短かつ非拡大な拡張であることがわかる．よっ
て，sgnの定義より，各 i (0  i  j)において sgn(i) = vである．
ここで Sjjが vのある拡張  で とは異なるものを含んでいると仮定
する．補題 4.12より，sgn()の先頭は u (u 6= v)である．これは  がプレ




補題 4.14. jを 1  j  nとし，hをS1ij Siに含まれる列の中で で
jN (V ())jの最小値とする．このとき，各 1  i  jにおいて jSij  nk h
である．
証明の概略. [109]では，各k分離可能なにおいて jsgn()j  jN (V ())j
であることを示した．実際には，各  2 S1ij Siにおいて，jsgn()j 
jN (V ())j   hであることを示した．補題 4.12より，各 i 1  i  jにお
いて jSij  nk hが得られる．
4.4.3 アルゴリズムSmall-width
小節 4.4.1に続き，n頂点有向グラフGと整数 kが与えられ，vs(G)  k
であるかを判定するアルゴリズムを与える． > 0と d > 1=を固定する．
以下では k > dを仮定する (もしそうでないならば，定理 4.2より多項式
時間で判定可能である)．
アルゴリズム Small-widthは jN (U)j < k   dかつ U = pushk(U)
を満たす U  V (G)上で動的計画法を実行する．jSj < k   dなる各
S  V (G)において，補題 4.8よりN (U) = SかつU = pushk(U)を満た
すU  V (G)の数は高々2nである．jN (U)j  k dを満たすU  V (G)
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については，[109]によるアルゴリズムを利用する．以下の補題は，アル
ゴリズム Small-widthのための重要なステップである．
補題 4.15. k分離可能な集合 U  V (G)で k   d  jN (U)j  kを満た
すものが与えられたとき，nO(d)時間で
1. U が強 k分離可能であると判定するか，
2. U が強 k分離可能でないと判定するか，
3. U  W かつ jN (W )j < k   d を満たすW で U が強 k分離可能で
あることとW が強 k分離可能であることが同値であるものを出力，
のいずれかを行うアルゴリズムが存在する．
証明. G=U をGから得られるグラフで U をひとつ頂点 vU に縮約したも
の：V (G=U) = (V (G) n U) [ fvUgかつ，
E1 = f(u; v) 2 E(G) j u; v 2 V (G) n Ug;
E2 = f(vU ; u) j u 2 V (G) n U;9v 2 U : (v; u) 2 E(G)g;
E3 = f(u; vU) j u 2 V (G) n U;9v 2 U : (u; v) 2 E(G)g
としたとき，E(G=U) = E1 [ E2 [ E3で定義されるグラフとする．
各U  V (H)においてN H (U)をHにおけるUの入隣接点集合とする．
vUのみからなる列 vUを探索木の根に指定して定理 4.2のアルゴリズムを
H = G=U 上で実行する．
もし jN H (V ())j < k   dを満たす が探索木に存在しないならば，探
索木のノード数は補題 4.14よりnO(d)であり，よってアルゴリズムの実行
時間は nO(d)である．探索木が V () = V (H)であるような を持ってい
れば，明らかに vU がHにおいて強 k分離可能であり，U がGにおいて
強 k分離可能であることがわかる．そうでないならば，U はGにおいて
強 k分離可能でないと結論付けることができる．
次に，jN H (V ())j < k  dを満たす が探索木に存在したと仮定する．
このとき，一般性を失うことなくは最短のものと仮定できる．探索木を
幅優先順序で探索し，が出現したときに停止する．補題 4.13より，探索
木において が深さ jj の唯一のノードである．は vU から，補題 4.11
を適用することで得られるので (補題 4.13の証明を見よ)，がHにおい
て強 k分離可能であることと vU がH において強 k分離可能であること
が同値である．もとのグラフGにおいては， W = U [ (V () n fvUg)と
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すると U が強 k分離可能であることとW が強 k分離可能であることが
同値である．このとき，W は３番目の場合である．探索木のノード数は
nO(d)であり，アルゴリズムの実行時間も nO(d)である．
以下の証明では，各 i (0  i  n)において Uiの要素はをAlgorithm 6
が停止したときの状態であるとする．
補題 4.16. Algorithm 6は正しく vs(G)  kであるかを判定する．
証明. 補題 4.15より，(b)でYESと出力することは正しい．よって，ア
ルゴリズムは (c)へ到達したと仮定できる．小節 4.4.1と同様に，V (G)が
k分離可能であることと Unが非空であることが同値であることを示せば
良い．
まずS0in Uiのすべての要素は k分離可能であることは，補題 4.7，補
題 4.15，および (a)の条件よりわかる．よって Unが非空ならば V (G)は
k分離可能である．
逆方向を示すために V (G)が k分離可能であると仮定する．tを Uiが
強 k分離可能な集合を含むような最大の iとする．補題 4.7より pushk(;)
は強 k分離なので，そのような tは存在する．もし t = nならば，補題
は成り立つので，t < nと仮定する．U 2 Ut を強 k 分離可能な集合と
する．U は強 k分離可能なので，U 0 = U [ fvgが強 k分離可能となる
ような v 2 V (G) n U が存在する．jN (U 0)j < k   dならばアルゴリズ
ムはW = pushk(U 0)を UjW jに加え，補題 4.7より，W は強 k分離可能
で jW j > tなので矛盾である．また jN (U 0)j  k   dならば，補題 4.15
のアルゴリズムを U 0に適用する．U 0が強 k分離可能であるので，補題
4.15のアルゴリズムは U 0が強 k分離可能であると判定するか，U  W
かつ jN (W )j < k   dであるW で強 k分離可能なものを求める．仮定
より，(b)に到達することはないので，そのようなW において pushk(W )
が Uj pushk(W )jに加えられる．これは t < j pushk(W )jであるので，tの最
大性に反し補題が成り立つ．
補題 4.17. k  n=2において，Algorithm 6は O(2(H(k=n)+)n) 時間で実
行される．
証明. U = S0in Uiとし，U の各要素を処理するために，アルゴリズム
は nO(d) = nO(1)時間必要なので，補題を示すためには，ある 0 < にお
いて jUj = O(2(H(k=n)+0)n) であることを示せば良い．
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Algorithm 6 Small-width(G; k)
1: を選び，d 1=．
2: U0  fpushk(;))g，各 i (1  i  n) において Ui  ;．
3: for i = 0 to n  1 do
4: for U 2 Ui do
5: for v 2 V (G) n U : jN (U [ fvg)j  k do . (a)
6: U 0  U [ fvg．
7: if If jN (U 0)j < k   d then
8: W  pushk(U 0)．
9: UjW j := UjW j [ fWg．
10: else
11: 補題 4.15のアルゴリズムを U 0に適用．
12: if U 0が強 k分離可能 then
13: YESを出力して停止． . (b)
14: else if U 0が強 k分離可能ではない then
15: なにもしない．
16: else
17: W  補題 4.15のアルゴリズムの返り値．
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U 2 U とする．補題 4.8より，jSj < k   dなる各 S  V (G)において，




< とする．Uの各要素Uはpushk(U) = Uかつ jN (U)j < k d
を満たすので，jUj  2H(k=n)n  20nである．
4.4.4 アルゴリズムの全体像
有向グラフGと整数kが与えられたとき，定理4.1はLarge-width(G; k)
とSmall-width(G; k)を組み合わせることで得られる．ここで 2H(1=3) <













への  > 0において (2  )nnO(1)時間アルゴリズムが存在するかは，この
分野での大きな未解決問題として知られている)．また，無向グラフの木
幅を求める現在最も高速な厳密指数時間アルゴリズムのアイデア は本質
的に本結果とは異なる．この結果は Cops and Robber gameによる特徴
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