Introduction
As shown in the paper of Stembridge [Ste03] , crystal graphs can be characterized by their local behavior. In this paper, we observe that a certain local property on crystals forces a more global property. In type A, this statement says that if a node has a single parent and single grandparent, then there is a unique walk from the highest weight node to it. In other classical types, there is a similar (but necessarily more technical) statement. This walk is obtained from the associated level 1 perfect crystal, B This crystal observation was motivated by representation-theoretic behavior of the affine Hecke algebra of type A, which is known to be captured by highest weight crystals of type A (1) by the results in [Gro] . As discussed below, the proofs in either setting are straightforward, and so Grojnowski's theorem linking the two phenomena is not needed. However, the result is presented here for crystals as one can say something in all types (Grojnowski's theorem is only in type A), and because the statement seems more surprising in the language of crystals than it does for affine Hecke algebra modules.
Crystals
We begin by reviewing some of the definitions and notation for crystal graphs, but assume the reader is familiar with crystals and with root systems. For a more comprehensive and complete discussion, see [Kas95] .
In the following, we fix a root system of finite or affine type. I indexes the simple roots (and the nodes of the corresponding Dynkin diagram); P is the weight lattice; P * is the coroot lattice with canonical pairing , . The simple roots are α i ∈ P , and simple coroots are h i ∈ P * . The fundamental weights are denoted Λ i and satisfy h i , Λ j = δ ij . The matrix [a ij ] where a ij = h i , α j is the corresponding Cartan matrix. Given the crystal data, we can draw the associated crystal graph. It is a directed graph with nodes B, and I-colored arrows given by In all of the following, we will make the extra assumption that our crystal B is a highest weight crystal. Consequently, we can read the data of
off of the crystal graph, encoded in the following picture
•.
We will also use the notation ε(b) = i∈I ε i (b)Λ i . Thus ε(b) desribes the "in"-arrows leading to the node b.
Below, we will be interested in describing certain cases where ε(b) = Λ i and ε(ẽ i b) = Λ j . (However we will not put any restrictions on "out"-arrows.) 2.1. Extra terminology. We introduce some terminology below.
Let's say that a node a is singular if
Notice equation (2.1) implies there is at most one i ∈ I such that e i a = 0. In particular, highest weight nodes satisfy (2.1). In the crystal graph, we picture singular nodes as having a single "in"-arrow leading to it (and any arrow preceeding that one carries a different color), but there is no restriction on its "out"-arrows.
Ifẽ i (a) = b for some i, we shall say b is a parent of a. We will define ancestor inductively by saying parents are ancestors and parents of ancestors are also ancestors.
Kashiwara's Theorem for Highest Weight Crystals
In all the following theorems, we fix a root system and assume B is a fixed highest weight crystal of that type.
The crystal graph B comes from an integrable highest weight module V of the associated Lie algebra or quantum enveloping algebra. We appeal to theorems of Kashiwara that ensure the existence of a global basis {G(b) | b ∈ B} of V . In the following e i will denote a Chevalley generator, and e (m) i its divided power. We first give a remark (in Section 5) of [Kas93] as the following useful lemma. One should compare it to the statement wt(ẽ i b) = wt(b) + α i .
In general, we have no control over the value m j takes in the range 0 ≤ m j ≤ −a ij for j = i. Below, we will be interested in describing certain cases where we can force a single m j = 1 and the rest zero. In other words, we want that ε(b) = Λ i and ε(ẽ i b) = Λ j .
We list some immediate corollaries to this lemma. As a corollary to this theorem, employing the Serre relations, we can deduce several properties of singular nodes. We review the Serre relations below.
Fix i, j ∈ I, i = j.
Corollary 3.5.
(
Proof. (1) This follows directly from Corollary 3.2, which is a stronger statement. (We note one may also prove this using Theorem 3.4 in a manner similar to the subsequent cases.) (2) From the Serre relations for a ij = −1, we know that (e (2) i e j − e i e j e i + e j e For the final statement, the proof of the first implication follows immediately from equation (3.1). For the second, as a ji = −1, e j e i e j e i G(b) = e j e i e j G(
We remark that there are similar statements for a ij = −3, −4, but they do not translate into interesting statements about singular nodes as the other cases do in Theorem 3.7 below.
Case (1) of Corollary 3.5 says that if a ij = 0 and we see
Compare this with the fact that a ij = 0 means that in the Dynkin diagram we see e e j i and not e e j i in the crystal. Similarly, when a ij = −1 and we see
Compare this to the fact that when a ij = −1 we see in the latter cases. In Theorem 3.7 below, we shall see that requiring certain singularity conditions on nodes forces the colors on their in-arrows to behave as a directed "path" or walk would on the Dynkin diagram, as suggested above. Choosing a, b with ε(a) = Λ i , ε(b) = Λ j and b the parent of a puts an "orientation" on the Dynkin diagram. As the Dynkin diagram's vertices correspond to arrows in the crystal, we really are making a statement about a graph dual to the Dynkin diagram. It turns out the correct notion of duality in this setting is exactly captured in an associated level 1 perfect crystal.
Below, we recap, case by case, the consequences of Corollary 3.5 on all of the ancestors of a singular node a whose parent is also singular. We describe all walks on the crystal, from the highest weight node v to a. These walks are described exactly by walks on the level 1 perfect crystal B 1,1 . These crystals are displayed in the body of the proof as well as in the appendix. (In type A (1) n we also need the perfect crystal B n,1 obtained by reversing all arrows in B 1,1 . In type A
1 we require the grandparent to be singular as well.)
A necessary, but not sufficient, condition for both a node and its parent to be singular is that it has the formf i 1f i 2 · · ·f i k v, where
− → is a consecutive sequence of arrows in B 1,1 . (The theorem also describes which nodes of this form are not singular.) This means that we can give a case by case description of the node's ancestors, but a global statement about the walks from v to a. The local nature of singularity means that the result in affine type follows from that in finite type (in small rank), and so we structure the statements and proofs of the following theorem accordingly.
Theorem 3.6. Let B be a highest weight crystal with highest weight node v of type A n , n ≥ 1, A
n+1 , n ≥ 2. Suppose a ∈ B is a singular node with singular parent. Then 1 , we get the same conclusion if we also require a also have singular grandparent.) Theorem 3.7.
(1) Let B be a highest weight crystal of type A n , n ≥ 1 or of type A (1) n , n ≥ 2. Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then all ancestors of a are singular. There is a unique walk (on the directed graph) from the highest weight node v ∈ B to a, given by a =f ifi±1fi±2 · · ·f i±k v, where subscripts are taken mod n.
(2) Let B be a highest weight crystal of type type A There is a unique walk from the highest weight node v to a, given by a =f ifjfifj · · · v. (3) Let B be a highest weight crystal of type C n , n ≥ 2.
Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then all ancestors of a are singular. There is a unique walk from the highest weight node v to a, given by the following possibilities:
(4) Let B be a highest weight crystal of type B n , n ≥ 2.
Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then all but one of the ancestors of a are singular. If there is a non-singular ancestor c, it satisfies ε(c) = 2Λ n .
There is a unique walk from the highest weight node v to a, given by the following possibilities:
Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then all but one of the ancestors of a are singular. If there is a non-singular ancestor c, it satisfies ε(c) = Λ n−1 + Λ n .
There are at most two walks from the highest weight node v to a, given by the following possibilities.
Below we use the notationf n−1,n to stand for eitherf n−1fn orf nfn−1 . (Of course, it is possible the path truncates before giving both terms off n−1,n which would give a unique walk.)
walks.) (6) Let B be a highest weight crystal of type C
Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then ancestors c of a are either singular or they satisfy ε(c) = 2Λ n in types A
n+1 . In all cases, there is a unique walk from the highest weight node v to a, given by the following possibilities: 
n , n ≥ 3. Suppose a, b ∈ B are both singular nodes with b =ẽ i a. Then ancestors c of a are either singular or they satisfy ε(c) = 2Λ n in type B
(1)
Walks from the highest weight node v ∈ B to a, described by the following (infinite) possibilities.
Hence we can inductively apply this argument to the pair b andẽ j b. As B is a highest weight crystal, this process must eventually terminate atẽ i±m · · ·ẽ i±1ẽi a = v which is equivalent to a =f ifi±1fi±2 · · ·f i±m v.
The above sequence of consecutively colored arrows exactly corresponds to a sequence of arrows on the following perfect crystals. 
n n−1n−2 1 0 As we only care about the arrow labels, we omit the node labels that are usually also pictured in the crystals.
The reader should compare the above perfect crystals to the Dynkin diagrams
e e e e 1 2 n−1 n A
n :
e e e e e 3 3 3 3 3 1 2 n−1 n 0 and consider the discussion below Corollary 3.5. Observe that arrows being consecutive in the perfect crystal correspond to vertices being adjacent in the Dynkin diagram.
(2)[A
1 ] We note that only in this case do we require three consecutive singular nodes. As above, we necessarily have ε(a) = Λ i , ε(b) = Λ j , ε(c) = Λ i (or c = v) by Corollary 3.3. If we can show ε(ẽ i c) = Λ j or thatẽ jẽi c = 0 (forcingẽ i c = v), we will be done by a similar induction as used above. We already are givenẽ 
This gives the claim. Now the induction proceeds just as in type A.
Again, we draw the Dynkin diagram
e e e e < 1 2 n−1 n and show the perfect crystal of type C
n with the 0-arrow removed, which is suggestive of picturing the double arrow as a folding. (Note that we recover the same graph reversing orientation of all arrows.) E E e e e e 1 2 n−1 n
Note that the conclusions (a),(b) can also be expressed as a =f ifi±1fi±2 · · ·f i±k v, so long as subscripts are taken mod 2n, and one setsf n+m :=f n−m for 0 < m < n. (4)[B n ] We need only consider the case that a and b =ẽ n−2 a are singular with ε(a) = Λ n−2 , ε(b) = Λ n−1 . Otherwise it reduces to case (1). Let c =ẽ n−1 b. We claim either c = v; ε(c) = Λ n in which casẽ e n c = v; or ε(c) = 2Λ n , in which case c is not singular, but bothẽ n c andẽ 2 n c are singular, andẽ n−1ẽ 2 n c is either singular or 0. By Corollary 3.3, we knowẽ k c = 0 unless k = n or n − 2. But case (1) of this theorem rules out the latter. Because a n,n−1 = −2, by case 3 of Corollary 3.5 we knowẽ 3 nẽ n−1 b = 0, showing the first part of the claim. Now suppose ε(c) = Λ n . That meansẽ 2 n c = 0. Further, e n−1ẽn c =ẽ n−1ẽnẽn−1 b = 0 by case (2) of Corollary 3.5 as a n−1,n = −1. By Corollary 3.3,ẽ kẽn c = 0 for all k = n − 1, showingẽ n c = v as the crystal B has a unique highest weight node.
Next suppose ε(c) = 2Λ n . In particular, notice that c is not singular. For k = n − 1, n, we know 0 = ε k (c) = ε k (ẽ n c) = ε k (ẽ 2 n c) by Lemma 3.1. As above, we still haveẽ n−1ẽn c = 0, so thatẽ n c is singular. We again show the Dynkin diagram and the perfect crystal with 0-arrows removed.
e e e e e 1 2 n−2 n−1 n r r r r r r r r E E E E E E 1 2 n−2 n−2 B r r j r r j B 2 1
n+1 ] The local nature of singularity allows us to apply the results from cases (1), (3), (4) to these types (sometimes reindexing i for n − i when encountering Λ 0 ).
We list the perfect crystals, and for completeness, the possible walks from v to a.
e e e e e > < 0 1 2 n−1 n r r r r r r
e e e e e < < 0 1 2 n−1 n r r r r r r
e e e e e > > 0 1 2 n−1 n r r r r r r r
e e e e e < > 0 1 2 n−1 n r r r r r r r E E E E E E E E 1 2 n−1 n n n−1 2 1
n ] As above, we may apply the results from cases (1), (3), (4), (5) to these types (with appropriate reindexing).
Below we again use the notationf n−1,n to stand for eitherf n−1fn orf nfn−1 in types D n , D (1) n andf 0,1 to stand for eitherf 0f1 orf 1f0 in types D (1) n , B (1) n .
D (1)
2n , (n ≥ 2) e e e e e < < 0 1 2 n−1 n 2 2 2 2 2 2 r r r r r r
Existence
The above theorems consisted of several "uniqueness" statements. The corresponding existence statements also hold.
In Theorem 3.6, we described all sequences i 1 , i 2 , · · · , i k such that a =f i 1f i 2 · · ·f i k v, where v is the highest weight node and we required a to be singular with singular parent. These possible sequences corresponded to walks
− → on a perfect crystal. Below we will exhibit a highest weight crystal (one of level 1 or level 2 suffices) and such a node a for every such walk (excluding of course walks where a i 1 ,i 2 ≥ 0, as in that case a would not be singular).
We recall that the tensor product of crystals B 2 ⊗B 1 is defined by the nodes being the Cartesian product of the nodes of B 2 and B 1 , wt(b 2 ⊗ b 1 ) = wt(b 2 ) + wt(b 1 ), and arrows are described by the following rulẽ
Consequently
We recall the following theorem. where
⊗k to be the embedding dictated by the above theorem, when it is defined.
We refer the reader to the appendix for a list of the level 1 perfect crystals B 1,1 (including B n,1 in type A). There is a standard way of labelling the nodes, but it will be convenient here to ignore that convention, so we have ommitted that labelling in the appendix. Let
and letĩ
be such thatĩ r is the node ir − →ĩ r i r+1
− − →
with an i r -colored arrow going in and i r+1 going out if a ir,i r+1 < 0. So long as k > 1, these nodes are well-defined and this also determines ı k . Observe that in the case a i 1 ,i 2 ≥ 0, the node we describe is actually thenĩ 2 ⊗ · · · ⊗ĩ k . Also note the labelling very much depends on the walk, and that one node can receive many different labels.
By the inductive hypothesis, ε i (ĩ 2 ⊗ · · · ⊗ĩ k ) = ε i (ĩ 2 ) (by which we mean the leftmost node in case a i 2 ,i 3 ≥ 0). If ε i (ĩ 2 ) = 0, we are done. If ε i (ĩ 2 ) = 0, we will show ε i (ĩ 2 ) − ϕ i (ĩ 1 ) ≤ 0. Consider the following possibilities. First, i = i 2 and ε i 2 (ĩ 2 ) = 1. As ϕ i 2 (ĩ 1 ) ≥ 1, we are done. Second, suppose i = i 2 and ε i 2 (ĩ 2 ) > 1. In fact, because we assumeĩ 1 contributes to the tensor and i 2 − → joinsĩ 1 toĩ 2 , this cannot happen. It would meanĩ 2 does not contribute, and the "leftmost" node we refer to above is in factĩ 3 . We have
Third, suppose i = i 2 . Then we must have Let µ = ϕ(ĩ k−1 ).
In particular a = 0, and ifĩ 1 ⊗ · · · ⊗ĩ k is singular (with singular parent) so is a.
for all i by our choice of λ. Hence it is a highest weight node. Lemma 4.2 computes its weight is µ, so it must be the image of v µ . Notice µ is of level 1 or 2.
2. We only need show
). We will induct on k.
In the case k = 1,
. So v λ ⊗ĩ 1 is singular with i 1 − → describing the only walks from the appropriate highest weight node to it. We compute, using the inductive hypothesis,
3. This follows from Lemma 4.2, and that ψ λ,µ k−m is an embedding. Note that for k ≥ 3, so long as a i 1 ,i 2 < 0, a i 2 ,i 3 < 0 the node will be singular with singular parent.
Representation-theoretic interpretation in type A
In this paper, we studied a singular node whose parent is also singular in highest weight crystals of finite and affine type. by their behavior under tensor product of crystals, and they gave a representation-theoretic interpretation of these singular nodes as answering the Jantzen-Seitz problem. These nodes correspond to irreducible modules of the finite Hecke algebra H fin n of type A that remain irreducible on restriction from H fin n to H fin n−1 (or for the Ariki-Koike (cyclotomic Hecke) algebras). One may then ask: which irreducible modules of H fin n remain irreducible on restriction to H fin n−2 ? The above Theorem 3.7 in type A was motivated by the following representation-theoretic fact, which addresses the question just posed. If an irreducible module M of the affine Hecke algebra H n of type A is irreducible on restriction to H n−2 , then M is one-dimensional and either a trivial or Steinberg (sign) module. The main theorem of [Gro] says that the above Hecke-theoretic statement and case (1) of Theorem 3.7 are equivalent. However, a purely representation-theoretic proof is as straightforward as the crystal-theoretic proofs above.
Compare the representation-theoretic translation (given below) of the crystal-theoretic proof with the following direct proof communicated by Grojnowski. Let H n denote the affine Hecke algebra of type A. The algebra depends on a parameter q, and when we specialize q = 1, we recover the group algebra of the wreath product of Z with the symmetric group. We denote by T i the generator of H n that degenerates to the simple transposition s i = (i, i + 1).
Let M be an irreducible module of H n , and suppose Res
M is an irreducible H n−2 -module. In particular, the generator T n−1 commutes with H n−2 and so acts by a scalar on all of M, where that scalar is −1 or q, as (T n−1 + 1)(T n−1 − q) = 0. All of the T i are conjugate in H n , so all the T i also act by that same scalar on all of M. In the case that scalar is q, M must have been a trivial module, and when it is −1 we have a Steinberg (sign) module. In particular, M is one-dimensional and Res Hn H k M is irreducible for all k ≤ n. This argument is the correct explanation for the result, but it is unclear what its interpretation is in other types.
In contrast, here is the representation-theoretic version of the crystaltheoretic proof given in case (1)of Theorem 3.7.
We refer the reader to [Gro] and [GV01] for all the definitions (as it is not the main focus of this paper). Let M be an irreducible module of H n . There are operators e i : Rep H n → Rep H n−1 i+2 e i+1 e i M = 0, and that e j e i+1 e i M = 0 for j = i + 2). These all follow from the fact, shown in [Gro] , [GV01] , that the e i satisfy the Serre relations of type A. (For ease of exposition, we omit the case where the parameter q appearing in the definition of H n is a second root of unity, corresponding to case 2 of Theorem 3.7. We omitted this case in Grojnowski's direct proof above as well, where one must confront the fact that the T i may not act semisimply.) The proof here is very close to that of case (1) of Theorem 3.7 and (2) of Corollary 3.5, as they both rely on the Serre relations.
We also point out that this statement is obvious for the representation theory of the symmetric group in characteristic 0. Here, irreducible representations are indexed by partitions, and the branching rule says the restriction of an irreducible can be described by removing certain boxes from the partition. For the restriction of an irreducible module from S n to S n−1 to be irreducible means its partition can have at most one removable box, and hence be a rectangle. But for that rectangle to share the same property, the original shape must have been a single row or column, hence our original representation was the trivial or sign module. We remark that the combinatorics in prime characteristic are appreciably different.
While for symmetric group modules in characteristic 0 this is a classical fact, it seemed a surprising statement for crystals: that two consecutive singular nodes could determine all of their ancestors, and that the perfect crystal B 1,1 controls all the paths between that node and the highest weight node.
Exceptional types
Corollaries 3.2, 3.3, 3.5 say that in simply laced type, if ε(a) = Λ i , ε(ẽ i a) = Λ j , and ε k (ẽ jẽi a) = 0, then we see 
