We introduce a class of so-called polynomial Bezoutian matrices. The operator representation relative to a pair of dual bases and the generalized Barnett factorization formula for this kind of matrix are derived. An intertwining relation and generalized Bezoutian reduction via polynomial Vandermonde matrix are presented.
Introduction
Given a pair of polynomials p(z) and q(z) with degree p(z) = n and degree q(z) n, the (classical) Bezoutian of p(z) and q(z) is the bilinear form given by and we have the well-known Barnett factorization formula [1] (see also [3, 9] ) stand for the "symmetrizer" [15] and the companion matrix of p(z), respectively. As a special case of (1.4) (that is, q(x) = 1) we have the difference quotient form 
B(p, q) = S(p)q(C(p)
)
D p (x, y) = p(x) − p(y) x − y = π(x)B(p, 1)π(y) T = π(x)S(p)π(y)
the 2n × 2n Sylvester matrix associated with p(z) and q(z) in (1.3), then it can be easily shown that B(p, q) defined by (1.1) can also be given by
where J is a reverse unit matrix of order n with 1's along the secondary diagonal and 0's elsewhere (see (1.14) ). Bezoutian has appeared in the literature for a long history. It has contact connections with the theory of equations, polynomial stability and system theory, etc. For a more detailed exposition we refer the reader to the survey article of Helmke and Fuhrmann [12] and the books of Barnett [3] and Heinig and Rost [13] . Here we emphasize its applications in polynomial stability theory. For example, let p(z) have n simple 0's x 1 , . . . , x n . Then Bezout matrix B(p, q) can be reduced to a diagonal matrix by congruence [8] , that is, 11) where
is the classical Vandermonde matrix corresponding to p(z). Eq. (1.11) shows that Bezoutian matrix B(p, q) has the same signature or inertia as diagonal matrix D, which was applied in [8] to prove the important Lienard-Chipart and its equivalent criteria for polynomial stability.
In the case when p(z) has multiple 0's x i with multiplicities n i (i = 1, . . . , r, n 1 + · · · + n r = n), the Bezoutian matrix was reduced to a block diagonal form by direct computation and operator methods by Sansigre and Alvarez [19] , Chen and Yang [6] , respectively. That is, 12) where V (p) denotes the confluent Vandermonde matrix defined by
stand for the rotation matrix and Jordan block of order n i × n i corresponding to x i , respectively. Hereafter col(a i ) denotes a column vector with a i as components. Bezoutian matrix has been generalized in different ways, mainly in two directions. One way is to define directly the Bezoutian matrix in the same manner as in (1.10) and (1.9) by using Sylvester matrix. For example, in [9] the Sylvester matrix in (1.9) is extended to the conjugate-Sylvester (CS) matrix S c by ) . This generalization of Toeplitz matrices is discussed in [4, 10] . Associated with p(z) and q(z) two polynomials 16) are introduced in [9] by the equations 
and B c (p, q) has the same form of expression as in ( 
where
and
stand for the Chebyshev polynomials bases of the first and second kinds, respectively, that is,
In full generality, let {Q k (x)} be a sequence of polynomials with degree
, which is called a general polynomial basis and has been studied extensively by Barnett and his co-authors [2, 3, 5, 16] . General polynomial bases such as Newton and Chebyshev polynomials, etc., appear frequently in approximation theory and interpolation problems.
In the present paper, our idea is to expand the generating function in (1.1) and (1.4) under the general polynomial basis Q(x) and define the so-called polynomial or generalized Bezoutian matrix with respect to
Our main aim is to give generalized Barnett formula similar to (1.5) for polynomial Bezout matrix B Q (p, q) and derive reduction representation similar to (1.12) via polynomial Vandermonde matrix. So our emphasis is in the connection of polynomial Bezoutian matrix with polynomial stability. Our method is of operator approach and does not involve complicated calculations. For an array of interpolation nodes
Polynomial Bezoutian and polynomial Vandermonde matrices appeared recently in a sequence of papers. For example, in [11] polynomial Bezoutian was used to derive the fast inversion of Chebyshev-Vandermonde matrices, in [14, 21] the displacement structures, fast inversions and algorithms for V Q (x) are discussed in details.
The paper is organized as follows. In Section 2, we introduce a bilinear form and show that the polynomial Bezoutian matrix is the matrix representation of an operator polynomial relative to a pair of dual bases, then the generalized Barnett factorization formula similar to (1.5) and an intertwining relation are derived. In Section 3, we reduce the polynomial Bezoutian matrix via polynomial Vandermonde matrix by using operator approach method. In Section 4, we consider a special case when Q(x) denotes the so-called polynomial sequence of interpolatory type [20] , we point out that in this case the generalized Barnett formula and Bezout reduction have almost the same forms as classical ones.
Generalized Bezoutian with respect to a general basis
In this section, we use the ideas in [6, 12] to give an operator representation relative to a pair of dual bases and the generalized Barnett factorization formula for B Q (p, q). An intertwining relation connected with B Q (p, q) is also derived.
Let us begin by defining a bilinear form on linear space C n [x] . Instead of ideas in [6, 12] , we shall avoid the Laurent series expansion at infinity and define the bilinear form directly by using matrix-vector product as in [17] . Indeed, for f, g ∈ C n [x], we set
where f and g are the generalized coordinate columns of f and g, respectively, relative to the general basis Q(x) in (1.24), that is, . With the aid of the bilinear form f, g defined in (2.1), we may induce a linear functional 
3) where δ ij stands for Kronecker symbol. And we denote by B * the dual basis of basis B.
We now give two criteria for investigating basis duality. The following lemma and corollary are the analogues to Lemmas 5.1 and 5.2 in [17] for the case of general polynomial basis. 
. , g n−1 (y)] are two arrays of polynomials such that
D p (x, y) = p(x) − p(y) x − y = F(x)G(y) T ,(2.
Proof. Suppose F(x) = Q(x)F and G(y) = Q(y)G. Then D p (x, y) = Q(x)F G T Q(y) T , and it follows from (1.26) that
which ensures that
This shows not only that F and G are invertible and hence F and G are bases, but also, by Lemma 2.1 that these bases are dual to each other.
In view of (1.26) and Corollary 2.2 we obtain immediately that the dual basis of Q(x) is Q(x)B Q (p, 1), that is,
Following [6, 12] , we define the shift operator S p on C n [x] by
In other words, S p (f ) gives the remainder when xf (x) is divided by p(x).
In the rest of this paper, we will denote by T the operator q(S p ). In this case, we have
(2.8)
The following theorem is a generalization of [12, Theorem 3.2] (see also [18, Proposition 2.2]), which is our starting point of this paper.
Theorem 2.3. The generalized Bezout matrix B Q (p, q) is the matrix representation of operator T = q(S p ) in the dual bases Q * (x) and Q(x). That is,

T Q * (x) = Q(x)B Q (p, q). (2.9)
Proof. We prove the assertion by using the idea of [18, Proposition 2.2.]. Indeed, the identity
In view of (1.25), (1.26) and (2.6), we obtain
and it follows from (2.8) that
Thus,
this proves the assertion. hereafter I denotes the identity operator. We now prepare to derive the generalized Barnett factorization formula. To this end, we need a concept of so-called confederate matrix due to Barnett [16] (see also [14] ) which is a generalization of classical companion matrix. In the rest of the paper, for the sake of convenience, we assume that all Q k (x) (k = 0, 1, . . . , n) are monic polynomials. Let {Q 0 (x), Q 1 (x), . . . , Q n (x)} satisfy the recurrence relations (2.13) and define for the polynomial
(2.14)
its confederate matrix as
15) with respect to the general basis Q(x).
Note that all coefficients a ij are uniquely determined by (2.13) since
, and in the simplest case of (x) , this and rewriting recurrence relations (2.13) as matrix form lead to 17) and by duality
By taking jth derivatives at x i and dividing by j ! on both sides of Eq. (2.16) (i = 1, . . . , r, j = 0, . . . , n i − 1), using Leibnitz rule and combining all together as matrix form, we obtain 19) where
and J i is defined as in (1.14). Remark that Eq. (2.19) reduces to the following well-known formula when Q(x) denotes the standard power basis π(x):
see, e.g., [6] . In view of (2.12), (2.18) and Theorem 2.3, we get the following important theorem.
Theorem 2.4 (Generalized Barnett formula). Let B Q (p, q), B Q (p, 1) and C Q (p) be defined as above. Then the following formula is satisfied:
Proof. It follows from the trivial identity T = I · T that 
Proof. It follows from the trivial identity We remark that Theorem 2.5 is a generalization of [7, Theorem 1.3] and the intertwining relations connected with classical Bezoutian and companion matrices are discussed in [7] .
Generalized Bezoutian reduction via polynomial Vandermonde matrix
In this section, we give generalized Bezoutian reduction form for B Q (p, q) via polynomial Vandermonde matrix by using representation (2.11) of operator T. To this end, we need to introduce another pair of dual bases B sp and B in for C n [x] defined as in [6] , which are called spectral and interpolation bases respectively. That is,
. . , r, j = 0, . . . , n k − 1, and {G 10 , . . . , G 1,n 1 −1 , . . . , G r0 , . . . , G r,n r −1 }, (3.2) where G kj satisfies the conditions
For any polynomial f (x) of degree less than n, we have the Hermite interpolation formula Q 1 (x) , . . . , Q n−1 (x) immediately leads to 
and by duality
Finally, the formula
is a known fact (see [6, Eq. (16) ]). Now we can get another important result of this paper, that is: 
Proof. It follows from the equality I q(S p )I = q(S p )I that
Substituting (2.11), (3.4), (3.5), (3.8) and (3.9) into (3.11), (3.10) is obtained immediately, completing the proof.
Proof. Taking q(x) ≡ 1 in (3.10) and using the fact that R i = 1, J i = x i in the simple case, we obtain
, which is equivalent to (3.12).
Note that when Q(x) denotes the Chebyshev polynomial bases T (x) and U (x) formula (3.12) generalizes some of results of [11] for inversions of ChebyshevVandermonde matrices, there B T (p, 1) and B U (p, 1) are explicitly calculated by using recurrences relations (1.22) and (1.23) that T (x) and U (x) satisfy, respectively.
A special case
In this section, we consider a special case that the general polynomial sequence {Q k (x)} is of so-called basic interpolatory type, that is, {Q k (x)} satisfies the functional equation
For many properties of the basic sequence of interpolatory type, we refer the reader to the paper of Verde-Star [20] , here we only list three equivalent expressions for the basic sequence of interpolatory type and note that the standard power basis and Chebyshev polynomial bases belong to this class of sequences.
Proposition [20] . The following statements are equivalent: 
which is expressed by the generalized polynomial coefficients of p(x) as in (2.14). In this case, the generalized Barnett formula (2.20) and representation (2.11) of operator T have almost the same forms as in the case of standard basis.
Concluding remark
In this paper, we define the polynomial Bezoutian matrix by generating function expansion as in (1.25) and have given the generalized Barnett-type factorization formula and other results for this new matrix. Unfortunately, however, it does not seem possible to derive the Sylvester-type expression as in (1.10) for this matrix using the generalized polynomial coefficients of p(x) and q(x). There maybe exists a more complicated version of this form, which will be discussed elsewhere.
