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Abstract. Experiments are starting to probe collisions and chemical
reactions between atoms and molecules at ultra-low temperatures. We
have developed a new theoretical procedure for studying these collisions
using the R-matrix method. Here this method is tested for the atom –
atom collisions described by a Morse potential. Analytic solutions for
continuum states of the Morse potential are derived and compared with
numerical results computed using an R-matrix method where the inner
region wavefunctions are obtained using a standard nuclear motion algo-
rithm. Results are given for eigenphases and scattering lengths. Excellent
agreement is obtained in all cases. Progress in developing a general pro-
cedure for treating ultra-low energy reactive and non-reactive collisions
is discussed.
Keywords: Low temperature, elastic scattering, R-matrix, Morse po-
tential
1 Introduction
The ability to perform very low-energy collisions between heavy particles is lead-
ing to a quiet revolution at the border between atomic physics and experimental
quantum chemistry [1]. Studies of reactive and non-reactive collisions at tem-
peratures very significantly below 1 K are starting to probe processes which are
not easily resolved at higher temperatures. These experiments study chemical
reactions and scattering at the quantum scattering limit where, asymptotically,
only a few partial waves contribute [2].
To address these problems theoretically requires the development of new com-
putational techniques. Recently, we proposed adapting R-matrix theory to the
study of ultra-low energy reactive and non-reactive, heavy-particle collisions [3].
R-matrix theory involves the division of space into an inner region encompass-
ing the whole collision complex and an outer region where species involved in
the scattering can be separately identified. Procedures based on the computable
R-matrix method have proved outstandingly successful for the study of electron
collisions with atoms and molecules [4, 5], and are increasingly being adopted in
other areas [6]. In the computable R-matrix method, the Schro¨dinger equation
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for the restricted inner region is solved once and for all for each scattering sym-
metry, independent of the precise scattering energy. For heavy particle scattering
this procedure is particularly appropriate for reactive or non-reactive collisions
which occur over deep potential energy wells. Thus, for example, H + H2 colli-
sions do not occur over a deep well as the H3 system is only weakly bound [7],
while collisions between H+ + H2 occur over the deep well of the H
+
3 potential
energy surface [8].
Strongly bound systems with deep potential energy wells support many
bound states. Even the very lowest continuum states which are associated with
ultra-low energy scattering feel the effect of these many bound states which lie
below them in energy. The result is that even the lowest scattering state has
a complicated wavefunction which couples many channels which are asymptoti-
cally closed. It is well-known that this situation leads to a plethora of quasibound
states, or resonances, in the near-dissociation region [9–13]. Use of the R-matrix
method allows the region of the deep potential well to be treated using vari-
ational nuclear motion programs which are capable of giving highly accurate
results for energy-independent problems with complicated wavefunctions [14]. It
is then only necessary to treat a few partial waves in the energy-dependent outer
region. In this region it may be necessary to propagate solutions to very large
interparticle separations [15] and to scan over the many energies necessary to
characterise narrow resonances.
At present we are in the process of developing a heavy particle R-matrix
scattering code, RmatReact, based on the use of a variety of variational nuclear
motion codes in the inner region [16–20]. Doing this involves developing compu-
tational procedures which extend methods of the solutions into the continuum
[12, 21, 13]. In particular, the problem must be solved within a finite region and,
critically, use basis functions which give reliable amplitudes at the R-matrix
boundary. These amplitudes, and the associated inner region energies, are used
to construct the scattering energy-dependent R-matrix which links the inner and
outer regions [3].
In this paper we report on tests we have performed using our methodology
for the Morse oscillator potential. Section 2 gives an overview of the general
theory while Section 3 demonstrates that the scattering problem can be solved
analytically for a Morse oscillator potential. This allows the rigorous assessment
of our numerical procedures, which are discussed in Section 4. Results are given
in Section 5, and conclusions and some pointers to our future work are given in
the final Section.
2 Theory: The RmatReact method
The theory behind the RmatReact method has been discussed extensively [3–
5], and much of this explanation derives from those discussions. The general
principle behind the method is the partitioning of space into an inner and outer
region, dependent on the reaction coordinate, as discussed above.
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In the case of two atoms colliding there is only one reaction coordinate: the
internuclear distance r. A point r = a0 is defined such that any internuclear
distance lower than that is the inner region and any distance larger is the outer
region.
Within the inner region, the system is treated as a bound diatom, and the
eigenenergies and eigenfunctions of the radial Schro¨dinger equation with the
Morse potential can be determined using software built for nuclear motion cal-
culations. Because the eigenfunctions and values refer to the bound states, they
are independent of scattering energy. Likewise, in the outer region, the system
is treated as a pair of weakly interacting, unbound atoms. Each atom will have
associated atomic channels describing its quantum state.
The inner region was solved in this work using a discrete variable represen-
tation (DVR) [22] grid method based on the Lobatto shape functions, which
have the property of always having a point defined on both boundaries of the
grid. Manolopoulos and Wyatt [23, 24] pioneered the use of these functions for
scattering problems. Lobatto shape functions [25] can be used to obtain simple
expressions for the components of the Hamiltonian matrix, making it computa-
tionally efficient to diagonalise whilst avoiding much of the expensive integration
usually involved in constructing a Hamiltonian matrix. Once the inner region has
been solved to obtain a diagonalised Hamiltonian matrix, a matrix known as the
R-matrix, can be constructed on the boundary a0. The R-matrix is constructed
from the scattering energy, E, the bound eigenenergies, and the values of the
eigenfunctions on the boundary a0, known as the surface amplitudes.
For a given angular momentum quantum number J , if the mth surface am-
plitude associated with the ith atomic channel is defined as wJim(a0), the m
th
eigenenergy is defined as EJm, and the scattering wavefunction for atomic chan-
nel i is defined to be F Ji (r, E), then the R-matrix has two equivalent definitions
at a0:
F Ji (a0, E) =
NJch∑
j=1
a0R
J
ij(a0, E)
dF Jj (r, E)
dr
∣∣∣∣
r=a0
, (1)
RJij(a0, E) =
h¯2
2µa0
N∑
m=1
wJim(a0)w
J
jm(a0)
EJm − E
, (2)
where the sum in Eq. (1) is over the NJch atomic channels for a given value of J
considered in the scattering event, and the sum in Eq. (2) is over the N solutions
to the Schro¨dinger equation within an atomic channel.
In the J = 0, single channel case considered in this work, i = j and Eq. (1)
reduces down to a single term, Nch = 1, and the single R-matrix element is
defined as R(a0, E). Furthermore, w
J
im(a0) becomes a single surface amplitude,
and the sum is over the N surface amplitudes.
As Eq. (1) suggests, the R-matrix can be thought of as the ‘log-derivative’ of
the channel function F J(r, E), which is an outer region function. However Eq. (2)
shows that the R-matrix can be constructed as a sum over the eigenfunctions
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and energies of the inner region. The fact that these inner and outer region
definitions of the R-matrix are equivalent is what gives the R-matrix method
its value: information about the energy-independent inner region provide the
starting point for obtaining scattering information.
In the outer region, it is assumed that the potential is small and slowly vary-
ing, compared to the deep wells of the inner region. As such, it is possible to use
methods which iteratively solve the Schro¨dinger equations over finite distances
to propagate the R-matrix from the boundary at a0 to an asymptotic distance
ap. At ap, the potential is assumed to be zero. In this work, the propagation
method due to Walker and Light [26, 4] is used.
For the single-channel, the propagation algorithm takes as its input the R-
matrix element at the inner region boundary, R(a0, E), and produces the R-
matrix element at the asymptotic distance, R(ap, E). To produce the value of
the R-matrix at the outer region point as, Rs(as, E), the iteration equation takes
as its input the value of the R-matrix at as−1, Rs−1(as−1, E), and has the form:
Rs =
−1
asλs
(
1
tan(λs∆a)
+
2
sin(2λs∆a)
(as−1Rs−1λs tan(λs∆a)− 1)−1
)
, (3)
where ∆a = as − as−1, and
λ2s =
2µ
h¯2
(E − V (as)) . (4)
At the asymptotic distance ap, the R-matrix is used to construct the K-matrix
using the equation [4]:
KJij(k) = −
(
sJ(kr)−RJij(ap, E)krsJ
′
(kr)
cJ(kr) +RJij(ap, E)krc
J′(kr)
)
, (5)
where
sν(x) = xjν(x) (6a)
cν(x) = −xyν(x), (6b)
where jν(x) is the Spherical Bessel Function of the First Kind, yν(x) is the
Spherical Bessel Function of the Second Kind, and sJ
′
(x) and cJ
′
(x) are the
derivatives with respect to x of sJ(x) and cJ(x) respectively.
In the single-channel, Eq. (5) reduces to
K(k) =
R(ap, E)kr − tan kr
1 +R(ap, E)kr tan kr
. (7)
The inner, outer and asymptotic regions are illustrated in Fig. (1).
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𝑟
𝑟 = 𝑎0
𝑟 = 𝑎𝑝
𝑚1 𝑚2
Inner Region ⇒ treat
system as a diatom,
obtain diatomic
energies, functions
Outer Region ⇒ assume
small potential between
atoms, propagate over 
potential
𝑅𝑖𝑗(𝑎0) 𝑅𝑖𝑗(𝑎𝑝)
Propagation
Asymptotic Region ⇒ assume no
interactions, use asymptotic
scattering solutions
Fig. 1. Schematic outlining the partitioning of space into an inner, outer and asymp-
totic region in the R-matrix method.
3 Analytic Scattering in Morse Oscillators
3.1 Morse Oscillator Solutions
When there is no angular momentum and hence no centrifugal term, the Morse
potential for a diatom as a function of the internuclear distance r has the alge-
braic form:
V (r) = De
((
1− e−aMorse(r−re)
)2
− 1
)
, (8)
where De is the well depth (assuming the zero of potential energy is placed at
the dissociation energy), re is the equilibrium position, or position of the well
minimum, and aMorse is a scaling parameter (the so-called Morse parameter)
affecting the shape of the well.
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The analytic eigenfunctions and eigenenergies of the Schro¨dinger equation
with a Morse potential are well known. For the radial time-independent Schro¨dinger
equation(
− h¯
2
2m
d2
dr2
+Dee
−2aMorse(r−re) − 2Dee−aMorse(r−re)
)
Ψn = EnΨn, (9)
the bound eigenenergies En and eigenfunctions Ψn are given by [27]:
EMorsen = −De+2aMorse
√
Deh¯
2
2µ
(
n+
1
2
)
− 1
4De
2aMorse
√
Deh¯
2
2µ
(
n+
1
2
)2 ,
(10)
and
ΨMorsen = Nnz
(1/(aMorser0)−n−1/2) exp
(−z
2
)
L(2/(aMorser0)−2n−1)n (z), (11)
where L
(α)
n (z) is the nth associated Laguerre polynomial, and Nn is a normalising
factor given by
Nn =

(
2
aMorser0
− 2n− 1
)
aMorseΓ (n+ 1)
Γ
(
2
aMorser0
− n
)

1
2
, (12)
where Γ (x) is the standard Gamma function.
3.2 Scattering Observables
It is possible to derive analytic scattering observables for a quantum scattering
event involving the Morse oscillator potential energy curve because the time-
independent Schro¨dinger equation with a Morse potential is analytically soluble.
Similar to Eq. (9), for a scattering event between particles with reduced mass
µ with energy E interacting over a Morse potential, the radial wavefunction Ψ(r)
is given by the time-independent radial Schro¨dinger equation:(
− h¯
2
2µ
d2
dr2
+Dee
−2aMorse(r−re) − 2Dee−aMorse(r−re)
)
ψ = Eψ. (13)
By defining
k =
√
2µE
h¯2
, (14)
one constraint that may be placed on ψ(r) is that in the no-potential limit it
must behave like the wavefunction of a free particle, i.e. it must be a plane wave.
Likewise, this means that in the infinite distance limit where the potential’s
strength tends to zero, the wavefunction must be sinusoidal such that:
lim
r→∞ψ(r) = sin(kr + δ(k)), (15)
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where δ(k) is defined to be the phase shift (also known as the eigenphase) induced
in the particle by its interaction with the potential.
Furthermore, by defining
r0 =
√
h¯2
2µDe
, (16)
z(r) =
2
aMorser0
e−a(r−re), (17)
and
Φ(z) = z
1
2ψ(z), (18)
then it can be shown [28] that Eq. (13) can be re-written as
d2Φ
dz2
+
−1
4
+
1
aMorser0z
+
1
4 +
(
k
aMorse
)2
z2
Φ(z) = 0. (19)
In this form, the equation is equivalent to the well-known Whittaker equation,
whose solutions are the Whittaker functions. There are two linearly independent
solutions to Eq. (19):
ψ±(z) = e−z/2z±ik/aMorse1F1
(
1
2
− 1
aMorser0
± ik
aMorse
, 1± 2ik
aMorse
; z
)
, (20)
where 1F1(x, y; z) is the Kummer confluent hypergeometric function of the first
kind, and the ψ±(z) functions represent incoming and outgoing waves.
Using the results for the analytic scattering wavefunctions of the Morse po-
tential in Eq. (20), it is possible to construct an analytic equation for the eigen-
phase δ(k) associated with scattering with the Morse potential. The eigenphase
of the scattering event is desired because it can be used to generate other ob-
servables such as the cross section and scattering length.
The derivation below follows that of Rawitscher et al. [28] and Selg [29, 30].
The general solution ψ(r) to Eq. (13) can be written in terms of the two
solutions to Eq. (19), which are given by Eq. (20), such that:
ψ(r) = C+ψ+(r) + C−ψ−(r), (21)
where C± are two constants.
There are two boundary conditions on ψ(r) that can be used to obtain an
expression for the eigenphase. Firstly, the asymptotic radial function must vanish
at r = 0, such that ψ(0) = 0. This fact can be used to express one of the C±
coefficients in terms of the other. Secondly the r →∞ asymptotic limit is given
by Eq. (15). As r →∞, z → 0. This means that due to a property of the Kummer
confluent hypergeometric functions, both hypergeometric functions tend to 1 as
r →∞.
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The S-matrix can be defined in the r →∞ limit as the negative of the ratio
of the coefficients of the outgoing plane wave component of the asymptotic radial
wavefunction to the incoming plane wave component [4].
Then, by defining z0 such that
z(r = 0) = z0 =
2
aMorser0
eare , (22)
the following expression can be obtained:(
z
z0
)± ikaMorse
= e∓ikr. (23)
Using the boundary conditions and Eq. (23), one can obtain an expression
for the ratio of the coefficients of ψ± in this limit, and hence one can obtain an
analytic expression for the S-matrix:
S(k) = lim
r→∞
C+
C−
=
1F1
(
1
2 − 1aMorser0 + ikaMorse , 1 + 2ikaMorse ; z0
)
1F1
(
1
2 − 1aMorser0 − ikaMorse , 1− 2ikaMorse ; z0
) . (24)
Besides Eq. (15), another way of defining the eigenphase is as the argument of
the S-matrix, such that:
S(k) = e2iδ(k). (25)
Note that the factor of 2 in the exponent is arbitrary, and other authors define it
differently, depending on whether the eigenphase is defined as the argument of
the S-matrix (as in [29]), or as the arctangent of the K-matrix, which is equivalent
to defining the eigenphase to be half of the argument of the S-matrix (as in this
work, and Ref. [28]).
The analytic expression for the eigenphase is then given by:
δ(k) =
1
2
arg
 1F1
(
1
2 − 1aMorser0 + ikaMorse , 1 + 2ikaMorse ; z0
)
1F1
(
1
2 − 1aMorser0 − ikaMorse , 1− 2ikaMorse ; z0
)
 . (26)
Once the eigenphase has been obtained for a given Morse potential, then
many scattering observables can be derived, including the K-matrix, and the
T-matrix (also known as the transition matrix):
K(k) = tan δ(k), (27)
S(k) =
1− iK(k)
1 + iK(k)
, (28)
T (k) = S(k)− 1. (29)
Note that other authors use different definitions of the T-matrix such as the
negative of its definition given here.
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The total cross section at a given energy, σtot(k), which is the integral of
the differential cross section over all solid angles, can be obtained from the
eigenphase:
σtot(k) =
4pi
k2
sin2(δ(k)). (30)
Finally the scattering length, A, and the effective range, reff , are charac-
teristic length scales associated with low-energy scattering. A is defined as the
limit
A = lim
k→0
(− tan(δ(k))
k
)
, (31)
for the J = 0, s-wave (lowest energy) eigenphase [4]. The scattering length can
be thought of as the low-energy k → 0 limit of the gradient of the eigenphase.
The effective range can be analytically determined through an integral over all
space of the difference between the zero-energy scattering wavefunction, and the
zero-energy potential-free scattering wavefunction [31]. It can be thought of as
a length parameter which measures the overall effect the potential has on the
scattering event, since it is defined by the difference between scattering in the
cases with and without a potential. As such, calling it the effective range of the
potential is natural.
One way of obtaining these two quantities from the eigenphase is by taking
a Taylor expansion of the eigenphase close to zero scattering energy [4]:
k cot δ(k) =
−1
A
+
1
2
reffk
2 +O(k4). (32)
4 Method
4.1 Potentials Investigated
The main Morse potential used in this work is presented in Fig. (2). This Morse
potential uses parameters with reduced mass of µ = 33.71525621 Da (and a
value of h¯ obtained from Qiang and Dong [32]). The value for µ was chosen
for numerical convenience when testing the algorithm, as it meant that h¯2/2µ
had a value of 0.5 to seven decimal places in the units of cm−1 and A˚ used in
this work. The specific value used for aMorse was chosen such that the ground
state eigenenergy was 90 cm−1 to six decimal places, for ease of comparison. The
values of De and re used in this work were chosen in analogy with the Ar2 dimer,
which is currently being used to investigate the application of this method to
more sophisticated potentials. The analytic eigenenergies were generated from
these parameters and Eq. (10).
Other Morse potentials were tested, notably several obtained from [33] for
actual diatoms: LiH, H2, HCl, and CO. Fig. (3) shows one of these potentials:
LiH. In this paper, we present only results for the Morse potential shown in
Fig. (2). Similar numerical behaviour was observed for all of the potentials tested,
however.
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2 4 6 8 10
r/Å
-100
-50
50
V(r)/cm-1
Fig. 2. A Morse oscillator potential energy curve for an Ar2-like potential with De =
100 cm−1, re = 3.5 A˚, aMorse = 1.451455517 A˚−1. Wavefunctions of the vibrational
bound states are also shown at their associated eigenenergies, along with with the
continuum states between 0 and 60 cm−1 . The bound and continuum states were
generated by solving the Schro¨dinger equation with µ = 33.71525621 Da with an R-
matrix method with a boundary of 10 A˚.
2 4 6 8 10
r/Å
-20000
-15000
-10000
-5000
5000
10000
V(r)/cm-1
Fig. 3. Morse oscillator potential and states for LiH. Parameters used are De =
20287.62581 cm−1, re = 1.5956 A˚, aMorse = 1.128 A˚−1 [33]. The states were generated
by solving the Schro¨dinger equation with µ = 0.8801221 Da [33] with an R-matrix
method with a boundary of 10 A˚.
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4.2 Numerical Details
The R-matrix method was used to generate scattering results, including the
eigenphase and the scattering length, for the single-channel, J = 0 Morse os-
cillator potential. These results are compared with the analytic results quoted
above.
In the construction of the R-matrix, the inner region bound system was solved
numerically to generate the bound eigenenergies and radial eigenfunctions of two
particles interacting over a Morse potential well. To generate the numeric results,
N = 200 grid points and eigenfunctions were used to obtain the inner region
eigenenergies (and amplitudes) using the Lobatto shape functions DVR method
outlined in section 2. The inner region was defined to range from rmin = 0.01A˚
to a0 = 10.0A˚.
The R-matrix was then constructed on the boundary and propagated to an
asymptotic radius. For the results presented in the following, the propagation
was performed from a0 = 10.0 A˚ to ap = 25.0 A˚, with Nprop = 2500 iterations
of the propagation equation over a uniform grid. The propagated R-matrix was
then used to construct the eigenphase for the J = 0 Morse scattering event.
To explore the low-energy behaviour of the numeric method, the analytic and
numeric eigenphases were used to generate the scattering length and effective
range. This was done by fitting the low-energy plot to the form given in Eq. (32)
using Mathematica’s FindFit function over the lower scattering energy range
k = 0.0004 A˚ to k = 0.001 A˚. (This is equivalent to E = 8.0 × 10−8 cm−1 to
E = 5.0× 10−7 cm−1 for this system.)
5 Results
5.1 Comparison between analytic and numerical RmatReact results
The numerical and analytic results for the eigenenergies are presented in Table
1. For low-lying states whose wavefunctions are essentially completely contained
in the inner region, the agreement between the two methods is excellent. The
final two states are more diffuse, as seen in Fig. (2), and hence they are more
likely to have significant amplitude outside the inner region. Due to this, the
inner region solution energies lies slightly below the true answer.
Figure 5 compares the RmatReact numerical eigenphase to the analytic so-
lution for the eigenphase given by Eq. (26) over the scattering energy range of
0.001 to 0.1 cm−1 (0.00144 to 0.144 K). The root mean square difference between
the analytic and numeric results is approximately 4.6 × 10−5 radians, which is
small.
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2 4 6 8 10
r/Å
-100
-50
50
V(r)/cm-1
Fig. 4. The same Morse oscillator potential as in Fig. (2). Energy levels of the contin-
uum states generated by the R-matrix below below 60 cm−1 are coloured differently to
the vibrational bound states in order to distinguish the states close to dissociation from
the states just above dissociation. The R-matrix inner region boundary, a0 = 10 A˚, is
also highlighted.
Table 1. Comparison of the analytic and numeric bound eigenenergies of the Morse
diatomic system for vibrational energy levels n = 0 to 9. The relative error refers to
the difference between each level’s numeric and analytic values, divided by the analytic
value (analytic minus numeric, divided by analytic).
n Analytic / cm−1 R-matrix / cm−1 Relative error
0 −90.000000 −90.000000 1.73× 10−12
1 −71.580042 −71.580042 4.59× 10−11
2 −55.266807 −55.266807 1.30× 10−11
3 −41.060295 −41.060295 1.82× 10−11
4 −28.960506 −28.960506 5.73× 10−12
5 −18.967441 −18.967441 1.33× 10−12
6 −11.081099 −11.081099 3.25× 10−12
7 −5.3014807 −5.3014807 −6.42× 10−12
8 −1.6285853 −1.6286033 −0.000011
9 −0.062413189 −0.094633937 −0.516
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0.02 0.04 0.06 0.08 0.10
Scattering energy/cm-1
-π/2-1.0
-0.5
0.5
1.0
π/2Eigenphase
Analytic
R-Matrix
0.02 0.04 0.06 0.08 0.10
Scattering energy/cm-1
-1×10-4
-5×10-5
5×10-5
1×10-4Eigenphase
Difference
Fig. 5.Upper plot: eigenphase (in radians) for a scattering event for the Morse potential
of Fig. 2 calculated both analytically and using R-matrix methodology. The two lines
overlap. Lower plot: difference (analytic− R-matrix) in eigenphase (in radians) between
the two methods.
Analytic and numerical results for scattering length and effective range are
presented in Table 2. Again the results given by the two methods are very similar.
Table 2. Table of comparisons for the analytic and numeric scattering length and effec-
tive range. The relative error refers to the difference between each quantity’s numeric
and analytic values divided by the analytic value (analytic minus numeric, divided by
analytic).
Analytic/A˚ R-matrix/A˚ Relative error
Scattering Length 10.166078 10.166133 −5.34× 10−6
Effective Range 1.6537298 1.6667562 −0.00788
5.2 Numerical Parameters
To investigate the accuracy of the R-matrix method in comparison to the analytic
results, the numerical parameters used in the algorithm were varied and the
resultant error was plotted. The seven numerical parameters which the method
relies on are summarised in Table 3.
To encapsulate all of the information in the lower plot of Fig. (5) in one
number, the error metric used was the root mean square deviation (RMSD)
between the eigenphase, δ(E) calculated using the R-matrix method (δnum(E))
and the analytic eigenphase (δana(E)). The eigenphase was calculated for 100
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equally spaced scattering energy values between 0.001 and 0.1 cm−1. The error
characteristic, the RMSD, was then calculated using:
δRMSD =
100∑
i=1
√
(δana(Ei)− δnum(Ei))2
100
. (33)
A version of this error metric which involved (numerically) integrating the
squared difference over the energy range was tested, and found to give the same
results as merely sampling over 100 equally spaced points in the energy range.
Plotting δRMSD as a function of different error parameters facilitated the as-
sessment of the numerical stability of the method. These plots can be found in
Fig. (6). For all of the plots in Fig. (6), rmin was kept constant at 0.01A˚.
Table 3. Table of numerical parameters
Symbol Definition Units
N Number of inner region states and grid points Unitless
Nprop Number of propagation points Unitless
rmin Start of inner region A˚
a0 End of inner region and start of propagation A˚
ap End of propagation A˚
∆r a0−rmin
N−1 Average inner region grid spacing A˚
∆rprop
ap−a0
N−1 Average propagator grid spacing A˚
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7 8 9 10 11
a0/Å
-4
-3
-2
-1
Log10(Eigenphase RMSD)
12 14 16 18 20 22 24 26
ap/Å
-4
-3
-2
-1
Log10(Eigenphase RMSD)
50 100 150 200
Number of
inner points
-4
-3
-2
-1
Log10(Eigenphase RMSD)
1000 1500 2000 2500
Number of
propagation points
-4.3-4.2
-4.1-4.0
-3.9-3.8
-3.7-3.6
Log10(Eigenphase RMSD)
0.06 0.08 0.10 0.12 0.14
Δr/Å
-4
-3
-2
-1
Log10(Eigenphase RMSD)
0.05 0.10 0.15
Δrprop/Å
-4.5
-4.0
-3.5
-3.0
Log10(Eigenphase RMSD)
Fig. 6. Top left: The log of the RMSD of the eigenphase plotted against a0 between
6.5A˚ and 11A˚. The other parameters were held constant at N = 200, Nprop = 2500,
rprop = 25A˚.
Top right: The log of the RMSD of the eigenphase plotted against ap between 11A˚ and
26A˚. The other parameters were held constant at N = 200, Nprop = 2500, a0 = 10A˚.
Middle left: The log of the RMSD of the eigenphase plotted against N between 20 and
220. The other parameters were held constant at Nprop = 2500, a0 = 10A˚, rprop = 25A˚.
Middle right: The log of the RMSD of the eigenphase plotted against Nprop between
500 and 2500. The other parameters were held constant at N = 200, a0 = 10A˚,
rprop = 25A˚.
Bottom left: The log of the RMSD of the eigenphase plotted against ∆r between
0.0445982A˚ and 0.156094A˚. N was allowed to vary between 223 and 63 to vary ∆r.
The other parameters were held constant at a0 = 10A˚, Nprop = 2500, rprop = 25.
Bottom right: The log of the RMSD of the eigenphase plotted against ∆rprop between
0.005A˚ and 0.164835A˚. Nprop was allowed to vary between 3000 and 90 to vary ∆rprop.
The other parameters were held constant at N = 200, a0 = 10A˚, rprop = 25.
When varying a0, any a0 value above approximately 9 A˚ appears to produce
converged results where the error changes very little. This is likely because a
value of a0 which is too small cannot accurately ‘capture’ all of the bound states
of the potential well. Since the final bound state is of the order 10−2 cm−1 in
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depth, V (a0) must be approximately of that order for the state to be found by
the method.
When varying ap, any value above 16 A˚ appears to produce converged results;
however, the error increases slightly as ap is extended beyond 16 A˚. This is likely
due to ∆rprop increasing as Nprop is held constant, which decreases the accuracy
of the approximations made in the propagator method.
When varying N and ∆r (where ∆r is increased by decreasing N and vice-
versa), there is a clear point where increasing N further has no effect, but where
decreasing N even slightly significantly increases the error. This suggests that
the method is converging on a solution once the grid spacing is sufficiently small,
as is common in numerical integration techniques. This further suggests that this
solution’s RMSD from the analytic solution is approximately 10−4.
Finally, when varying Nprop and ∆rprop, the method appears to produce re-
sults with very low error for all values of Nprop and ∆rprop tested, with only
slight variation in the error recorded. This suggests that it is possible to prop-
agate the R-matrix using very few, very wide steps and still produce accurate
results. However, this may be a consequence of using as the test potential the
Morse oscillator potential, since it decreases exponentially with distance and
thus varies very little in the outer region. More relatistic potentials are longer-
range and multipolar in nature at large r, so narrower steps may be needed in
the propagation.
6 Conclusions and outlook
We clearly demonstrate that we can obtain excellent results using our R-matrix
implementation for low-energy scattering within a Morse oscillator potential.
Asymptotically this potential decays exponentially, which makes it unlike phys-
ical potentials, which have a much longer range. Physical potentials decay as
r−n, where n is a positive integer.
The next step is to implement DVR shape functions into variational nu-
clear motion codes to facilitate the calculation of boundary amplitudes within
these codes. This been done for the general diatomic code Duo [16] and tri-
atomic code DVR3D [17]. The diatomic problems for which tests have been run
so far all involve a single asymptotic channel, which makes R-matrix propaga-
tion straightforward. In general this will not be true and it will be necessary to
consider multichannel problems. To address this issue we have successfully per-
formed propagations with a general code originally designed for electron – atom
problems [34]. This code now needs generalising to provide automated resonance
fitting [35, 36] and bound state finding [37] features.
We intend to use this new methodology on physical problems, and to cre-
ate a generalisation of the R-matrix formalism to allow the explicit treatment
of reactive processes. We have conducted preliminary tests similar to the ones
presented here on more accurate Ar – Ar potentials with multipolar long-range
expansions, for which the leading term is n = 6, and also obtained excellent
results. All of these results will be reported elsewhere.
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