Among numerical methods for partial differential equations arising from steepest descent dynamics of energy functionals (e.g., Allen-Cahn and Cahn-Hilliard equations), the convex splitting method is well-known to maintain unconditional energy stability for a large time step size. In this work, we show how to use the convex splitting idea to solve the problem of finding transition states, i.e., index-1 saddle points of the same energy functionals. Based on the previous work of iterative minimization formulation (IMF) for saddle points (SIAM J. Numer. Anal., vol. 53, p1786, 2015), we introduce the convex splitting idea to minimize the auxiliary functional at each cycle of the IMF. We present a general principle of constructing convex splitting forms for these auxiliary functionals and show how to avoid solving nonlinear equations. The new numerical scheme based on the convex splitting method allows for a much larger time step size than a traditional semi-implicit scheme we tested and it turns out that a large time step has a huge advantage in computational efficiency. The new methods are tested numerically for the one dimensional Ginzburg-Landau energy functional in the search of the Allen-Cahn or Cahn-Hilliard types of transition states.
Introduction
For an energy functional, both its local minimizers and its unstable saddle points have important physical meanings for many problems in physics, chemistry, biology and material sciences. The local minimizers correspond to the stable configurations in physical models, and they manifest themselves as steady states of the gradient flow driven by the energy. For the spatially extended systems, these flows appear mathematically as the time-dependent partial differential equations(PDEs). These PDEs reflect the true physical dynamics of relaxations and they also serve as a convenient computational model to calculate the stable steady states. For instance, as the well-known phase separation and transition models, the Allen-Cahn (AC) [1] and Cahn-Hillian (CH) [4] equations are the steepest descent dynamics of the Ginzburg-Landau energy functional under L 2 and H −1 norms, respectively. Besides the local minima, the other critical points on an energy surface also play crucial roles for certain problems, such as the energy-barrier activated processes which escape from local minima by crossing saddle points. The infrequent hoppings between neighbouring local minima, although randomly, occur in a quite certain style of travelling through transition states. These transition states, as the bottlenecks on the pathways of activated processes, belong to a class of saddle points with index one, i.e., the unstable critical point whose Hessian has only one negative eigenvalue.
In this paper, we are interested in how to find these index-1 saddle points for a given smooth energy functional. The search for transition states, or index-1 saddle points, faces many challenges. A large number of numerical methods have been proposed and developed to address these challenges. There are also many applications of these saddle point search algorithms in computational chemistry and material sciences. Refer to [31, 39] for review of this topic in molecular computation and phase transformations. One class of numerical methods is to search the socalled minimum energy path (MEP) instead of the transition state. The points along an MEP with locally maximal energy value are then index-1 saddle points and the corresponding tangent direction of the MEP is the one-dimensional unstable direction. These path-finding methods include the string method [8, 9] and nudged elastic band method [22, 19] . The other class of methods is to evolve a single state on the potential energy surface. This is essentially about how to define some dynamics on the energy surface that would converge to index-1 saddle points without knowing multiple local minima a prior. The intuitive idea of using the softest direction (having a minimal eigenvalue of the Hessian) to invert the force component along this min-mode direction proves very useful ( [20, 30] ) and it was proposed probably as early as in 1970s in [7, 6] . Many well-known algorithms and softwares such as the dimer method ( [17, 23, 38] ) or the activation-relaxation techniques ( [28, 27, 5] ) are based on this minimum-mode-following idea. The name of the dimer method mainly emphasizes the special algorithm of using two beads for calculating the min-mode; the name of the activation-relaxation mainly refers to the idea of using saddle search method to hop between multiple local minima.
The underlying dynamics of these min-mode-following algorithms has been rigorously formulated and analyzed in [10] . This dynamics, with the name "gentlest ascent dynamics" (GAD), simultaneously evolves both a position variable and a direction variable. By analyzing the eigenvalue of the GAD, [10] for the first time rigorously proved the locally linear convergence rate to index-1 saddle point. To accelerate the convergence rate for the GAD, a discrete iterative mapping, named the "iterative minimization formulation" (IMF), has been proposed in [13] . There are three advantageous features of the IMF: (1) it has the quadratic convergence rate for non-degenerate saddle points; (2) it turns the problem of searching unstable saddle points into a series of minimization subproblems; (3) there is no restriction for numerical methods to solve minimization subproblems in the IMF. The only important issue in practice for better efficiency is to use the adaptive stopping rule as an inexact solver in solving these subproblems, which is similar to the augmented Lagrangian method for constrained optimization problems [29] . For a thorough discussion of the practical algorithms based on the IMF, the readers can refer to [14] .
The advantages and flexibilities offered by the IMF immediately provide many new opportunities to explore the existing methods which were designed purely for searching local minima. The convex splitting method, originally proposed in [11] , successfully gives unconditionally energy stable schemes so that it can ensure a large time step size. The effectiveness of this method in resolving gradient dynamics as well as calculating the minimizers has been demonstrated by a vast number of applications, for example, the phase field model in [12] , the phase field crystal model in [35] , the thin film epitaxy model in [32] , the binary fluid surfactant model in [16] , as well as many others ( [33, 34, 36, 21] ).
In this paper, our motivation is to test the performance of the convex splitting method if this strategy is used to locate the saddle point. As we mentioned earlier, the IMF solves the saddle point search problem by solving a series of minimization subproblems, and these subproblems can be solved by running the steepest decent dynamics. Since the outer iteration of the IMF (referred as "cycle" in [13, 14] ) is of quadratic convergence rate and it usually only takes a few cycles in practice to reach the desired accuracy, then one can expect that a better method for the subproblem may gain a better speedup in efficiency. At least, the benefit of adopting the convex splitting idea is that the subproblems can be solved by a very large time step size, or any time step size in principle. When we apply this method to the example of the Ginzburg-Landau energy functional, we observe a significant improvement of the overall efficiency compared, which is the main conclusion we shall report in this article.
The idea of the convex splitting method is quite simple, but there are two important practical issues when applied to specific problems. The first is the construction of a convex splitting form for a given energy functional. In theory( [11] ), there always exist multiple convex splitting forms for any continuous functional. The explicit decomposition has to be sought for specific problems. The second is that one should try best to construct a linear time-implicit term in the convex spitting scheme since this can avoid involving the Newton-type method to solve a nonlinear system at each time step. The existence of such a splitting form with this desired property certainly depends on the specific expression of the energy functional. For the Ginzburg-Landau functional with the double-well potential, the above two tasks have been resolved before in other literature of applying the convex splitting method to the CH equation [12] .
The contributions in our work of applying the convex splitting method to saddle point search problems include the following: (1) for any given convex splitting form of the original energy functional, we show how to explicitly obtain the corresponding convex splitting form of the auxiliary functional in the IMF. This means that we design an automatic procedure from the traditional convex splitting method for local minimizers to the convex splitting method for saddle points; (2) we shall see later that the auxiliary functional in the IMF consists of multiple terms involving the original energy functional. By adapting different forms of the convex splitting for different terms in the auxiliary functional, we can ensure the time-explicit discretization for nonlinear terms and obtain a linear system. We demonstrate how to achieve this by the example of Ginzburg Landau energy functional. The condition is that one need know at least one convex splitting form with the time-explicit nonlinear term for the original energy functional. Besides, we also show that in the case of the periodic boundary condition, the IMF still possesses the quadratic convergence rate, despite of the degeneracy arising from the spatial translation invariance. This is an important conclusion because the quadratic convergence rate is the cornerstone of our method. The proof is presented in the appendix.
The rest of the paper is organized as follows. In Section 2, we review the IMF for the saddle point search problem and the convex splitting method. In Section 3, we construct the convex splitting method for saddle point search problems and discuss numerical issues. Section 4 presents the detailed numerical schemes and substantial numerical results for the Ginzburg Landau energy functional in the L 2 and H −1 metric, respectively, subject to the Neumann or periodic boundary condition. The conclusion is drawn in Section 5.
Review
In this section, we review two foundations of our method, which were born apparently from two different areas.
2.1. The IMF for the saddle point search. We first recall the IMF [13] which aims to locate the saddle point of a potential function by solving a series of minimization subproblems.
Let M be a Hilbert space equipped with the norm · and the inner product ·, · . Suppose that V (x) : M → R is a sufficiently smooth potential function, then the IMF is the following iteration for the position variable x and the direction variable
1)
where
and
α and β are two parameters and α + β > 1. Two special choices for α and β are:
The main properties of the auxiliary objective function L(y; x, v) when α + β > 1 are listed here for reference.
, its all eigenvalues are λ 1 < 0 < λ 2 ≤ · · · , and the auxiliary function L is defined by (2.3) with α + β > 1, then (1) there exists a neighbourhood U of x * such that for any x ∈ U, L(y; x, v) is strictly convex in y ∈ U and thus has a unique minimum in U; (2) define the mapping Φ : x ∈ U → Φ(x) ∈ U to be the unique local minimizer of L in U for any x ∈ U. Further assume that U contains no other stationary points of V except for x * . Then the mapping Φ has only one fixed point x * ; (3) the mapping x → Φ(x) has a quadratic convergence rate. The IMF includes two-level iterations. The top level is the IMF mapping x → Φ(x), referred as "cycle". The k-th cycle means the step of
, which in practice consists of a second-level iterative procedure to solve (2.1) for the min-mode (the so-called "rotation step") and (2.2) to update the position("translation step"). The rotation step is a classical numerical eigenvector problem, for which many methods have been constructed such as the power method ( [10] ), the conjugate gradient method( [18, 20] ), the Lanczos algorithm( [28, 27, 5] ) and the state-of-the-art LOR in [24] , etc. The readers can also refer to the referecence [37] . The translation step in the IMF is actually a minimization problem and it is not exactly the same as the traditional translation step in the dimer-type methods which is just a single movement ( [14] ). In this paper, we do not delve into the rotation step and only focus on the subproblem (2.2) of minimizing the auxiliary function.
We are interested in spatially extended systems, i.e., M is a function space and V is actually a functional on M. As a convention, we use F (φ) rather than V (x) below to represent the functional of a spatial function φ. 4) subject to certain boundary condition at x = 0 and 1. F is a sufficiently smooth free energy functional bounded from below.
δF δφ is the first order variational derivative of F (φ) with respect to φ. A convex splitting form of F (φ) means that there exist two convex functionals, denoted by F c and F e , such that
where "c" refers to the contractive part of the energy and "e" refers to the expansive part ( [11] ). Then the convex splitting scheme for (2.4) is
where φ n ≈ φ(t n ) is the numerical solution at the n-th time level t n = n∆t and ∆t is the time step size. In this scheme, the force from contractive part is time-implicit and the force from the expansive part is time-explicit. The time-discrete scheme (2.6) has the property of the so-called unconditional energy stability, as stated in the following theorem.
Theorem 2 ([35]
). Suppose the free energy functional F (φ) can be split into two parts F (φ) = F c (φ) − F e (φ) as in (2.5) . Then the time-discrete scheme (2.6) is unconditionally energy stable, meaning that for any time step size ∆t > 0,
The convexity of F c and F e do not have to be valid in the whole real line. In practical applications, it only requires the convexity over a finite interval where the solution φ always stays. . In this paper, we illustrate our idea by using a specific example: the Ginzburg-Landau energy functional F on M,
where f (φ) = (φ 2 − 1) 2 /4 is the double-well potential function. The norm in M is denoted by · and the inner product is denoted by ·, · .
Assume that the second order variational derivative of F in M exists. We rewrite the IMF in Section 2.1 in M:
is the second order variational operator of F (φ) and the auxiliary functional L is constructed with the following expression
where we defineφ :
to ease the notation. The min-mode v (k+1) belongs to the tangent space T M , the tangent space of M. u ⊗ v denotes the tensor defined by (u ⊗ v)φ = v, φ u for u, v ∈ T M (so, in strict sense, ·, · is defined in T M ). We assume α + β > 1 as before.
3.1. Convex splitting method for minimizing the auxiliary functional L. We shall approximate the solution of the variational subproblem (3.2)
at the k-th IMF cycle by the steady solution of the gradient flow associated with L,
In solving this problem, φ (k) and v (k+1) are fixed parameters. This solution at infinite time is well-defined if the lowest eigenvalue of φ (k) is negative ( [13, 14] ). Next, we show how to construct the convex splitting scheme for equation (3.5) . Our starting point is that one has already been able to solve the gradient flow of the original energy functional F by a convex splitting scheme. This means that a convex splitting form for F (φ) has been given, say,
By substituting (3.6) into (3.3), we find the following convex splitting form for L
and L e (φ; φ (k) , v (k+1) ) is defined likewise by exchanging F e and F c :
Note thatφ is already defined in (3.4).
) defined above are all convex with respect to φ for any φ (k) and any v (k+1) .
Proof. We only prove the case when α ≥ 0, β ≥ 0 since the other two cases can be proved similarly. The proofs of the convexity for L c and L e are the same, thus it suffices to only show two special terms F c (φ −φ) and F e (φ (k) +φ) in (3.8) are both convex in terms of φ. Denote the second order variational operators of F c (φ) and F e (φ) by H c and H e , respectively, then both H c and H e are semi-positive definite by the property of convexity. By the definition ofφ in (3.4), the second order derivatives of F c (φ −φ) and F e (φ (k) +φ) are
respectively, where v = v (k+1) . Since v is nonzero, these two (projected) Hessians are also semi-positive definite. This completes our proof.
After getting the convex splitting form for L(φ; φ (k) , v (k+1) ), we now present our time-discrete numerical scheme for (3.5) based on the convex splitting idea in Section 2.2. Here we only consider the case α ≥ 0, β ≥ 0. To simplify the notation, we drop out the parameters φ (k) and
n be the numerical solution at the time level t n . Our scheme is
with initial φ 0 = φ (k) . We caluculate the first order variational derivatives of L c and L e from (3.8) ad (3.9): For the same reason in Theorem 2, the following unconditional energy stability holds for the scheme (3.10). We shall prove this in the following Theorem 5. Our proof is for the periodic boundary condition, but in principle it applies to the Neumann type as well.
where δ φ L c and δ φ L e represent the first order variational derivatives of L c and L e with respect to φ, respectively.
Proof. The proof is standard (cf. Theorem 1.1 in [35] ). Let
and write
According to Property 3, l c (φ) is convex in all of its arguments, so by the definition of convexity, we get
The last equality is due to the integration by parts. The similar analysis for L e (φ) by exchanging φ and ψ shows that
Adding (3.12) and (3.13) yields
Theorem 5. Suppose that φ, φ x , φ xxx are periodic. If the energy functional F (φ) has the convex splitting form F = F c − F e , then the time-discrete scheme (3.10) is unconditionally energy stable, meaning that for any time step size ∆t > 0, we have
Proof. From (3.10), we have φ
3.2. Avoid the time-implicit nonlinear term and construct the linear system. In many cases, several convex splitting forms for F may be found. Assume F (φ) has two forms of convex splitting belonging to the following two different classes:
where the superscripts "l" and "n" mean that the first order variational derivative is linear or nonlinear in φ, respectively. Accordingly, two convex splitting schemes exist to solve the gradient flow
Both of them satisfy the unconditional energy stability. The difference between (3.16) and (3.17) is that how the nonlinear terms are handled. It is clear that the scheme (3.16) is time-explicit in nonlinear term and hence a linear system is solved to generate φ n+1 at the next time level. But the scheme (3.17) requires to solve a nonlinear equation for φ n+1 and so it is not as favorite as (3.16) in general. In the context of the saddle point problem considered here, our proposed convex splitting scheme for the saddle point problem faces the same difficulty of possible emergence of nonlinear time-implicit term. Actually, if only one convex splitting form like (3.14) or (3.15) is available, then the convex splitting form of the auxiliary functional L defined by (3.8) and (3.9) inevitably runs into this trouble. Either L c in (3.8) or L e in (3.9) includes both F c and F e , which leads to the appearance of at least one nonlinear term at the implicit time level. However, if one has both (3.14) and (3.15) , then this difficulty can be circumvented by combining them together. Take α, β ≥ 0 as an example again. Substituting (3.14) into the first and the third terms on the right hand side of (3.3) and substituting (3.15) into the second and the fourth terms on the right hand side of (3.3), then we have the following
It is easy to see that both L c and L e are convex with respect to φ. The proof is exactly the same as that for Property 3. Theorem 5 in Section 3.1 also holds true in this case.
In summary, the semi-discrete scheme for (3.5) by using the two forms of convex splitting of F (φ), (3.14) and (3.15) , has the following expression:
. . , and the initial value
It is easy to see that 
3.3.
Quadratic convergence rate of the IMF for the periodic boundary condition. In the end of this section, we show the quadratic convergence rate of the IMF in the spatially-extended system when the periodic boundary condition is imposed. This deserves some discussion because the periodic boundary condition will make the index-1 saddle point φ * (·) degenerate: φ * (· + c) is also an index-1 point for any c ∈ R. In terms of the eigenvalues, a zero eigenvalue arises due to this translation invariance. So the spectrum of the index-1 saddle point has the pattern of {λ 1 < 0 = λ 2 < λ 3 < . . .}, which does not satisfy the condition in Theorem 1. We need some extra arguments to supplement the proof of Theorem 1 in [13] when the periodic condition φ(0) = φ(1) is imposed. The reader may refer to [13] for the non-degenerate case to understand some elements in our proof. For the practical issue due to this translation invariance, refer to our discussion in Section 4.3.
Let M p ⊂ M be the subspace satisfying the period boundary condition at x = 0 and 1. Our interest is the index-1 saddle point of the energy functional F in M p . For any real number c, define the shift operator φ → θ c φ in the space M p θ c φ (x) := φ(x + c).
This actually defines an equivalence class. The error then should be defined as the distance from the current state φ to the equivalence class of any given true solution φ * ∈ M p by e := min
Note that F satisfies F (φ) = F (θ c φ) and the inner products, L 2 or H −1 , in M p also satisfy φ, ψ = θ c φ, θ c ψ for all φ, ψ ∈ M p and c ∈ R. Then the following theorem holds. We leave the proof in the Appendix. 
Applications to Ginzburg-Landau free energy
In this section, we apply our method to the Ginzburg-Landau free energy on [0, 1],
where φ(x) is an order parameter representing for example the concentration of one of the component in a binary alloy. The mobility parameter κ > 0. The first term in the free energy is the interface energy and the second term is the bulk energy which has a double well form
where ∆ = ∂ xx . If the gradient flow is defined in the
is obtained. We are interested in the unstable index-1 saddle point of the Ginzburg-Landau free energy (4.1). These saddle points correspond to the "spike-like" stationary solutions, or "canonical nuclei" discussed in [3] . Similarly to the AC and CH equations, which arise in L 2 metric and H −1 metric, respectively, we search for the saddle points of F both in L 2 and in H −1 metrics. The calculations of transition states and transition rates for the CH equation have already been done in [40, 26] by using the string method ( [8] ) and the GAD( [10] ). We use these two equations as test examples for our new method based on the convex splitting idea.
The boundary conditions we explore include the Neumann type and the periodic type. The Neumann boundary condition is ∂ x φ(0) = ∂ x φ(1) = 0 for the AC equation and ∂ x φ(0) = ∂ x φ(1) [2, 3] and references therein. We restrict our calculation to the case of not too large domain, i.e., the parameter κ in (4.1) is not too small, but small enough to posses saddle points. For the multi-nucleation case in a large domain, refer to works such as [15] for theoretical results.
Now we start to discuss how to apply our new method in Section 3 to this saddle point search problem. In the IMF, the auxiliary functional L given by (3.3) (setting
where the tensor form
Next, we give several convex splitting forms of F (φ) as specified in (3.14) and (3.15). The convex splitting form F (φ) = F n c − F l e can be taken as 6) and for the splitting form F (φ) = F l c − F n e , we propose two possibilities:
and (4.2) . The second-order variational operator H(φ) of the energy functional F , evaluated at φ, is
where H 2 is the standard Soblev space. The eigenvalue problem for this operator is defined by
After the min-mode is obtained, the subproblem of minimizing the auxiliary functional (4.4) is then solved by evolving the gradient flow
where the tensor is defined by (v⊗v
is the min-mode of H(φ (k) ).φ is defined in (4.5). Then the numerical schemes based on the convex splitting forms of F (φ) following (4.6)-(4.8) are constructed as follows.
Convex Splitting Scheme 1. If we apply (4.6) and (4.7) to the convex splitting form of L(φ), then
, where
The first order variational derivatives of L c (φ) and L e (φ) are
Therefore, the first convex splitting scheme for (4.10) is
by using v, v L 2 = 1 and
Convex Splitting Scheme 2. If we apply (4.6) and (4.8) to the convex splitting form of L(φ), then
and the first order variational derivatives of L c (φ) and L e (φ) are
Therefore, the second convex splitting scheme for (4.10) is
(4.12)
Non-convex-splitting Scheme. We need a traditional semi-implicit scheme, which is not in the form of convex splitting, as the benchmark to compare with our convex splitting method. We choose the following one which uses the implicit time level only for the diffusion term Figure 1a and Figure 1b show the transition states calculated from the convex splitting scheme (4.11) with the initial conditions φ 0 (x) = cos πx and φ 0 (x) = cos 2πx, respectively. The second state shown in Figure 1b has two transition layers and its free energy is the double of the one in Figure 1a with a single layer. For the periodic boundary condition, Figure 1c shows the transition state obtained from the initial condition φ 0 (x) = sin 2πx, which looks almost identical to the one in Figure 1b after a simple spatial translation. 
Next we present the numerical evidence on the performance of our numerical method. We first validate the quadratic convergence rate of the IMF for both boundary conditions. In doing this validation which only cares about the rate of the mapping φ → Φ(φ), we actually deal each subproblem with an extremely high precision. The numerical results are presented in Figure 2 and are consistent with Theorem 1 and Theorem 6. Now we compare the performance of the convex splitting ("CS") schemes (4.11) and (4.12) against the non-convex splitting ("nCS") scheme (4.13). Firstly, we examine their performance for the subproblem, i.e., within a fixed cycle where only the inner iteration is running. Take the first cycle for example. This is to solve min φ L(φ; φ (0) , v (1) ) with the initial φ(t = 0) = φ (0) . We measure the error by the gradient force err := δ φ L(φ n ) L 2 . In this cycle, we calculate the iteration number required to attain the given error tolerance for the two CS schemes (4.11) (4.12) and the nCS scheme (4.13). The tolerances we tested are the following three values: err ≤ 1.0 × 10 −4 , err ≤ 1.0 × 10 −6 and err ≤ 1.0 × 10 −8 ; see Table 1 . We can observe from Table 1 
). The integers shown in the table are the required number of iterations for the CS schemes (4.11) and (4.12) as well as the nCS (4.13) to achieve the three choices of the prescribed error tolerance δ φ L(φ n ) L 2 ≤ 10 −4 , 10 −6 and 10 −8 .
in this table means that the numerical results simply diverge); (2) the CS schemes require a less number of iterations (i.e., the time steps) than the nCS scheme to attain the same accuracy and this gain is more significant for the larger time step size; (3) among the two CS schemes we tested, (4.11) seems to work better than the (4.12) in this particular case. The difference between the CS schemes and the nCS scheme is also illustrated in Figure 3 , showing that the nCS (4.13) will generate the oscillations, rather than decrease the objective value, when the time step size is larger than 0.95. Secondly, we provide the numerical evidence for the outperformance of the CS schemes by showing the comparison of the overall efficiency in locating the saddle point. To be more transparent, we fix the number of iterations in each cycle and count the required number of the outer cycles to reach some prescribed tolerance for the error which is defined as
The comparison is made between the CS scheme (4.11) and the nCS scheme (4.13). The results are summarized in Table  2 . The total iteration number, which is the indicator of the total computational cost, is therefore equal to the number of cycles multiplied by the "iter#" specified in the corresponding columns of Table 2 . The key conclusions from this table, for both Neumann and periodic boundary conditions, are the following: (1) the gain in the total cost reduction from the CS scheme against the nCS scheme becomes greater when the time step size ∆t increases, especially when ∆t passes 0.95, regardless of how many "iter#" used in the cycles; (2) for the CS scheme, the larger the time step size is, the smaller the total computational cost is; (3) for the very small time . Neumann boundary condition is applied.
step size such as 0.01, there is no much difference in the CS and nCS schemes. Besides, it is also interesting to see that for this particular problem, the total cost seems indifferent to the various values of "iter#".
To better visualize the improvement of the CS scheme over the nCS scheme, we draw the decay of the error δ φ F (φ) L 2 with respect to the total iteration number in Figure 4 . This plot illustrates how much accuracy one can obtain (the vertical axis) with the available total computational cost (the horizontal axis), in which the solid lines are from the CS scheme and the dashed lines are from the nCS scheme.
Saddle points in H
−1 metric.
The schemes.
In this part, we study the transition state of
metric. Note that for the convenience of computation, the inner product and the norm in H −1 metric can be transformed to those in L 2 metric 14) where (−∆) −1 , a bounded positive self-adjoint linear operator, is the inverse of −∆ subject to certain boundary condition. Then the variational derivatives between the L 2 metric and the H −1 metric can be linked as follows: For the periodic boundary condition where φ(x) = φ(x + 1) for all x, there exists one degenerate (λ = 0) direction ψ 0 for the Hessian H(φ), which is the spatial derivative of φ, i.e.,
To see this, we just need verify (4.15) by using the periodic boundary condition:
In fact, this degenerate direction comes from the translation invariance for the energy functional F (φ) = F (φ c ), where φ c (x) = φ(x + c) for any c ∈ R. Refer to Section 3.3 and the appendix for more general discussions. The Rayleigh quotient with respect to H −1 metric is
and thus the min-mode is the minimizer of the problem
For the IMF in the context of this H −1 case, the subproblem of minimizing the auxiliary functional L for a given φ (k) at cycle k is
where m = 1 0 φ (k) dx. This means that each IMF cycle φ (k) → φ (k+1) should also conserve the mass. We shall show that this constraint is guaranteed for the
The expression of L(φ) is defined as (4.4), with the modification ofφ as followŝ 
, and the
i.e., 20) where v = v (k+1) refers to the min-mode of (4.15) at
is the L 2 gradient of F at u. Note that the scalar in the second term on the right hand side of (4.19) is actually the L 2 inner product due to the cancelation of ∆ and ∆ −1 in the calculation, but the variableφ does involve the H −1 metric. This suggests one more computational cost of solving w = −∆ −1 v during the IMF subproblem than the GAD scheme whereφ is actually just φ (k) and only one step solution is used ( [14] ). Our result (4.19) is consistent with the equation (3.4) in [26] which was written for the GAD in the finite dimension, i.e.,φ = φ (k) . Here in the IMF,φ also changes as φ in (4.19) marches with time in the subproblem. Next we present some numerical details on the schemes. Convex splitting scheme. We only test the convex splitting form of (4.6)-(4.7); that is,
andφ is defined in (4.18) . Then simple calculations show that
Thus the convex splitting scheme for (4.19) is for n = 0, 1, 2, . . .
andφ n is from (4.18) by letting φ = φ n . On the right hand side of this CS scheme (4.21), the first line is linear in the unknown φ n+1 , the second line is independent of n, the third line is the nonlinear term in φ n . Non-convex splitting scheme. The non-convex splitting finite difference scheme is similar to the one used for the L 2 metric in Section 4.1, which uses the implicit time level for the term ∆ 2 φ T for the periodic boundary condition; φ i ≈ φ(x i ). The matrix form of the Hessian H at the state φ is
∂φi∂φj . A and F h (φ) denote the discretized forms of the operator −∆ and the potential energy F (φ), respectively. For the Neumann boundary condition,
For the periodic boundary condition,
Actually, by (4.15), the equivalent form of H is κ 2 A 2 + A diag {f ′′ (φ)}. The minmode v of the Hessian matrix H can be calculated according to the Rayleigh quotient (4.16). Figure 5 and Figure 6 show some of the stationary states of F in H −1 metric for the Neumann and periodic boundary conditions, respectively. The stationary points identified by us agree with the result obtained in [40] . Note that for the Neumann boundary condition case, there are other stationary states by the symmetric mirror φ(x) → φ(1 − x) or with higher index, which are not shown in our figures. Similarly to Figure 2 for the AC-type saddle point, Figure 7 validates the quadrate convergence rate of the IMF again for this H −1 case. The error is 
Next we make comparison for the performance of the CS scheme (4.21) and the nCS shceme (4.22) . We also start from their performance for the subproblem. Take the first cycle for example. We compare the number of inner iterations required for (4.21) and (4.22) with various time step sizes to attain the error tolerances of minimizing L in the first cycle. So the stopping criteria is ∆δ φ L H −1 ≤ 1.0 × 10 −4 , 1.0 × 10 −5 or 1.0 × 10 −6 , respectively. Table 3 shows the comparison results. We can observe from Table 3 that (1) the CS scheme has a much better stability than the nCS scheme for large time step sizes in both Neumann and the periodic boundary conditions; (2) when both the CS and nCS schemes have convergence for a small time step size, the nCS scheme may require a less number of the iterations to reach the tolerance, in particular for the periodic boundary condition. This is possible because a scheme with a better stability does not guarantee a faster convergence rate toward the minimum. What matters here in this table is that a larger time step size requires a much less number of iterations, which is numerically valid for both the CS and nCS schemes, provided that the results converge.
The advantage of applying a large time step size in the CS scheme is furthermore demonstrated by checking the overall efficiency of the CS scheme (4.21) and nCS scheme (4.22) . Similarly to the AC-type problem, with the number of inner iteration being fixed, the required number of cycles for the error ∆δ φ F (φ (k) ) H −1 to achieve 
). The integers shown in the table are the required number of iterations to achieve the three prescribed tolerances ∆δ φ L(φ n ) H −1 ≤ 10 −4 , 10 −5 and 10 −6 .
the prescribed tolerances are listed in Table 4 . We can read from this table that (1) for a small time step size (∆t = 10 −3 ) when both schemes converge, the CS scheme and the nCS scheme require nearly the same computational cost; (2) for the CS scheme, the total computational cost decreases significantly when the time step size increases, especially from 10 −3 to 10 −2 ; for the nCS scheme, however, it diverges when ∆t > 10 −3 . 
, when the inner iteration number is fixed for the different choices of the time step size ∆t = 10 −3 , 10 −2 and 10 −1 . The corresponding initial states are specified in Figure 5b and Figure 6b , respectively.
In the end, based on the experiments corresponding to Table 4 , we plot the evolution of the error measured by the force ∆δ φ F (φ (k) ) H −1 against the total iteration number (i.e., the cost) for the CS scheme and the nCS scheme by using their own optimal time step sizes respectively. See Figure 8 , which is similar to Figure 4 for the case of AC-type problem. Here for the CH-type problem, in order to illustrate that the results are robust with respect to the initial guess, we actually add the random perturbation to generate multiple initial states so that multiple lines are plotted for several different initial guesses.
4.3.
Discussion. The choice of the initial guess is an important practical issue for all existing numerical methods of calculating the saddle points. The GAD or the IMF only has the local convergence and thus in the extreme case, one can easily construct a very special initial guess which does not have convergence. In addition, the subproblem of minimizing the auxiliary functional is well-defined only when the minimal eigenvalue of the original Hessian is negative; otherwise, it should not be solved thoroughly, but limited to a fixed few number of iterations, such as the GAD. For the readers particularly interested in the practical convergence issue, refer to the discussion in [14] . Most numerical results we reported here are for one typical choice of initial conditions (except for Figure 8 ), but our unreported numerical experiments by trying various initial guesses, still strongly support the conclusions that a larger time step size means a lower computational cost and that the CS scheme can allow for such large time step sizes. Table 4 are added as the new initial conditions here to produce multiple lines. For the Neumann boundary condition in (a), the inner iteration number is 40 and the time step sizes are ∆t = 10 −1 and 10 −3 for the CS and nCS schemes, respectively. For the periodic boundary condition in (b), the inner iteration number is 50. The time step sizes are the same as in (a).
Finally, we emphasize another critical problem of selecting the correct "minmode" in the implementation. Generally speaking, the calculation of the min-mode is self-explanatory by minimizing the corresponding Rayleigh quotient. But if one starts from a local minimizer of F , sayφ, then the eigenvalues at this locally stable state are {0 = λ 1 < λ 2 < . . .} for the periodic boundary condition and the minmode is then the zero eigenvector v 1 = ∂ xφ by definition. However, it is quite clear that taking ∂ xφ as the min-mode is a very bad choice since it will not push the state away but only translate the state back and forth aroundφ. This means that the dynamics could converge to a minimizer of F . This pathological case could also appear for certain very special initial states in the convex region of F . For example, it might happen when the minimal eigenvalue λ 1 crosses over zero from positive to negative (from the convex region to the non-convex region), i.e., near the so-called branching point. Even for the Neumann boundary condition, this could also happen if the state happens to satisfy the periodic boundary condition loosely. This phenomena certainly does not contradict with our Theorem 6 which states the local convergence result requiring λ 1 being strictly negative. The remedy to avoid this pathological situation in practice is extremely simple: at a state φ, whenever the angle between v 1 and ∂ x φ is close to 0
• or 180
• (set by a prescribed threshold in the algorithm), a constraint is added to make sure that the min-mode v in use for the auxiliary functional L must be orthogonal to ∂ x φ. In this way, a strictly positive λ 2 is selected and accordingly, v 2 is selected as the "min-mode" in the pathological case. As long as λ 1 starts to take a negative value, the angle defined above becomes 90
• automatically and there is no interference between the min-mode v 1 and the translation direction ∂ x φ. Thus the constraint becomes in no need at all. After taking care of this issue, we found that almost for all initial guesses we tried, we did observe the convergence of the algorithm to some index-1 saddle point.
Conclusion
We have demonstrated how the convex splitting method can improve the efficiency of the transition-state calculation by allowing for the preferred large time step size. For the Ginzburg-Landau energy, this new method has been applied for the first time to find index-1 saddle points of the Allen-Cahn and Cahn-Hilliard types, i.e., under the L 2 and H −1 metrics, respectively. The main advantage of using the convex splitting scheme is to avoid the instability when the time step size is large. And it is also very inspiring that our extensive numerical studies in this paper have shown the significant improvement of the computational efficiency. Therefore, for spatially extended systems driven by an energy functional such as the phase field models or the Kohn-Sham density functional ( [25] ), we have reasons to speculate that many matured and excellent numerical methods for the traditional gradient dynamics may be able to exhibit their new vitalities for saddle point calculation, if they are correctly wrapped by the iterative minimization formulation. ≤ εα∂ x φ * + φ * − θ εα φ * + O(ε 2 )
= εα∂ x φ * − εα∂ x φ * + O(ε 2 )
= O(ε 2 ), which also indicates the quadratic convergence rate. The optimal c = εα is used in this case.
