We consider a class of Markov chains modelling concurrent activities with phase-type (PH) distributed duration. Specifically we focus on systems whose dynamics is characterised by the parallel execution of a number of active jobs and such that the termination of an active job causes the remaining active jobs to be restarted from scratch (preemptive restart policy) or deactivated and can lead to the activation of new jobs. In such a framework, the state-space can be partitioned into disjoint sets (called macrostates). Each macrostate represents the parallel execution of the (currently) active jobs and a transition to another macrostate corresponds to termination of one of the active job. Models of this kind are subject to the phenomenon of state space explosion, to an extent which is proportional both to the level of concurrency (i.e., the number of active jobs in a macrostate) and to the dimension of the phase-type timing (i.e., the number of phases used to model jobs' execution). Although techniques exist that allow for handling the infinitesimal generator matrix of such models in a memory efficient manner (e.g., in terms of Kronecker expressions), classical Markovian analysis remains hindered by the memory requirements for storing the vector of the steady-state or transient probabilities.
INTRODUCTION
Model based, stochastic performance evaluation of distributed systems is usually based on a high level description. Modelling formalisms for the descriptions of the model under study are, for example, stochastic Petri nets [1] or stochastic process algebra [16, 4] . In order to obtain a tractable stochastic model, it is usual to assume that all durations of the system are exponentially distributed. In this case the underlying model is a continuous time Markov chain (CTMC). In many situations, however, the exponential distribution is not a satisfactory approximation of the durations of the real system. In these cases it is possible to make the model more realistic by approximating the actual durations by phase type distributions [17] . For surveys on fitting methods the reader is referred to [13, 12, 3] .
It is clear that if many simultaneously active events of the system are modeled by phase type distributions, then the state space of the model explodes. The structure of the CTMC, however, allows for very efficient storage of the state space and the infinitesimal generator through expressions in Kronecker algebra and/or decision diagrams techniques [18, 19, 15] . Solution methods based on these techniques are also available [11, 8, 9, 6] . There remains, however, the problem of storing the vector containing the transient or steady state probabilities of the states. To overcome this problem, in [5] and [10] approximate stationary measures are computed based on aggregation while [7] proposes a compact Kronecker representation for the vector which leads to an approximate solution.
In this paper we consider a class of structured Markov chains. We assume that the state space of the model can be partitioned into macrostates in such a way that
• inside a macrostate the process is described by the parallel execution of independent tasks,
• transition from a macrostate to another happens when a tasks finishes its activity and during the transition from a macrostate to another active tasks get either deactivated or restarted and new jobs can become active.
For what concerns the infinitesimal generator, the description of the process inside a macrostate is given by the Kronecker sum of small matrices while the transition between two macrostates is given by Kronecker products of small matrices. Petri nets with PH distributed firing times [19] and process algebras with PH distributed event durations give rise to a Markov chain of this kind.
In [2] we showed that measures connected to the probability of passing through a given series of macrostates for such models can be calculated by Laplace transform techniques in a memory efficient manner.
In this paper we extend such result to the calculation of the steady-state and transient distributions for the class of structured Markov chain models obtained by dropping the preemptive resume policy from the one considered in [2] . The remainder of paper is organised as follows. In Section 2 the considered model class is described. In Section 3 we provide the details of the calculations. Some conclusive remarks are given in Section 4 together with few notes about future developments of this on going work.
CONSIDERED MODEL
The considered model consists of N macrostates and describes the interaction of A activities (also called jobs or tasks) denoted by ai, 1 ≤ i ≤ A.
The duration of the activities are described by PH distributions. PH distributions are given by the distribution of time to absorption in a Markov chain [17] . The number of phases, the row vector of the initial probabilities and the infinitesimal generator of the PH distribution associated to activity ai are denoted by ni, bi and Ti, respectively. Further, the column vector containing the rates from transient states to the absorbing one is denoted by fi, i.e., fi = −Tie where e is the column vector of ones. In the following we call fi the finishing vector of job ai. We assume that in case of preemption of an activity, the amount of work already done is lost. Consequently, in a given macrostate a given activity is either active, i.e., it is under execution, or inactive, i.e., it is not under execution. The set of active and inactive activities in macrostate i is denoted by A . In order to describe the Markov chain underlying the process we follow [19] . The infinitesimal generator of the Markov chain has the block structure shown in Table 1 . The blocks in the diagonal are given by a Kronecker sum of matrices while those off-diagonal by a Kronecker product of matrices. A given block of Q will be denoted as
A block in the diagonal describes the activity (i.e., the transitions) of concurrent active jobs inside a macrostate:
Cases in (1) are:
• if a job is active, it evolves according to its infinitesimal generator matrix;
• an inactive job does not contribute to the description of the macrostate (i.e., its contribution to the Kronecker sum is a scalar 0).
An off-diagonal block describes transitions from a macrostate to another. It is built as a sum of Kronecker products of matrices, Q
k,l describes what happens to activity a k when the process arrives to macrostate j from macrostate i as a consequence of termination of activity a l . These matrices are
(2) with i = j and where 1n,m denotes a matrix of 1s of size n × n. Cases in (2) are
• if a job (i.e., job k) is active in macrostate i, it terminates and it is not active in the resulting macrostate j, then its contribution is given by its finishing vector;
• if a job (i.e., job k) is active in macrostate i, it terminates and it is active again in the resulting macrostate j, then its contribution is given by the product of its finishing vector and its initial probability vector;
• if a job (i.e., job k) is active in macrostate i, and it does not terminate (i.e., k = l) and it is inactive in the resulting macrostate j, then its contribution is given by a vector of 1s, i.e., we can simply "forget" the phase of this job;
• if a job is inactive in macrostate i and it is active in the resulting macrostate j, then its starting phase is determined according to its initial probability vector;
• if a job is inactive in macrostate i and it is inactive in the resulting macrostate j, then it does not contribute to the block.
Clearly, the class of models we consider is very special. Its analysis however is not straightforward and it is interesting in practice to model, for example, machines with multiple failure modes and PH distributed up and down times.
ANALYSIS
In this section we consider the calculation of the quantity (sI − Q) −1 , the Laplace-transform of exp(Qt). This quantity then can be used to calculate transient probabilities by numerical inversion techniques or to calculate steady state probabilities by applying the well-known limit theorem of the Laplace transform, f (∞) = lims→0 sf * (s). First we recall results that are necessary in the sequel.
According to the Sherman-Morrison formula, given G and G+E non-singular matrices where E is of rank one, we have
where g is the trace of EG −1 . The above relation is given exactly in the form of (3) in [14] .
It is well-known that inversion of a matrix can be carried out in blocks
In the following, we will apply the above block inverse to cases in which B is of rank one. Consequently, the matrices BD −1 C and CA −1 B are of rank one as well and the (4) and (3). We illustrate the procedure with three macrostates only but the extension to a general number of macrostates is straightforward and can be performed easily by symbolic math packages. With three macrostates the matrix sI − Q is of the form
and we will denote its blocks by Ri,j, 1 ≤ i, j ≤ 3. First we apply (4) with A = R1,1, B = R1,2, C = R2,1 and D = R2,2. The block B describes the way the process enters the second macrostate and on entering this macrostate all activities are restarted. For this reason all rows of B are multiples of each other and, consequently, the rank of B is 1. Accordingly, we calculate (A − BD −1 C) −1 and (D − CA −1 B) −1 according to (3) . The result is given in Table 2 where c1 = 1/(1 − d1) with d1 being the trace of
and we will denote by Si,j, 1 ≤ i, j ≤ 2 the blocks of the resulting matrix for further use.
The next step is to apply (4) again with
considering the inverse of A as given in Table 2 . In this case as well, since all jobs are restarted on entry into the third macrostate, B is of rank one and we can apply (3) to calculate the necessary inverses. The inverse of sI − Q in case of three macrostates is given in Table 3 where
3,3 R3,2F1, F7 = S1,1R1,3 + S1,2R2,3 and c2 = 1/(1−d2−d3−d4−d5), c3 = 1/(1−d4−d5−d6), c4 = 1/(1 − d2 − d3 − d5 + d6) with d2, d3, d4, d5 and d6 being, respectively, the traces of the matrices R1,3F2, R1,3F3 R2,3F4, R2,3F5,
The calculation of the inverse sI − Q results in complicated expressions but they can be easily obtained by symbolic math tools like Mathematica or Maple.
All that remains is to calculate the inverses
where the matrix Q (j,j) is given as the Kronecker sum of the matrices that describe the tasks in macrostate j, i.e.,
. The following theorem, provided in [2] , gives the possibility of performing the calculations based on the matrices Q (j,j) i . Theorem 1. Given the Jordan normal form of the matrices Q
we have
In many applications special classes of PH distributions are used. In [2] the symbolic Jordan normal form for Erlang distributions and for acyclic PH distributions are provided. If the applied PH distributions do not fall into one of the above categories then the Jordan decomposition can be performed by numerical calculations.
For what concerns numerical calculations, the basic step of the approach proposed in this paper is exactly the one that was already analysed in [2] . In [2] also the numerical problems associated with the Jordan decomposition are discussed.
CONCLUSIONS
In this paper we proposed an analysis approach for structured Markov chains which can be carried out based on calculations on the building blocks of the model. Future activity must include implementation and extension to the more general case when not all activities are restarted on entry to a macrostate. Also different matrix decompositions will be considered in order to avoid the numerical problems associated with the Jordan decomposition. 
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