The Wiener filter is the optimum linear deconvolution filter for a single image.
INTRODUCTION
We attack the image deconvolution problem in a manner suggested by a mathematical work of Sidiropoulos al on multiple spread functions. Our results are both different from theirs and far more simple (intuitive) in both derivation and interpretation. This approach can largely overcome the noise problems which always occur near zeros of the modulatioi transfer functions. Not only is this a significant advance over the Wiener filter , but it contains the Wiener filter as a very restricted special case.
THE IMAGE DECONVOLUTION PROBLEM
This brief review is offered as much to establish notation and as to inform the reader of the mathematics, in that the results in this section are very well known.
Imaging (both good and bad) can be approximated as a linear operation. In particular i(x,y) = s(x,y) * o(x,y).
(1) That is the image, i, is the object or perfect image, o , convolved with some spread function s. A more realistic description is (dropping the variables) i=so+n, (2) where n is an unknown noise, which is always present in any imaging system. The We then select a filter F such that the inverse Fourier transform of F I is a good estimate of o. Like most inverse problems, this one, called "image deconvolution", is ill conditioned, which means that it can not be solved uniquely without additional definition of what we mean by a good estimate.
If there will be no noise present, a pure inverse filter F1 = 1/S = S/ISI2 (4) will be an obvious solution. But the inverse filter has two insurmountable problems. First, if SI goes to zero at numerous spatial frequencies, F1 is not defined at or near those zeros. Second, F1 takes no account of the expected noise N. Precisely at and near zeros, we observe a double disaster with F. That is F1 becomes very large precisely where the signal-to-noise ratio becomes small. Thus, it turns out that F is a perfect filter for extracting pure noise from the signal-plus-noise image. which means that on these frequencies signal is not restored, but suppressed even more, although noise is suppressed as well.
CHANGING THE PROBLEM AND ITS SOLUTION
The Wiener filter seldom makes dramatic improvement in realistic images. Yet it is the optimum filter. The reason lies in the fact that in the vicinity of the zeros of S the Wiener filter does not restore the signal, which the inverse filter would do providing no noise is present. We re left with to choices: give up or change the problem. Taking inspiration from Sidiropoulos et j we changed the problem.
The imaging systems are usually under operator control, so some property of the system can be changed between the times of gathering of two images, i and 2' We might, for instance, set the F-stop at two different values leading to transfer functions S and S . It is reasonable to expect that S and S will have their zeros 
I 1 when 1S1121012 << <1N112>
(11)
we might be able to go to
I 2 which could correspond to 152121012 >> <1N212> (13) This is the basic idea, due to largely to Sidiropoulos with our minor adaptation. We now seek to formalize these concepts.
ESTIMATING THE OBJECT FROM TWO IMAGES
Let us assume now that we observe two images:
.1 =so+n
I =s*o+n of the same object a
Our goal is to estimate with a filter which minimizes
where ).Q is the vector norm, o is estimate of the true object (image) and the averages are over all and n2 in both channels consistent with our estimated noise power spectra < N 2> and <)N 2> Of course, in the spatial frequency domain, We will use filters F and F on the transformed images I and I in the 1 2 1 2 following way O=FI +FI (17) 11 22
From these, and some considerable algebra, we arrive at expressions for the two deconvolution filters: 
COMPUTER EXPERIMENT
We shall illustrate above results with very simple numerical experiment. We choose for demonstration of the restoration effect an impulse of gaussian shape with the spectrum
which was blurred by the two imaging systems with frequency responses, respectively
and sin(2nf/47) S2(f) =
2irf/47
and was observed at output of these systems in mixture with additive white noise with spectral densities, respectively, <1N1(f)12> = 0.001 , and <1N2(f)12> = 0.002 2 shows the frequency responses of the distorting systems while Fig.3 presents the frequency responses of the optimal restoration filters in each channel and demonstrates how the filters share their job on signal restoration. These figures seem to be self explanatory.
DISCUSSION
Two images with different but known point spread functions can yield a much better combined estimate of the true image than either alone. We have demonstrated this assertion by a computer experiment.
The formulae given are intuitively pleasing in that they contain prior work (inverse filters and Wiener-type filters) as special cases in appropriate circumstances.
Extending these results to three or more images is straightforward . Generally we can obtain the following system of equations (K JVFS+FS/R=l,k=1,2 ,KL. for the case when we observe a set of, say, K images {I=SO ÷ N, k = 1, 2,. . . ,K } and obtain an object estimate as
The signal-to-noise ratio Rk in the formula (25) 
1+) R ii
It is instructive to substitute Eq. (27) into Eq. (26) and to see how the restored object looks like in comparison to the true object
We can also estimate from this formula the signal-to-noise ratio for the restored
One can see from the formulae (28, 29) , that if SNR 1 restored image is very close to the true object on the corresponding frequency and has high signal-to-noise ratio, which is just equal to the defect of the restoration, and that by choosing an appropriate number of the channels we can achieve any desired degree of restoration.
In the Wiener formulation the defect of restoration and remaining noise are considered with equal weights when calculating root mean squared error of restoration. Generally in image restoration it would be better to evaluate the error of restoration with different weights for the defect of restoration and remaining noise, and even take these weights frequency dependent. The corresponding generalization is straightforward but it goes out of the scope of the paper. 1-spectrum of the true signal 2-restored spectrum (optimal filter) 3-restored spectrum (independent filter in each channel) 4-distorted spectrum (first channel) 5-distorted spectrum (second channel) 
