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THREE-DIMENSIONAL MAGNETOHYDRODYNAMICS SYSTEM
FORCED BY SPACE-TIME WHITE NOISE
KAZUO YAMAZAKI
Abstract. We consider the three-dimensional magnetohydrodynamics sys-
tem forced by noise that is white in both time and space. Its complexity due
to four non-linear terms makes its analysis very intricate. Nevertheless, taking
advantage of its structure and adapting the theory of paracontrolled distribu-
tions from [28], we prove its local well-posedness. A first challenge is to find
an appropriate paracontrolled ansatz which must consist of both the velocity
and the magnetic fields. Second challenge is that for some non-linear terms,
renormalizations cannot be achieved individually; we overcome this obstacle
by employing a technique which may be appropriately called a coupled renor-
malization. This technique of coupled renormalizations seems to be new and
is expected to be crucial for any other systems of non-linearly coupled differ-
ential equations such as the Boussinesq system. Our proof is also inspired by
the work of [63]. To the best of the author’s knowledge, this is the first result
of a well-posedness of a non-linearly coupled system of equations forced by a
space-time white noise.
Keywords: Feynman diagrams; Gaussian hypercontractivity; mag-
netohydrodynamics system; paracontrolled distributions; renormal-
ization; Wick products.
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2 KAZUO YAMAZAKI
1. Introduction
When solutions to a system of partial differential equations (PDE) lack sufficient
regularity, a common remedy is to multiply by a sufficiently smooth function, inte-
grate by parts to rid of any derivative on the solution, and only ask that its integral
formulation is well-defined; this is the standard definition of a weak solution (e.g.
[19, 23]). However, if the PDE are non-linear, then the lack of regularity creates
difficulty in understanding any product of the solution with itself because there
is no universal agreement on the definition of a product of distributions. Some
physically meaningful models which have found rich applications in the real world
were forced by a term that is white in both space and time, the so-called space-
time white noise (STWN), ever since its first derivation. A prominent example
is the Kardar-Parisi-Zhang (KPZ) equation (4) ([44, Equation (1)]); we also refer
e.g., [54] to the Navier-Stokes equations (NSE) (1) and Burgers’ equation forced by
STWN, as well as [2, 26, 39, 53] concerning the Boussinesq system forced by STWN.
While considering the mild solution formulation typically solved the issue in case
the noise is white only in time, the STWN leads to a lack of spatial regularity of
the solution, and the construction of a solution has created a significant obstacle
because the non-linear term seemed to be ill-defined in the classical sense. Let us
briefly describe the very recent remarkable developments that ultimately led to the
two novel approaches of the theory of regularity structures by Hairer [33] and the
theory of paracontrolled distributions by Gubinelli et al. [28].
Following the notations of Young [61, pg. 258], let us denote by Vp(f) the p-
variation of f and write f ∈Wp if Vp(f) <∞. It follows (see e.g. [25, Proposition
5.3]) that if f is continuous and 1 ≤ p ≤ p′ <∞, then Vp′(f) ≤ Vp(f). Furthermore,
we denote by Cα the space of Ho¨lder continuous functions with exponent α ≥ 0
(e.g. [3, Definition 1.49]). It is immediate that f ∈ C 1p for p ∈ (0,∞) is continuous
and of finite p-variation, but a function of finite p-variation need not be continuous
(consider a step function) (see [25, pg. 78]). Young [61, pg. 265] proved an
important theorem in which if f ∈Wp, g ∈ Wq where p, q > 0, 1p + 1q > 1, and they
have no common discontinuities, then their Lebesgue-Stieltjes integral
∫
g(x)df(x)
still exists. In order to understand the implication of Young’s theory of integration
to PDE forced by STWN, let us now introduce the NSE. Let us denote by u: TN ×
R+ 7→ RN and π: TN × R+ 7→ R the N -dimensional (N -d) velocity vector field
and the pressure scalar field, respectively. Additionally, by denoting by ν ≥ 0 the
viscous diffusivity and ∂t , ∂∂t , x = (x
1, . . . , xN ), ∂x , ∂∂x and ∂
k
x ,
∂k
(∂x)k
, we are
able to write down the NSE as
∂tu+ (u · ∇)u+∇π − ν∆u = ξu, ∇ · u = 0, (1)
with initial data u0(x) , u(x, 0), where ξu is the Gaussian field that is white in
both time and space; i.e.
E[ξu(x, t)ξu(y, s)] = δ(x− y)δ(t− s).
We will also need the definition of the Ho¨lder space with negative exponent; for
this purpose, let us recall the basic background of Besov spaces ([28] and also [40]
on how the Littlewood-Paley theory on R3 may be transferred to T3). Let us use
the notation of A .a,b B in case there exists a non-negative constant C = C(a, b)
that depends on a, b such that A ≤ CB; similarly let us write A ≈a,b B in case
A = CB. Moreover, unless elaborated in detail, we denote
∑
k∈Z3 by
∑
k. First we
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recall the Fourier transform
fˆ(k) , FT3(f)(k) , 1
(2π)
3
2
∫
T3
f(x)e−ix·kdx
with its inverse denoted by F−1
T3
, let D be the set of all smooth functions with
compact support on T3, D′ its dual and thus the set of all distributions on T3. We
let χ, ρ ∈ D be non-negative, radial such that the support of χ is contained in a
ball while that of ρ in an annulus and satisfy
χ(ξ) +
∑
j≥0
ρ(2jξ) = 1 ∀ ξ, supp(χ) ∩ supp(ρ(2−j ·)) = ∅ ∀ j ≥ 1,
supp(ρ(2−i·)) ∩ supp(ρ(2−j ·)) = ∅ for |i− j| > 1.
We realize that χ(·) = ρ(2−1·) and ρj = ρ(2−j ·), and define Littlewood-Paley
operator as ∆jf(x) , F−1T3 (ρjFT3(f))(x). We also write Sjf ,
∑
i≤j−1 ∆jf . Now
for α ∈ R, p, q ∈ [1,∞], we may define the inhomogeneous Besov space
Bαp,q(T
3) , {f ∈ D′(T3): ‖f‖Bαp,q(T3) , ‖2jα‖∆jf‖Lp(T3)‖lq({j≥−1}) <∞}.
The Ho¨lder-Besov space Cα(T3) is the special case when p = q =∞; i.e. Cα(T3) =
Bα∞,∞(T
3). For α ∈ (0,∞) \ N, Cα(T3) = Cα(T3); however, for k ∈ N, Ck(T3) is
strictly larger than Ck(T3) ([3, pg. 99]). We point out that
‖·‖Cβ . ‖·‖L∞ . ‖·‖Cα if β ≤ 0 ≤ α and ‖Sj·‖L∞ . 2−jα‖·‖Cα ∀ α < 0. (2)
Now for simplicity let us consider the 1-d analogue of (u · ∇)u in the NSE (1),
specifically u∂xu corresponding to the non-linear term of the Burgers’ equation
which was studied by Da Prato et al. [15]. Following the discussion of [30, pg.
1548], assuming that its solution u ∈ Cα for α > 12 , we may multiply this non-linear
term by a smooth periodic function ψ and understand it as∫
T
ψ(x)u(x)du(x) (3)
which is well-defined as a Young’s integral because ψu ∈ Cα for α > 12 . Of course,
we can also write u∂xu =
1
2∂xu
2 and integrate by parts. However, when one
considers a generalized Burgers’ equation with non-linear term of the form g(u)∂xu
where g 6= ∂xG for some function G: R 7→ R, as considered by Hairer in [30],
integration by parts becomes out of reach and one may only turn to Young’s theory
of integration. Unfortunately the assumption of u ∈ Cα for α > 12 turns out to be
a wishful thinking. In fact, in the general case when the spatial dimension is N ,
considering that the space-time dimension is N + 1 so that the scaling S ∈ NN is
S = (S1, . . . ,SN+1) = (2, 1, . . . , 1︸ ︷︷ ︸
N-many
)
with the first entry informally representing the dimension of time due to ∂t and ∆,
we actually know that ξ ∈ Cα(TN ) in space for α < − |S|2 where |S| = N + 2 by
[33, Lemma 10.2] (see also [33, Lemma 3.20] and [5]). This leads to u ∈ Cα(TN )
for α < 2 − N+22 due to regularization from the diffusion (see [33, pg. 417, 481]).
Therefore, the Young’s integral (3) is ill-defined even in case N = 1.
At this point one may turn to the theory of stochastic integrals such as the Ito’s
integral in hope for some help; such integrals have been known to be extendable
to a wider class of semi-martingales and discovered remarkable applications in the
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real world. However, its limitations have also been noticed over decades (e.g. [28,
pg. 6], [30, pg. 1548]); Ito’s integral requires an “arrow of time,” specifically a
filtration and adapted integrands, a probability measure because it is defined as
the L2-limit of appropriate approximations, and the integrand must have the L2-
orthogonal increments. In order to complement the theory of Ito’s integrals, Lyons
developed a theory of rough path ([46, 47]). As stated on [47, pg. 28], rough path is
informally a continuous path on which a sequence of iterated path integrals may be
constructed. Recall (e.g. [25, pg. 405]) that a fractional Brownian motion (fBm)
βH with Hurst parameter H ∈ (0, 1) is not a semi-martingale ([7, pg. 12–13]), and
thus the Ito’s integral cannot be extended to fBm. Nevertheless, using rough path
theory, we may still construct a path-wise integral with respect to fBm (see [25,
Proposition 15.5]). Subsequently, Gubinelli in [27] extended the Lyon’s rough path
theory furthermore; we refer to [24, 29, 30, 38] for further study and applications
of rough path theory. As one of the most prominent examples of a result inspired
from the rough path theory, let us briefly discuss recent developments of the KPZ
equation (4); this discussion will be relevant anyhow because we will subsequently
need the notions of renormalizations. The KPZ equation as an interface model of
flame propagation was first derived in [44, Equation (1)] as
∂th = ∂
2
xh+ λ(∂xh)
2 + ξh (4)
where h(x, t) represents the interface height, λ > 0 is the coupling strength, x ∈ S1
and ξh is the STWN. Following [32, pg. 562], inspired by the Cole-Hopf transform,
let us consider a multiplicative stochastic heat equation
dZ = ∂2xZdt+ λZdW
where ∂tW = ξh. We denote by Z
ǫ the solution to the same equation with W
replaced by a mollified noise W ǫ, which is obtained from multiplying the k-th
Fourier component of W by f(kǫ) for a smooth cut-off function f with compact
support such that f(0) = 1. Then Ito’s formula shows that hǫ(x, t) , 1
λ
lnZǫ(x, t)
(see [49] on the positivity of Zǫ) solves
∂th
ǫ = ∂2xh
ǫ + λ(∂xh
ǫ)2 − λ
2
∑
k∈Z
f2(kǫ) + ξǫh (5)
where
∑
k∈Z f
2(kǫ) ≈ 1
ǫ
∫
R
f2(x)dx → ∞. Therefore, informally the limiting pro-
cess as ǫ ց 0 actually solves the KPZ equation subtracted by infinity (see [31]
for further discussion). This simple computation displays the necessity to rely on
techniques from quantum field theory (e.g. [51] and [48, Section 4]) such as renor-
malization, which amounts to strategically subtracting off a large constant from a
regularized equation, and replacing a standard product by Wick product (e.g. [41,
pg. 23], also [17, 18]) which informally guarantees mean zero condition. Let us
point out that these techniques actually have long history of its utility in stochastic
quantization. In particular, Da Prato and Debussche [14] proved the existence of
a unique strong solution to the 2-d stochastic quantization equation for almost all
initial data with respect to the invariant measure using such techniques. We also
refer to [6, 16] for works on the KPZ equation using these techniques. Without
delving into further details, we mention that Hairer [32] in particular discovered
two additional logarithmically divergent constants beside the 1
ǫ
in (5) and success-
fully introduced a completely new concept of a solution to the KPZ equation (4)
using rough path theory (see also [37]).
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Let us now discuss this direction of research in the case of the NSE (1). To the
best of the author’s knowledge, Flandoli and Gozzi [21] were the first to consider
the 2-d NSE in T2 with the forcing that is not regular; they proved in [21, Theorem
4.3] that the Kolmogorov equation associated to the NSE with covariance operator
that is an identity has a weak solution. However, due to the spatial roughness of
the noise, the authors in [21] were not able to make the connection to the original
equation. Da Prato and Debussche [13] overcame this difficulty using techniques of
renormalization and Wick products.
At this point let us introduce the magnetohydrodynamics (MHD) system of our
main concern because the failure to apply the proofs of [13, 21], which we will
explain shortly, displays clearly the complexity of the MHD system in contrast to
the NSE. Let us denote by b: TN × R+ 7→ RN the magnetic N -d vector field and
η ≥ 0 the magnetic diffusivity. Then the MHD system reads as
∂tu+ (u · ∇)u+∇π = ν∆u + (b · ∇)b+ ξu, ∇ · u = 0, (6a)
∂tb+ (u · ∇)b = η∆b + (b · ∇)u+ ξb, ∇ · b = 0, (6b)
for which we write the solution as y , (y1, . . . , y6) , (u, b) , (u1, u2, u3, b1, b2, b3),
with initial data y0(x) , (u0, b0)(x) = (u, b)(x, 0), and ξ , (ξu, ξb) where ξu ,
(ξ1u, ξ
2
u, ξ
3
u) = (ξ
1, ξ2, ξ3) and ξb , (ξ1b , ξ
2
b , ξ
3
b ) = (ξ
4, ξ5, ξ6), is a Gaussian field which
is white in both space and time. For simplicity of computation, let us assume that
ν = η = 1 as well as that
∫
T3
ξudx =
∫
T3
ξbdx = 0 which in turn allows us to
assume that (u, b) are also mean zero; this may be justified via a standard scaling
argument of the solution to the MHD system. Such MHD system forced by STWN
has been studied by physicists for decades; e.g., Camargo and Tasso [8] applied the
renormalization group theory to the MHD system forced by STWN and determined
the effective viscosity and magnetic resistivity without solving the system
Remark 1.1. As a STWN, the correlation of ξu and that of ξb are both products of
a delta function in x with another delta function in t. In the literature on Boussinesq
system such as [26, Equation (3)], the authors make an assumption corresponding
to the MHD system that the correlation of ξu and ξb vanish; i.e. E[ξ
i
uξ
j
b ] = 0 for all
i, j ∈ {1, 2, 3}. Considering that there is no physical reason why ξu and ξb should
have any independence, in this manuscript we shall assume that the correlation of
ξu and ξb is also a product of a delta function in x with another delta function in
t (see (116) which is a corollary of this assumption). Our computations are thus
more general. Indeed, it is easy to recover the case E[ξiuξ
j
b ] = 0 for all i, j ∈ {1, 2, 3}
because many terms within our proof vanish due to the mixed non-linear terms such
as (u·∇)b and (b·∇)u. This is actually an interesting difference from the case of the
NSE; the computations of the mixed non-linear terms can be actually much simpler
than the case of the NSE under the assumption of the zero correlation among ξu
and ξb.
It is well-known that if we take the L2(TN )-inner products of (1) with u, then
the non-linear term, as well as the pressure term, both vanish by divergence-free
property; e.g.
∫
T3
(u · ∇)u · udx = 12
∫
T3
(u · ∇)|u|2dx = 0. An analogous attempt of
taking L2-inner products on (6a) with u actually fails because∫
T3
(b · ∇)b · udx 6= 0 (7)
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in general. Yet, if we take L2(TN )-inner products on (6b) with b simultaneously
and add the two resulting equations, then all the non-linear terms and the pressure
term in (6a)-(6b) do indeed vanish because
∫
T3
(u ·∇)b ·bdx = 12
∫
T3
(u ·∇)|b|2dx = 0
and ∫
T3
(b · ∇)b · u+ (b · ∇)u · bdx = 0. (8)
Even though there exist some extensions of techniques on the NSE to the MHD
system such as this, attempts to modify the proofs of [13, 21] on the 2-d NSE to the
2-d MHD system face a non-trivial difficulty. In both works of [13, 21], the authors
rely on the following key identity:∫
T2
(u · ∇)u ·∆udx = 0. (9)
This follows immediately from the vector calculus identity of ∇× (∇× f) = ∇(∇ ·
f)−∆f , integration by parts and divergence-free property of u; in fact, one of the
reasons why the authors admit that extending to other boundary conditions beside
T
2 is not easy (e.g. [21, pg. 312]) is exactly this identity (9). The identity (9) was
used in [21, pg. 328] and [13, pg. 190], and this identity actually fails in the case
of the MHD system because
∫
T3
[(u · ∇)u− (b · ∇)b] ·∆udx 6= 0 and even if we add
similarly to (8),∫
T3
[(u · ∇)u − (b · ∇)b] ·∆u+ [(u · ∇)b− (b · ∇)u] ·∆bdx 6= 0 (10)
in general. In fact, the identity (9), which is equivalent to∫
T2
(u · ∇)u ·∆udx = −
∫
T2
(u · ∇)(∇× u) · (∇× u)dx
has also been used crucially in various other works on the NSE (e.g. [35]), many
of which have not been extended to the MHD system with (10) being one of the
sources of the technical issues.
Zhu and Zhu [63, pg. 4444–4445] gave a very nice discussion of how the proof
within [13] cannot be extended to the 3-d NSE and thus most certainly has no
chance of being extended to the 3-d MHD system; let us recollect it here. Da Prato
and Debussche [13] considered (1) in T2, z to be the solution to the linear Stokes
equation forced by the fixed STWN ξu and the equation solved by v , u − z, q ,
π − p, specifically
∂tz = ∆z −∇p+ ξu, ∇ · z = 0,
∂tv = ∆v −∇q − 1
2
div[(v + z)⊗ (v + z)], ∇ · v = 0.
Similarly to the discussion of the Burgers’ equation in (3), due to [33, Lemma
10.2] (see also [33, Lemma 3.20]) the solution z is very rough, and only in Cα(TN )
for α < 1 − N2 . Thus, if N = 2, then z ∈ Cα(T2) for α < 0 and considering
div(z ⊗ z) ∈ Cα(T2) for α < −1, the diffusion leads to v ∈ Cα(T2) for α < 1. This
implies that according to Bony’s estimates (see Lemma 1.1 (4)) the product v ⊗ v
and even v ⊗ z can be well-defined, leaving only z ⊗ z for which one can turn to
Wick products, to be described in more detail subsequently. However, in the case
N = 3 we would have z ∈ Cα(T3) for α < − 12 and thus div(z ⊗ z) ∈ Cα(T3) for
α < −2 so that the diffusion leads to v ∈ Cα(T3) for α < 0. This implies that not
only z ⊗ z but even z ⊗ v is ill-defined.
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Two novel approaches have been developed to bring about a resolution to such
an issue, specifically the theory of regularity structures due to Hairer [33] and that
of paracontrolled distributions due to Gubinelli et al. [28]. Both of these theories
were strongly inspired by the rough path theory due to Lyons [46]; in fact, it is
described in [33, Section 4.4] that rough path may be considered as an example of
a regularity structure, and it is also acknowledged on [28, pg. 1] that their work is
inspired from the theory of controlled rough path [27].
Without delving into the deep theory of the regularity structures, the heuristic
behind it is the key observation that even though a function is typically said to
be smooth if it may approximated by a Taylor polynomial, it is already somewhat
misguided to apply this notion to a solution of an equation forced by STWN because
locally it does not behave similarly to a polynomial but more similarly to the
STWN convoluted with the Green function from diffusion. The work of Hairer
[33] allows one to construct a regularity structure endowed with a whole set of
calculus operations such as multiplication, integration and differentiation, so that
one can recover a fixed point theory, and finally rely on the reconstruction theorem
to conclude the existence and uniqueness of a solution to the original problem (see
[9, 34, 36] for further studies of the theory of regularity structures).
On the other hand, the theory of paracontrolled distributions relies heavily on
the Bony’s decomposition (e.g. [3, g. 86]) beside the rough path theory, which we
now describe briefly. The purpose of the Bony’s decomposition is to split fg in
parts where the frequency of f and g are low and high, specifically
fg =
∑
i,j≥−1
∆if∆jg = π<(f, g) + π>(f, g) + π0(f, g)
where
π<(f, g) =
∑
j≥−1
Sjf∆jg, π>(f, g) =
∑
j≥−1
∆jfSjg, π0(f, g) =
∑
j,l≥−1:|l−j|≤1
∆jf∆lg.
The terms π<(f, g) and π>(f, g) are called paraproducts while π0(f, g) the remain-
der. The key observation by Bony was that π<(f, g) and similarly π>(f, g) are
well-defined distributions such that the mapping (f, g) 7→ π<(f, g) is a bounded
bi-linear operator from Cα(TN )× Cβ(TN ) to Cβ(TN ) if α > 0, β ∈ R. Heuristically
π<(f, g) behaves at large frequencies similarly to g, and f provides only a mod-
ulation of g at large scales. The key lemma on which we will rely heavily is the
following:
Lemma 1.1. ([28, Lemma 2.1], [11, Proposition 2.3]) Let α, β ∈ R. Then
(1) ‖π<(f, g)‖Cβ . ‖f‖L∞‖g‖Cβ for f ∈ L∞(TN ), g ∈ Cβ(TN ),
(2) ‖π>(f, g)‖Cα+β . ‖f‖Cα‖g‖Cβ for β < 0, f ∈ Cα(T3), g ∈ Cβ(T3),
(3) ‖π0(f, g)‖Cα+β . ‖f‖Cα‖g‖Cβ for α+ β > 0, f ∈ Cα(T3), g ∈ Cβ(T3).
(4) Consequently, fg is well-defined for f ∈ Cα(T3), g ∈ Cβ(T3) if α + β > 0
and ‖fg‖Cmin{α,β} . ‖f‖Cα‖g‖Cβ .
By our discussion, only difficulty in defining the product fg boils down to
π0(f, g), and for this purpose, Gubinelli et al. in [28] relied on a paracontrolled
ansatz (see (29) and (32)) and a commutator lemma (see Lemma 4.2).
Beside the work of Zhu and Zhu in [63], we wish to mention the work of Catellier
and Chouk [11], by which our work was inspired directly. The purpose of this
manuscript is to prove the local existence of a unique solution to the MHD system
8 KAZUO YAMAZAKI
forced by the STWN (6a)-(6b); the specific statement will be stated in Theorems
1.2 and 3.2. To the best of the author’s knowledge, this is a first attempt on the
local well-posedness of a system of non-linearly coupled equations forced by STWN.
It is worth noting that one should be able to provide another proof of our main
result, or its analogue, by relying on the theory of regularity structures. Indeed,
Hairer [33] introduced the notion of local subcriticality ([33, Assumption 8.3]), and
showed that his theory may be applied particularly to parabolic Anderson model
and Φ43 model (see [33, pg. 417–418 and Sections 9.1, 9.2]) because they are locally
subcritical. Rather than to go through lengthy proof, let us convince ourselves to
believe so by observing that the 3-d MHD system, similarly to the 3-d NSE, is
locally subcritical satisfying the [33, Assumption 8.3]. Let us denote L , ∂t − ∆
and apply the Leray projection P on the MHD system (6a)-(6b) to deduce
Ly =
(−P((u · ∇)u) + P((b · ∇)b)
−P((u · ∇)b) + P((b · ∇)u)
)
+
(Pξu
Pξb
)
, F (u, b,∇u,∇b, ξ).
Then we may let β = 2 considering ∆ (see [33, pg. 417]) and we already know that
|S| = 2 +N and ξ belongs to Cα(TN ) for α < − |S|2 = −1− N2 so that
β + α < 1− N
2
≤ Si ∀ i = 1, . . . , N + 1,
and β + α < 1− N2 ≤ 0 assuming N ≥ 2. Thus, we replace F (u, b,∇u,∇b, ξ) by(−P(UuPu) + P(UbPb)
−P(UuPb) + P(UbPu)
)
+
(PΘu
PΘb
)
.
By [33, Assumption 8.3], e.g. we know UbPb has homogeneity (β+α)+(β+α−1) =
2β+2α− 1 and the definition of local subcriticality requires 2β+2α− 1 > α which
boils down to 4 > N . Therefore, the 3-d MHD system is indeed locally subcritical.
Remark 1.2. We wish to point out here that by definition of local subcrticality in
[33, Assumption 8.3], the 4-d NSE is actually not locally subcritical, and perhaps
may be considered as locally critical if anything. Curiously in [55], there is a lengthy
discussion of how fourth dimension is indeed the critical dimension in the study of
Serrin regularity criteria, as well as partial regularity theory, for the NSE. This
connection seems to be no coincidence and yet remains unclear to the author at the
time of writing this manuscript.
Without further ado, let us state our main result; the precise statement is de-
ferred until Theorem 3.2.
Theorem 1.2. Let δ0 ∈ (0, 12 ), z ∈ (12 , 12 + δ0) and u0, b0 ∈ C−z(T3). Then there
exists a unique local solution to
∂tu
i −∆ui =
3∑
i1=1
P ii1ξi1u −
1
2
3∑
i1,j=1
P ii1∂xj (uiuj) +
1
2
3∑
i1,j=1
P ii1∂xj(bibj), (11a)
∂tb
i −∆bi =
3∑
i1=1
P ii1ξi1b −
1
2
3∑
i1,j=1
P ii1∂xj (biuj) +
1
2
3∑
i1,j=1
P ii1∂xj (uibj), (11b)
u(x, 0) = Pu0(·), b(x, 0) = Pb0(·), (11c)
for i ∈ {1, 2, 3}, where P̂ lm(k) = δ(l −m)− klkm|k|2 .
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Remark 1.3. The proof of an analogue of the Theorem 1.2 for the 2-d MHD
system goes through verbatim as in our case of the dimension being three. However,
considering our discussion concerning local subcriticality before Remark 1.2, we
suspect significant difficulty will arise in an attempt to extend Theorem 1.2 for the
4-d case.
Let us also emphasize that it is completely inaccurate and actually misleading to
believe that any result on the NSE may be generalized to the MHD system via more
computations. As already mentioned, the work of Hairer and Mattingly [35] on the
ergodicity of the 2-d NSE seems difficult to be extended to the 2-d MHD system. In
the deterministic case, there exist also abundance of results for which an extension
from the case of the NSE to the MHD system is a challenging open problem. For
example, although Yudovich [62] over 55 years ago proved the global regularity of the
solution to the 2-d NSE with zero viscous diffusion, which is the Euler equations, its
extension to the 2-d MHD system with zero viscous diffusion remains open despite
extensive interest from many mathematicians (e.g. [10, 20, 42, 57]).
Remark 1.4. We point out an interesting open problem of extending our result to
the Hall-MHD system:
∂tu+ (u · ∇)u +∇π = ∆u+ (b · ∇)b + ξu, ∇ · u = 0, (12a)
∂tb+ (u · ∇)b = ∆b+ (b · ∇)u − ǫ∇× ((∇× b)× b) + ξb, ∇ · b = 0, (12b)
where ǫ ≥ 0 is the Hall parameter. We note that the case ǫ = 0 reduces (12a)-
(12b) to the MHD system (6a)-(6b). Since this system was introduced by Lighthill
[45] over 75 years ago, it has found rich applications in astrophysics, geophysics
and plasma physics; we refer to [1, 12] for its study in the deterministic case and
[56, 60] in the stochastic case. By the same computation of how we showed that
the 3-d MHD system is locally subcritical, it can be shown that the N -d Hall-MHD
system is not locally subcritical for any N ≥ 2. Indeed, ((∇ × b) · ∇)b from Hall
term would become PbPb by the notations of [33, Assumption 8.3] which would have
homogeneity of (β + α − 1) + (β + α − 1) with β = 2 and in order for the Hall-
MHD system with spatial dimension being N to be locally subcritical, it requires
(β + α − 1) + (β + α − 1) > α which boils down to 2 > N . In fact, Hairer [33]
(e.g. [33, Abstract]) clear states that his theory works for a semi-linear PDE while
the Hall-MHD system is quasi-linear. The author believes extending Theorem 1.2
to the Hall-MHD system is a mathematically challenging and physically meaningful
open problem.
Remark 1.5. To the best of the author’s knowledge, this is the first well-posedness
result for a system of PDE which are non-linearly coupled and forced by STWN.
All the previous work on the MHD and related systems forced by random force
have been devoted to the case the noise is white in only time and not space (e.g.
[4, 50, 52, 58]). With this accomplished, it has become clearer how to establish
similar results for other systems such as the Boussinesq system for which its study
with STWN has been suggested by physicists for decades ([2, 26, 39, 53]) but shied
away by mathematicians due to technical difficulty. Moreover, it will be interesting
to study a system of PDE forced partially by STWN. For example, the Boussinesq
system with only the equation of the temperature forced by STWN has been studied
in the case the noise is white only in time (e.g. [22]).
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We employ the theory of paracontrolled distributions from [28] and follow the
work of [11, 63]; some interesting non-trivial modifications must be made within
our proof. In particular, renormalizations must be done very carefully considering
the coupling (see Remark 3.4). Moreover, it is crucial to make appropriate paracon-
trolled ansatz (see (29) and (32)), and this is difficult due to the complex structure
of the MHD system (see Remark 3.2).
2. Preliminaries
We recall useful examples of Wick products which can be computed using Feyn-
man diagrams and will be used repeatedly hereafter (see [59] for details).
Example 2.1.
:ξ1: =ξ1, :ξ1ξ2: = ξ1ξ2 − E[ξ1ξ2], (13a)
:ξ1ξ2ξ3: =ξ1ξ2ξ3 − E[ξ2ξ3]ξ1 − E[ξ1ξ3]ξ2 − E[ξ1ξ2]ξ3, (13b)
:ξ1ξ2ξ3ξ4: =ξ1ξ2ξ3ξ4 − E[ξ1ξ2]ξ3ξ4 − E[ξ1ξ3]ξ2ξ4 − E[ξ1ξ4]ξ2ξ3 (13c)
− E[ξ2ξ3]ξ1ξ4 − E[ξ2ξ4]ξ1ξ3 − E[ξ3ξ4]ξ1ξ2
+ E[ξ1ξ2]E[ξ3ξ4] + E[ξ1ξ3]E[ξ2ξ4] + E[ξ1ξ4]E[ξ2ξ3].
E[:ξ11ξ12::ξ21ξ22:] = E[ξ11ξ21]E[ξ12ξ22] + E[ξ11ξ22]E[ξ12ξ21],
E[:ξ11ξ12ξ13::ξ21ξ22ξ23:] =E[ξ11ξ21]E[ξ12ξ22]E[ξ13ξ23] + E[ξ11ξ21]E[ξ12ξ23]E[ξ13ξ22]
+E[ξ11ξ22]E[ξ12ξ21]E[ξ13ξ23] + E[ξ11ξ22]E[ξ12ξ23]E[ξ13ξ21]
+E[ξ11ξ23]E[ξ12ξ21]E[ξ13ξ22] + E[ξ11ξ23]E[ξ12ξ22]E[ξ13ξ21],
E[:ξ11ξ12ξ13ξ14::ξ21ξ22ξ23ξ24:]
=E[ξ11ξ21]E[ξ12ξ22]E[ξ13ξ23]E[ξ14ξ24] + E[ξ11ξ21]E[ξ12ξ22]E[ξ13ξ24]E[ξ14ξ23]
+E[ξ11ξ21]E[ξ12ξ23]E[ξ13ξ22]E[ξ14ξ24] + E[ξ11ξ21]E[ξ12ξ23]E[ξ13ξ24]E[ξ14ξ22]
+E[ξ11ξ21]E[ξ12ξ24]E[ξ13ξ22]E[ξ14ξ23] + E[ξ11ξ21]E[ξ12ξ24]E[ξ13ξ23]E[ξ14ξ22]
+E[ξ11ξ22]E[ξ12ξ21]E[ξ13ξ23]E[ξ14ξ24] + E[ξ11ξ22]E[ξ12ξ21]E[ξ13ξ24]E[ξ14ξ23]
+E[ξ11ξ22]E[ξ12ξ23]E[ξ13ξ21]E[ξ14ξ24] + E[ξ11ξ22]E[ξ12ξ23]E[ξ13ξ24]E[ξ14ξ21]
+E[ξ11ξ22]E[ξ12ξ24]E[ξ13ξ21]E[ξ14ξ23] + E[ξ11ξ22]E[ξ12ξ24]E[ξ13ξ23]E[ξ14ξ21]
+E[ξ11ξ23]E[ξ12ξ21]E[ξ13ξ22]E[ξ14ξ24] + E[ξ11ξ23]E[ξ12ξ21]E[ξ13ξ24]E[ξ14ξ22]
+E[ξ11ξ23]E[ξ12ξ22]E[ξ13ξ21]E[ξ14ξ24] + E[ξ11ξ23]E[ξ12ξ22]E[ξ13ξ24]E[ξ14ξ21]
+E[ξ11ξ23]E[ξ12ξ24]E[ξ13ξ21]E[ξ14ξ22] + E[ξ11ξ23]E[ξ12ξ24]E[ξ13ξ22]E[ξ14ξ21]
+E[ξ11ξ24]E[ξ12ξ21]E[ξ13ξ22]E[ξ14ξ23] + E[ξ11ξ24]E[ξ12ξ21]E[ξ13ξ23]E[ξ14ξ22]
+E[ξ11ξ24]E[ξ12ξ22]E[ξ13ξ21]E[ξ14ξ23] + E[ξ11ξ24]E[ξ12ξ22]E[ξ13ξ23]E[ξ14ξ21]
+E[ξ11ξ24]E[ξ12ξ23]E[ξ13ξ21]E[ξ14ξ22] + E[ξ11ξ24]E[ξ12ξ23]E[ξ13ξ22]E[ξ14ξ21].
Finally, the following inequality is standard and will be used many times:
sup
a∈R
|a|re−a2 ≤ c for all r ≥ 0. (14)
We leave the rest of the preliminaries results in the Appendix.
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3. Proof
Hereafter, we denote Cα(T3) by simply Cα. We consider {ξǫ}ǫ>0, a family of
smooth approximations of ξ = (ξu, ξb), to be specified subsequently, and study
the MHD system corresponding to ξǫ; we should formally denote its solution as
yǫ , (uǫ, bǫ) but for brevity omit it until (111) when it is clear. We define L , ∂t−∆
and study the following system:
Lui =
3∑
i1=1
P ii1ξi1u −
1
2
3∑
i1,j=1
P ii1∂xj (uiuj) + 1
2
3∑
i1,j=1
P ii1∂xj (bibj), (15a)
Lbi =
3∑
i1=1
P ii1ξi1b −
1
2
3∑
i1,j=1
P ii1∂xj (biuj) +
1
2
3∑
i1,j=1
P ii1∂xj (uibj), (15b)
y(·, 0) =P(u0, b0)(·) ∈ C−z, (15c)
where ξ , (ξu, ξb) are periodic, independent STWN. Let us now approximate (11a)-
(11b) as follows:
Lui1 =
3∑
i1=1
P ii1ξi1u , Lbi1 =
3∑
i1=1
P ii1ξi1b , (16)
Lui2 =−
1
2
3∑
i1,j=1
P ii1∂xj (ui11 ⋄ uj1 − bi11 ⋄ bj1), u2(·, 0) = 0, (17a)
Lbi2 =−
1
2
3∑
i1,j=1
P ii1∂xj (bi11 ⋄ uj1 − ui11 ⋄ bj1), b2(·, 0) = 0, (17b)
Lui3 =−
1
2
3∑
i1,j=1
P ii1∂xj (ui11 ⋄ uj2 + ui12 ⋄ uj1 − bi11 ⋄ bj2 − bi12 ⋄ bj1), (18a)
Lbi3 =−
1
2
3∑
i1,j=1
P ii1∂xj (bi11 ⋄ uj2 + bi12 ⋄ uj1 − ui11 ⋄ bj2 − ui12 ⋄ bj1), (18b)
y3(·, 0) =0, (18c)
and finally with initial data of
y4(·, 0) = Py0(·)− y1(·, 0), (19)
Lui4 = −
1
2
3∑
i1,j=1
P ii1∂xj [ui11 ⋄ (uj3 + uj4) + (ui13 + ui14 ) ⋄ uj1 + ui12 ⋄ uj2
+ ui12 (u
j
3 + u
j
4) + u
j
2(u
i1
3 + u
i1
4 ) + (u
i1
3 + u
i1
4 )(u
j
3 + u
j
4)
− bi11 ⋄ (bj3 + bj4)− (bi13 + bi14 ) ⋄ bj1 − bi12 ⋄ bj2
− bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)], (20)
Lbi4 = −
1
2
3∑
i1,j=1
P ii1∂xj [bi11 ⋄ (uj3 + uj4) + (bi13 + bi14 ) ⋄ uj1 + bi12 ⋄ uj2
+ bi12 (u
j
3 + u
j
4) + u
j
2(b
i1
3 + b
i1
4 ) + (b
i1
3 + b
i1
4 )(u
j
3 + u
j
4)
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− ui11 ⋄ (bj3 + bj4)− (ui13 + ui14 ) ⋄ bj1 − ui12 ⋄ bj2
− ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)]. (21)
Remark 3.1. The first system (16) immediately deduces
ui1(x, t) =
∫ t
−∞
3∑
i1=1
P ii1Pt−sξi1u (x, s)ds, (22a)
bi1(x, t) =
∫ t
−∞
3∑
i1=1
P ii1Pt−sξi1b (x, s)ds, (22b)
and consequently we see that (ui2, b
i
2) may be solved in (17) using that (u
i
1, b
i
1) is
known, (ui3, b
i
3) may be solved in (18) using that (u
i
1, b
i
1), (u
i
2, b
i
2) are known, but
(ui4, b
i
4) in (19)-(21) are the unknown. We also point out that another important
feature of this construction is that y2(·, 0) = 0, y3(·, 0) = 0 but y4(·, 0) = Py0(·) −
y1(·, 0) so that
∑4
j=1 yj(·, 0) = Py0(·). Finally, let us observe that
‖y4(·, 0)‖C−z . ‖y0(·)‖C−z + ‖y1(·, 0)‖C−z . 1
by the hypothesis of Theorem 1.2 that y0 ∈ C−z, z ∈ (12 , 12 + δ0), δ0 ∈ (0, 12 ) and
y1 ∈ Cα for α < − 12 due to (16) being a linear heat equation so that y1 ∈ C−z
indeed; this will be crucially used in (108).
We now specify that
ui1 ⋄ uj3 = π<(uj3, ui1) + π>(uj3, ui1) + π0,⋄(uj3, ui1), (23a)
ui1 ⋄ uj4 = π<(uj4, ui1) + π>(uj4, ui1) + π0,⋄(uj4, ui1), (23b)
bi1 ⋄ bj3 = π<(bj3, bi1) + π>(bj3, bi1) + π0,⋄(bj3, bi1), (23c)
bi1 ⋄ bj4 = π<(bj4, bi1) + π>(bj4, bi1) + π0,⋄(bj4, bi1), (23d)
bi1 ⋄ uj3 = π<(uj3, bi1) + π>(uj3, bi1) + π0,⋄(uj3, bi1), (23e)
bi1 ⋄ uj4 = π<(uj4, bi1) + π>(uj4, bi1) + π0,⋄(uj4, bi1), (23f)
ui1 ⋄ bj3 = π<(bj3, ui1) + π>(bj3, ui1) + π0,⋄(bj3, ui1), (23g)
ui1 ⋄ bj4 = π<(bj4, ui1) + π>(bj4, ui1) + π0,⋄(bj4, ui1), (23h)
ui1 ⋄ uj2 = ui1uj2, bi1 ⋄ bj2 = bi1bj2, bi1 ⋄ uj2 = bi1uj2, ui1 ⋄ bj2 = ui1bj2, (24a)
ui1 ⋄ uj1 = ui1uj1 − Cǫ,ij0,1 , (24b)
bi1 ⋄ bj1 = bi1bj1 − Cǫ,ij0,2 , (24c)
ui1 ⋄ bj1 = ui1bj1 − Cǫ,ij0,3 , (24d)
bi1 ⋄ uj1 = bi1uj1 − Cǫ,ij0,4 , (24e)
ui2 ⋄ uj2 = ui2uj2 − Cǫ,ij2,1 , (24f)
bi2 ⋄ bj2 = bi2bj2 − Cǫ,ij2,2 , (24g)
bi2 ⋄ uj2 = bi2uj2 − Cǫ,ij2,3 , (24h)
ui2 ⋄ bj2 = ui2bj2 − Cǫ,ij2,4 , (24i)
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and finally,
π0,⋄(u
i
3, u
j
1) = π0(u
i
3, u
j
1)− Cǫ,ij1,1 , (25a)
π0,⋄(b
i
3, b
j
1) = π0(b
i
3, b
j
1)− Cǫ,ij1,2 , (25b)
π0,⋄(u
i
3, b
j
1) = π0(u
i
3, b
j
1)− Cǫ,ij1,3 , (25c)
π0,⋄(b
i
3, u
j
1) = π0(b
i
3, u
j
1)− Cǫ,ij1,4 ; (25d)
we postpone specific description of the constants; e.g. Cǫ,ij0,1 , C
ǫ,ij
2,3 and C
ǫ,ij
1,3 are given
in (117), (162) and (195), respectively. Now we consider the following equations
LKiu = u
i
1, K
i
u(0) = 0 and LK
i
b = b
i
1, K
i
b(0) = 0 (26)
and define π0,⋄(u
j
4, u
i
1) of (23b) as follows:
π0,⋄(u
i
4, u
j
1) =−
1
2
(π0,⋄(
3∑
i1,j1=1
P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(uj13 + uj14 , ∂xj1Ki1u ), uj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u ), uj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u ), uj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bj13 + bj14 , ∂xj1Ki1b ), uj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b ), uj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b ), uj1)) + π0(u♯,i, uj1) (27)
where
π0,⋄(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1) (28a)
=π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)− π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)
+ π0(π<(u
i1
3 + u
i1
4 ,P ii1∂xj1Kj1u ), uj1)− (ui13 + ui14 )π0(P ii1∂xj1Kj1u , uj1)
+ (ui13 + u
i1
4 )π0,⋄(P ii1∂xj1Kj1u , uj1),
π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1) (28b)
=π0(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)− π0(π<(bi13 + bi14 ,P ii1∂xj1Kj1b ), uj1)
+ π0(π<(b
i1
3 + b
i1
4 ,P ii1∂xj1 ,Kj1b ), uj1)− (bi13 + bi14 )π0(P ii1∂xj1Kj1b , uj1)
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+ (bi13 + b
i1
4 )π0,⋄(P ii1∂xj1Kj1b , uj1).
We also define a paracontrolled ansatz of
ui4 =−
1
2
3∑
i1,j1=1
P ii1∂xj1 [π<(ui13 + ui14 ,Kj1u ) + π<(uj13 + uj14 ,Ki1u )
− π<(bi13 + bi14 ,Kj1b )− π<(bj13 + bj14 ,Ki1b )] + u♯,i; (29)
additionally we define
π0,⋄(P ii1∂xjKju, uj21 ) , π0(P ii1∂xjKju, uj21 ), (30a)
π0,⋄(P ii1∂xjKi1u , uj21 ) , π0(P ii1∂xjKi1u , uj21 ), (30b)
π0,⋄(P ii1∂xjKjb , uj21 ) , π0(P ii1∂xjKjb , uj21 ), (30c)
π0,⋄(P ii1∂xjKi1b , uj21 ) , π0(P ii1∂xjKi1b , uj21 ). (30d)
Similarly we may define π0,⋄(b
i
4, b
j
1) of (23d) as follows:
π0,⋄(b
i
4, b
j
1) =−
1
2
(π0,⋄(−
3∑
i1,j1=1
P ii1π<(ui13 + ui14 , ∂xj1Kj1b ), bj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(uj13 + uj14 , ∂xj1Ki1b ), bj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1b ), bj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1b ), bj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(bi13 + bi14 , ∂xj1Kj1u ), bj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bj13 + bj14 , ∂xj1Ki1u ), bj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1u ), bj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1u ), bj1)) + π0(b♯,i, bj1) (31)
where π0,⋄(P ii1π<(ui13 +ui14 , ∂xj1Kj1b ), bj1) is defined identically as π0,⋄(P ii1π<(ui13 +
ui14 , ∂xj1K
j1
u ), u
j
1) in (28a) with u
j
1 replaced by b
j
1 and K
j1
u replaced by K
j1
b while
π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1u ), bj1) is defined as π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)
in (28b) with uj1 replaced by b
j
1 and K
j1
b replaced by K
j1
u . We also define a para-
controlled ansatz of
bi4 =−
1
2
3∑
i1,j1=1
P ii1∂xj1 [−π<(ui13 + ui14 ,Kj1b ) + π<(uj13 + uj14 ,Ki1b )
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+ π<(b
i1
3 + b
i1
4 ,K
j1
u )− π<(bj13 + bj14 ,Ki1u )] + b♯,i; (32)
additionally we define
π0,⋄(P ii1∂xjKjb , bj21 ) , π0(P ii1∂xjKjb , bj21 ),
π0,⋄(P ii1∂xjKi1b , bj21 ) , π0(P ii1∂xjKi1b , bj21 ),
π0,⋄(P ii1∂xjKju, bj21 ) , π0(P ii1∂xjKju, bj21 ),
π0,⋄(P ii1∂xjKi1u , bj21 ) , π0(P ii1∂xjKi1u , bj21 ).
Remark 3.2. This step is absolutely crucial and it took a few trials and errors to
finally see what it should be, even following the case of the NSE in [63], particularly
the signs of the four terms within (32) were not clear at first. We chose (32) in
order to make the proof work, particularly bearing in mind the crucial steps at (21),
(51) and (31).
For π0,⋄(u
i
4, b
j
1) of (23f), it is essentially identical to π0,⋄(u
i
4, u
j
1) in (27) with u
j
1
replaced by bj1 because u
i
4 has already been defined in (29). We leave details here:
π0,⋄(u
i
4, b
j
1) =−
1
2
(π0,⋄(
3∑
i1,j1=1
P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), bj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(uj13 + uj14 , ∂xj1Ki1u ), bj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u ), bj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u ), bj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), bj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bj13 + bj14 , ∂xj1Ki1b ), bj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b ), bj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b ), bj1)) + π0(u♯,i, bj1)
where π0,⋄(P ii1π<(ui13 +ui14 , ∂xj1Kj1u ), bj1) is defined identically to π0,⋄(P ii1π<(ui13 +
ui14 , ∂xj1K
j1
u ), u
j
1) in (28a) with u
j
1 replaced by b
j
1, and similarly π0,⋄(P ii1π<(bi13 +
bi14 , ∂xj1K
j1
b ), b
j
1) is defined as π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1) in (28b) with uj1
replaced by bj1. For π0,⋄(b
i
4, u
j
1) of (23h), it is also identical to π0,⋄(b
i
4, b
j
1) with b
j
1
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replaced by uj1, which is automatic because we already defined b
i
4 in (32). In detail,
π0,⋄(b
i
4, u
j
1) =−
1
2
(π0,⋄(−
3∑
i1,j1=1
P ii1π<(ui13 + ui14 , ∂xj1Kj1b ), uj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(uj13 + uj14 , ∂xj1Ki1b ), uj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1b ), uj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1b ), uj1)
+ π0,⋄(
3∑
i1,j1=1
P ii1π<(bi13 + bi14 , ∂xj1Kj1u ), uj1)
− π0,⋄(
3∑
i1,j1=1
P ii1π<(bj13 + bj14 , ∂xj1Ki1u ), uj1)
+
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1u ), uj1)
−
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1u ), uj1)) + π0(b♯,i, uj1)
where π0,⋄(P ii1π<(ui13 +ui14 , ∂xj1Kj1b ), uj1) is defined identically to π0,⋄(P ii1π<(ui13 +
ui14 , ∂xj1K
j1
u ), u
j
1) in (28a) with K
j1
u replaced by K
j1
b and similarly π0,⋄(P ii1π<(bi13 +
bi14 , ∂xj1K
j1
u ), u
j
1) is defined identically to π0,⋄(P ii1π<(bi13 +bi14 , ∂xj1Kj1b ), uj1) in (28b)
with Kj1b replaced by K
j1
u . Now from (26), for all δ ∈ [0, 4] we may compute
‖Kiu(t)‖C 32−δ . sup
s∈[0,t]
‖ui1(s)‖C− 12− δ2 t
δ
4 , ‖Kib(t)‖C 32−δ . sup
s∈[0,t]
‖bi1(s)‖C− 12− δ2 t
δ
4 (33)
because e.g.
‖Kib(t)‖C 32−δ .
∫ t
0
(t− s)−
(2− δ
2
2 )‖bi1(s)‖C− 12− δ2 ds . sup
s∈[0,t]
‖bi1(s)‖C− 12− δ2 t
δ
4 (34)
by (26) and Lemma 4.4. We fix
0 < δ < δ0 ∧ 1− 2δ0
3
∧ 1− z
4
∧ (2z − 1). (35)
Let us assume that
ui1, b
i
1 ∈ C([0, T ]; C−
1
2−
δ
2 ), (36a)
ui1 ⋄ uj1, bi1 ⋄ bj1, ui1 ⋄ bj1, bi1 ⋄ uj1 ∈ C([0, T ]; C−1−
δ
2 ), (36b)
ui1 ⋄ uj2, bi1 ⋄ bj2, bi1 ⋄ uj2, bi2 ⋄ uj1 ∈ C([0, T ]; C−
1
2−
δ
2 ), (36c)
ui2 ⋄ uj2, bi2 ⋄ bj2, bi2 ⋄ uj2 ∈ C([0, T ]; C−δ), (36d)
π0,⋄(u
j
3, u
i
1), π0,⋄(b
j
3, b
i
1), π0,⋄(u
j
3, b
i
1), π0,⋄(b
j
3, u
i
1) ∈ C([0, T ]; C−δ), (36e)
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π0,⋄(P ii1∂xjKju, uj11 ), π0,⋄(P ii1∂xjKi1u , uj11 ), π0,⋄(P ii1∂xjKjb , uj11 ),
π0,⋄(P ii1∂xjKi1b , uj11 ), π0,⋄(P ii1∂xjKju, bj11 ), π0,⋄(P ii1∂xjKi1u , bj11 ),
π0,⋄(P ii1∂xjKjb , bj11 ), π0,⋄(P ii1∂xjKi1b , bj11 ) ∈ C([0, T ]; C−δ) (36f)
for all i, j, i1, j1 ∈ {1, 2, 3} so that we may define a finite number of
Cǫξ , sup
t∈[0,T ]
[
3∑
i=1
‖(ui1, bi1)(t)‖C− 12− δ2
+
3∑
i,j=1
‖(ui1 ⋄ uj1, bi1 ⋄ bj1, ui1 ⋄ bj1, bi1 ⋄ uj1)(t)‖C−1− δ2
+
3∑
i,j=1
‖(ui1 ⋄ uj2, bi1 ⋄ bj2, bi1 ⋄ uj2, bi2 ⋄ uj1)‖C− 12− δ2
+
3∑
i,j=1
‖(ui2 ⋄ uj2, bi2 ⋄ bj2, bi2 ⋄ uj2)‖C−δ
+
3∑
i,j=1
‖(π0,⋄(uj3, ui1), π0,⋄(bj3, bi1), π0,⋄(uj3, bi1), π0,⋄(bj3, ui1))‖C−δ
+
3∑
i,i1,j,j1=1
‖(π0,⋄(P ii1∂xjKju, uj11 ), π0,⋄(P ii1∂xjKi1u , uj11 ),
π0,⋄(P ii1∂xjKjb , uj11 ), π0,⋄(P ii1∂xjKi1b , uj11 ))‖C−δ
+
3∑
i,i1,j,j1=1
‖(π0,⋄(P ii1∂xjKju, bj11 ), π0,⋄(P ii1∂xjKi1u , bj11 ),
π0,⋄(P ii1∂xjKjb , bj11 ), π0,⋄(P ii1∂xjKi1b , bj11 ))‖C−δ ]; (37)
let us write Cξ in case ǫ = 0. We mention in particular the inclusion of the last two
summations in (37) will be crucial in (70) and (76). Now from (17) we see that
sup
t∈[0,T ]
‖yi2(t)‖C−δ .
3∑
i1,j=1
sup
t∈[0,T ]
∫ t
0
(t− s)−
(2− δ
2
)
2
× ‖(ui11 ⋄ uj1, bi11 ⋄ bj1, bi11 ⋄ uj1, ui11 ⋄ bj1)‖C−1− δ2 ds . CξT
δ
4 (38)
by Lemmas 4.5 and 4.4, (35) and (37). Similarly from (18), we may compute
sup
t∈[0,T ]
‖yi3(t)‖C 12−δ .
3∑
i1,j=1
‖(ui11 ⋄ uj2, ui12 ⋄ uj1, bi11 ⋄ uj2, bi12 ⋄ uj1)‖C([0,T ];C−12− δ2 )
×
∫ t
0
(t− s)−
(2− δ
2
)
2 ds . CξT
δ
4
by Lemma 4.4, (35) and (37), and therefore
‖y2‖C([0,T ];C−δ) + ‖y3‖C([0,T ];C 12−δ) . CξT
δ
4 . (39)
18 KAZUO YAMAZAKI
Next, from (19)-(21), we may compute
sup
t∈[0,T ]
t
1
2
−δ0+z
2 ‖yi4(t)‖C 12−δ0
. sup
t∈[0,T ]
t
1
2
−δ0+z
2 ‖Pt(Pyi0 − yi1(0))‖C 12−δ0
+ sup
t∈[0,T ]
t
1
2
−δ0+z
2
3∑
i1,j=1
∫ t
0
‖Pt−s(ui11 ⋄ (uj3 + uj4) + (ui13 + ui14 ) ⋄ uj1
+ ui12 ⋄ uj2 + ui12 (uj3 + uj4) + uj2(ui13 + ui14 )
+ (ui13 + u
i1
4 )(u
j
3 + u
j
4)− bi11 ⋄ (bj3 + bj4)− (bi13 + bi14 ) ⋄ bj1
− bi12 ⋄ bj2 − bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4),
bi11 ⋄ (uj3 + uj4) + (bi13 + bi14 ) ⋄ uj1 + bi12 ⋄ uj2
+ bi12 (u
j
3 + u
j
4) + u
j
2(b
i1
3 + b
i1
4 ) + (b
i1
3 + b
i1
4 )(u
j
3 + u
j
4)
− ui11 ⋄ (bj3 + bj4)− (ui13 + ui14 ) ⋄ bj1 − ui12 ⋄ bj2
− ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4))‖C 32−δ0ds , I
1
T + I
2
T (40)
by Lemma 4.5 where it is immediate that we may estimate for ǫ ∈ (0, 1) fixed,
I1T = sup
t∈[0,T ]
t
1
2
−δ0+z
2 ‖Pt(Pyi0 − yi1(0))‖C 12−δ0
. sup
t∈[0,T ]
t
1
2
−δ0−z
2 t−
( 1
2
−δ0+z)
2 (‖Pyi0‖C−z + ‖yi1(0)‖C−z) . 1
due to Lemma 4.4, (35) and Remark 3.1. Thus, we now focus on I2T . First we may
estimate also for ǫ ∈ (0, 1) fixed,
sup
t∈[0,T ]
t
1
2
−δ0+z
2
∫ t
0
‖Pt−s(bi12 ⋄ uj2)‖C 32−δ0ds
. sup
t∈[0,T ]
t
1
2
−δ0+z
2
∫ t
0
(t− s)−
( 3
2
−δ0+δ)
2 ‖bi12 ⋄ uj2‖C−δds . 1 (41)
by Lemma 4.4, (35) and (36d). Second, e.g. we may also estimate
sup
t∈[0,T ]
t
1
2
−δ0+z
2
∫ t
0
‖Pt−s(ui14 bj4)‖C 32−δ0ds
. sup
t∈[0,T ]
t
1
2
−δ0+z
2
∫ t
0
(t− s)− 12 ‖ui14 ‖C 12−δ0 ‖b
j
4‖C 12−δ0ds
.( sup
t∈[0,T ]
t
1
2
−δ0+z
2 ‖y4(t)‖
C
1
2
−δ0
)2T
1
2
+δ0−z
2 . 1 (42)
by Lemma 4.4 and Lemma 1.1 (4). Similar computations on other terms in I2T of
(40) show that for all ǫ ∈ (0, 1) fixed, there exists a maximal existence time Tǫ > 0
and y4 ∈ C([0, Tǫ); C 12−δ0) such that y4 satisfies (19)-(21) and
sup
t∈[0,Tǫ)
t
1
2
−δ0+z
2 ‖y4(t)‖
C
1
2
−δ0
= +∞. (43)
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Now we set
δ
2
< β < z + 2δ − 1
2
<
1
2
− 2δ (44)
and realize that in the computation of (42), we could have instead estimated
t
1
2
+β+z
2
∫ t
0
‖Pt−s(ui14 bj4)‖C 32+βds
.t
1
2
+β+z
2
∫ t
0
(t− s)−( 1+β+δ02 )‖ui14 ‖C 12−δ0‖b
j
4‖C 12−δ0ds
.t
1
2
+δ0−z
2
(
sup
s∈[0,t]
s
1
2
−δ0+z
2 ‖y4(s)‖
C
1
2
−δ0
)2
(45)
by Lemma 4.4, (44), (35) and Lemma 1.1 (4). Thus, similar computations on other
terms in I1T and I
2
T of (40) lead to
t
1
2
+β+z
2 ‖y4(t)‖
C
1
2
+β .C(ǫ, ‖y0‖C−z , y1, y2, y3)
+ t
1
2
+δ0−z
2
(
sup
s∈[0,t]
s
1
2
−δ0+z
2 ‖y4(s)‖
C
1
2
−δ0
)2
(46)
for all t ∈ (0, Tǫ). This shows that (u♯,i, b♯,i)(t) ∈ C 12+β for all t ∈ (0, Tǫ) due to
(43). This leads us to the next estimate of
‖ui4‖C 12−δ + ‖b
i
4‖C 12−δ
.
3∑
i1,j1=1
‖P ii1∂xj1 [π<(ui13 + ui14 ,Kj1u ) + π<(uj13 + uj14 ,Ki1u )]‖C 12−δ
+ ‖P ii1∂xj1 [π<(bi13 + bi14 ,Kj1b ) + π<(bj13 + bj14 ,Ki1b )]‖C 12−δ + ‖u
♯,i‖
C
1
2
−δ
+ ‖P ii1∂xj1 [−π<(ui13 + ui14 ,Kj1b ) + π<(uj13 + uj14 ,Ki1b )]‖C 12−δ
+ ‖P ii1∂xj1 [π<(bi13 + bi14 ,Kj1u )− π<(bj13 + bj14 ,Ki1u )]‖C 12−δ + ‖b
♯,i‖
C
1
2
−δ (47)
by the paracontrolled ansatz (29) and (32). First we may estimate
‖P ii1∂xj1 [π<(bi13 + bi14 ,Kj1b ) + π<(bj13 + bj14 ,Ki1b )]‖C 12−δ
.‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ + ‖b
j1
3 + b
j1
4 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ (48)
by Lemma 4.5, Lemma 1.1 (1), and (2). Similar estimates may be deduced for
‖P ii1∂xj1 [π<(ui13 + ui14 ,Kj1u ) + π<(uj13 + uj14 ,Ki1u )]‖C 12−δ , and ‖P
ii1∂xj1 [−π<(ui13 +
ui14 ,K
j1
b )+π<(u
j1
3 +u
j1
4 ,K
i1
b )]‖C 12−δ , as well as ‖P
ii1∂xj1 [π<(b
i1
3 +b
i1
4 ,K
j1
u )−π<(bj13 +
b
j1
4 ,K
i1
u )]‖C 12−δ . Moreover, it is immediate that C
1
2+β →֒ C 12−δ by (44). Therefore,
we obtain
‖ui4‖C 12−δ + ‖b
i
4‖C 12−δ . ‖(u
♯,i, b♯,i)‖
C
1
2
+β
3∑
i1,j1=1
‖(ui13 + ui14 , bi13 + bi14 , uj13 + uj14 , bj13 + bj14 )‖C 12−δ0 ‖(K
i1
u ,K
j1
b )‖C 32−δ . (49)
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Now we obtain from (29)
Lu♯,i =− 1
2
3∑
i1,j=1
P ii1∂xj [π<(uj3 + uj4, ui11 ) + π>(uj3 + uj4, ui11 )
+ π0,⋄(u
j
3, u
i1
1 ) + π0,⋄(u
j
4, u
i1
1 )
+ π<(u
i1
3 + u
i1
4 , u
j
1) + π>(u
i1
3 + u
i1
4 , u
j
1) + π0,⋄(u
i1
3 , u
j
1) + π0,⋄(u
i1
4 , u
j
1)
+ ui12 ⋄ uj2 + ui12 (uj3 + uj4) + uj2(ui13 + ui14 ) + (ui13 + ui14 )(uj3 + uj4)
− π<(bj3 + bj4, bi11 )− π>(bj3 + bj4, bi11 )− π0,⋄(bj3, bi11 )− π0,⋄(bj4, bi11 )
− π<(bi13 + bi14 , bj1)− π>(bi13 + bi14 , bj1)− π0,⋄(bi13 , bj1)− π0,⋄(bi14 , bj1)
− bi12 ⋄ bj2 − bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)]
+
1
2
3∑
i1,j=1
P ii1(∂xj [π<(L(ui13 + ui14 ),Kju) + π<(ui13 + ui14 , uj1)
+ π<(L(u
j
3 + u
j
4),K
i1
u ) + π<(u
j
3 + u
j
4, u
i1
1 )
− π<(L(bi13 + bi14 ),Kjb )− π<(bi13 + bi14 , bj1)
− π<(L(bj3 + bj4),Ki1b )− π<(bj3 + bj4, bi11 )
− 2π<(∇(ui13 + ui14 ),∇Kju)− 2π<(∇(uj3 + uj4),∇Ki1u )
+ 2π<(∇(bi13 + bi14 ),∇Kjb ) + 2π<(∇(bj3 + bj4),∇Ki1b )])
where we used (26), that L = ∂t −∆, (20), (23a)-(23d). We make a crucial obser-
vation that we can cancel out π<(u
i1
3 + u
i1
4 , u
j
1), π<(u
j
3 + u
j
4, u
i1
1 ), π<(b
j
3 + b
j
4, b
i1
1 )−
π<(b
j
3 + b
j
4, b
i1
1 ) and π<(b
i1
3 + b
i1
4 , b
j
1)− π<(bi13 + bi14 , bj1) to deduce
Lu♯,i =− 1
2
3∑
i1,j=1
P ii1∂xj [π>(uj3 + uj4, ui11 ) + π0,⋄(uj3, ui11 ) + π0,⋄(uj4, ui11 )
+ π>(u
i1
3 + u
i1
4 , u
j
1) + π0,⋄(u
i1
3 , u
j
1) + π0,⋄(u
i1
4 , u
j
1)
+ ui12 ⋄ uj2 + ui12 (uj3 + uj4) + uj2(ui13 + ui14 ) + (ui13 + ui14 )(uj3 + uj4)
− π>(bj3 + bj4, bi11 )− π0,⋄(bj3, bi11 )− π0,⋄(bj4, bi11 )
− π>(bi13 + bi14 , bj1)− π0,⋄(bi13 , bj1)− π0,⋄(bi14 , bj1)
− bi12 ⋄ bj2 − bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)
− π<(L(ui13 + ui14 ),Kju)− π<(L(uj3 + uj4),Ki1u )
+ π<(L(b
i1
3 + b
i1
4 ),K
j
b ) + π<(L(b
j
3 + b
j
4),K
i1
b )
+ 2π<(∇(ui13 + ui14 ),∇Kju) + 2π<(∇(uj3 + uj4),∇Ki1u )
− 2π<(∇(bi13 + bi14 ),∇Kjb )− 2π<(∇(bj3 + bj4),∇Ki1b )]) , φ♯,iu . (50)
Similarly we can compute
Lb♯,i =− 1
2
3∑
i1,j=1
P ii1∂xj [π<(uj3 + uj4, bi11 ) + π>(uj3 + uj4, bi11 )
+ π0,⋄(u
j
3, b
i1
1 ) + π0,⋄(u
j
4, b
i1
1 )
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+ π<(b
i1
3 + b
i1
4 , u
j
1) + π>(b
i1
3 + b
i1
4 , u
j
1) + π0,⋄(b
i1
3 , u
j
1) + π0,⋄(b
i1
4 , u
j
1)
+ bi12 ⋄ uj2 + bi12 (uj3 + uj4) + uj2(bi13 + bi14 ) + (bi13 + bi14 )(uj3 + uj4)
− π<(bj3 + bj4, ui11 )− π>(bj3 + bj4, ui11 )− π0,⋄(bj3, ui11 )− π0,⋄(bj4, ui11 )
− π<(ui13 + ui14 , bj1)− π>(ui13 + ui14 , bj1)− π0,⋄(ui13 , bj1)− π0,⋄(ui14 , bj1)
− ui12 ⋄ bj2 − ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)]
+
1
2
3∑
i1,j=1
P ii1∂xj [−π<(L(ui13 + ui14 ),Kjb )− π<(ui13 + ui14 , bj1)
+ π<(L(u
j
3 + u
j
4),K
i1
b ) + π<(u
j
3 + u
j
4, b
i1
1 )
+ π<(L(b
i1
3 + b
i1
4 ),K
j
u) + π<(b
i1
3 + b
i1
4 , u
j
1)
− π<(L(bj3 + bj4),Ki1u )− π<(bj3 + bj4, ui11 )
+ 2π<(∇(ui13 + ui14 ),∇Kjb )− 2π<(∇(uj3 + uj4),∇Ki1b )
− 2π<(∇(bi13 + bi14 ),∇Kju) + 2π<(∇(bj3 + bj4),∇Ki1u )]
by (32), that L = ∂t − ∆, (26), (21), (23e)-(23h). Again we cancel out π<(uj3 +
u
j
4, b
i1
1 ), π<(b
j
3 + b
j
4, u
i1
1 ), π<(b
i1
3 + b
i1
4 , u
j
1) and π<(u
i1
3 + u
i1
4 , b
j
1) and obtain
Lb♯,i =− 1
2
3∑
i1,j=1
P ii1∂xj [π>(uj3 + uj4, bi11 ) + π0,⋄(uj3, bi11 ) + π0,⋄(uj4, bi11 )
+ π>(b
i1
3 + b
i1
4 , u
j
1) + π0,⋄(b
i1
3 , u
j
1) + π0,⋄(b
i1
4 , u
j
1)
+ bi12 ⋄ uj2 + bi12 (uj3 + uj4) + uj2(bi13 + bi14 ) + (bi13 + bi14 )(uj3 + uj4)
− π>(bj3 + bj4, ui11 )− π0,⋄(bj3, ui11 )− π0,⋄(bj4, ui11 )
− π>(ui13 + ui14 , bj1)− π0,⋄(ui13 , bj1)− π0,⋄(ui14 , bj1)
− ui12 ⋄ bj2 − ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)
+ π<(L(u
i1
3 + u
i1
4 ),K
j
b )− π<(L(uj3 + uj4),Ki1b )
− π<(L(bi13 + bi14 ),Kju) + π<(L(bj3 + bj4),Ki1u )
− 2π<(∇(ui13 + ui14 ),∇Kjb ) + 2π<(∇(uj3 + uj4),∇Ki1b )
+ 2π<(∇(bi13 + bi14 ),∇Kju)− 2π<(∇(bj3 + bj4),∇Ki1u )] , φ♯,ib . (51)
In contrast to the NSE, we not only have to define π0(u
i
4, u
j
1) but also π0(b
i
4, b
j
1),
π0(u
i
4, b
j
1) and π0(b
i
4, u
j
1). First,
π0(u
i
4, u
j
1) =−
1
2
3∑
i1,j1=1
π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(uj13 + uj14 , ∂xj1Ki1u ), uj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)
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+
1
2
3∑
i1,j1=1
π0(P ii1π<(bj13 + bj14 , ∂xj1Ki1b ), uj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u ), uj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u ), uj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b ), uj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b ), uj1)
+ π0(u
♯,i, u
j
1) (52)
by (29) and Leibniz rule. Similarly,
π0(b
i
4, b
j
1) =
1
2
3∑
i1,j1=1
π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1b ), bj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(uj13 + uj14 , ∂xj1Ki1b ), bj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(bi13 + bi14 , ∂xj1Kj1u ), bj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(bj13 + bj14 , ∂xj1Ki1u ), bj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1b ), bj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1b ), bj1)
− 1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1u ), bj1)
+
1
2
3∑
i1,j1=1
π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1u ), bj1) (53)
by (32) and Leibniz rule. We can define π0(u
i
4, b
j
1) and π0(b
i
4, u
j
1) similarly. We
only consider the first four terms in π0(u
i
4, u
j
1) of (52) and π0(b
i
4, b
j
1) of (53) as other
terms are similar. For the first term in π0(u
i
4, u
j
1) of (52) we write
π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)
=π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)− π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)
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+ π0(π<(u
i1
3 + u
i1
4 ,P ii1∂xj1Kj1u ), uj1)− (ui13 + ui14 )π0(P ii1∂xj1Kj1u , uj1)
+ (ui13 + u
i1
4 )π0(P ii1∂xj1Kj1u , uj1), (54)
for the second term in π0(u
i
4, u
j
1) of (52) we write
π0(P ii1π<(uj13 + uj14 , ∂xj1Ki1u ), uj1)
=π0(P ii1π<(uj13 + uj14 , ∂xj1Ki1u ), uj1)− π0(π<(uj13 + uj14 ,P ii1∂xj1 ,Ki1u ), uj1)
+ π0(π<(u
j1
3 + u
j1
4 ,P ii1∂xj1Ki1u ), uj1)− (uj13 + uj14 )π0(P ii1∂xj1Ki1u , uj1)
+ (uj13 + u
j1
4 )π0(P ii1∂xj1Ki1u , uj1), (55)
for the third term in π0(u
i
4, u
j
1) of (52) we write
π0(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)
=π0(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)− π0(π<(bi13 + bi14 ,P ii1∂xj1Kj1b ), uj1)
+ π0(π<(b
i1
3 + b
i1
4 ,P ii1∂xj1Kj1b ), uj1)− (bi13 + bi14 )π0(P ii1∂xj1Kj1b , uj1)
+ (bi13 + b
i1
4 )π0(P ii1∂xj1Kj1b , uj1), (56)
and for the fourth term in π0(u
i
4, u
j
1) of (52) we write
π0(P ii1π<(bj13 + bj14 , ∂xj1Ki1b ), uj1)
=π0(P ii1π<(bj13 + bj14 , ∂xj1Ki1b ), uj1)− π0(π<(bj13 + bj14 ,P ii1∂xj1Ki1b ), uj1)
+ π0(π<(b
j1
3 + b
j1
4 ,P ii1∂xj1Ki1b ), uj1)− (bj13 + bj14 )π0(P ii1∂xj1Ki1b , uj1)
+ (bj13 + b
j1
4 )π0(P ii1∂xj1Ki1b , uj1). (57)
Similarly we can write the first four terms of π0(b
i
4, b
j
1). For the convergence of
π0(P ii1∂xj1Kj1u , uj1), π0(P ii1∂xj1Ki1u , uj1), π0(P ii1∂xj1Kj1b , uj1), π0(P ii1∂xj1Ki1b , uj1)
as ǫ→ 0, we need to do renormalization. We now estimate
‖π0,⋄(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)‖C−δ
.‖π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)− π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)‖C−δ
+ ‖π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)− (ui13 + ui14 )π0(P ii1∂xj1Kj1u , uj1)‖C−δ
+ ‖(ui13 + ui14 )π0,⋄(P ii1∂xj1Kj1u , uj1)‖C−δ (58)
by (28b). For
δ ≤ δ0 < 1
2
− 3δ
2
, (59)
we may firstly estimate
‖π0(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)− π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)‖C−δ
.‖P ii1π<(ui13 + ui14 , ∂xj1Kj1u )− π<(ui13 + ui14 ,P ii1∂xj1Kj1u )‖C1−δ−δ0 ‖uj1‖C− 12− δ2
.‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖u
j
1‖C− 12− δ2 (60)
by linearity of π0(f, ·), that −δ ≤ 12 − 3δ2 − δ0 due to (59), (2), Lemma 1.1 (3) and
Lemma 4.3. Second, we may estimate
‖π0(π<(ui13 + ui14 ,P ii1∂xj1Kj1u ), uj1)− (ui13 + ui14 )π0(P ii1∂xj1Kj1u , uj1)‖C−δ
.‖ui13 + ui14 ‖C 12−δ0 ‖P
ii1∂xj1K
j1
u ‖C 12−δ‖u
j
1‖C− 12− δ2
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.‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖u
j
1‖C− 12− δ2 (61)
where we used that −δ ≤ 12 − 3δ2 − δ0 due to (59), Lemmas 4.2 and 4.5.
Remark 3.3. Let us emphasize strongly that this estimate (61) seems very difficult,
if not impossible, without relying on the commutator estimate Lemma 4.2, e.g. by
utilizing only Lemma 1.1.
Third, we also estimate
‖(ui13 + ui14 )π0,⋄(P ii1∂xj1Kj1u , uj1)‖C−δ
.‖ui13 + ui14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , u
j
1)‖C−δ (62)
by Lemma 1.1 (4), (35) and (59). Applying (60)-(62) to (58) implies
‖π0,⋄(P ii1π<(ui13 + ui14 , ∂xj1Kj1u ), uj1)‖C−δ
.‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖u
j
1‖C− 12− δ2
+ ‖ui13 + ui14 ‖C 12−δ0‖π0,⋄(P
ii1∂xj1K
j1
u , u
j
1)‖C−δ . (63)
Similarly we can deduce
‖π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1b ), uj1)‖C−δ
.‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖u
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
b , u
j
1)‖C−δ , (64)
as well as
‖π0,⋄(P ii1π<(ui13 + ui14 , ∂xj1Kj1b ), bj1)‖C−δ (65a)
.‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖b
j
1‖C− 12− δ2
+ ‖ui13 + ui14 ‖C 12−δ0‖π0,⋄(P
ii1∂xj1K
j1
b , b
j
1)‖C−δ ,
‖π0,⋄(P ii1π<(bi13 + bi14 , ∂xj1Kj1u ), bj1)‖C−δ (65b)
.‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖b
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , b
j
1)‖C−δ .
This leads to
‖π0,⋄(ui4, uj1)‖C−δ
.
3∑
i1,j1=1
(‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖u
j
1‖C− 12− δ2
+ ‖ui13 + ui14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , u
j
1)‖C−δ
+ ‖uj13 + uj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
u , u
j
1)‖C−δ
+ ‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖u
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
b , u
j
1)‖C−δ
+ ‖bj13 + bj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
b , u
j
1)‖C−δ )
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+
3∑
i1,j1=1
‖π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b ), uj1)‖C−δ + ‖π0(u♯,i, uj1)‖C−δ (66)
by (27), (63) and (64). We may further estimate firstly within (66),
‖π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b ), uj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b ), uj1)‖C−δ
.(‖P ii1π<(∂xj1 (ui13 + ui14 ),Kj1u )‖C1−δ0−δ
+ ‖P ii1π<(∂xj1 (uj13 + uj14 ),Ki1u )‖C1−δ0−δ
+ ‖P ii1π<(∂xj1 (bi13 + bi14 ),Kj1b )‖C1−δ0−δ
+ ‖P ii1π<(∂xj1 (bj13 + bj14 ),Ki1b )‖C1−δ0−δ )‖uj1‖C− 12− δ2
.(‖∂xj1 (ui13 + ui14 )‖C− 12−δ0 ‖K
j1
u ‖C 32−δ
+ ‖∂xj1 (uj13 + uj14 )‖C− 12−δ0 ‖K
i1
u ‖C 32−δ0
+ ‖∂xj1 (bi13 + bi14 )‖C− 12−δ0 ‖K
j1
b ‖C 32−δ
+ ‖∂xj1 (bj13 + bj14 )‖C− 12−δ0 ‖K
i1
b ‖C 32−δ0 )‖u
j
1‖C− 12− δ2
.C3ξ + (‖u4‖C 12−δ0 + ‖b4‖C 12−δ0 )C
2
ξ (67)
by Lemma 1.1 (3) as 12 − δ0− 3δ2 > 0 due to (59), Lemma 4.5, Lemma 1.1 (2), (35),
(2), (33), (37) and (39). Second, within (66) we may estimate
‖π0(u♯,i, uj1)‖C−δ . ‖u♯,i‖C 12 +β‖u
j
1‖C− 12− δ2 . ‖u
♯,i‖
C
1
2
+βCξ (68)
as β > δ2 due to (44), Lemma 1.1 (3) and (37). Third, within (66) we may estimate
‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ0 ‖u
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖u
j
1‖C− 12− δ2 . C
3
ξ + ‖(u4, b4)‖C 12−δ0C
2
ξ (69)
by (59), (33), (37) and (39). Fourth, within (66) we estimate
‖ui13 + ui14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , u
j
1)‖C−δ
+ ‖uj13 + uj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
u , u
j
1)‖C−δ
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
b , u
j
1)‖C−δ
+ ‖bj13 + bj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
b , u
j
1)‖C−δ )
.
3∑
i1=1
(‖ui13 ‖C 12−δ + ‖u
i1
4 ‖C 12−δ0 + ‖b
i1
3 ‖C 12−δ + ‖b
i1
4 ‖C 12−δ0 )Cξ
.C3ξ + 1 + (‖u4‖C 12−δ0 + ‖b4‖C 12−δ0 )(C
2
ξ + 1) (70)
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by (59), (37) and (39). Therefore, by applying (67)-(70) in (66) we obtain
‖π0,⋄(ui4, uj1)‖C−δ . C3ξ +(‖u4‖C 12−δ0 + ‖b4‖C 12−δ0 )(C
2
ξ +1)+ ‖u♯‖C 12+βCξ+1. (71)
Similarly,
‖π0,⋄(bi4, bj1)‖C−δ
.
3∑
i1,j1=1
(‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖b
j
1‖C− 12− δ2
+ ‖ui13 + ui14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
b , b
j
1)‖C−δ
+ ‖uj13 + uj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
b , b
j
1)‖C−δ
+ ‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖b
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , b
j
1)‖C−δ
+ ‖bj13 + bj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
u , b
j
1)‖C−δ
+
3∑
i1,j1=1
‖π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1b ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1b ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1u ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1u ), bj1)‖−δ + ‖π0(b♯,i, bj1)‖C−δ (72)
by (31), (65a) and (65b), where tracing previous inequalities (67)-(70), we see that
‖π0(P ii1π<(∂xj1 (ui13 + ui14 ),Kj1b ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (uj13 + uj14 ),Ki1b ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bi13 + bi14 ),Kj1u ), bj1)‖C−δ
+ ‖π0(P ii1π<(∂xj1 (bj13 + bj14 ),Ki1u ), bj1)‖C−δ . C3ξ + ‖(u4, b4)‖C 12−δ0C
2
ξ , (73)
‖π0(b♯,i, bj1)‖C−δ . ‖b♯,i‖C 12+βCξ, (74)
‖ui13 + ui14 ‖C 12−δ0 ‖K
j1
b ‖C 32−δ‖b
j
1‖C− 12− δ2
+ ‖bi13 + bi14 ‖C 12−δ0 ‖K
j1
u ‖C 32−δ‖b
j
1‖C− 12− δ2 . C
3
ξ + ‖(u4, b4)‖C 12−δ0C
2
ξ , (75)
and
‖ui13 + ui14 ‖C 12−δ0‖π0,⋄(P
ii1∂xj1K
j1
b , b
j
1)‖C−δ
+ ‖uj13 + uj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
b , b
j
1)‖C−δ
+ ‖bi13 + bi14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
j1
u , b
j
1)‖C−δ
+ ‖bj13 + bj14 ‖C 12−δ0 ‖π0,⋄(P
ii1∂xj1K
i1
u , b
j
1)‖C−δ
.C3ξ + 1 + ‖(u4, b4)‖C 12−δ0 (C
2
ξ + 1). (76)
Thus, by applying (73)-(76) to (72) we obtain
‖π0,⋄(bi4, bj1)‖C−δ . C3ξ + ‖(u4, b4)‖C 12−δ0 (C
2
ξ + 1) + ‖b♯‖C 12+βCξ + 1 (77)
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and similar estimates for ‖π0,⋄(ui4, bj1)‖C−δ and ‖π0,⋄(bi4, uj1)‖C−δ follow.
Next, by (18)-(21), (23a)-(23h), we see that
‖L(ui3 + ui4)‖C− 32− δ2
=‖−1
2
3∑
i1,j=1
P ii1∂xj [ui11 ⋄ uj2 + ui12 ⋄ uj1 − bi11 ⋄ bj2 − bi12 ⋄ bj1
+ π<(u
j
3 + u
j
4, u
i1
1 ) + π0,⋄(u
j
3, u
i1
1 ) + π>(u
j
3 + u
j
4, u
i1
1 ) + π0,⋄(u
j
4, u
i1
1 )
+ π<(u
i1
3 + u
i1
4 , u
j
1) + π0,⋄(u
i1
3 , u
j
1) + π>(u
i1
3 + u
i1
4 , u
j
1) + π0,⋄(u
i1
4 , u
j
1)
+ ui12 ⋄ uj2 + ui12 (uj3 + uj4) + uj2(ui13 + ui14 ) + (ui13 + ui14 )(uj3 + uj4)
− π<(bj3 + bj4, bi11 )− π0,⋄(bj3, bi11 )− π>(bj3 + bj4, bi11 )− π0,⋄(bj4, bi11 )
− π<(bi13 + bi14 , bj1)− π0,⋄(bi13 , bj1)− π>(bi13 + bi14 , bj1)− π0,⋄(bi14 , bj1)
− bi12 ⋄ bj2 − bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)]‖C− 32− δ2 (78)
and
‖L(bi3 + bi4)‖C− 32− δ2
=‖−1
2
3∑
i1,j=1
P ii1∂xj [bi11 ⋄ uj2 + bi12 ⋄ uj1 − ui11 ⋄ bj2 − ui12 ⋄ bj1
+ π<(u
j
3 + u
j
4, b
i1
1 ) + π0,⋄(u
j
3, b
i1
1 ) + π>(u
j
3 + u
j
4, b
i1
1 ) + π0,⋄(u
j
4, b
i1
1 )
+ π<(b
i1
3 + b
i1
4 , u
j
1) + π0,⋄(b
i1
3 , u
j
1) + π>(b
i1
3 + b
i1
4 , u
j
1) + π0,⋄(b
i1
4 , u
j
1)
+ bi12 ⋄ uj2 + bi12 (uj3 + uj4) + uj2(bi13 + bi14 ) + (bi13 + bi14 )(uj3 + uj4)
− π<(bj3 + bj4, ui11 )− π0,⋄(bj3, ui11 )− π>(bj3 + bj4, ui11 )− π0,⋄(bj4, ui11 )
− π<(ui13 + ui14 , bj1)− π0,⋄(ui13 , bj1)− π>(ui13 + ui14 , bj1)− π0,⋄(ui14 , bj1)
− ui12 ⋄ bj2 − ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)‖C− 32− δ2 . (79)
First, within (78)-(79) we may estimate
‖P ii1∂xj (ui11 ⋄ uj2, ui12 ⋄ uj1, bi11 ⋄ bj2, bi12 ⋄ bj1,
bi11 ⋄ uj2, bi12 ⋄ uj1, ui11 ⋄ bj2, ui12 ⋄ bj1)‖C− 32− δ2 . Cξ (80)
by Lemma 4.5 and (37). Second, within (78)-(79) we may estimate
‖P ii1∂xj [π<(uj3 + uj4, ui11 ) + π>(uj3 + uj4, ui11 )
+ π<(u
i1
3 + u
i1
4 , u
j
1) + π>(u
i1
3 + u
i1
4 , u
j
1)
− π<(bj3 + bj4, bi11 )− π>(bj3 + bj4, bi11 )
− π<(bi13 + bi14 , bj1)− π>(bi13 + bi14 , bj1)]‖C− 32− δ2
+ ‖P ii1∂xj [π<(uj3 + uj4, bi11 ) + π>(uj3 + uj4, bi11 )
+ π<(b
i1
3 + b
i1
4 , u
j
1) + π>(b
i1
3 + b
i1
4 , u
j
1)
− π<(bj3 + bj4, ui11 )− π>(bj3 + bj4, ui11 )
− π<(ui13 + ui14 , bj1)− π>(ui13 + ui14 , bj1)]‖C− 32− δ2
28 KAZUO YAMAZAKI
.‖(uj3 + uj4, ui13 + ui14 , bj3 + bj4, bi13 + bi14 )‖L∞‖(ui11 , uj1, bi11 , bj1)‖C− 12− δ2
+ ‖(uj1, ui11 , bj1, bi11 )‖C− 12− δ2 ‖(u
i1
3 + u
i1
4 , b
j
3 + b
j
4, b
i1
3 + b
i1
4 , u
j
3 + u
j
4)‖C 12−δ0
.‖(uj1, ui11 , bj1, bi11 )‖C− 12− δ2 ‖(u
i1
3 + u
i1
4 , b
j
3 + b
j
4, b
i1
3 + b
i1
4 , u
j
3 + u
j
4)‖C 12−δ0
.C3ξ + 1 + (1 + C
2
ξ )‖(u4, b4)‖C 12−δ0 (81)
due to Lemma 4.5, that − 12 − δ2 ≤ − δ2 − δ0, Lemma 1.1 (1), Lemma 1.1 (2), (37),
(35) and (39). Third, within (78)-(79) we may estimate
‖P ii1∂xj [π0,⋄(uj3, ui11 ) + π0,⋄(uj4, ui11 ) + π0,⋄(ui13 , uj1) + π0,⋄(ui14 , uj1)
− π0,⋄(bj3, bi11 )− π0,⋄(bj4, bi11 )− π0,⋄(bi13 , bj1)− π0,⋄(bi14 , bj1)]‖C− 32− δ2
+ ‖P ii1∂xj [π0,⋄(uj3, bi11 ) + π0,⋄(uj4, bi11 ) + π0,⋄(bi13 , uj1) + π0,⋄(bi14 , uj1)
− π0,⋄(bj3, ui11 )− π0,⋄(bj4, ui11 )− π0,⋄(ui13 , bj1)− π0,⋄(ui14 , bj1)]‖C− 32− δ2
.‖π0,⋄(uj3, ui11 ) + π0,⋄(uj4, ui11 ) + π0,⋄(ui13 , uj1) + π0,⋄(ui14 , uj1)
− π0,⋄(bj3, bi11 )− π0,⋄(bj4, bi11 )− π0,⋄(bi13 , bj1)− π0,⋄(bi14 , bj1)‖C−δ
+ ‖π0,⋄(uj3, bi11 ) + π0,⋄(uj4, bi11 ) + π0,⋄(bi13 , uj1) + π0,⋄(bi14 , uj1)
− π0,⋄(bj3, ui11 )− π0,⋄(bj4, ui11 )− π0,⋄(ui13 , bj1)− π0,⋄(ui14 , bj1)‖C−δ
.C3ξ + 1 + (1 + C
2
ξ )‖(u4, b4)‖C 12−δ0 + Cξ‖(u
♯, b♯)‖
C
1
2
+β (82)
by Lemma 4.5, that − 12− δ2 ≤ −δ, (35), (77), (37) and (71). Fourth, within (78)-(79)
we may estimate
‖P ii1∂xj (ui12 ⋄ uj2, bi12 ⋄ bj2, bi12 ⋄ uj2, ui12 ⋄ bj2)‖C− 32− δ2
.‖(ui12 ⋄ uj2, bi12 ⋄ bj2, bi12 ⋄ uj2, ui12 ⋄ bj2)‖C−δ . Cξ (83)
by Lemma 4.5, that −δ ≥ − 12 − δ2 , (35) and (37). Fifth, within (78)-(79) we may
estimate
‖P ii1∂xj (ui12 (uj3 + uj4), uj2(ui13 + ui14 ), (ui13 + ui14 )(uj3 + uj4),
bi12 (b
j
3 + b
j
4), b
j
2(b
i1
3 + b
i1
4 ), (b
i1
3 + b
i1
4 )(b
j
3 + b
j
4),
bi12 (u
j
3 + u
j
4), u
j
2(b
i1
3 + b
i1
4 ), (b
i1
3 + b
i1
4 )(u
j
3 + u
j
4),
ui12 (b
j
3 + b
j
4), b
j
2(u
i1
3 + u
i1
4 ), (u
i1
3 + u
i1
4 )(b
j
3 + b
j
4))‖C− 32− δ2
.‖(ui12 , uj2, bi12 , bj2)‖C−δ‖(uj3 + uj4, ui13 + ui14 , bj3 + bj4, bi13 + bi14 )‖C 12−δ0
+ ‖(ui13 + ui14 , bi13 + bi14 , uj3 + uj4, bj3 + bj4)‖2Cδ
.C2ξ + (C
2
ξ + 1)‖(u4, b4)‖C 12−δ0 + ‖(u4, b4)‖
2
Cδ (84)
where we used Lemma 4.5, that − 12 − δ2 ≤ −δ, (59), Lemma 1.1 (4) and (39).
Applying (80)-(84) to (78) and (79) shows that
‖L(ui3 + ui4)‖C− 32− δ2 + ‖L(b
i
3 + b
i
4)‖C− 32− δ2
.C3ξ + 1 + (1 + C
2
ξ )‖(u4, b4)‖C 12−δ0 + Cξ‖(u
♯, b♯)‖
C
1
2
+β + ‖(u4, b4)‖2Cδ . (85)
Therefore,
‖π<(L(ui3 + ui4),Kju)‖C− 3δ2 + ‖π<(L(b
i
3 + b
i
4),K
j
b )‖C− 3δ2
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.(‖L(ui3 + ui4)‖C− 32− δ2 + ‖L(b
i
3 + b
i
4)‖C− 32− δ2 )‖(K
j
u,K
j
b )‖C 32−δ
.[C3ξ + 1 + (1 + C
2
ξ )‖(u4, b4)‖C 12−δ0 + Cξ‖(u
♯, b♯)‖
C
1
2
+β + ‖(u4, b4)‖2Cδ ]
× ‖(Kju,Kjb )‖C 32−δ (86)
by Lemma 1.1 (2) and (85). Next, we estimate
‖(π<(∇(ui13 + ui14 ),∇Kju), π<(∇(uj3 + uj4),∇Ki1u ),
π<(∇(bi13 + bi14 ),∇Kjb ), π<(∇(bj3 + bj4),∇Ki1b ))‖C−2δ
+‖(π>(uj3 + uj4, ui11 ), π>(ui13 + ui14 , uj1),
π>(b
j
3 + b
j
4, b
i1
1 ), π>(b
i1
3 + b
i1
4 , b
j
1))‖C−2δ
+‖(π>(uj3 + uj4, bi11 ), π>(bi13 + bi14 , uj1),
π>(b
j
3 + b
j
4, u
i1
1 ), π>(u
i1
3 + u
i1
4 , b
j
1))‖C−2δ
.‖(∇(ui13 + ui14 ),∇(uj3 + uj4),∇(bi13 + bi14 ),∇(bj3 + bj4))‖C− 12−δ
× ‖(∇Kju,∇Ki1u ,∇Kjb ,∇Ki1b )‖C 12−δ
+ ‖(uj3 + uj4, ui13 + ui14 , bj3 + bj4, bi13 + bi14 )‖C 12− 3δ2 ‖(u
i1
1 , u
j
1, b
i1
1 , b
j
1)‖C− 12− δ2
.Cξ(‖(u♯, b♯)‖
C
1
2
+β + ‖(uj3, ui13 , bj3, bi13 )‖C 12−δ
+
3∑
i1,j1=1
‖(ui13 + ui14 , bi13 + bi14 , uj13 + uj14 , bj13 + bj14 )‖C 12−δ0 ‖(Ku,Kb)‖C 32−δ ) (87)
by Lemma 1.1 (2), (33), (37) and (49). Now we have
‖φ♯,iu ‖C−1−2δ
=‖−1
2
3∑
i1,j=1
P ii1∂xj [π>(uj3 + uj4, ui11 ) + π0,⋄(uj3, ui11 ) + π0,⋄(uj4, ui11 )
+ π>(u
i1
3 + u
i1
4 , u
j
1) + π0,⋄(u
i1
3 , u
j
1) + π0,⋄(u
i1
4 , u
j
1)
+ ui12 ⋄ uj2 + ui12 (uj3 + uj4) + uj2(ui13 + ui14 ) + (ui13 + ui14 )(uj3 + uj4)
− π>(bj3 + bj4, bi11 )− π0,⋄(bj3, bi11 )− π0,⋄(bj4, bi11 )
− π>(bi13 + bi14 , bj1)− π0,⋄(bi13 , bj1)− π0,⋄(bi14 , bj1)
− bi12 ⋄ bj2 − bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)
− π<(L(ui13 + ui14 ),Kju)− π<(L(uj3 + uj4),Ki1u )
+ π<(L(b
i1
3 + b
i1
4 ),K
j
b ) + π<(L(b
j
3 + b
j
4),K
i1
b )
+ 2π<(∇(ui13 + ui14 ),∇Kju) + 2π<(∇(uj3 + uj4),∇Ki1u )
− 2π<(∇(bi13 + bi14 ),∇Kjb )− 2π<(∇(bj3 + bj4),∇Ki1b )]‖C−1−2δ (88)
by (50) and
‖φ♯,ib ‖C−1−2δ
=‖−1
2
3∑
i1,j=1
P ii1∂xj [π>(uj3 + uj4, bi11 ) + π0,⋄(uj3, bi11 ) + π0,⋄(uj4, bi11 )
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+ π>(b
i1
3 + b
i1
4 , u
j
1) + π0,⋄(b
i1
3 , u
j
1) + π0,⋄(b
i1
4 , u
j
1)
+ bi12 ⋄ uj2 + bi12 (uj3 + uj4) + uj2(bi13 + bi14 ) + (bi13 + bi14 )(uj3 + uj4)
− π>(bj3 + bj4, ui11 )− π0,⋄(bj3, ui11 )− π0,⋄(bj4, ui11 )
− π>(ui13 + ui14 , bj1)− π0,⋄(ui13 , bj1)− π0,⋄(ui14 , bj1)
− ui12 ⋄ bj2 − ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)
+ π<(L(u
i1
3 + u
i1
4 ),K
j
b )− π<(L(uj3 + uj4),Ki1b )
− π<(L(bi13 + bi14 ),Kju) + π<(L(bj3 + bj4),Ki1u )
− 2π<(∇(ui13 + ui14 ),∇Kjb ) + 2π<(∇(uj3 + uj4),∇Ki1b )
+−2π<(∇(bi13 + bi14 ),∇Kju)− 2π<(∇(bj3 + bj4),∇Ki1u )]‖C−1−2δ (89)
by (51). First, we may bound within (88)-(89),
‖P ii1∂xj [ui12 (uj3 + uj4) + uj2(ui13 + ui14 ) + (ui13 + ui14 )(uj3 + uj4)
− bi12 (bj3 + bj4)− bj2(bi13 + bi14 )− (bi13 + bi14 )(bj3 + bj4)]‖C−1−2δ
.‖(ui12 , uj2, bi12 , bj2)‖C−δ‖(uj3 + uj4, ui13 + ui14 , bj3 + bj4, bi13 + bi14 )‖C 12−δ0
+ ‖(ui13 + ui14 , bi13 + bi14 )‖Cδ‖(uj3 + uj4, bj3 + bj4)‖Cδ
.(1 + C4ξ )[1 + ‖(u4, b4)‖C 12−δ0 + ‖(u4, b4)‖
2
Cδ ] (90)
by Lemma 4.5, that −2δ ≤ −δ, Lemma 1.1 (4), (59) and (39). Similar computations
show that
‖P ii1∂xj [bi12 (uj3 + uj4) + uj2(bi13 + bi14 ) + (bi13 + bi14 )(uj3 + uj4)
− ui12 (bj3 + bj4)− bj2(ui13 + ui14 )− (ui13 + ui14 )(bj3 + bj4)]‖C−1−2δ
.(1 + C4ξ )[1 + ‖(u4, b4)‖C 12−δ0 + ‖(u4, b4)‖
2
Cδ ]. (91)
Second, we bound within (88)-(89)
‖P ii1∂xj (ui12 ⋄ uj2, bi12 ⋄ bj2)‖C−1−2δ . ‖(ui12 ⋄ uj2, bi12 ⋄ bj2)‖C−2δ . Cξ (92)
by Lemma 4.5 and (37). Similarly,
‖P ii1∂xj (bi12 ⋄ uj2, ui12 ⋄ bj2)‖C−2δ . Cξ. (93)
Third, we bound within (88)-(89)
‖P ii1∂xj [(π>(uj3 + uj4, ui11 ), π>(ui13 + ui14 , uj1), π>(bj3 + bj4, bi11 ),
π>(b
i1
3 + b
i1
4 , b
j
1), π<(L(u
i1
3 + u
i1
4 ),K
j
u), π<(L(u
j
3 + u
j
4),K
i1
u ),
π<(L(b
i1
3 + b
i1
4 ),K
j
b ), π<(L(b
j
3 + b
j
4),K
i1
b ),
π<(∇(ui13 + ui14 ),∇Kju), π<(∇(uj3 + uj4),∇Ki1u ),
π<(∇(bi13 + bi14 ),∇Kjb ), π<(∇(bj3 + bj4),∇Ki1b ))]‖C−1−2δ
.Cξ(‖(u♯,i, b♯,i)‖
C
1
2
+β + ‖(uj3, ui13 , bj3, bi13 )‖C 12−δ
+
3∑
i1,j1=1
‖(ui13 + ui14 , bi13 + bi14 , uj13 + uj14 , bj13 + bj14 )‖C 12−δ0 ‖(Ku,Kb)‖C 32−δ )
+ [C3ξ + 1 + (1 + C
2
ξ )‖(u4, b4)‖C 12−δ0
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+ Cξ‖(u♯, b♯)‖
C
1
2
+β + ‖(u4, b4)‖2Cδ ]× ‖(Ku,Kb)‖C 32−δ
.(1 + C4ξ )[1 + ‖(u♯, b♯)‖C 12+β + ‖(u4, b4)‖C 12−δ0 + ‖(u4, b4)‖
2
Cδ ] (94)
by Lemma 4.5, (2), (87), (86), (33), (37) and (39). Similarly we bound
‖P ii1∂xj [(π>(uj3 + uj4, bi11 ), π>(bi13 + bi14 , uj1), π>(bj3 + bj4, ui11 ),
π>(u
i1
3 + u
i1
4 , b
j
1), π<(L(u
i1
3 + u
i1
4 ),K
j
b ), π<(L(u
j
3 + u
j
4),K
i1
b ),
π<(L(b
i1
3 + b
i1
4 ),K
j
u), π<(L(b
j
3 + b
j
4),K
i1
u ),
π<(∇(ui13 + ui14 ),∇Kjb ), π<(∇(uj3 + uj4),∇Ki1b ),
π<(∇(bi13 + bi14 ),∇Kju), π<(∇(bj3 + bj4),∇Ki1u ))]‖C−1−2δ
.(1 + C4ξ )[1 + ‖(u♯, b♯)‖C 12+β + ‖(u4, b4)‖C 12−δ0 + ‖(u4, b4)‖
2
Cδ ]. (95)
Fourth, we bound within (88)-(89)
‖P ii1∂xj (π0,⋄(uj3, ui11 ), π0,⋄(uj4, ui11 ), π0,⋄(ui13 , uj1), π0,⋄(ui14 , uj1),
π0,⋄(b
j
3, b
i1
1 ), π0,⋄(b
j
4, b
i1
1 ), π0,⋄(b
i1
3 , b
j
1), π0,⋄(b
i1
4 , b
j
1)
π0,⋄(u
j
3, b
i1
1 ), π0,⋄(u
j
4, b
i1
1 ), π0,⋄(b
i1
3 , u
j
1), π0,⋄(b
i1
4 , u
j
1),
π0,⋄(b
j
3, u
i1
1 ), π0,⋄(b
j
4, u
i1
1 ), π0,⋄(u
i1
3 , b
j
1), π0,⋄(u
i1
4 , b
j
1))‖C−1−2δ
.‖(π0,⋄(uj3, ui11 ), π0,⋄(ui13 , uj1), π0,⋄(bj3, bi11 ), π0,⋄(bi13 , bj1),
π0,⋄(u
j
3, b
i1
1 ), π0,⋄(b
i1
3 , u
j
1), π0,⋄(b
j
3, u
i1
1 ), π0,⋄(u
i1
3 , b
j
1))‖C−2δ
+ C3ξ + ‖(u4, b4)‖C 12−δ0 (C
2
ξ + 1) + ‖(u♯, b♯)‖C 12+βCξ + 1
.C3ξ + ‖(u4, b4)‖C 12−δ0 (C
2
ξ + 1) + ‖(u♯, b♯)‖C 12+βCξ + 1 (96)
by Lemma 4.5, (71), (77), (37). Therefore, inserting (90)-(96) in (88) and (89) gives
‖(φ♯,iu , φ♯,ib )(t)‖C−1−2δ . (1 + C4ξ )[1 + ‖(u♯, b♯)‖C 12+β + ‖y4‖C 12−δ0 + ‖y4‖
2
Cδ ]. (97)
Now from the paracontrolled ansatz (29) and (32), for any t ∈ [0, T ], T > 0 depend-
ing only on Cξ, we can obtain
‖(ui4, bi4)(t)‖C 12−δ0
.
3∑
i1,j=1
‖(ui13 + ui14 , bi13 + bi14 )‖L∞‖(Kju,Kjb )‖C 32−δ + ‖(u
♯,i, b♯,i)‖
C
1
2
−δ0
≤C
3∑
i1,j=1
(‖(ui13 , bi13 )‖C 12−δ + ‖(u
i1
4 , b
i1
4 )‖C 12−δ0 )t
δ
4Cξ + C‖(u♯,i, b♯,i)‖
C
1
2
−δ0
(98)
for some C ≥ 0 by Lemma 1.1 (1), (59), (33) and (37). Therefore, this gives
3∑
i=1
‖(ui4, bi4)(t)‖C 12−δ0 . C
2
ξ +
3∑
i=1
‖(u♯,i, b♯,i)‖
C
1
2
−δ0
(99)
for t ∈ [0, ( 1
CCξ
)
4
δ ) due to (39). Similarly for any t ∈ [0, T ], T > 0 depending only
on Cξ,
‖(ui4, bi4(t)‖Cδ
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.
3∑
i1,j=1
‖(ui13 + ui14 , bi13 + bi14 )‖C2δ− 12 ‖(K
j
u,K
j
b )‖C 32−δ + ‖(u
♯,i, b♯,i)‖Cδ
≤C(‖(u3, b3)‖
C
1
2
−δ + ‖(u4, b4)‖Cδ )t
δ
4Cξ + C
3∑
i=1
‖(u♯,i, b♯,i)‖Cδ (100)
by (29), (32), Lemma 1.1 (2) (59), (33) and (37). This gives
3∑
i=1
‖(ui4, bi4)(t)‖Cδ . C2ξ +
3∑
i=1
‖(u♯,i, b♯,i)‖Cδ (101)
for t ∈ [0, ( 1
CCξ
)
4
δ ) due to (39). Now due to (50), (51), (29), (32), (19) and (26) we
see that
u♯,i(t) = Pt(
3∑
i1=1
P ii1ui10 − ui1(0)) +
∫ t
0
Pt−sφ
♯,i
u (s)ds, (102a)
b♯,i(t) = Pt(
3∑
i1=1
P ii1bi10 − bi1(0)) +
∫ t
0
Pt−sφ
♯,i
b (s)ds. (102b)
Then we obtain
tδ+z‖(u♯, b♯)(t)‖
C
1
2
+β
.‖Py0 − y1(0)‖C−z + tδ+z
∫ t
0
(t− s)− 34− β2−δ‖(φ♯u, φ♯b)(s)‖C−1−2δds (103)
by (102a), (102b), Lemma 4.4 and (44). We are also able to estimate
tδ+z‖(u♯, b♯)(t)‖2Cδ
.tδ+z [‖Pt(Py0 − y1(0))‖2Cδ +
(∫ t
0
‖Pt−s(φ♯u, φ♯b)(s)‖Cδds
)2
]
.‖Py0 − y1(0)‖2C−z
+ t
1
2−
3δ
2
∫ t
0
(t− s)− (3δ+1)2 s−(δ+z)(sδ+z‖(φ♯u, φ♯b)(s)‖C−1−2δ )2ds (104)
by (102a), (102b), Lemma 4.4, Ho¨lder’s inequality, (59) and (44). Thus,
tδ+z‖(φ♯u, φ♯b)(t)‖C−1−2δ
.tδ+z(1 + C4ξ )[1 + ‖(u♯, b♯)(t)‖C 12+β + C
4
ξ + ‖(u♯, b♯)(t)‖2Cδ ]
.(1 + C8ξ ) + (1 + C
4
ξ )[‖Py0 − y1(0)‖2C−z
+ tδ+z
∫ t
0
(t− s)− 34− β2−δs−(δ+z)(sδ+z‖(φ♯u, φ♯b)(s)‖C−1−2δ )ds
+ t
1
2−
3δ
2
∫ t
0
(t− s)− (3δ+1)2 s−(δ+z)(sδ+z‖(φ♯u, φ♯b)(s)‖C−1−2δ )2ds] (105)
by (97), (99), (101), (103) and (104). By Bihari’s inequality and Remark 3.1, this
implies that for δ < 1−z4 , there exists some T0 ∈ (0, T ] which is independent of
ǫ ∈ (0, 1) such that
sup
t∈[0,T0]
tδ+z‖(φ♯u, φ♯b)(t)‖C−1−2δ . C(T0, Cξ, ‖y0‖C−z , ‖y1(0)‖C−z). (106)
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Thus, if Cǫξ is uniformly bounded over ǫ ∈ (0, 1), then (106) holds for all ǫ ∈ (0, 1).
Next, we estimate
t
1
2
−δ0+z
2 ‖(u♯, b♯)(t)‖
C
1
2
−δ0
.t
1
2
−δ0+z
2 (‖Pt(Py0 − y1(0))‖
C
1
2
−δ0
+
∫ t
0
‖Pt−s(φ♯u, φ♯b)(s)‖C 12−δ0ds)
.‖Py0 − y1(0)‖C−z + t
1
2−2δ−
z
2 ( sup
s∈[0,t]
sδ+z‖(φ♯u, φ♯b)(s)‖C−1−2δ ) (107)
by (102a), (102b) and Lemma 4.4. Thus,
sup
t∈[0,T0]
t
1
2
−δ0+z
2 ‖(u4, b4)(t)‖
C
1
2
−δ0
. sup
t∈[0,T0]
t
1
2
−δ0+z
2 [C2ξ + ‖(u♯, b♯)‖C 12−δ0 ]
.C2ξ + sup
t∈[0,T0]
‖Py0 − y1(0)‖C−z + t
1
2−2δ−
z
2 ( sup
s∈[0,t]
sδ+z‖(φ♯u, φ♯b)(s)‖C−1−2δ )
.C2ξ + C(T0, Cξ, ‖y0‖C−z , ‖y1(0)‖C−z) (108)
by (99), (107), (106), (44) and Remark 3.1. By (43) and (108) we conclude that
Tǫ ≥ T0. Finally,
‖y4(t)‖C−z .‖(π<(u3 + u4,Ku), π<(b3 + b4,Ku))‖C1−z
+ ‖(π<(u3 + u4,Kb), π<(b3 + b4,Kb))‖C1−z + ‖(u♯, b♯)‖C−z
.‖(u3 + u4, b3 + b4)(t)‖C−z‖(Ku,Kb)‖C 32−δ + ‖(u
♯, b♯)‖C−z
≤C[(t δ4Cξ + ‖(u4, b4)(t)‖C−z)t
δ
4Cξ + ‖(u♯, b♯)‖C−z ] (109)
for some constant C ≥ 0 by (29), (32), Lemma 1.1 (2), (35), (39), (33) and (37).
Thus, for t ∈ [0, ( 1
CCξ
)
4
δ ) we have
‖y4(t)‖C−z ≤
C
1− CCξt δ4
[C2ξ t
δ
4 + ‖(u♯, b♯)(t)‖C−z ]
.C2ξ + ‖y0‖C−z + ‖y1(0)‖C−z
+ ( sup
s∈[0,T ]
sδ+z‖φ♯(s)‖C−1−2δ )
∫ t
0
(t− s)− (1+2δ−z)2 s−(δ+z)ds
.C(T,Cξ, ‖y0‖C−z , ‖y1(0)‖C−z) (110)
by (109), (102a), (102b), Lemma 4.4 and (106). Based on (37) we now define
Z(ξǫ) ,(uǫ1, b
ǫ
1, u
ǫ
1 ⋄ uǫ1, bǫ1 ⋄ bǫ1, uǫ1 ⋄ bǫ1, bǫ1 ⋄ uǫ1, uǫ1 ⋄ uǫ2, bǫ1 ⋄ bǫ2,
bǫ1 ⋄ uǫ2, bǫ2 ⋄ uǫ1, uǫ2 ⋄ uǫ2, bǫ2 ⋄ bǫ2, bǫ2 ⋄ uǫ2, π0,⋄(uǫ3, uǫ1),
π0,⋄(b
ǫ
3, b
ǫ
1), π0,⋄(u
ǫ
3, b
ǫ
1), π0,⋄(b
ǫ
3, u
ǫ
1), π0,⋄(PDKǫu, uǫ1),
π0,⋄(PDKǫb , uǫ1), π0,⋄(PDKǫu, bǫ1), π0,⋄(PDKǫb , bǫ1))
∈X , C([0, T ]; C− 12− δ2 )2 × C([0, T ]; C−1− δ2 )4
× C([0, T ]; C−12− δ2 )4 × C([0, T ]; C−δ)11, (111)
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equipped with product topology. Then we may show via similar arguments that for
all a > 0, there exists T0 > 0 sufficiently small such that the mapping (y0,Z(ξ
ǫ)) 7→
y4 is Lipschitz in a norm ofC([0, T0]; C−z) on the set {(y0,Z(ξǫ)):max{‖y0‖C−z , Cξ} ≤
a}. This implies the following result.
Proposition 3.1. Let δ0 ∈ (0, 12 ), z ∈ (12 , 12 +δ0) and (ξǫ)ǫ>0 be a family of smooth
functions converging to ξ as ǫ→ 0. Suppose that for any ǫ > 0, y0 ∈ C−z given, yǫ
is the unique maximal solution to
Lui =
3∑
i1=1
P ii1ξi1u −
1
2
3∑
i1,j=1
P ii1∂xj (uiuj) + 1
2
3∑
i1,j=1
P ii1∂xj (bibj), (112a)
Lbi =
3∑
i1=1
P ii1ξi1b −
1
2
3∑
i1,j=1
P ii1∂xj (biuj) +
1
2
3∑
i1,j=1
P ii1∂xj (uibj), (112b)
yǫ(·, 0) = Py0(·) (112c)
such that yǫ4 = (u
ǫ
4, b
ǫ
4) ∈ (C((0, Tǫ); C
1
2−δ0))2. Suppose Z(ξǫ) converges in X so that
for i, i1, j, j1 ∈ {1, 2, 3}, there exist (vik)k∈{1,2},i∈{1,2,3}, (vijk )k∈{3,...,17},i,j∈{1,2,3},
(vii1jj1k )k∈{18,...,21},i,i1,j,j1∈{1,2,3} satisfying
u
ǫ,i
1 → vi1, bǫ,i1 → vi2 in C([0, T ]; C−
1
2−
δ
2 ),
u
ǫ,i
1 ⋄ uǫ,j1 → vij3 , bǫ,i1 ⋄ bǫ,j1 → vij4 ,
u
ǫ,i
1 ⋄ bǫ,j1 → vij5 , bǫ,i1 ⋄ uǫ,j1 → vij6 in C([0, T ]; C−1−
δ
2 ),
u
ǫ,i
1 ⋄ uǫ,j2 → vij7 , bǫ,i1 ⋄ bǫ,j2 → vij8 ,
b
ǫ,i
1 ⋄ uǫ,j2 → vij9 , bǫ,i2 ⋄ uǫ,j1 → vij10 in C([0, T ]; C−
1
2−
δ
2 ),
u
ǫ,i
2 ⋄ uǫ,j2 → vij11, bǫ,i2 ⋄ bǫ,j2 → vij12, bǫ,i2 ⋄ uǫ,j2 → vij13 in C([0, T ]; C−δ),
π0,⋄(u
ǫ,i
3 , u
ǫ,j
1 )→ vij14, π0,⋄(bǫ,i3 , bǫ,j1 )→ vij15,
π0,⋄(u
ǫ,i
3 , b
ǫ,j
1 )→ vij16, π0,⋄(bǫ,i3 , uǫ,j1 )→ vij17 in C([0, T ]; C−δ),
π0,⋄(P ii1∂xjKǫ,ju , uǫ,j11 )→ vii1jj118 ,
π0,⋄(P ii1∂xjKǫ,jb , uǫ,j11 )→ vii1jj119 ,
π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 )→ vii1jj120 ,
π0,⋄(P ii1∂xjKǫ,jb , bǫ,j11 )→ vii1jj121 in C([0, T ]; C−δ) (113)
as ǫ→ 0, where
u
ǫ,i
1 ⋄ uǫ,j1 = uǫ,i1 uǫ,j1 − Cǫ,ij0,1 , bǫ,i1 ⋄ bǫ,j1 = bǫ,i1 bǫ,j1 − Cǫ,ij0,2 ,
u
ǫ,i
1 ⋄ bǫ,j1 = uǫ,i1 bǫ,j1 − Cǫ,ij0,3 , bǫ,i1 ⋄ uǫ,j1 = bǫ,i1 uǫ,j1 − Cǫ,ij0,4 ,
u
ǫ,i
1 ⋄ uǫ,j2 = uǫ,i1 uǫ,j2 , bǫ,i1 ⋄ bǫ,j2 = bǫ,i1 bǫ,j2 ,
u
ǫ,i
1 ⋄ bǫ,j2 = uǫ,i1 bǫ,j2 , bǫ,i1 ⋄ uǫ,j2 = bǫ,i1 uǫ,j2 ,
u
ǫ,i
2 ⋄ uǫ,j2 = uǫ,i2 uǫ,j2 − Cǫ,ij2,1 , bǫ,i2 ⋄ bǫ,j2 = bǫ,i2 bǫ,j2 − Cǫ,ij2,2 ,
b
ǫ,i
2 ⋄ uǫ,j2 = bǫ,i2 uǫ,j2 − Cǫ,ij2,3 ,
π0,⋄(u
ǫ,i
3 , u
ǫ,j
1 ) = π0(u
ǫ,i
3 , u
ǫ,j
1 )− Cǫ,ij1,1 ,
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π0,⋄(b
ǫ,i
3 , b
ǫ,j
1 ) = π0(b
ǫ,i
3 , b
ǫ,j
1 )− Cǫ,ij1,2 ,
π0,⋄(u
ǫ,i
3 , b
ǫ,j
1 ) = π0(u
ǫ,i
3 , b
ǫ,j
1 )− Cǫ,ij1,3 ,
π0,⋄(b
ǫ,i
3 , u
ǫ,j
1 ) = π0(b
ǫ,i
3 , u
ǫ,j
1 )− Cǫ,ij1,4 ,
π0,⋄(P ii1∂xjKǫ,ju , uǫ,ji1 ) = π0(P ii1∂xjKǫ,ju , uǫ,j11 ),
π0,⋄(P ii1∂xjKǫ,jb , uǫ,j11 ) = π0(P ii1∂xjKǫ,jb , uǫ,j11 ),
π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 ) = π0(P ii1∂xjKǫ,ju , bǫ,j11 ),
π0,⋄(P ii1∂xjKǫ,jb , bǫ,j11 ) = π0(P ii1∂xjKǫ,jb , bǫ,j11 ), (114)
with {Cǫ,ij0,k }ǫ>0, {Cǫ,ij2,k }ǫ>0, {Cǫ,ij1,k }ǫ>0 ⊂ R for k ∈ {1, 2, 3, 4} to be specified subse-
quently, e.g. Cǫ,ij0,1 , C
ǫ,ij
2,3 and C
ǫ,ij
1,3 in (117), (162) and (195), respectively. Then
there exists a unique y ∈ C([0, τ ]; C−z)2 where τ = τ(y0, v1, . . . , v20) > 0 such that
limǫ→0‖yǫ − y‖C([0,τ ];C−z) = 0, and y depends only on (y0, {vk}k=1,...,21), and not
on the approximating family.
We refer to [63, Remark 3.9] and [11, Theorem 3.1, Proposition 3.2, Corollary
3.3] for further discussions. Hereafter let us write Xt,u , u1(t), Xt,b , b1(t) where
y = (u1, u2, u3, b1, b2, b3) and following [11, Notation 4.1], for k1, . . . , kn ∈ Z3, we
also write k1,...,n ,
∑n
i=1 ki. Since X
i
t,u = u
i
1(t), X
i
t,b = b
i
1(t), we have
X it,u =
∑
k 6=0
Xˆ it,u(k)ek, X
i
t,b =
∑
k 6=0
Xˆ it,b(k)ek, ek , (2π)
− 32 eix·k (115)
where Xˆt,u(0) = 0, Xˆt,b(0) = 0 due to mean-zero property of ξu and ξb and
E[Xˆ it,u(k)Xˆ
j
s,u(k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2|t−s|
2|k|2 Pˆ
ii1 (k)Pˆji1(k), (116a)
E[Xˆ it,b(k)Xˆ
j
s,b(k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2|t−s|
2|k|2 Pˆ
ii1(k)Pˆji1 (k), (116b)
E[Xˆ it,u(k)Xˆ
j
s,b(k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2|t−s|
2|k|2 Pˆ
ii1 (k)Pˆji1(k), (116c)
E[Xˆ it,b(k)Xˆ
j
s,u(k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2|t−s|
2|k|2 Pˆ
ii1 (k)Pˆji1(k), (116d)
(116e)
for k ∈ Z3 \ {0} due to (16). Now we regularize the noise ξ by ξǫ ,∑k f(ǫk)ξˆ(k)ek
where f is a smooth radial cut-off function with compact support such that f(0) = 1
so that
X
ǫ,i
t,u =
∫ t
−∞
3∑
i1=1
P ii1Pt−s
∑
k 6=0
f(ǫk)ξˆǫ,i1u (k, s)ds,
X
ǫ,i
t,b =
∫ t
−∞
3∑
i1=1
P ii1Pt−s
∑
k 6=0
f(ǫk)ξˆǫ,i1b (k, s)ds,
and the covariance of Xǫ,it,u, X
ǫ,i
t,b follow from (116), only multiplied by f(ǫk)
2.
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We now devote ourselves to convergence and renormalizations. First, the exis-
tence of v1, v2 such that u
ǫ
1 → v1, bǫ1 → v2 in Lp(Ω;C([0, T ]; C−
1
2−
δ
2 )) for all p ≥ 1
as ǫ → 0 is immediate from (16). Second, the convergence issues of uǫ,i1 ⋄ uǫ,j1 =
u
ǫ,i
1 u
ǫ,j
1 −Cǫ,ij0,1 → vij3 , bǫ,i1 ⋄ bǫ,j1 = bǫ,i1 bǫ,j1 −Cǫ,ij0,2 → vij4 , uǫ,i1 ⋄ bǫ,j1 = uǫ,i1 bǫ,j1 −Cǫ,ij0,3 →
v
ij
5 , b
ǫ,i
1 ⋄ uǫ,j1 = bǫ,i1 uǫ,j1 − Cǫ,ij0,4 → vij6 by (114) in Lp(Ω;C([0, T ]; C−1−
δ
2 )) for all
p ≥ 1 as ǫ→ 0 are clear because :ξ1ξ2: = ξ1ξ2 − E[ξ1ξ2] by (13a) so that e.g.
C
ǫ,ij
0,1 = E[u
ǫ,i
1 (t)u
ǫ,j
1 (t)] = (2π)
− 32
∑
k1 6=0
3∑
i1=1
f(ǫk1)
2
2|k1|2 Pˆ
ii1(k1)Pˆji1 (k1) (117)
by (115) and (116). It follows that Cǫ,ij0,1 →∞ as ǫց 0.
We need to perform renormalizations on the following groups in (114); a first
group of uǫ,i1 ⋄uǫ,j2 , bǫ,i1 ⋄bǫ,j2 , uǫ,i1 ⋄bǫ,j2 , bǫ,i1 ⋄uǫ,j2 , a second group of uǫ,i2 ⋄uǫ,j2 , bǫ,i2 ⋄bǫ,j2
and bǫ,i2 ⋄ uǫ,j2 , a third group of π0,⋄(uǫ,i3 , uǫ,j1 ), π0,⋄(bǫ,i3 , bǫ,j1 ), π0,⋄(uǫ,i3 , bǫ,j1 ) and
π0,⋄(b
ǫ,i
3 , u
ǫ,j
1 ), a fourth group of π0,⋄(P ii1∂xjKǫ,ju , uǫ,j11 ), π0,⋄(P ii1∂xjKǫ,jb , uǫ,j11 ),
π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 ) and finally π0,⋄(P ii1∂xjKǫ,jb , bǫ,j11 ).
3.1. Group 1: uǫ,i1 ⋄uǫ,j2 , bǫ,i1 ⋄bǫ,j2 , uǫ,i1 ⋄bǫ,j2 , bǫ,i1 ⋄uǫ,j2 . Within the group 1 of (114),
we focus on bǫ,i1 ⋄ uǫ,j2 and prove that bǫ,i1 ⋄ uǫ,j2 → vij9 in C([0, T ]; C−
1
2−
δ
2 ), and for
simplicity of notations we write bǫ,j1 u
ǫ,i
2 . First, from (17), (114) and (115), we obtain
b
ǫ,j
1 (t)u
ǫ,i
2 (t)
=− 1
2(2π)3
∑
k
3∑
i1,i2=1
∑
k1,k2,k3:k123=k
∫ t
0
e−|k12|
2|t−s|Pˆ ii1 (k12)iki212
× [Xˆǫ,jt,b (k3)Xˆǫ,i1s,u (k1)Xˆǫ,i2s,u (k2)− Xˆǫ,jt,b (k3)Xˆǫ,i1s,b (k1)Xˆǫ,i2s,b (k2)]dsek. (118)
We rely on (13b) and (116) to deduce
Xˆ
ǫ,j
t,b (k3)Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,i2
s,u (k2)− Xˆǫ,jt,b (k3)Xˆǫ,i1s,b (k1)Xˆǫ,i2s,b (k2)
=:Xˆǫ,jt,b (k3)Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,i2
s,u (k2):
+ 1k23=0,k2 6=0
3∑
i3=1
e−|k2|
2|t−s|
2|k2|2 f(ǫk2)
2Pˆji3 (k2)Pˆ i2i3(k2)Xˆǫ,i1s,u (k1)
+ 1k13=0,k1 6=0
3∑
i3=1
e−|k1|
2|t−s|
2|k1|2 f(ǫk1)
2Pˆji3 (k1)Pˆ i1i3(k1)Xˆǫ,i2s,u (k2)
− :Xˆǫ,jt,b (k3)Xˆǫ,i1s,b (k1)Xˆǫ,i2s,b (k2):
− 1k23=0,k2 6=0
3∑
i3=1
e−|k2|
2|t−s|
2|k2|2 f(ǫk2)
2Pˆji3 (k2)Pˆ i2i3(k2)Xˆǫ,i1s,b (k1)
− 1k13=0,k1 6=0
3∑
i3=1
e−|k1|
2|t−s|
2|k1|2 f(ǫk1)
2Pˆji3 (k1)Pˆ i1i3(k1)Xˆǫ,i2s,b (k2). (119)
Applying (119) to (118) finally gives
b
ǫ,j
1 (t)u
ǫ,i
2 (t)
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=−
1
2(2π)3
∑
k
3∑
i1,i2=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
12:Xˆ
ǫ,j
t,b (k3)Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,i2
s,u (k2):dsek
−
1
2(2π)3
∑
k
3∑
i1,i2,i3=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
121k23=0,k2 6=0
e−|k2|
2|t−s|
2|k2|2
f(ǫk2)
2Pˆji3(k2)Pˆ
i2i3(k2)Xˆ
ǫ,i1
s,u (k1)dsek
−
1
2(2π)3
∑
k
3∑
i1,i2,i3=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
121k13=0,k1 6=0
e−|k1|
2|t−s|
2|k1|2
f(ǫk1)
2Pˆji3(k1)Pˆ
i1i3(k1)Xˆ
ǫ,i2
s,u (k2)dsek
+
1
2(2π)3
∑
k
3∑
i1,i2=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
12:Xˆ
ǫ,j
t,b (k3)Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,i2
s,b (k2):dsek
+
1
2(2π)3
∑
k
3∑
i1,i2,i3=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
121k23=0,k2 6=0
e−|k2|
2|t−s|
2|k2|2
f(ǫk2)
2Pˆji3(k2)Pˆ
i2i3(k2)Xˆ
ǫ,i1
s,b (k1)dsek
+
1
2(2π)3
∑
k
3∑
i1,i2,i3=1
∑
k1,k2,k3:k123=k
∫ t
0
e
−|k12|
2|t−s|
× Pˆii1(k12)ik
i2
121k13=0,k1 6=0
e−|k1|
2|t−s|
2|k1|2
f(ǫk1)
2Pˆji3(k1)Pˆ
i1i3(k1)Xˆ
ǫ,i2
s,b (k2)dsek
,
6∑
l=1
II
l
t,ǫ, (120)
where II1t,ǫ, II
4
t,ǫ are the terms in the third chaos while II
2
t,ǫ, II
3
t,ǫ, II
5
t,ǫ, II
6
t,ǫ are in
the first chaos.
3.1.1. Terms in the first chaos. Let us work on II5t,ǫ of (120). We first rewrite
II5t,ǫ =
1
2(2π)3
3∑
i1,i2,i3=1
∑
k1,k2 6=0
∫ t
0
e−|k12|
2|t−s|
× iki212Xˆǫ,i1s,b (k1)
e−|k2|
2|t−s|f(ǫk2)
2
2|k2|2 Pˆ
ii1(k12)Pˆ i2i3(k2)Pˆji3 (k2)dsek1 (121)
and write
II5t,ǫ = II
5
t,ǫ − I˜I
5
t,ǫ + I˜I
5
t,ǫ −
3∑
i1=1
X
ǫ,i1
t,b C
ǫ,i1
t (122)
where
I˜I
5
t,ǫ ,
1
2(2π)3
3∑
i1,i2,i3=1
∑
k1,k2 6=0
∫ t
0
e−|k12|
2|t−s|
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× iki212Xˆǫ,i1t,b (k1)
e−|k2|
2|t−s|f(ǫk2)
2
2|k2|2 Pˆ
ii1(k12)Pˆ i2i3(k2)Pˆji3 (k2)dsek1 , (123a)
C
ǫ,i1
t ,
1
2(2π)3
3∑
i2,i3=1
∑
k2 6=0
∫ t
0
e−2|k2|
2|t−s|iki22
× f(ǫk2)
2
2|k2|2 Pˆ
ii1 (k2)Pˆ i2i3(k2)Pˆji3 (k2)ds = 0. (123b)
We compute within (122),
E[|∆q(II5t,ǫ − I˜I
5
t,ǫ)|2]
=E[|
∑
k1
FT3(∆q(II5t,ǫ − I˜I
5
t,ǫ))ek1 |2]
=E[
∑
k1
θ(2−qk1)FT3(II5t,ǫ − I˜I
5
t,ǫ)(k1)ek1 |2]
≈E[|
∑
k1 6=0
θ(2−qk1)
3∑
i1,i2,i3=1
∑
k2 6=0
∫ t
0
e−|k12|
2|t−s|
× ki212(Xˆǫ,i1s,b (k1)− Xˆǫ,i1t,b (k1))
e−|k2|
2|t−s|f(ǫk2)
2
2|k2|2 Pˆ
ii1(k12)Pˆ i2i3(k2)Pˆji3(k2)dsek1 |2]
.E[|
3∑
i1,i2,i3=1
∫ t
0
∑
k1 6=0
θ(2−qk1)ek1
∑
k2 6=0
e−|k12|
2|t−s|
× ki212
e−|k2|
2|t−s|f(ǫk2)
2
|k2|2 Pˆ
ii1(k12)Pˆ i2i3(k2)Pˆji3 (k2)(Xˆǫ,i1s,b (k1)− Xˆǫ,i1t,b (k1))ds|2]
.
3∑
i1,i2,i3,i
′
1,i
′
2,i
′
3=1
∫
[0,t]2
∑
k1,k
′
1 6=0
θ(2−qk1)θ(2
−qk′1)|ai1i2i3k1 (t− s)a
i′1i
′
2i
′
3
k′1
(t− s)|
× E[|(Xˆǫ,i1s,b (k1)− Xˆǫ,i1t,b (k1))(Xˆǫ,i
′
1
s,b (k
′
1)− Xˆǫ,i
′
1
t,b (k
′
1))|]dsds (124)
where we denoted
ai1i2i3k1 (t− s) ,
∑
k2 6=0
e−|k12|
2|t−s|ki212
e−|k2|
2|t−s|f(ǫk2)
2
|k2|2
× Pˆ ii1(k12)Pˆ i2i3(k2)Pˆji3 (k2). (125)
We may further estimate for k1 6= 0, for any η ∈ (0, 1),
E[|(Xˆǫ,i1s,b (k1)− Xˆǫ,i1t,b (k1))(Xˆ
ǫ,i′1
s,b (k
′
1)− Xˆǫ,i
′
1
t,b (k
′
1))|]
.1k1+k′1=0
f(ǫk1)
2
|k1|2 |k1|
2η|t− s| η2 |t− s| η2 (126)
by Ho¨lder’s inequality, (116), (16) and mean value theorem. Applying (126) to
(124) gives
E[|∆q(IIt5,ǫ − I˜I
t
5,ǫ)|2] .
3∑
i1,i2,i3,i
′
1,i
′
2,i
′
3=1
∫
[0,t]2
∑
k1 6=0
θ(2−qk)2
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× |ai1,i2,i3k1 (t− s)a
i′1,i
′
2,i
′
3
k1
(t− s)|f(ǫk1)
2
|k1|2 |k1|
2η|t− s| η2 |t− s| η2 . (127)
Moreover,
|ai1i2i3k1 (t− s)| .
∑
k2 6=0
e−|k2|
2(t−s)
|k2|2 .
1
(t− s)1+ ǫ2
by (125) and (14). This gives
3∑
i1,i2,i3,i
′
1,i
′
2,i
′
3=1
∫
[0,t]2
|ai1,i2,i3k1 (t− s)a
i′1,i
′
2,i
′
3
k1
(t− s)||t− s| η2 |t− s| η2 dsds
.
∫
[0,t]2
(t− s) η2−1− ǫ2 (t− s) η2−1− ǫ2 dsds . tη−ǫ. (128)
Thus, applying (128) to (127) gives
E[|∆q(II5t,ǫ − I˜I
5
t,ǫ)|2] .
∑
k1 6=0
θ(2−qk1)
2tη−ǫ|k1|2η−2 ≈ tη−ǫ2q(1+2η). (129)
Next, for any η ∈ (0, 1), we estimate within (122),
E[|∆q(I˜I
5
t,ǫ −
3∑
i1=1
X
ǫ,i1
t,b C
ǫ,i1
t )|2]
.
∑
k1
E[|Xˆǫ,i1t,b (k1)|2]θ(2−qk1)2[
3∑
i1,i2,i3=1
∑
k2 6=0
∫ t
0
e−|k2|
2(t−s)f(ǫk2)
2
|k2|2
×(e−|k12|2(t−s)ki212Pˆ ii1(k12)− e−|k2|
2(t−s)ki22 Pˆ ii1(k2))Pˆ i2i3(k2)Pˆji3(k2)ds]2
.
∑
k1 6=0
f(ǫk1)
2
|k1|2 θ(2
−qk1)
2(
∑
k2 6=0
∫ t
0
e−|k2|
2(t−s)f(ǫk2)
2
|k2|2 |k1|
η(t− s)− (1−η)2 ds)2 (130)
by (123), Lemma 4.6 and (116). We furthermore estimate for ǫ ∈ (0, η),∑
k2 6=0
∫ t
0
e−|k2|
2(t−s)f(ǫk2)
2
|k2|2 (t− s)
− (1−η)2 ds
2 . tη−ǫ (131)
by (14). We also estimate
∑
k1 6=0
f(ǫk1)
2
|k1|2−2η θ(2
−qk1)
2 .
∑
k1 6=0
1
|k1|3 2
q(1+2η)θ(2−qk1) . 2
q(1+2η);
applying this and (131) to (130) leads to, together with(129),
E[|∆qII5t,ǫ|2] . tη−ǫ2q(1+2η). (132)
Similarly we can show
∑
k=2,3,6 E[|∆qIIkt,ǫ|2] . tη−ǫ2q(1+2η).
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3.1.2. Terms in the third chaos. We work on II1t,ǫ of (120):
E[|∆qII1t,ǫ|2] ≈
∑
k
3∑
i1,i2,i
′
1,i
′
2=1
∑
k1,k2,k3:k123=k,k′1,k
′
2,k
′
3:k
′
123=k
θ(2−qk)2
×
∫
[0,t]2
E[:Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j
t,b (k3):
× :Xˆǫ,i′1s,u (k1)Xˆǫ,i
′
2
s,u (k2)Xˆ
ǫ,j
t,b (k3):]b
i1,i2
k12
(t− s)bi′1,i′2k12 (t− s)dsds (133)
where we used (120), (13b) and denoted bi1,i2k12 (t−s) , e−|k12|
2(t−s)ki212Pˆ ii1(k12). We
now rely on Example 2.1 and (116) to write for k1, k2, k3 6= 0,
E[:Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j
t,b (k3)::Xˆ
ǫ,i′1
s,u (k
′
1)Xˆ
ǫ,i′2
s,u (k
′
2)Xˆ
ǫ,j
t,b (k
′
3):]
=[1k1+k′1=0,k1 6=0
3∑
l=1
e−|k1|
2|s−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆ i
′
1l(k1)]
× [1k2+k′2=0,k2 6=0
3∑
l=1
e−|k2|
2|s−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆ i
′
2l(k2)]
× [1k3+k′3=0,k3 6=0
3∑
l=1
f(ǫk3)
2
2|k3|2 |Pˆ
jl(k3)|2]
+ [1k1+k′1=0,k1 6=0
3∑
l=1
e−|k1|
2|s−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆ i′1l(k1)]
× [1k2+k′3=0,k2 6=0
3∑
l=1
e−|k2|
2|t−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆjl(k2)]
× [1k3+k′2=0,k3 6=0
3∑
l=1
e−|k3|
2|t−s|f(ǫk3)
2
2|k3|2 Pˆ
jl(k2)Pˆ i′2l(k2)]
+ [1k1+k′2=0,k1 6=0
3∑
l=1
e−|k1|
2|s−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆ i′2l(k1)]
× [1k2+k′1=0,k2 6=0
3∑
l=1
e−|k2|
2|s−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆ i′1l(k2)]
× [1k3+k′3=0,k3 6=0
3∑
l=1
f(ǫk3)
2
2|k3|2 |Pˆ
jl(k3)|2]
+ [1k1+k′2=0,k1 6=0
3∑
l=1
e−|k1|
2|s−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆ i
′
2l(k1)]
× [1k2+k′3=0,k2 6=0
3∑
l=1
e−|k2|
2|t−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆjl(k2)]
× [1k3+k′1=0,k3 6=0
3∑
l=1
e−|k3|
2|t−s|f(ǫk3)
2
2|k3|2 Pˆ
jl(k3)Pˆ i
′
1l(k3)]
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+ [1k1+k′3=0,k1 6=0
3∑
l=1
e−|k1|
2|t−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆjl(k1)]
× [1k2+k′1=0,k1 6=0
3∑
l=1
e−|k2|
2|s−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆ i
′
1l(k2)]
× [1k3+k′2=0,k2 6=0
3∑
l=1
e−|k3|
2|t−s|f(ǫk3)
2
2|k3|2 Pˆ
jl(k3)Pˆ i′2l(k3)]
+ [1k1+k′3=0,k1 6=0
3∑
l=1
e−|k1|
2|t−s|
2|k1|2 f(ǫk1)
2Pˆ i1l(k1)Pˆjl(k1)]
× [1k2+k′2=0,k2 6=0
3∑
l=1
e−|k2|
2|s−s|
2|k2|2 f(ǫk2)
2Pˆ i2l(k2)Pˆ i′2l(k2)]
× [1k3+k′1=0,k3 6=0
3∑
l=1
e−|k3|
2|t−s|f(ǫk3)
2
2|k3|2 Pˆ
jl(k3)Pˆ i′1l(k3)] =
6∑
i=1
IIIi.
We see that III1 and III3 may be bounded by a constant multiple of
3∏
i=1
f(ǫki)
2
|ki|2 e
−(|k1|
2+|k2|
2)|s−s|,
while III2 by a constant multiple of
3∏
i=1
f(ǫki)
2
|ki|2 e
−|k2|
2|s−s|−|k1|
2|t−s|−|k3|
2|t−s|
by switching variables k1 and k2. Similarly switching variables in III
4 lead us to
an estimate of
E[|∆qII1t,ǫ|2] .
∑
k
3∑
i1,i2,i
′
1,i
′
2=1
∑
k1,k2,k3 6=0:k123=k
θ(2−qk)2
∫
[0,t]2
3∏
i=1
f(ǫki)
2
|ki|2
× [e−(|k1|2+|k2|2)|s−s||bi1,i2k12 (t− s)b
i′1,i
′
2
k12
(t− s)|
+ e−|k1|
2|t−s|−|k2|
2|s−s|−|k3|
2|t−s||bi1,i2k12 (t− s)b
i′1,i
′
2
k12
(t− s)|]dsds
, II1,1t,ǫ + II
1,2
t,ǫ . (134)
We may further estimate for any η ∈ (0, 1),
|bi1,i2k12 (t− s)| .
1
|k12|1−η(t− s)1− η2
(135)
by (14). Applying (135) to (134) shows that
II
1,1
t,ǫ ≈
∑
k
3∑
i1,i2,i
′
1,i
′
2=1
∑
k1,k2,k3 6=0:k123=k
θ(2−qk)2
∫
[0,t]2
3∏
i=1
f(ǫki)
2
|ki|2
× e−(|k1|2+|k2|2)|s−s||bi1,i2k12 (t− s)b
i′1,i
′
2
k12
(t− s)|dsds
.
∑
k
θ(2−qk)
∑
k1,k2,k3 6=0:k123=k
3∏
i=1
1
|ki|2
tη
|k12|2−2η
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.
∑
k
θ(2−qk)
tη
|k|2−2η . t
η2q(1+2η) (136)
where we used Lemma 4.7. Next,
II
1,2
t,ǫ ≈
∑
k
3∑
i1,i2,i
′
1,i
′
2=1
∑
k1,k2,k3 6=0:k123=k
θ(2−qk)2
∫
[0,t]2
3∏
i=1
f(ǫki)
2
|ki|2
× e−|k1|2|t−s|−|k2|2|s−s|−|k3|2|t−s||bi1,i2k12 (t− s)b
i′1,i
′
2
k12
(t− s)|dsds
.
∑
k
θ(2−qk)
∑
k1,k2,k3 6=0:k123=k
3∏
i=1
1
|ki|2
1
|k12|2−2η t
η (137)
due to (134) and (135). At this point, this is identical to the estimate of II1,1t,ǫ in
(136); thus, it may be bounded by the same bound on II1,1t,ǫ in (136). Therefore,
we now conclude from (134), (132) and (120) that
E[|∆qbǫ,j1 (t)uǫ,i2 (t)|2] . tη−ǫ2q(1+2η) (138)
for any t ∈ (0, 1).
Let us now first assume that for t1 < t2,
E[|∆q(bǫ1,j1 uǫ1,i2 (t1)− bǫ1,j1 uǫ1,i2 (t2)− bǫ2,j1 uǫ2,i2 (t1) + bǫ2,j1 uǫ2,i2 (t2))|2]
.(ǫ2γ1 + ǫ
2γ
2 )|t1 − t2|ηβ02q(1+2η(1+β0)) (139)
for ǫ1, ǫ2 ∈ (0, η), γ > 0 and β0 ∈ (0, 14 ) sufficiently small. Now it is clear that
‖f‖
C
−1
2
−η(1+β0)−ǫ−
3
p
. ‖f‖
B
−1
2
−η(1+β0)−ǫ
p,∞
. ‖f‖
B
− 1
2
−η(1+β0)−ǫ
p,p
(140)
by Lemma 4.1. Therefore,
E[‖(bǫ1,j1 uǫ1,i2 (t1)− bǫ1,j1 uǫ1,i2 (t2)
− bǫ2,j1 uǫ2,j2 (t1) + bǫ2,j1 uǫ2,i2 (t2))‖p
C
− 1
2
−η(1+β0)−ǫ−
3
p
]
.E[
∑
q≥−1
2qp(−
1
2−η(1+β0)−ǫ)‖|∆q(bǫ1,j1 uǫ1,i2 (t1)− bǫ1,j1 uǫ1,i2 (t2)
− bǫ2,j1 uǫ2,i2 (t1) + bǫ2,j1 uǫ2,i2 (t2))|2‖
p
2
L
p
2
]
.
∑
q≥−1
2qp(−
1
2−η(1+β0)−ǫ)‖E[|∆q(bǫ1,j1 uǫ1,i2 (t1)− bǫ1,j1 uǫ1,i2 (t2)
− bǫ2,j1 uǫ2,i2 (t1) + bǫ2,j1 uǫ2,i2 (t2))|2]‖
p
2
L
p
2
. (ǫpγ1 + ǫ
pγ
2 )|t1 − t2|
pηβ0
2 (141)
by (140), Gaussian hypercontractivity [41, Theorem 3.50] and (139). Thus, for every
i, j ∈ {1, 2, 3}, there exists vij9 such that bǫ,i1 ⋄uǫ,j2 → vij9 as ǫ→ 0 in C([0, T ]; C−
1
2−
δ
2 )
as desired in (113) if η(1 + β0) + ǫ+
3
p
≤ δ2 ; therefore, by taking p sufficiently large
and η, ǫ, β0 > 0 sufficiently small, we may assume that δ > 0 is arbitrary small.
Now to prove (139), we may use that bǫ,j1 (t)u
ǫ,i
2 (t) =
∑6
l=1 II
l
t,ǫ from (120) so that
b
ǫ1,j
1 u
ǫ,i
2 (t1)− bǫ1,j1 uǫ1,i2 (t2)− bǫ2,j1 uǫ2,j2 (t1) + bǫ2,j1 uǫ2,i2 (t2)
=
(
6∑
l=1
II lt1,ǫ1
)
−
(
6∑
l=1
II lt2,ǫ1
)
−
(
6∑
l=1
II lt1,ǫ2
)
+
(
6∑
l=1
II lt2,ǫ2
)
. (142)
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For brevity we only consider when l = 5, and rewrite
II5t1,ǫ1 − II5t2,ǫ1 − II5t1,ǫ2 + II5t2,ǫ2
=[II5t1,ǫ1 − I˜I
5
t1,ǫ1
+ I˜I
5
t1,ǫ1
−
3∑
i1=1
X
ǫ1,i1
t1,b
C
ǫ1,i1
t1
]
− [II5t2,ǫ1 − I˜I
5
t2,ǫ1
+ I˜I
5
t2,ǫ1
−
3∑
i1=1
X
ǫ1,i1
t2,b
C
ǫ1,i1
t2
]
− [II5t1,ǫ2 − I˜I
5
t1,ǫ2
+ I˜I
5
t1,ǫ2
−
3∑
i1=1
X
ǫ2,i1
t1,b
C
ǫ2,i1
t1
]
+ [II5t2,ǫ2 − I˜I
5
t2,ǫ2
+ I˜I
5
t2,ǫ2
−
3∑
i1=1
X
ǫ2,i1
t2,b
C
ǫ2,i1
t2
] =
16∑
i=1
IV i (143)
as we did in (122) and (123). For brevity we only consider IV 3+ IV 4+ IV 7+ IV 8;
i.e. (I˜5t1,ǫ1 −
∑3
i1=1
X
ǫ1,i1
t1,b
C
ǫ1,i1
t1
)− (I˜5t2,ǫ1 −
∑3
i1=1
X
ǫ1,i1
t2,b
C
ǫ1,i1
t2
). We first compute
E[|∆q(I˜5t1,ǫ1 −
3∑
i1=1
X
ǫ1,i1
t1,b
C
ǫ1,i1
t1
− I˜5t2,ǫ1 +
3∑
i1=1
X
ǫ1,i1
t2,b
C
ǫ1,i1
t2
)|2]
.E[|
3∑
i1,i2,i3=1
∑
k1
Xˆ
ǫ1,i1
t1,b
(k1)θ(2
−qk1)ek1
× [
∑
k2 6=0
∫ t1
0
e−|k2|
2|t1−s|f(ǫ1k2)
2
2|k2|2 Pˆ
i2i3(k2)Pˆji3(k2)
×
(
e−|k12|
2|t1−s|ki212Pˆ ii1(k12)− e−|k2|
2|t1−s|ki22 Pˆ ii1(k2)
)
ds
−
∑
k2 6=0
∫ t2
0
e−|k2|
2|t2−s|f(ǫ1k2)
2
2|k2|2 Pˆ
i2i3(k2)Pˆji3(k2)
×
(
e−|k12|
2|t2−s|ki212Pˆ ii1(k12)− e−|k2|
2|t2−s|ki22 Pˆ ii1(k2)
)
ds]|2]
+ E[|
3∑
i1,i2,i3=1
∑
k1
(
Xˆ
ǫ1,i1
t1,b
(k1)− Xˆǫ1,i1t2,b (k1)
)
× θ(2−qk1)ek1 Pˆ i2i3(k2)Pˆji3 (k2)[
∑
k2 6=0
∫ t2
0
e−|k2|
2|t2−s|f(ǫ1k2)
2
2|k2|2
×
(
e−|k12|
2|t2−s|ki212Pˆ ii1(k12)− e−|k2|
2|t2−s|ki22 Pˆ ii1(k2)
)
ds]|2] (144)
by (123). Now we have two expectations in (144). For the first expectation in
(144), we can simply rewrite it for 0 ≤ t1 < t2 ≤ T as
E[|
3∑
i1,i2,i3=1
∑
k1
Xˆ
ǫ1,i1
t1,b
(k1)θ(2
−qk1)ek1
× [
∑
k2 6=0
∫ t1
0
e−|k2|
2|t1−s|f(ǫ1k2)
2
2|k2|2 Pˆ
i2i3(k2)Pˆji3 (k2)
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×
(
e−|k12|
2|t1−s|ki212Pˆ ii1 (k12)− e−|k2|
2|t1−s|ki22 Pˆ ii1 (k2)
)
ds
−
∑
k2 6=0
∫ t2
0
e−|k2|
2|t2−s|f(ǫ1k2)
2
2|k2|2 Pˆ
i2i3(k2)Pˆji3 (k2)
×
(
e−|k12|
2|t2−s|ki212Pˆ ii1 (k12)− e−|k2|
2|t2−s|ki22 Pˆ ii1 (k2)
)
ds]|2]
. V 1t1 + V
2
t1
+ V 3t1,t2 (145)
where
V 1t1 ,
∑
k1 6=0
3∑
i1,i2=1
1
|k1|2 θ(2
−qk1)
2[
∑
k2 6=0
∫ t1
0
e−|k2|
2(t1−s)(1− e−|k2|2(t2−t1))
|k2|2
×
(
e−|k12|
2(t1−s)ki212Pˆ ii1(k12)− e−|k2|
2(t1−s)ki22 Pˆ ii1(k2)
)
ds]2, (146a)
V 2t1 ,
∑
k1 6=0
3∑
i1,i2=1
1
|k1|2 θ(2
−qk1)
2[
∑
k2 6=0
∫ t1
0
e−|k2|
2(t2−s)
|k2|2
× (e−|k12|2(t1−s)ki212Pˆ ii1 (k12)− e−|k2|
2(t1−s)ki22 Pˆ ii1(k2)
− e−|k12|2(t2−s)ki212Pˆ ii1(k12) + e−|k2|
2(t2−s)ki22 Pˆ ii1(k2))ds]2, (146b)
V 3t1,t2 ,
∑
k1 6=0
3∑
i1,i2=1
1
|k1|2 θ(2
−qk1)
2[
∑
k2 6=0
∫ t2
t1
e−|k2|
2(t2−s)
|k2|2
×
(
e−|k12|
2(t2−s)ki212Pˆ ii1(k12)− e−|k2|
2(t2−s)ki22 Pˆ ii1(k2)
)
ds]2 (146c)
due to (116). On the other hand, the second expectation in (144) may be bounded
clearly as follows:
E[|
3∑
i1,i2,i3=1
∑
k1
(
Xˆ
ǫ1,i1
t1,b
(k1)− Xˆǫ1,i1t2,b (k1)
)
θ(2−qk1)ek1Pˆ i2i3(k2)Pˆji3(k2)
× [
∑
k2 6=0
∫ t2
0
e−|k2|
2|t2−s|f(ǫ1k2)
2
2|k2|2 (e
−|k12|
2|t2−s|ki212Pˆ ii1(k12)
− e−|k2|2|t2−s|ki22 Pˆ ii1(k2))ds]|2]
.
3∑
i1,i2=1
∑
k1,k2 6=0
E[|(Xˆǫ1,i1t1,b (k1)− Xˆ
ǫ1,i1
t2,b
(k1))θ(2
−qk1)
∫ t2
0
e−|k2|
2(t2−s)
|k2|2
×
(
e−|k12|
2(t2−s)ki212Pˆ ii1(k12)− e−|k2|
2(t2−s)ki22 Pˆ ii(k2)
)
ds|2] , V 4t2 (147)
where we used that Xˆǫ1,i1t1,b (0)− Xˆ
ǫ1,i1
t2,b
(0) = 0. Now on V 2t1 , we may bound
|e−|k12|2(t1−s)ki212Pˆ ii1(k12)− e−|k2|
2(t1−s)ki22 Pˆ ii1(k2)
− e−|k12|2(t2−s)ki212Pˆ ii1(k12) + e−|k2|
2(t2−s)ki22 Pˆ ii1(k2)|
≤|e−|k12|2(t1−s)ki212Pˆ ii1(k12)− e−|k2|
2(t1−s)ki22 Pˆ ii1(k2)|
+ |e−|k12|2(t2−s)ki212Pˆ ii1(k12)− e−|k2|
2(t2−s)ki22 Pˆ ii1(k2)| (148)
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or we may bound it instead by
|e−|k12|2(t1−s)ki212Pˆ ii1(k12)− e−|k12|
2(t2−s)ki212Pˆ ii1(k12)|
+ |e−|k2|2(t1−s)ki22 Pˆ ii1(k2)− e−|k2|
2(t2−s)ki22 Pˆ ii1(k2)|. (149)
In the first case of (148) we may bound by
|k1|η|t1 − s|−
(1−η)
2 + |k1|η|t2 − s|−
(1−η)
2 . |k1|η|t1 − s|−
(1−η)
2 (150)
for η ∈ (0, 1) due to Lemma 4.6. In the second case of (149) we may bound by
|k12||[e−|k12|
2(t1−s) − e−|k12|2(t2−s)]Pˆ ii1(k12)|
+ |k2||[e−|k2|2(t1−s) − e−|k2|2(t2−s)]Pˆ ii1(k2)|
.(|k12|2η + |k2|2η)|t2 − t1|
η
2 (t1 − s)−(
1−η
2 ) (151)
by mean value theorem and (14). Applying (148)-(151) to (146b) gives for any
β0 ∈ (0, 1),
V 2t1 .
∑
k1 6=0
|k1|2η(1−β0)
|k1|2 θ(2
−qk1)
2|t2 − t1|ηβ0
×
∑
k2 6=0
1
|k2|2 (|k12|
2ηβ0 + |k2|2ηβ0)
∫ t1
0
e−|k2|
2(t2−s)(t1 − s)−
(1−η)
2 ds
2 . (152)
Furthermore, we can compute∫ t1
0
e−|k2|
2(t2−s)(t1 − s)−
(1−η)
2 ds .
∫ t1
0
e−|k2|
2(t1−s)(t1 − s)−
(1−η)
2 ds . |k2|−(1+
η
2 )
by (14). Therefore, we may estimate from (152)
V 2t1 . |t2 − t1|ηβ02q(1+2η(1+β0))
∑
k1 6=0
θ(2−qk1)
|k1|3 . |t2 − t1|
ηβ02q(1+2η(1+β0)) (153)
if we choose β0 <
1
4 . Similar estimates may be obtained for V
1
t1
, V 3t1 and V
4
t1
so that
applying these estimates in (144) and (145) lead to
E[|∆q(IV 3 + IV 4 + IV 7 + IV 8)|2] . |t2 − t1|ηβ02q(1+2η(1+β0)).
Through (143) and (142), this finally leads to (139).
3.2. Group 2: uǫ,i2 ⋄uǫ,j2 , bǫ,i2 ⋄bǫ,j2 , bǫ,i2 ⋄uǫ,j2 . Within the Group 2 of (114), we focus
on bǫ,i2 ⋄uǫ,j2 and prove that bǫ,i2 ⋄uǫ,j2 → vij13 as ǫ→ 0 in C([0, T ]; C−δ). Due to (17),
(24e), (24d) and relying on the representation of uǫ,j2 (t) in (118), we may compute
b
ǫ,i
2 u
ǫ,j
2 (t) =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2,k3,k4:k1234=k
×
∫
[0,t]2
e−|k12|
2(t−s)e−|k34|
2(t−s)Pˆ ii1(k12)Pˆjj1(k34)iki212ikj234
× [Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4)
− Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4)
− Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)Xˆǫ,j1s,b (k3)Xˆǫ,j2s,b (k4)
46 KAZUO YAMAZAKI
+ Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,b (k3)Xˆ
ǫ,j2
s,b (k4)]dsdsek. (154)
Now we rely on (13c) and (13a) to rewrite (154) as
b
ǫ,i
2 u
ǫ,j
2 (t) = V I
1
t + V I
2
t + V I
3
t (155)
where
V I1t ,
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2,k3,k4:k1234=k
×
∫
[0,t]2
e−|k12|
2(t−s)−|k34|
2(t−s)Pˆ ii1(k12)Pˆjj1 (k34)iki212ikj234
× [:Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):
− :Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):
− :Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)Xˆǫ,j1s,b (k3)Xˆǫ,j2s,b (k4):
+ :Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,b (k3)Xˆ
ǫ,j2
s,b (k4):]dsdsek, (156)
V I2t ,
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2,k3,k4:k1234=k
×
∫
[0,t]2
e−|k12|
2(t−s)−|k34|
2(t−s)Pˆ ii1(k12)Pˆjj1 (k34)iki212ikj234
× [E[Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)]:Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):
+ E[Xˆǫ,i1s,b (k1)Xˆ
ǫ,j1
s,u (k3)]:Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j2
s,u (k4):
+ E[Xˆǫ,i1s,b (k1)Xˆ
ǫ,j2
s,u (k4)]:Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j1
s,u (k3):
+ E[Xˆǫ,i2s,u (k2)Xˆ
ǫ,j1
s,u (k3)]:Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j2
s,u (k4):
+ E[Xˆǫ,i2s,u (k2)Xˆ
ǫ,j2
s,u (k4)]:Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j1
s,u (k3):
+ E[Xˆǫ,j1s,u (k3)Xˆ
ǫ,j2
s,u (k4)]:Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,i2
s,u (k2):
− E[Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)]:Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):
− E[Xˆǫ,i1s,u (k1)Xˆǫ,j1s,u (k3)]:Xˆǫ,i2s,b (k2)Xˆǫ,j2s,u (k4):
− E[Xˆǫ,i1s,u (k1)Xˆǫ,j2s,u (k4)]:Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3):
− E[Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)]:Xˆǫ,i1s,u (k1)Xˆǫ,j2s,u (k4):
− E[Xˆǫ,i2s,b (k2)Xˆǫ,j2s,u (k4)]:Xˆǫ,i1s,u (k1)Xˆǫ,j1s,u (k3):
− E[Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4)]:Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2):
− E[Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)]:Xˆǫ,j1s,b (k3)Xˆǫ,j2s,b (k4):
− E[Xˆǫ,i1s,b (k1)Xˆǫ,j1s,b (k3)]:Xˆǫ,i2s,u (k2)Xˆǫ,j2s,b (k4):
− E[Xˆǫ,i1s,b (k1)Xˆǫ,j2s,b (k4)]:Xˆǫ,i2s,u (k2)Xˆǫ,j1s,b (k3):
− E[Xˆǫ,i2s,u (k2)Xˆǫ,j1s,b (k3)]:Xˆǫ,i1s,b (k1)Xˆǫ,j2s,b (k4):
− E[Xˆǫ,i2s,u (k2)Xˆǫ,j2s,b (k4)]:Xˆǫ,i1s,b (k1)Xˆǫ,j1s,b (k3):
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− E[Xˆǫ,j1s,b (k3)Xˆǫ,j2s,b (k4)]:Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2):
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,b (k2)]:Xˆ
ǫ,j1
s,b (k3)Xˆ
ǫ,j2
s,b (k4):
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,j1
s,b (k3)]:Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j2
s,b (k4):
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,j2
s,b (k4)]:Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,b (k3):
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j1
s,b (k3)]:Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j2
s,b (k4):
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j2
s,b (k4)]:Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j1
s,b (k3):
+ E[Xˆǫ,j1s,b (k3)Xˆ
ǫ,j2
s,b (k4)]:Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,i2
s,b (k2):]dsdsek, (157)
and
V I3t ,
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2,k3,k4:k1234=k
×
∫
[0,t]2
e−|k12|
2(t−s)−|k34|
2(t−s)Pˆ ii1(k12)Pˆjj1 (k34)iki212ikj234
× [E[Xˆǫ,i2s,u (k2)Xˆǫ,j1s,u (k3)]E[Xˆǫ,i1s,b (k1)Xˆǫ,j2s,u (k4)]
+ E[Xˆǫ,i2s,u (k2)Xˆ
ǫ,j2
s,u (k4)]E[Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j1
s,u (k3)]
+ E[Xˆǫ,j1s,u (k3)Xˆ
ǫ,j2
s,u (k4)]E[Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,i2
s,u (k2)]
− E[Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)]E[Xˆǫ,i1s,u (k1)Xˆǫ,j2s,u (k4)]
− E[Xˆǫ,i2s,b (k2)Xˆǫ,j2s,u (k4)]E[Xˆǫ,i1s,u (k1)Xˆǫ,j1s,u (k3)]
− E[Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4)]E[Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)]
− E[Xˆǫ,i2s,u (k2)Xˆǫ,j1s,b (k3)]E[Xˆǫ,i1s,b (k1)Xˆǫ,j2s,b (k4)]
− E[Xˆǫ,i2s,u (k2)Xˆǫ,j2s,b (k4)]E[Xˆǫ,i1s,b (k1)Xˆǫ,j1s,b (k3)]
− E[Xˆǫ,j1s,b (k3)Xˆǫ,j2s,b (k4)]E[Xˆǫ,i1s,b (k1)Xˆǫ,i2s,u (k2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j1
s,b (k3)]E[Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j2
s,b (k4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j2
s,b (k4)]E[Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j1
s,b (k3)]
+ E[Xˆǫ,j1s,b (k3)Xˆ
ǫ,j2
s,b (k4)]E[Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,i2
s,b (k2)]]dsdsek. (158)
For V I3t in (158), there are 12 terms; however, 3rd, 6th, 9th and 12th terms vanish
due to 1k12=0,k34=0 and ik
i2
12ik
j2
34 within the integrand. Therefore,
V I3t =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2 6=0
∫
[0,t]2
e−|k12|
2(2t−s−s)Pˆ ii1(k12)Pˆjj1(k12)
× ki212kj212
f(ǫk1)
2f(ǫk2)
2e−(|k1|
2+|k2|
2)|s−s|
4|k1|2|k2|2 dsds
×
3∑
j3,j4=1
[Pˆ i2j4(k2)Pˆj1j4(k2)Pˆ i1j3(k1)Pˆj2j3(k1)
+ Pˆ i2j4(k2)Pˆj2j4(k2)Pˆ i1j3(k1)Pˆj1j3(k1)
− Pˆ i2j4(k2)Pˆj1j4(k2)Pˆ i1j3(k1)Pˆj2j3(k1)
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− Pˆ i2j4(k2)Pˆj2j4(k2)Pˆ i1j3(k1)Pˆj1j3(k1)
− Pˆ i2j4(k2)Pˆj1j4(k2)Pˆ i1j3(k1)Pˆj2j3(k1)
− Pˆ i2j4(k2)Pˆj2j4(k2)Pˆ i1j3(k1)Pˆj1j3(k1)
+ Pˆ i2j4(k2)Pˆj1j4(k2)Pˆ i1j3(k1)Pˆj2j3(k1)
+ Pˆ i2j4(k2)Pˆj2j4(k2)Pˆ i1j3(k1)Pˆj1j3(k1)] (159)
by (116). We need to also work on V I2t of (157). There are 24 terms; 1st, 6th,
7th, 12th, 13th, 18th, 19th, 24th terms all vanish due to 1k12=0,k34=0 and ik
i2
12ik
j2
34
within the integrand. Therefore,
V I
2
t =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k1,k2,k3,k4:k1234=k
×
∫
[0,t]2
e
−|k12|
2(t−s)−|k34|
2(t−s)Pˆii1(k12)Pˆ
jj1(k34)ik
i2
12ik
j2
34
× [(1k13=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j1j5(k1)):Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j2
s,u (k4):
+ (1k14=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j2j5(k1)):Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j1
s,u (k3):
+ (1k23=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j1j5(k2)):Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j2
s,u (k4):
+ (1k24=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j2j5(k2)):Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j1
s,u (k3):
− (1k13=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j1j5(k1)):Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j2
s,u (k4):
− (1k14=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j2j5(k1)):Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,u (k3):
− (1k23=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j1j5(k2)):Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j2
s,u (k4):
− (1k24=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j2j5(k2)):Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j1
s,u (k3):
− (1k13=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j1j5(k1)):Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j2
s,b (k4):
− (1k14=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j2j5(k1)):Xˆ
ǫ,i2
s,u (k2)Xˆ
ǫ,j1
s,b (k3):
− (1k23=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j1j5(k2)):Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j2
s,b (k4):
− (1k24=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j2j5(k2)):Xˆ
ǫ,i1
s,b (k1)Xˆ
ǫ,j1
s,b (k3):
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+ (1k13=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j1j5(k1)):Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j2
s,b (k4):
+ (1k14=0,k1 6=0
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi1j5(k1)Pˆ
j2j5(k1)):Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,b (k3):
+ (1k23=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j1j5(k2)):Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j2
s,b (k4):
+ (1k24=0,k2 6=0
3∑
j5=1
e−|k2|
2|s−s|f(ǫk2)
2
2|k2|2
Pˆi2j5(k2)Pˆ
j2j5(k2)):Xˆ
ǫ,i1
s,u (k1)Xˆ
ǫ,j1
s,b (k3):]
× dsdsek ,
16∑
k=1
V I
2,k
t . (160)
We may furthermore write
V I
2,1
t =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
×
∫
[0,t]2
e−|k12|
2(t−s)−|k4−k1|
2(t−s)Pˆ ii1(k12)Pˆjj1 (k4 − k1)iki212i(kj24 − kj21 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2 Pˆ
i4j5(k1)Pˆj4j5(k1):Xˆǫ,i3s,u (k2)Xˆǫ,j3s,u (k4):dsdsek
× 1i3=i2,i4=i1,j3=j2,j4=j1
by (160) and
V I
2,2
t =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
×
∫
[0,t]2
e−|k12|
2(t−s)−|k4−k1|
2(t−s)Pˆ ii1(k12)Pˆjj1 (k4 − k1)iki212i(kj24 − kj21 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2 Pˆ
i4j5(k1)Pˆj4j5(k1):Xˆǫ,i3s,u (k2)Xˆǫ,j3s,u (k4):dsdsek
× 1i3=i2,i4=i1,j3=j1,j4=j2
by (160) and a change of variable k3 to k4. We may repeat a similar procedure for
V
2,3
t , . . . , V I
2,16
t in (160) to deduce
V I
2
t =
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
∫
[0,t]2
e
−|k12|
2(t−s)−|k4−k1|
2(t−s)
× Pˆii1(k12)Pˆ
jj1(k4 − k1)ik
i2
12i(k
j2
4 − k
j2
1 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi4j5(k1)Pˆ
j4j5(k1):Xˆ
ǫ,i3
s,u (k2)Xˆ
ǫ,j3
s,u (k4):dsdsek
× [1i3=i2,i4=i1,j3=j2,j4=j1 + 1i3=i2,i4=i1,j3=j1,j4=j2
− 1i3=i1,i4=i2,j3=j2,j4=j1 − 1i3=i1,i4=i2,j3=j1,j4=j2 ]
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+
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
∫
[0,t]2
e
−|k12|
2(t−s)−|k4−k1|
2(t−s)
× Pˆii1(k12)Pˆ
jj1(k4 − k1)ik
i2
12i(k
j2
4 − k
j2
1 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi4j5(k1)Pˆ
j4j5(k1):Xˆ
ǫ,i3
s,b (k2)Xˆ
ǫ,j3
s,u (k4):dsdsek
× [1i3=i1,i4=i2,j3=j2,j4=j1 + 1i3=i1,i4=i2,j3=j1,j4=j2
− 1i3=i2,i4=i1,j3=j2,j4=j1 − 1i3=i2,i4=i1,j3=j1,j4=j2 ]
+
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
∫
[0,t]2
e
−|k12|
2(t−s)−|k4−k1|
2(t−s)
× Pˆii1(k12)Pˆ
jj1(k4 − k1)ik
i2
12i(k
j2
4 − k
j2
1 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi4j5(k1)Pˆ
j4j5(k1):Xˆ
ǫ,i3
s,u (k2)Xˆ
ǫ,j3
s,b (k4):dsdsek
× [−1i3=i2,i4=i1,j3=j2,j4=j1 − 1i3=i2,i4=i1,j3=j1,j4=j2
+ 1i3=i1,i4=i2,j3=j2,j4=j1 + 1i3=i1,i4=i2,j3=j1,j4=j2 ]
+
1
4(2π)
9
2
3∑
i1,i2,j1,j2=1
∑
k
∑
k2,k4:k24=k,k1 6=0
∫
[0,t]2
e
−|k12|
2(t−s)−|k4−k1|
2(t−s)
× Pˆii1(k12)Pˆ
jj1(k4 − k1)ik
i2
12i(k
j2
4 − k
j2
1 )
×
3∑
j5=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
Pˆi4j5(k1)Pˆ
j4j5(k1):Xˆ
ǫ,i3
s,b (k2)Xˆ
ǫ,j3
s,b (k4):dsdsek
× [−1i3=i1,i4=i2,j3=j2,j4=j1 − 1i3=i1,i4=i2,j3=j1,j4=j2
+ 1i3=i2,i4=i1,j3=j2,j4=j1 + 1i3=i2,i4=i1,j3=j1,j4=j2 ] ,
16∑
i=1
V II
i
t . (161)
Finally, from (159) we define
V I3t , C
ǫ,ij
2,3 . (162)
3.2.1. Terms in the second chaos. In order to estimate E[|∆qV I2t |2], we consider
only V II15t within (161) as others are similarly estimated. We may rely on Example
2.1 to write
E[:Xˆǫ,i2s,b (k2)Xˆ
ǫ,j2
s,b (k4)::Xˆ
ǫ,i′2
σ,b (k
′
2)Xˆ
ǫ,j′2
σ,b (k
′
4):]
=1k2+k′2=0,k4+k′4=0,k2,k4 6=0
3∑
i3,i
′
3=1
e−|k2|
2|s−σ| f(ǫk2)
2
2|k2|2
× Pˆ i2i3(k2)Pˆ i′2i3(k2)e−|k4|2|s−σ| f(ǫk4)
2
2|k4|2 Pˆ
j2i
′
3(k4)Pˆj′2i′3(k4)
+ 1k2+k′4=0,k4+k′2=0,k2,k4 6=0
3∑
i3,i
′
3=1
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
× Pˆ i2i3(k2)Pˆj′2i3(k2)e
−|k4|
2|σ−s|f(ǫk4)
2
2|k4|2 Pˆ
j2i
′
3(k4)Pˆ i′2i′3(k4) (163)
MAGNETOHYDRODYNAMICS SYSTEM 51
so that from (161) we obtain
E[|∆qV II15t |2]
.
∑
k
θ(2−qk)2
∑
k2,k4 6=0:k24=k,k1 6=0,k′2,k
′
4:k
′
24=k,k
′
1 6=0
×
∫
[0,t]4
e−|k12|
2(t−s)−|k4−k1|
2(t−s)e−|k
′
12|
2(t−σ)−|k′4−k
′
1|
2(t−σ)
× |k12(k4 − k1)||k′12(k′4 − k′1)|
e−|k1|
2|s−s|
|k1|2
e−|k
′
1|
2|σ−σ|
|k′1|2
1
|k2|2|k4|2
× [1k2+k′2=0,k4+k′4=0 + 1k2+k′4=0,k4+k′2=0]dsdsdσdσ (164)
where we denoted k′12 , k
′
1 + k
′
2. Considering the term that is multiplied by the
first characteristic function 1k2+k′2=0,k4+k′4=0, we see that it may be estimated by∑
k
θ(2−qk)2
∑
k2,k4 6=0:k24=k,k1,k′1 6=0
×
∫
[0,t]4
e−|k12|
2(t−s)−|k4−k1|
2(t−s)e−|k
′
1−k2|
2(t−σ)−|k′1+k4|
2(t−σ)
× |k12(k4 − k1)||(k′1 − k2)(k′1 + k4)|
1
|k1|2
1
|k′1|2
1
|k2|2|k4|2 dsdsdσdσ
=
∑
k
∑
k2,k4 6=0:k24=k,k1,k3 6=0
θ(2−qk)2
(
1− e−|k12|2t
−|k12|2
)(
1− e−|k4−k1|2t
−|k4 − k1|2
)
×
(
1− e−|k23|2t
−|k23|2
)(
1− e−|k4−k3|2t
−|k4 − k3|2
)
× |k12(k4 − k1)k23(k4 − k3)||k1|2|k2|2|k3|2|k4|2 1k12 6=0,k4−k1 6=0,k23 6=0,k4−k3 6=0
.tǫ
∑
k
∑
k2,k4 6=0:k24=k,k1,k3 6=0
θ(2−qk)2
4∏
j=1
1
|kj |2
1
|k4 − k1|2−ǫ|k4 − k3|2−ǫ
.tǫ22qǫ
∑
k 6=0
θ(2−qk)2
1
|k|3 . t
ǫ22qǫ (165)
where we used a change of variable k′1 with −k3, mean value theorem and Lemma
4.7.
3.2.2. Terms in the fourth chaos. We wish to estimate
E[|∆qV I1t |2] = E[|
∑
k
θ(2−qk)V̂ I
1
t (k)ek|2] (166)
where V I1t is that of (156) of which it suffices to estimate for example a mix term
such as second and third terms multiplied; i.e.
E[|
∑
k
θ(2−qk)
3∑
i1,i2,j1,j2=1
∑
k1,k2,k3,k4:k1234=k
∫
[0,t]2
e−|k12|
2(t−s)−|k34|
2(t−s)
× :Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):dsdsek
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× Pˆ ii1(k12)Pˆjj1 (k34)iki212ikj234|
× |
∑
k′
θ(2−qk′)
3∑
i′1,i
′
2,j
′
1,j
′
2=1
∑
k′1,k
′
2,k
′
3,k
′
4,k
′
1234=k
′
∫
[0,t]2
e−|k
′
12|
2(t−σ)−|k′34|
2(t−σ)
× :Xˆǫ,i′1σ,b (k′1)Xˆǫ,i
′
2
σ,u (k
′
2)Xˆ
ǫ,j′1
σ,b (k
′
3)Xˆ
ǫ,j′2
σ,b (k
′
4):dσdσek′
× Pˆ i′i′1 (k′12)Pˆj
′j′1(k′34)i(k
′
12)
i′2 i(k′34)
j′2 |]. (167)
We can compute by Example 2.1 that
E[:Xˆǫ,i1s,u (k1)Xˆ
ǫ,i2
s,b (k2)Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j2
s,u (k4):
× :Xˆǫ,i′1σ,b (k′1)Xˆǫ,i
′
2
σ,u (k
′
2)Xˆ
ǫ,j′1
σ,b (k
′
3)Xˆ
ǫ,j′2
σ,b (k
′
4):]
=E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,i′1
σ,b (k
′
1)]
× (E[Xˆǫ,i2s,b (k2)Xˆǫ,i
′
2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)])
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,i′2
σ,u (k
′
2)]
× (E[Xˆǫ,i2s,b (k2)Xˆǫ,i
′
1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)])
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,j′1
σ,b (k
′
3)]
× (E[Xˆǫ,i2s,b (k2)Xˆǫ,i
′
1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′2
σ,b (k
′
4)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′2
σ,b (k
′
4)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)])
+ E[Xˆǫ,i1s,u (k1)Xˆ
ǫ,j′2
σ,b (k
′
4)]
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× (E[Xˆǫ,i2s,b (k2)Xˆǫ,i
′
1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,j′1
σ,b (k
′
3)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′1
σ,b (k
′
1)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′2
σ,u (k
′
2)]
+ E[Xˆǫ,i2s,b (k2)Xˆ
ǫ,j′1
σ,b (k
′
3)]E[Xˆ
ǫ,j1
s,u (k3)Xˆ
ǫ,i′2
σ,u (k
′
2)]E[Xˆ
ǫ,j2
s,u (k4)Xˆ
ǫ,i′1
σ,b (k
′
1)])
,
24∑
i=1
V I
1,i
t (168)
where
6∑
i=1
V I
1,i
t
= 1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′1=0,k2+k′2=0,k3+k′4=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′1=0,k2+k′3=0,k3+k′2=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′1=0,k2+k′3=0,k3+k′4=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4)
+ 1k1+k′1=0,k2+k′4=0,k3+k′2=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
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×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′1=0,k2+k′4=0,k3+k′3=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4), (169)
12∑
i=7
V I
1,i
t
= 1k1+k′2=0,k2+k′1=0,k3+k′3=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′2=0,k2+k′1=0,k3+k′4=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′2=0,k2+k′3=0,k3+k′1=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′2=0,k2+k′3=0,k3+k′4=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4)
+ 1k1+k′2=0,k2+k′4=0,k3+k′1=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
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×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′2=0,k2+k′4=0,k3+k′3=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
i′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4), (170)
18∑
i=13
V I
1,i
t
= 1k1+k′3=0,k2+k′1=0,k3+k′2=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′3=0,k2+k′1=0,k3+k′4=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4)
+ 1k1+k′3=0,k2+k′2=0,k3+k′1=0,k4+k′4=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′2i6(k4)
+ 1k1+k′3=0,k2+k′2=0,k3+k′4=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4)
+ 1k1+k′3=0,k2+k′4=0,k3+k′1=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4)
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+ 1k1+k′3=0,k2+k′4=0,k3+k′2=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′1i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4), (171)
and
24∑
i=19
V I
1,i
t
= 1k1+k′4=0,k2+k′1=0,k3+k′2=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′4=0,k2+k′1=0,k3+k′3=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4)
+ 1k1+k′4=0,k2+k′2=0,k3+k′1=0,k4+k′3=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
j′1i6(k4)
+ 1k1+k′4=0,k2+k′2=0,k3+k′3=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
i′2i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
j′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4)
+ 1k1+k′4=0,k2+k′3=0,k3+k′1=0,k4+k′2=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′1i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′2i6(k4)
MAGNETOHYDRODYNAMICS SYSTEM 57
+ 1k1+k′4=0,k2+k′3=0,k3+k′2=0,k4+k′1=0
3∑
i3,i4,i5,i6=1
1k1,k2,k3,k4 6=0
×
e−|k1|
2|s−σ|f(ǫk1)
2
2|k1|2
Pˆi1i3(k1)Pˆ
j′2i3(k1)
e−|k2|
2|s−σ|f(ǫk2)
2
2|k2|2
Pˆi2i4(k2)Pˆ
j′1i4(k2)
×
e−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2
Pˆj1i5(k3)Pˆ
i′2i5(k3)
e−|k4|
2|s−σ|f(ǫk4)
2
2|k4|2
Pˆj2i6(k4)Pˆ
i′1i6(k4). (172)
Thus, applying (168) to (167) leads to
E[|
∑
k
θ(2−qk)
3∑
i1,i2,j1,j2=1
∑
k1,k2,k3,k4:k1234=k
∫
[0,t]2
e−|k12|
2(t−s)−|k34|
2(t−s)
× :Xˆǫ,i1s,u (k1)Xˆǫ,i2s,b (k2)Xˆǫ,j1s,u (k3)Xˆǫ,j2s,u (k4):dsdsekPˆ ii1(k12)Pˆjj1(k34)iki212ikj234|
× |
∑
k′
θ(2−qk′)
3∑
i′1,i
′
2,j
′
1,j
′
2=1
∑
k′1,k
′
2,k
′
3,k
′
4,k
′
1234=k
′
∫
[0,t]2
e−|k
′
12|
2(t−σ)−|k′34|
2(t−σ)
× :Xˆǫ,i′1σ,b (k′1)Xˆǫ,i
′
2
σ,u (k
′
2)Xˆ
ǫ,j′1
σ,b (k
′
3)Xˆ
ǫ,j′2
σ,b (k
′
4):dσdσek′
× Pˆ i′,i′1(k′12)Pˆj
′j′1(k′34)i(k
′
12)
i′2 i(k′34)
j′2 |]
.
∑
k,k′
θ(2−qk)θ(2−qk′)
3∑
i1,i2,j1,j2,i
′
1,i
′
2,j
′
1,j
′
2=1
∑
k1,k2,k3,k4,k
′
1,k
′
2,k
′
3,k
′
4 6=0:k1234=k,k
′
1234=k
′
×
∫
[0,t]4
e−|k12|
2(t−s)−|k34|
2(t−s)−|k′12|
2(t−σ)−|k′34|
2(t−σ)
× |ki212||kj234||(k′12)i2 |(k′34)j2 |
24∑
i=1
V I
1,i
t dsdsdσdσ
with each {V I1,it }24i=1 elaborated in (169)-(172). Now let us observe that in every
product of indicator functions in (169)-(172) such as 1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0,
we always have ki+ k
′
j = 0 for i, j ∈ {1, 2, 3, 4} and therefore it implies k = k1234 =
−k′1234 = −k′. Thus, e.g. we may bound the case of V I1,1t in (169) by∑
k
θ(2−qk)2
∑
k1,k2,k3,k4 6=0:k1234=k
∫
[0,t]4
× e−|k12|2(2t−s−σ)−|k34|2(2t−s−σ) |k12|
2|k34|2
|k1|2|k2|2|k3|2|k4|2 dsdsdσdσ. (173)
For the case of V I1,2t in (169) we see that we have the same bound as V I
1,1
t . For
the case of V I1,3t in (169) we may bound by∑
k
θ(2−qk)2
∑
k1,k2,k3,k4 6=0:k1234=k
∫
[0,t]4
× e−|k12|2(t−s)−|k34|2(t−s)−|k14|2(t−σ)−|k23|2(t−σ) |k12||k34||k14||k23||k1|2|k2|2|k3|2|k4|2 dsdsdσdσ (174)
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where the equality is due to switching variables k3 and k4, as well as σ and σ. Other
terms V 1,kt for k ∈ {4, . . . , 24} may be bounded similarly so that we deduce
E[|∆qV I1t |2] .
∑
k
θ(2−qk)2
∑
k1,k2,k3,k4 6=0:k1234=k
×
∫
[0,t]4
[e−|k12|
2(2t−s−σ)−|k34|
2(2t−s−σ) |k12|2|k34|2
|k1|2|k2|2|k3|2|k4|2
+ e−|k12|
2(t−s)−|k34|
2(t−s)−|k14|
2(t−σ)−|k23|
2(t−σ)
× |k12||k34||k14||k23||k1|2|k2|2|k3|2|k4|2 ]dsdsdσdσ. (175)
Within (175) we may further estimate for k1, k2, k3, k4 6= 0,∫
[0,t]4
e−|k12|
2(2t−s−σ)−|k34|
2(2t−s−σ) |k12|2|k34|2
|k1|2|k2|2|k3|2|k4|2 dsdsdσdσ
.1k12,k34 6=0
tǫ
|k1|2|k2|2|k3|2|k4|2|k12|2−ǫ|k34|2−ǫ (176)
where we used mean value theorem, while for k1, k2, k3, k4 6= 0,∫
[0,t]4
e−|k12|
2(t−s)−|k34|
2(t−s)−|k14|
2(t−σ)−|k23|
2(t−σ)
×
( |k12||k34||k14||k23|
|k1|2|k2|2|k3|2|k4|2
)
dsdsdσdσ
.1k12,k34,k14,k23 6=0
tǫ
|k1|2|k2|2|k3|2|k4|2
1
|k12|1− ǫ2 |k34|1− ǫ2 |k14|1− ǫ2 |k23|1− ǫ2
(177)
by mean value theorem. Therefore, applying (176) and (177) to (175) gives
E[|∆qV I1t |2] . tǫ
∑
k
θ(2−qk)2[V II1 +
√
V II1
√
V II2] (178)
where
V II1 ,
∑
k1,k2,k3,k4 6=0:k1234=k
1k12,k34 6=0∏4
j=1|kj |2|k12|2−ǫ|k34|2−ǫ
,
V II2 ,
∑
k1,k2,k3,k4 6=0:k1234=k
1k14 6=0,k23 6=0∏4
j=1|kj |2|k14|2−ǫ|k23|2−ǫ
,
due to Ho¨lder’s inequality. We may estimate
tǫ
∑
k
θ(2−qk)2
√
V II1
√
V II2
.22qǫtǫ
∑
k
θ(2−qk)2
1
|k|2ǫ
(
1
|k|12−2ǫ−9
) 1
2
(
1
|k|12−2ǫ−9
) 1
2
. 22qǫtǫ (179)
by Lemma 4.7. We may apply identical estimates to
∑
k θ(2
−qk)2V II1 in (178) to
deduce
E[|∆qV I1t |2] . tǫ22qǫ. (180)
Similarly to how we deduced (139) from (138), we can obtain an analogous Lipschitz
bound on
E[|∆q(bǫ1,i2 ⋄ uǫ,j2 (t1)− bǫ1,i2 ⋄ uǫ1,j2 (t2)− bǫ2,i2 ⋄ uǫ2,j2 (t1) + bǫ2,i2 ⋄ uǫ2,j2 (t2))|2],
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with which similar arguments using Besov embedding, Gaussian hypercontractiv-
ity [41, Theorem 3.50], as we did in (139)-(141), imply that there exists vij13 ∈
C([0, T ]; C−γ) for i, j ∈ {1, 2, 3} such that for all p ∈ (1,∞), bǫ,i2 ⋄ uǫ,j2 → vij13 in
Lp(Ω;C([0, T ]; C−δ)) as desired in (113).
3.3. Group 3: π0,⋄(u
ǫ,i
3 , u
ǫ,j
1 ), π0,⋄(b
ǫ,i
3 , b
ǫ,j
1 ), π0,⋄(u
ǫ,i
3 , b
ǫ,j
1 ), π0,⋄(b
ǫ,i
3 , u
ǫ,j
1 ). Within
the Group 3 of (114), we focus on π0,⋄(u
ǫ,i
3 , b
ǫ,j
1 ). Considering (18), (24a)-(24d) and
(17) we see that we may rewrite Lui03 =
∑8
i=1 Lu
i0
3i where
Lui031 ,
1
4
3∑
i1,j1=1
P i0i1∂xj1 (ui11 [
∫ t
0
Pt−s
3∑
i2,i3=1
Pj1i2∂xi3 (ui21 ui31 )(s)ds]), (181a)
Lui032 , −
1
4
3∑
i1,j1=1
P i0i1∂xj1 (ui11 [
∫ t
0
Pt−s
3∑
i2,i3=1
Pj1i2∂xi3 (bi21 bi31 )(s)ds]), (181b)
Lui033 ,
1
4
3∑
i1,j1=1
P i0i1∂xj1 ([
∫ t
0
Pt−s
3∑
i2,i3=1
P i1i2∂xi3 (ui21 ui31 )(s)ds]uj11 ), (181c)
Lui034 , −
1
4
3∑
i1,j1=1
P i0i1∂xj1 ([
∫ t
0
Pt−s
3∑
i2,i3=1
P i1i2∂xi3 (bi21 bi31 )(s)ds]uj11 ), (181d)
Lui035 , −
1
4
3∑
i1,j1=1
P i0i1∂xj1 (bi11 [
∫ t
0
Pt−s
3∑
i2,i3=1
Pj1i2∂xi3 (bi21 ui31 )(s)ds]), (181e)
Lui036 ,
1
4
3∑
i1,j1=1
P i0i1∂xj1 (bi11 [
∫ t
0
Pt−s
3∑
i2,i3=1
Pj1i2∂xi3 (ui21 bi31 )(s)ds]), (181f)
Lui037 , −
1
4
3∑
i1,j1=1
P i0i1∂xj1 ([
∫ t
0
Pt−s
3∑
i2,i3=1
P i1i2∂xi3 (bi21 ui31 )(s)ds]bj11 ), (181g)
Lui038 ,
1
4
3∑
i1,j1=1
P i0i1∂xj1 ([
∫ t
0
Pt−s
3∑
i2,i3=1
P i1i2∂xi3 (ui21 bi31 )(s)ds]bj11 ). (181h)
By (25c) we have π0,⋄(u
ǫ,i0
3 , b
ǫ,j0
1 ) = π0(u
ǫ,i0
3 , b
ǫ,j0
1 )− Cǫ,i0j01,3 where
π0(u
ǫ,i0
3 , b
ǫ,j0
1 ) =
8∑
k=1
π0(u
ǫ,i0
3k , b
ǫ,j0
1 ) (182)
due to linearity. Now by necessity, as we will see, we shall actually work on π0(u
ǫ,i0
31 +
u
ǫ,i0
32 , b
ǫ,j0
1 ), π0(u
ǫ,i0
33 +u
ǫ,i0
34 , b
ǫ,j0
1 ), π0(u
ǫ,i0
35 +u
ǫ,i0
36 , b
ǫ,j0
1 ), π0(u
ǫ,i0
37 +u
ǫ,i0
38 , b
ǫ,j0
1 ). Without
loss of generality we work on the last one, elaborating on the computations of uǫ,i038
first. First, we see from (181) that
π0(u
ǫ,i0
38 , b
ǫ,j0
1 )(t)
=− 1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2,k3,k4:k1234=k
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk4)
×
∫ t
0
e−|k123|
2(t−s)
∫ s
0
Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k4)
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× e−|k12|2(s−σ)dσdski312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek. (183)
Now by (13c) we may rewrite
π0(u
ǫ,i0
38 , b
ǫ,j0
1 )(t)
=
−1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2,k3,k4:k1234=k
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk4)
×
∫ t
0
e−|k123|
2(t−s)
∫ s
0
[:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k4):
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)]:Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k4):
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,j1
b,s (k3)]:Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j0
b,t (k4):
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,j0
b,t (k4)]:Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j1
b,s (k3):
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j1
b,s (k3)]:Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,j0
b,t (k4):
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k4)]:Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,j1
b,s (k3):
+ E[Xˆǫ,j1b,s (k3)Xˆ
ǫ,j0
b,t (k4)]:Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,i3
b,σ (k2):
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j1
b,s (k3)]E[Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,j0
b,t (k4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k4)]E[Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,j1
b,s (k3)]
+ E[Xˆǫ,j1b,s (k3)Xˆ
ǫ,j0
b,t (k4)]E[Xˆ
ǫ,i2
u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)]]
× e−|k12|2(s−σ)dσdski312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek , IX8,1t +
9∑
j=1
V III
8,j
t (184)
where V III8,1t and V III
8,9
t vanish due to 1k12=0 and k
i3
12 within the integrand.
Using (116) we may compute
V III
8,2
t =
−1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k4:k14=k,k2 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik1)θ(2
−jk4)
×
∫ t
0
e−|k1|
2(t−s)
∫ s
0
:Xˆǫ,i5b,σ (k1)Xˆ
ǫ,j0
b,t (k4):
e−|k2|
2(s−σ)f(ǫk2)
2
2|k2|2
× Pˆ i6i4(k2)Pˆj1i4(k2)e−|k12|2(s−σ)dσdski312kj11 Pˆ i1i2 (k12)Pˆ i0i1(k1)
× ek1i5=i3,i6=i2 , IX8,6t (185)
by switching variables k1 and k2. Next, we similarly compute using (116),
V III
8,3
t =−
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k2,k3:k23=k,k1 6=0
3∑
i1,i2,i3,i4,j1=1
× θ(2−ik123)θ(2−jk1)
∫ t
0
e−|k123|
2(t−s)
∫ s
0
:Xˆǫ,i5b,σ (k2)Xˆ
ǫ,j1
b,s (k3):
× e
−|k1|
2(t−σ)f(ǫk1)
2
2|k1|2 Pˆ
i6i4(k1)Pˆj0i4(k1)e−|k12|2(s−σ)dσds
× ki312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek1i5=i3,i6=i2 , IX8,2t , (186)
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V III
8,4
t =−
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k4:k14=k,k2 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik1)
× θ(2−jk4)
∫ t
0
e−|k1|
2(t−s)
∫ s
0
e−|k2|
2(s−σ)f(ǫk2)
2
2|k2|2 Pˆ
i6i4(k2)
× Pˆj1i4(k2):Xˆǫ,i5u,σ (k1)Xˆǫ,j0b,t (k4):e−|k12|
2(s−σ)dσdski312k
j1
1
× Pˆ i1i2(k12)Pˆ i0i1(k1)ek1i5=i2,i6=i3 , IX8,5t , (187)
V III
8,5
t =
−1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k2,k3:k23=k,k1 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik123)θ(2
−jk1)
×
∫ t
0
e−|k123|
2(t−s) e
−|k1|
2(t−σ)f(ǫk1)
2
2|k1|2 Pˆ
i6i4(k1)Pˆj0i4(k1)
× :Xˆǫ,i5u,σ (k2)Xˆǫ,j1b,s (k3):e−|k12|
2(s−σ)dσds
× ki312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek1i5=i2,i6=i3 , IX8,3t , (188)
V III
8,6
t =−
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik123)
× θ(2−jk3)
∫ t
0
e−|k123|
2(t−s)
∫ s
0
e−|k3|
2(t−s)f(ǫk3)
2
2|k3|2
× Pˆj1i4(k3)Pˆj0i4(k3):Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):e−|k12|
2(s−σ)dσds
× ki312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek , IX8,4t , (189)
V III
8,7
t =−
1
4(2π)
9
2
∑
|i−j|≤1
∑
k1,k2 6=0
3∑
i1,i2,i3,i4,i5,j1=1
θ(2−ik2)θ(2
−jk2)
×
∫ t
0
e−|k2|
2(t−s)
∫ s
0
f(ǫk1)
2f(ǫk2)
2
4|k1|2|k2|2 Pˆ
i3i4(k1)Pˆj1i4(k1)
× Pˆ i2i5(k2)Pˆj0i5(k2)e−|k12|2(s−σ)−|k1|2(s−σ)−|k2|2(t−σ)dσdski312kj12
× Pˆ i1i2(k12)Pˆ i0i1 (k2), (190)
and
V III
8,8
t =−
1
4(2π)
9
2
∑
|i−j|≤1
∑
k1,k2 6=0
3∑
i1,i2,i3,i4,i5,j1=1
θ(2−ik2)θ(2
−jk2)
×
∫ t
0
e−|k2|
2(t−s)
∫ s
0
e−|k2|
2(t−σ)e−|k1|
2(s−σ)f(ǫk1)
2f(ǫk2)
2
4|k1|2|k2|2
× Pˆ i2i5(k1)Pˆj1i5(k1)Pˆ i3i4(k2)Pˆj0i4(k2)e−|k12|
2(s−σ)dσds
× ki312kj12 Pˆ i1i2(k12)Pˆ i0i1(k2). (191)
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We define the sum of right hand side of V III8,7t , V III
8,8
t in (190)-(191) to be IX
8,7
t ;
i.e.
IX
8,7
t
, − 1
4(2π)
9
2
∑
|i−j|≤1
∑
k1,k2 6=0
3∑
i1,i2,i3,i4,i5,j1=1
θ(2−ik2)θ(2
−jk2)
×
∫ t
0
e−|k2|
2(t−s)
∫ s
0
f(ǫk1)
2f(ǫk2)
2
4|k1|2|k2|2 e
−|k12|
2(s−σ)−|k1|
2(s−σ)−|k2|
2(t−σ)
× [Pˆ i3i4(k1)Pˆj1i4(k1)Pˆ i2i5(k2)Pˆj0i5(k2)
+ Pˆ i2i5(k1)Pˆj1i5(k1)Pˆ i3i4(k2)Pˆj0i4(k2)]ki312kj12 Pˆ i1i2(k12)Pˆ i0i1(k2) (192)
and formally
IX
8,7
t , C
ǫ,i0j0
1,3,8 (193)
where we observe that limǫ→0 C
ǫ,i0j0
1,3,8 =∞. Due to (185)-(192) applied to (184), we
see that
π0(u
ǫ,i0
38 , b
ǫ,j0
1 )(t) =
7∑
k=1
IX
8,k
t =
6∑
k=1
IX
8,k
t + C
ǫ,i0j0
1,3,8 . (194)
Repeating similar procedure for π0(u
ǫ,i0
3k , b
ǫ,j0
1 )(t) for k ∈ {1, . . . , 7} within (182),
we can similarly define Cǫ,i0j01,3,k for k ∈ {1, . . . , 7}. Thereafter we shall define
C
ǫ,i0j0
1,3 =
8∑
k=1
C
ǫ,i0j0
1,3,k . (195)
3.3.1. Terms in the second chaos. Within (194) we see that IX8,1t is a term in the
fourth chaos while IX8,kt for k ∈ {2, . . . , 6} are in the second chaos. Let us first
work on IX8,2t as follows:
E[|∆qIX8,2t |2]
≈|
∑
k,k′
∑
|i−j|≤1,|i′−j′|≤1
∑
k2,k3:k23=k,k1 6=0,k′2,k
′
3:k
′
23=k
′,k′1 6=0
3∑
i1,i2,i3,i4,j1,i
′
1,i
′
2,i
′
3,i
′
4,j
′
1=1
× θ(2−qk)2θ(2−ik123)θ(2−i′k′123)θ(2−jk1)θ(2−j
′
k′1)
×
∫
[0,t]2
e−|k123|
2(t−s)e−|k
′
123|
2(t−s)
×
∫ s
0
∫ s
0
E[:Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j1
b,s (k3)::Xˆ
ǫ,i′3
b,σ (k
′
2)Xˆ
ǫ,j′1
b,s (k
′
3):]
× e
−|k1|
2(t−σ)f(ǫk1)
2
2|k1|2
e−|k
′
1|
2(t−σ)f(ǫk′1)
2
2|k′1|2
× Pˆ i2i4(k1)Pˆ i′2i′4(k′1)Pˆj0i4(k1)Pˆj0i
′
4(k′1)e
−|k12|
2(s−σ)e−|k
′
12|
2(s−σ)dσdσdsds
× ki312(k′12)i
′
3k
j1
123(k
′
123)
j′1 Pˆ i1i2(k12)Pˆ i
′
1i
′
2(k′12)Pˆ i0i1(k123)Pˆ i0i
′
1(k′123)eke
′
k| (196)
due to (186). By Example 2.1 we can compute
E[:Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j1
b,s (k3)::Xˆ
ǫ,i′3
b,σ (k
′
2)Xˆ
ǫ,j′1
b,s (k
′
3):]
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=1k2+k′2=0,k3+k′3=0,k2,k3 6=0
3∑
i5,i
′
5=1
e−|k2|
2|σ−σ|f(ǫk2)
2
2|k2|2
× Pˆ i3i5(k2)Pˆ i
′
3i5(k2)
e−|k3|
2|s−s|f(ǫk3)
2
2|k3|2 Pˆ
j1i
′
5(k3)Pˆj
′
1i
′
5(k3)
+ 1k2+k′3=0,k3+k′2=0,k2,k3 6=0
3∑
i5,i
′
5=1
e−|k2|
2|σ−s|f(ǫk2)
2
2|k2|2
× Pˆ i3i5(k2)Pˆj′1i5(k2)e
−|k3|
2|s−σ|f(ǫk3)
2
2|k3|2 Pˆ
j1i
′
5(k3)Pˆ i′3i′5(k3) (197)
due to (116). We apply (197) to (196) to deduce
E[|∆qIX8,2t |2]
.
∑
k
∑
|i−j|≤1,|i′−j′|≤1
∑
k2,k3 6=0:k23=k,k1,k4 6=0
θ(2−ik123)θ(2
−i′k234)θ(2
−jk1)
× θ(2−j′k4)θ(2−qk)2
4∏
i=1
f(ǫki)
2
|ki|2
∫
[0,t]2
e−|k123|
2(t−s)−|k234|
2(t−s)
×
∫ s
0
∫ s
0
[e−|k12|
2(s−σ)−|k24|
2(s−σ)|k12||k24||k123||k234|
+ e−|k12|
2(s−σ)−|k34|
2(s−σ)|k12||k34||k123||k234|]
× e−|k1|2(t−σ)−|k4|2(t−σ)dσdσdsds (198)
by a change of variable of k′1 to −k4. Within (198), we may estimate furthermore
for k1, k2, k3, k4 6= 0,
4∏
i=1
f(ǫki)
2
|ki|2
∫
[0,t]2
e−|k123|
2(t−s)−|k234|
2(t−s)
×
∫ s
0
∫ s
0
[e−|k12|
2(s−σ)−|k24|
2(s−σ)|k12||k24||k123||k234|
+ e−|k12|
2(s−σ)−|k34|
2(s−σ)|k12||k34||k123||k234|]
× e−|k1|2(t−σ)−|k4|2(t−σ)dσdσdsds
.
4∏
i=1
1
|ki|2 e
(−|k123|
2−|k234|
2−|k1|
2−|k4|
2)t
∫
[0,t]2
e|k123|
2s+|k234|
2s|k12||k123||k234|
× [|k24|e|k1|2s (1− e
−(|k12|
2+|k1|
2)s)
|k12|2 + |k1|2 e
|k4|
2s (1− e−(|k24|
2+|k4|
2)s)
|k24|2 + |k4|2 1k12,k24 6=0
+|k34|e|k1|2s (1− e
−(|k12|
2+|k1|
2)s)
|k12|2 + |k1|2 e
|k4|
2s (1 − e−(|k34|
2+|k4|
2)s)
|k34|2 + |k4|2 1k12,k34 6=0]dsds
.tη
1
|k2|2|k3|2|k1|4−η|k4|4−η (199)
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by mean value theorem. Thus, applying (199) to (198) leads to
E[|∆qIX8,2t |2] .
∑
k
∑
|i−j|≤1,|i′−j′|≤1
∑
k2,k3 6=0:k23=k,k1,k4 6=0
× θ(2−ik123)θ(2−jk1)θ(2−i′k234)θ(2−j′k4)θ(2−qk)2
× t
η
|k2|2|k3|2|k1|4−η|k4|4−η . (200)
Now 2q ≈ |k| = |k2 + k3| . |k123|+ |k1| ≈ 2i as |i− j| ≤ 1 so that q . i. Similarly
2q . 2i
′
as |i′ − j′| ≤ 1 so that q . i′. Thus for ǫ ∈ (0, 1− η) sufficiently small we
estimate from (200),
E[|∆qIX8,2t |2]
.
∑
k
∑
k2,k3 6=0:k23=k
∑
q.j,q.j′
tηθ(2−qk)2
|k2|2|k3|22j(1−η− ǫ4 )2j′(1−η− ǫ4 )
. tη2q(2η+ǫ) (201)
by Lemma 4.7. The estimate of IX8,3t may be achieved very similarly to IX
8,2
t .
We now consider IX8,4t of (194). Let us make an important remark here.
Remark 3.4. In particular, this is the renormalization on which we must diverge
from the previous study of a single equation (stochastic quantization [11] or NSE
[63]) instead of a system of coupled non-linear PDE such as the MHD system. For
example, if we write
IX
8,4
t = IX
8,4
t − I˜X
8,4
t + I˜X
8,4
t −
3∑
i1=1
ui12 (t)C
ǫ,i1
3 (t) (202)
where
I˜X
8,4
t , (2π)
− 92
∑
k 6=0
∑
|i−j|≤1
∑
k12=k,k3 6=0
3∑
i1,i2,i3,i4j1=1
θ(2−ik123)θ(2
−jk3)
×
∫ t
0
:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
u,σ (k2):e
−|k12|
2(t−σ)iki312Pˆ i1i2(k12)ekdσ
×
∫ t
0
e−|k123|
2(t−s) e
−|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
jii4(k3)Pˆj0i4(k3)ikj1123Pˆ i0i1(k123)dx (203)
and
C
ǫ,i1
3 (t) , (2π)
− 92
∑
|i−j|≤1
∑
k3
3∑
j1=1
θ(2−ik3)θ(2
−jk3)
∫ t
0
e−2|k3|
2(t−s)f(ǫk3)
2
|k3|2
×
∑
i4
Pˆj1i4(k3)Pˆj0i4(k3)ikj13 Pˆ i0i1(k3) = 0 (204)
as Zhu and Zhu did for the NSE (see [63, pg. 4489]), then the necessary estimate
of I˜X
4
t −
∑3
i1=1
ui12 (t)C
ǫ,i1
3 (t) on [63, pg. 4491] works well because
Lui2 = −
1
2
2∑
i1=1
P i1(
3∑
j=1
∂xj (u
i1
1 ⋄ uj1))
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(see [63, pg. 4476]) in the case of the NSE. However, Lui2 in the case of the MHD
system does not work due to the additional term of bi11 ⋄ bj1 in (17):
Lui2 = −
1
2
3∑
i1,j=1
P ii1∂xj (ui11 ⋄ uj1 − bi11 ⋄ bj1).
This creates a huge obstacle.
We can actually overcome this difficulty remarkably by considering the sum of ui038
with ui037 in (181). This technique of coupled renormalizations is very reminiscent
of the basic energy identity (7) and (8) actually. We emphasize that it must be ui037
that we couple with u38i0, not any other u
i0
3k for k ∈ {1, . . . , 6}.
Now recalling (189), we see that the only differences between Lui037 and Lu
i0
38 in
(181) consist of the sign and bi21 u
i3
1 replaced by u
i2
1 b
i3
1 so that we have
IX
7,4
t =
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik123)θ(2
−jk3)
×
∫ t
0
e−|k123|
2(t−s)
∫ s
0
e−|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
j1i4(k3)Pˆj0i4(k3)
× :Xˆǫ,i2b,σ (k1)Xˆǫ,i3u,σ (k2):e−|k12|
2(s−σ)dσds
× ki312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek. (205)
In sum of (189) and (205) we obtain
IX
7,4
t + IX
8,4
t
=
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
× θ(2−ik123)θ(2−jk3)
∫ t
0
e−|k123|
2(t−s)
∫ s
0
e−|k3|
2(t−s)f(ǫk3)
2
2|k3|2
× Pˆj1i4(k3)Pˆj0i4(k3)[:Xˆǫ,i2b,σ (k1)Xˆǫ,i3u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]
× e−|k12|2(s−σ)dσdski312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek. (206)
We define now
I˜X
7,8,4
t ,
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
× θ(2−ik123)θ(2−jk3)
∫ t
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]
× e−|k12|2(t−σ)ki312Pˆ i1i2(k12)Pˆ i0i1(k123)dσ
×
∫ t
0
e−|k123|
2(t−s) e
−|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
j1i4 (k3)Pˆj0i4(k3)kj1123dsek, (207)
and
C
7,8,ǫ,i1
3 (t) ,
1
2(2π)3
∑
|i−j|≤1
∑
k3 6=0
3∑
i4,j1=1
θ(2−ik3)θ(2
−jk3)
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×
∫ t
0
e−2|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
j1i4(k3)Pˆj0i4(k3)ikj13 Pˆ i0i1(k3)ds (208)
where it can be readily confirmed that C7,8,ǫ,i13 (t) = 0. Now we split
IX
7,4
t +IX
8,4
t = (IX
7,4
t +IX
8,4
t )− I˜X
7,8,4
t + I˜X
7,8,4
t −
3∑
i1=1
b
ǫ,i1
2 (t)C
7,8,ǫ,i1
3 (t). (209)
Within (209) we first work on
(IX7,4t + IX
8,4
t )− I˜X
7,8,4
t
=
1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk3)
× Pˆj1i4(k3)Pˆj0i4(k3)kj1123ki312Pˆ i1i2(k12)Pˆ i0i1(k123)ek
×
∫ t
0
e−|k123|
2(t−s) e
−|k3|
2(t−s)f(ǫk3)
2
2|k3|2
× [
∫ s
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]e−|k12|
2(s−σ)dσ
−
∫ t
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]e−|k12|
2(t−σ)dσ]ds (210)
where we relied on (206) and (207). Within (210) we first focus on∫ s
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]e−|k12|
2(s−σ)dσ
−
∫ t
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]e−|k12|
2(t−σ)dσ
=
∫ s
0
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]
× (e−|k12|2(s−σ) − e−|k12|2(t−σ))dσ
−
∫ t
s
[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2):− :Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):]e−|k12|
2(t−σ)dσ. (211)
We also define for k3 6= 0,
C
j1
k123,k3
(t− s) ,
3∑
i1=1
e−|k123|
2(t−s) e
−|k3|
2(t−s)f(ǫk3)
2
|k3|2 |k
j1
123Pˆ i0i1(k123)| (212)
so that we can now estimate
E[|∆q((IX7,4t + IX8,4t )− I˜X
7,8,4
t )|2]
.
∑
k,k′
θ(2−qk)θ(2−qk′)
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2:k12=k,k3 6=0,k′1,k
′
2:k
′
12=k
′,k′3 6=0
×
∑
i2,i3,j1,i
′
2,i
′
3,j
′
1=1
θ(2−ik123)θ(2
−i′k′123)θ(2
−jk3)θ(2
−jk′3)
∫
[0,t]2
× Cj1k123,k3(t− s)C
j′1
k′123,k
′
3
(t− s)|k12||k′12|
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× [
∫ s
0
∫ s
0
E[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2)::Xˆ
ǫ,i′2
b,σ (k
′
1)Xˆ
ǫ,i′3
u,σ (k
′
2):]
× (e−|k12|2(s−σ) − e−|k12|2(t−σ))(e−|k′12|2(s−σ) − e−|k′12|2(t−σ))dσdσ
+
∫ t
s
∫ t
s
E[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2)::Xˆ
ǫ,i′2
b,σ (k
′
1)Xˆ
ǫ,i′3
u,σ (k
′
2):]
× e−|k12|2[(t−σ)+(t−σ)]dσdσ
+
∫ s
0
∫ s
0
E[:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)::Xˆ
ǫ,i′2
u,σ (k
′
1)Xˆ
ǫ,i′3
b,σ (k
′
2):]
× (e−|k12|2(s−σ) − e−|k12|2(t−σ))(e−|k′12|2(s−σ) − e−|k′12|2(t−σ))dσdσ
+
∫ t
s
∫ t
s
E[:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2):Xˆ
ǫ,i′2
u,σ (k
′
1)Xˆ
ǫ,i′3
b,σ (k
′
2):]
× e−|k12|2[(t−σ)+(t−σ)]dσdσ]dsds ,
4∑
i=1
X i (213)
by (210)-(212) and Young’s inequality. Among the four terms on the right side of
(213), it suffices to work on the first two: X1 +X2. First, due to Example 2.1, we
have
E[:Xˆǫ,i2b,σ (k1)Xˆ
ǫ,i3
u,σ (k2)::Xˆ
ǫ,i′2
b,σ (k
′
1)Xˆ
ǫ,i′3
u,σ (k
′
2):]
=1k1+k′1=0,k2+k′2=0,k1,k2 6=0
3∑
i4,i
′
4=1
e−|k1|
2|σ−σ|f(ǫk1)
2
2|k1|2
× e
−|k2|
2|σ−σ|f(ǫk2)
2
2|k2|2 Pˆ
i2i4(k1)Pˆ i
′
2i4(k1)Pˆ i3i
′
4(k2)Pˆ i
′
3i
′
4(k2)
+ 1k1+k′2=0,k2+k′1=0,k1,k2 6=0
3∑
i4,i
′
4=1
e−|k1|
2|σ−σ|f(ǫk1)
2
2|k1|2
× e
−|k2|
2|σ−σ|f(ǫk2)
2
2|k2|2 Pˆ
i2i4(k1)Pˆ i′3i4(k1)Pˆ i3i′4(k2)Pˆ i′2i′4(k2) (214)
due to (116). Applying this to (213) leads to
X1 +X2
.
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2 6=0:k12=k,k3,k4 6=0
3∑
j1,j
′
1=1
|k12|2
×
∫
[0,t]2
θ(2−ik123)θ(2
−i′k124)θ(2
−jk3)θ(2
−j′k4)
× Cj1k123,k3(t− s)C
j′1
k124,k4
(t− s)[
∫ s
0
∫ s
0
e−(|k1|
2+|k2|
2)|σ−σ|
|k1|2|k2|2
× (e−|k12|2(s−σ) − e−|k12|2(t−σ))(e−|k12|2(s−σ) − e−|k12|2(t−σ))dσdσ
+
∫ t
s
∫ t
s
e−(|k1|
2+|k2|
2)|σ−σ|
|k1|2|k2|2 e
−|k12|
2(t−σ+t−σ)dσdσ]dsds (215)
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where we used a change of variable of k′3 with −k4. Within (215) we may further
estimate for k12 6= 0,∫ s
0
∫ s
0
e−(|k1|
2+|k2|
2)|σ−σ|(e−|k12|
2(s−σ) − e−|k12|2(t−σ))
× (e−|k12|2(s−σ) − e−|k12|2(t−σ))dσdσ
+
∫ t
s
∫ t
s
e−(|k1|
2+|k2|
2)|σ−σ|e−|k12|
2(t−σ+t−σ)dσdσ .
1
|k12|3 |t− s|
1
4 |t− s| 14 (216)
due to mean value theorem and (14). Therefore, applying (216) to (215) gives
X1 +X2 .
∑
k 6=0
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2 6=0:k12=k,k3,k4 6=0
3∑
j1,j
′
1=1
× θ(2−ik123)θ(2−i
′
k124)θ(2
−jk3)θ(2
−j′k4)
∫
[0,t]2
C
j1
k123,k3
(t− s)
× Cj′1k124,k4(t− s)
1
|k12||k1|2|k2|2 (t− s)
1
4 (t− s) 14 dsds. (217)
Moreover, for k3, k4 6= 0,∫
[0,t]2
(t− s) 14 (t− s) 14Cj1k123,k3(t− s)C
j′1
k124,k4
(t− s)dsds
.
|k123| 12 |k124| 12
|k3|2|k4|2 [
1− e− 12 (|k123|2+|k3|2)t
|k123|2 + |k3|2 ][
1− e− 12 (|k124|2+|k4|2)t
|k124|2 + |k4|2 ]
.
t2(
η
3+
ǫ
6 )
|k3|2|k4|2(|k123|2 + |k3|2) 34−(η3 + ǫ6 )(|k124|2 + |k4|2) 34−( η3+ ǫ6 )
(218)
by (212) and (14). Applying (218) to (217) leads to
X1 +X2 .
∑
k 6=0
θ(2−qk)2
∑
k1,k2 6=0:k12=k
t2(
η
3+
ǫ
6 )
|k12||k1|2|k2|2
×
∑
q.i,q.i′
1
2i(
1
2−3(
η
3+
ǫ
6 ))
1
2i
′( 12−3(
η
3+
ǫ
6 ))
.t2(
η
3+
ǫ
6 )22q(3(
η
3+
ǫ
6 ))
∑
2q−1.|k|.2q+1
1
|k|3 . t
2( η3+
ǫ
6 )22q(η+
ǫ
2 ) (219)
where we used that 2q . 2i, 2q . 2i
′
and Lemma 4.7. Similar estimates may be
obtained for X3 and X4. Therefore, we conclude by applying (219) to (213) that
E[|∆q((IX7,4t + IX8,4t )− I˜X
7,8,4
t )|2] . t2(
η
3+
ǫ
6 )22q(η+
ǫ
2 ). (220)
Next, within (209) we now work on E[|∆q(I˜X
7,8,4
t −
∑3
i1=1
b
ǫ,i1
2 (t)C
7,8,ǫ,i1
3 (t))|2]
where we may write
3∑
i1=1
b
ǫ,i1
2 (t)C
7,8,ǫ,i1
3 (t) =
1
4(2π)
9
2
∑
k 6=0
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
×
∫ t
0
e−|k12|
2(t−σ)Pˆ i1i2(k12)ki312[Xˆǫ,i2b,σ (k1)Xˆǫ,i3u,σ (k2)− Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2)]dσ
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× θ(2−ik3)θ(2−jk3)
∫ t
0
e−2|k3|
2(t−s)f(ǫk3)
2
2|k3|2
× Pˆj1i4(k3)Pˆj0i4(k3)kj13 Pˆ i0i1(k3)dsek (221)
by (17), (24d) and (24e). Thus, by (207) and (221) we obtain
I˜X
7,8,4
t −
3∑
i1=1
b
ǫ,i1
2 (t)C
7,8,ǫ,i1
3 (t)
=
1
4(2π)
9
2
∑
k 6=0
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
×
∫
[0,t]2
e−|k12|
2(t−σ)ki312Pˆ i1i2(k12)ekθ(2−jk3)
× [(:Xˆǫ,i2b,σ (k1)Xˆǫ,i3u,σ (k2):e−|k123|
2(t−s)θ(2−ik123)Pˆ i0i1(k123)kj1123
− Xˆǫ,i2b,σ (k1)Xˆǫ,i3u,σ (k2)e−|k3|
2(t−s)θ(2−ik3)Pˆ i0i1(k3)kj13 )
− (:Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2):e−|k123|
2(t−s)θ(2−ik123)Pˆ i0i1(k123)kj1123
− Xˆǫ,i2u,σ (k1)Xˆǫ,i3b,σ (k2)e−|k3|
2(t−s)θ(2−ik3)Pˆ i0i1(k3)kj13 )]
× e
−|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
j1i4(k3)Pˆj0i4(k3)dσds ,
2∑
i=1
XIit . (222)
Due to similarity, let us work only on XI1t , to which we use (13a) to deduce
XI1t =
1
4(2π)
9
2
∑
k 6=0
∑
|i−j|≤1
∑
k1,k2:k12=k,k3 6=0
3∑
i1,i2,i3,i4,j1=1
×
∫
[0,t]2
e−|k12|
2(t−σ)ki312Pˆ i1i2(k12)ekθ(2−jk3)Xˆǫ,i1b,σ (k1)Xˆǫ,i3u,σ (k2)
× [e−|k123|2(t−s)θ(2−ik123)Pˆ i0i1(k123)kj1123
− e−|k3|2(t−s)θ(2−ik3)Pˆ i0i1(k3)kj13 ]
× e
−|k3|
2(t−s)f(ǫk3)
2
2|k3|2 Pˆ
j1i4(k3)Pˆj0i4(k3)dσds. (223)
Now upon computing E[|∆q(I˜X
7,8,4
t −
∑3
i1=1
b
ǫ,i1
2 (t)C
7,8,ǫ,i1
3 (t))|2], we need to com-
pute E[|∆qXI1t |2]. In its endeavor, we rely on (13c) and (116) to deduce
E[Xˆǫ,i1b,σ (k1)Xˆ
ǫ,i3
u,σ (k2)Xˆ
ǫ,i′1
b,σ (k
′
1)Xˆ
ǫ,i′3
u,σ (k
′
2)]
=1k2+k′1=0,k1+k′2=0,k1,k2 6=0
3∑
i4,i
′
4=1
e−|k2|
2|σ−σ|f(ǫk2)
2
2|k2|2
× Pˆ i3i4(k2)Pˆ i′1i4(k2)e
−|k1|
2|σ−σ|f(ǫk1)
2
2|k1|2 Pˆ
i1i
′
4(k1)Pˆ i′3i′4(k1)
+ 1k2+k′2=0,k1+k′1=0,k1,k2 6=0
3∑
i4,i
′
4=1
e−|k2|
2|σ−σ|f(ǫk2)
2
2|k2|2
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× Pˆ i3i4(k2)Pˆ i′3i4(k2)e
−|k1|
2|σ−σ|f(ǫk1)
2
2|k1|2 Pˆ
i1i
′
4(k1)Pˆ i′1i′4(k1)
+ 1k′12=0,k12=0,k1,k′1 6=0
3∑
i4,i
′
4=1
f(ǫk′1)
2
2|k′1|2
× Pˆ i′1i4(k′1)Pˆ i
′
3i4(k′1)
f(ǫk1)
2
2|k1|2 Pˆ
i1i
′
4(k1)Pˆ i3i′4(k1) (224)
where the third term will vanish due to 1k12=0 and k
i3
12 in the integrand of (223).
Thus
E[|∆qXI1t |2]
.
∑
k,k′ 6=0
∑
k1,k2 6=0:k12=k,k′1,k
′
2:k
′
12=k
′
×
∫
[0,t]2
e−|k12|
2(t−σ)−|k′12|
2(t−σ)|k12||k′12|θ(2−qk)θ(2−qk′)
× (1k2+k′1=0,k1+k′2=0 + 1k2+k′2=0,k1+k′1=0)
e−(|k1|
2+|k2|
2)|σ−σ|
|k1|2|k2|2 dσdσ
× [
∑
|i−j|≤1
3∑
i1,j1=1
∑
k3 6=0
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)f(ǫk3)
2
|k3|2
× (e−|k123|2(t−s)θ(2−ik123)Pˆ i0i1(k123)kj1123 − e−|k3|
2(t−s)θ(2−ik3)Pˆ i0i1(k3)kj13 )ds]2,
where we observe that |k′12| = |k12| due to 1k2+k′1=0,k1+k′2=0 or 1k2+k′2=0,k1+k′1=0 so
that we may estimate∫
[0,t]2
e−|k12|
2(t−σ)−|k′12|
2(t−σ)|k12||k′12|e−(|k1|
2+|k2|
2)|σ−σ|dσdσ .
1
|k12|2
for k12 6= 0. Therefore, (216) gives for any η ∈ (0, 1),
E[|∆qXI1t |2] .
∑
k 6=0
∑
k1,k2 6=0:k12=k
θ(2−qk)2
|k1|2|k2|2|k12|2
×[
∑
|i−j|≤1
3∑
i1,j1=1
∑
k3 6=0
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)f(ǫk3)
2
|k3|2
×(e−|k123|2(t−s)θ(2−ik123)Pˆ i0i1(k123)kj1123
− e−|k3|2(t−s)θ(2−ik3)Pˆ i0i1(k3)kj13 )ds]2
.
∑
k 6=0
∑
k1,k2 6=0:k12=k
θ(2−qk)2
|k1|2|k2|2|k12|2
×[
∑
|i−j|≤1
∑
k3 6=0
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)
|k3|2 |k12|
η(t− s)− (1−η)2 ds]2
.
∑
k 6=0
θ(2−qk)2
|k|3 2
q(2η)[
∑
k3 6=0
1
|k3|3+ǫ ]
2tη−ǫ . 2q(2η)tη−ǫ (225)
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due to a straight-forward extension of Lemma 4.6, Lemma 4.7 and (14). We obtain
similar estimates for E[|∆qXI2t |2] in (222). Together with (220), this concludes our
estimate of
E[|∆q(IX7,4t + IX8,4t )|2] . 22q(η+
ǫ
2 )t2(
η
3+
ǫ
6 ) (226)
if we choose ǫ, η > 0 such that ǫ ≤ η4 .
For IX8,kt , k ∈ {1, . . . , 6}, in (194), we obtained estimates of IX8,2t in (201) and
IX
7,4
t + IX
8,4
t in (226). Next, within (194) let us work on
IX
8,5
t = IX
8,5
t − I˜X
8,5
t + I˜X
8,5
t − IX
8,5
t (227)
where
I˜X
8,5
t
, − 1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k4:k14=k,k2 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik1)θ(2
−jk4)
×
∫ t
0
:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4):e
−|k1|
2(t−s)k
j1
1 Pˆ i0i1(k1)
∫ s
0
e−|k12|
2(s−σ)
× e
−|k2|
2(s−σ)f(ǫk2)
2
|k2|2 k
i3
12Pˆ i1i2(k12)Pˆ i3i4(k2)Pˆj1i4(k2)dσdsek (228)
and
IX
8,5
t
, − 1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k4:k14=k,k2 6=0
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
×
∫ t
0
:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4):e
−|k1|
2(t−s)k
j1
1 Pˆ i0i1 (k1)
∫ s
0
e−2|k2|
2(s−σ)
× f(ǫk2)
2
|k2|2 k
i3
2 Pˆ i1i2(k2)Pˆ i3i4(k2)Pˆj1i4(k2)dσdsek (229)
so that IX
8,5
t = 0. We define for k2 6= 0,
dk12,k2(s− σ) ,
3∑
i2,i3=1
e−|k12|
2(s−σ) e
−|k2|
2(s−σ)f(ǫk2)
2
|k2|2 |k
i3
12Pˆ i1i2(k12)|. (230)
Then we see that
E[:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4):− :Xˆǫ,i2u,σ (k1)Xˆǫ,j0b,t (k4):
× :Xˆǫ,i′2u,s (k′1)Xˆǫ,j0b,t (k′4):− :Xˆ
ǫ,i′2
u,σ (k
′
1)Xˆ
ǫ,j0
b,t (k
′
4):]
=E[Xˆǫ,i2u,s (k1)Xˆ
ǫ,i′2
u,s (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,s (k
′
1)]
− E[Xˆǫ,i2u,s (k1)Xˆǫ,i
′
2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
− E[Xˆǫ,i2u,s (k1)Xˆǫ,j0b,t (k′4)]E[Xˆǫ,j0b,t (k4)Xˆǫ,i
′
2
u,σ (k
′
1)]
− E[Xˆǫ,i2u,σ (k1)Xˆǫ,i
′
2
u,s (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
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− E[Xˆǫ,i2u,σ (k1)Xˆǫ,j0b,t (k′4)]E[Xˆǫ,j0b,t (k4)Xˆǫ,i
′
2
u,s (k
′
1)]
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)] ,
8∑
i=1
XIIi (231)
by Example 2.1. Now if we group within (231), then for k1, k4 6= 0 we may estimate
(XII1 +XII3) + (XII5 +XII7) + (XII2 +XII4) + (XII6 +XII8)
.(1k1+k′1=0,k4+k′4=0|k1|η|k′1|η + 1k1+k′4=0,k4+k′1=0|k4|η|k′1|η)
× 1|k1||k′1||k4||k′4|
|s− σ|η (232)
by (116) and mean value theorem while instead, if we regroup to
(XII1 +XII5) + (XII3 +XII7) + (XII2 +XII6) + (XII4 +XII8),
we get a same bound in (232) except with |s − σ|η instead of |s − σ|η. Hence, we
obtain by applying (232) to (231) and interpolation that
E[:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4):− :Xˆǫ,i2u,σ (k1)Xˆǫ,j0b,t (k4):
× :Xˆǫ,i2u,s (k′1)Xˆǫ,j0b,t (k′4):− :Xˆǫ,i2u,σ (k′1)Xˆǫ,j0b,t (k′4):]
.(1k1+k′1=0,k4+k′4=0|k1|η|k′1|η + 1k1+k′4=0,k4+k′1=0|k4|η|k′1|η)
× 1|k1||k′1||k4||k′4|
|s− σ| η2 |s− σ| η2 . (233)
We use (187), (228), (230) and (233) to estimate now
E[|∆q(IX8,5t − I˜X
8,5
t )|2]
.
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
× θ(2−ik1)θ(2−i
′
k1)θ(2
−jk4)θ(2
−j′k4)
×
∫
[0,t]2
∫
[0,s]×[0,s]
e−|k1|
2[t−s+t−s] |k1|2η
|k1|2|k4|2 |s− σ|
η
2 |s− σ| η2
× dk12,k2(s− σ)dk13,k3(s− σ)|k1|2dσdσdsdsek
+
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
× θ(2−ik1)θ(2−i
′
k1)θ(2
−jk4)θ(2
−j′k4)
×
∫
[0,t]2
∫
[0,s]×[0,s]
e−|k1|
2(t−s)−|k4|
2(t−s) |k4|2η
|k1|2|k4|2 |s− σ|
η
2 |s− σ| η2
× dk12,k2(s− σ)dk34,k3(s− σ)|k1||k4|dσdσdsdsek (234)
where we used a change of variable of k′2 with −k3. We can estimate for k1, k4 6= 0,∑
k2,k3 6=0
∫
[0,t]2
∫
[0,s]×[0,s]
e−|k1|
2(t−s+t−s) |k1|2η+2
|k1|2|k4|2
× |s− σ| η2 |s− σ| η2 dk12,k2(s− σ)dk13,k3(s− σ)dσdσdsds
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.
1
|k1|−2η|k4|2
∑
k2,k3 6=0
|k12||k13|
|k2|2+η|k3|2+η
×
∫
[0,t]2
∫
[0,s]×[0,s]
e−|k1|
2te
1
2 [|k1|
2−|k12|
2−|k2|
2]s
× e 12 [|k1|2−|k13|2−|k3|2]se 12 [|k12|2+|k2|2]σe 12 [|k13|2+|k3|2]σdσdσdsds
.
1
|k1|−2η|k4|2
∑
k2,k3 6=0
1
|k2|3+η|k3|3+η
(1− e−|k1|2t)2
|k1|4 .
t2(
η
3+
ǫ
6 )
|k1|4−4( η3 + ǫ6 )−2η|k4|2
(235)
by (230) and (14). Similarly for k1, k4 6= 0,∑
k2,k3 6=0
∫
[0,t]2
∫
[0,s]×[0,s]
e−|k1|
2(t−s)−|k4|
2(t−s) |k1||k4|1+2η
|k1|2|k4|2 |s− σ|
η
2 |s− σ| η2
× dk12,k2(s− σ)dk34,k3(s− σ)dσdσdsds
.
1
|k1||k4|1−2η
∑
k2,k3 6=0
1
|k2|3+η|k3|3+η
×
∫
[0,t]2
e−
1
2 [|k1|
2+|k4|
2]te
1
2 |k1|
2se
1
2 |k4|
2sdsds .
t2(
η
3 +
ǫ
6 )
|k1|3−2( η3+ ǫ6 )|k4|3− 8η3 − ǫ3
(236)
by (230) and (14). Therefore, applying (235) and (236) to (234) gives
E[|∆q(IX8,5t − I˜X
8,5
t )|2]
.t2(
η
3
+ ǫ
6
)
∑
k
θ(2−qk)2
∑
k1,k4 6=0:k14=k
×
∑
q.i
2−i
|k1|3− 10η3 − 2ǫ3 |k4|2
+
∑
q.i′
2−i
′2( η3+
ǫ
6 )
|k1|3−4( η3+ ǫ6 )|k4|3− 8η3 − ǫ3

.t2(
η
3+
ǫ
6 )2q(
10η
3 +
2ǫ
3 )
∑
k 6=0
1
|k|3 . t
2( η3 +
ǫ
6 )2q(
10η
3 +
2ǫ
3 ) (237)
where we used that 2q . 2i and 2q . 2j
′
and Lemma 4.7. Next, within (227) we
estimate
E[|∆q(I˜X
8,5
t − IX
8,5
t )|2]
≈E[|
∑
k
θ(2−qk)
∑
|i−j|≤1
∑
k1,k4:k14=k,k2 6=0
3∑
i1,i2,i3,i4,j1=1
θ(2−ik1)θ(2
−jk4)
×
∫ t
0
:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4):e
−|k1|
2(t−s)k
j1
1 Pˆ i0i1(k1)
×
∫ s
0
[e−|k12|
2(s−σ)ki312Pˆ i1i2(k12)− e−|k2|
2(s−σ)ki32 Pˆ i1i2(k2)]
× e
−|k2|
2(s−σ)f(ǫk2)
2
|k2|2 Pˆ
i3i4(k2)Pˆj1i4(k2)ekdσds|2] (238)
due to (228) and (229) where we rewrite for k1, k4 6= 0,
E[:Xˆǫ,i2u,s (k1)Xˆ
ǫ,j0
b,t (k4)::Xˆ
ǫ,i′2
u,s (k
′
1)Xˆ
ǫ,j0
b,t (k
′
4):]
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=1k1+k′1=0,k4+k′4=0
3∑
i4,i
′
4=1
e−|k1|
2|s−s|f(ǫk1)
2
2|k1|2
f(ǫk4)
2
2|k4|2
× Pˆ i2i4(k1)Pˆ i′2i4(k1)Pˆj0i′4(k4)2
+ 1k1+k′4=0,k4+k′1=0
3∑
i4,i
′
4=1
e−|k1|
2|t−s|f(ǫk1)
2
2|k1|2
e−|k4|
2|t−s|f(ǫk4)
2
2|k4|2
× Pˆ i2i4(k1)Pˆj0i4(k1)Pˆj0i′4(k4)Pˆ i′2i′4(k4) (239)
by Example 2.1 and (116). Therefore,
E[|∆q(I˜X
8,5
t − IX
8,5
t )|2]
.
∑
k,k′
θ(2−qk)θ(2−qk′)
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2 6=0,k′1,k
′
4:k
′
14=k
′,k′2 6=0
×
3∑
i1,i2,i3,i
′
1,i
′
2,i
′
3=1
θ(2−ik1)θ(2
−i′k′1)θ(2
−jk4)θ(2
−j′k′4)
∫
[0,t]2
× [1k1+k′1=0,k4+k′4=0
e−|k1|
2|s−s|
|k1|2|k4|2 e
−|k1|
2(t−s)e−|k
′
1|
2(t−s)|k1||k′1|
×
(∫ s
0
e−|k12|
2(s−σ)ki312Pˆ i1i2(k12)− e−|k2|
2(s−σ)ki32 Pˆ i2i3(k2)
)
×
(∫ s
0
e−|k
′
12|
2(s−σ)(k′12)
i3 Pˆ i′1i′2(k′12)− e−|k
′
2|
2(s−σ)(k′2)
i3 Pˆ i′2i′3(k′2)
)
× e
−|k2|
2(s−σ)e−|k
′
2|
2(s−σ)
|k2|2|k′2|2
+ 1k1+k′4=0,k4+k′1=0
e−|k1|
2|t−s|
|k1|2|k4|2 e
−|k4|
2(t−s)e−|k1|
2(t−s)e−|k
′
1|
2(t−s)|k1||k′1|
×
(∫ s
0
e−|k12|
2(s−σ)ki312Pˆ i1i2(k12)− e−|k2|
2(s−σ)ki32 Pˆ i2i3(k2)
)
×
(∫ s
0
e−|k
′
12|
2(s−σ)(k′12)
i3 Pˆ i′1i′2(k′12)− e−|k
′
2|
2(s−σ)(k′2)
i3 Pˆ i′2i′3(k′2)
)
× e
−|k2|
2(s−σ)e−|k
′
2|
2(s−σ)
|k2|2|k′2|2
]eke
′
kdσdσdsds =
2∑
i=1
XIIIi (240)
where XIII1 involves 1k1+k′1=0,k4+k′4=0 and XIII
2 involves 1k1+k′4=0,k4+k′1=0. We
bound
XIII1 .
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k1)
× θ(2−jk4)θ(2−j
′
k4)
∫
[0,t]2
e−|k1|
2(|s−s|+2t−s−s)
|k1|2|k4|2 |k1|
2
×
∫
[0,s]×[0,s]
|k1|2η|s− σ|− (1−η)2 |s− σ|− (1−η)2
|k2|2|k3|2
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× e−|k2|2(s−σ)−|k3|2(s−σ)dσdσdsds (241)
for any η ∈ (0, 1) due to a change of variable of k′2 with k3 and Lemma 4.6. On the
other hand, we may bound
XIII2 .
∑
k 6=0
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k4)
× θ(2−jk4)θ(2−j′k1)
∫
[0,t]2
e−2|k1|
2(t−s)e−2|k4|
2(t−s)
|k1||k4|
×
∫
[0,s]×[0,s]
|k1|η|s− σ|− (1−η)2 |k4|η|s− σ|− (1−η)2
|k2|2|k3|2
× e−|k2|2(s−σ)−|k3|2(s−σ)dσdσdsds (242)
due to a change of variable of k′2 with k3 and Lemma 4.6. Therefore, applying (241)
and (242) to (240) gives
E[|∆q(I˜X
8,5
t − IX
8,5
t )|2]
.
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k1)
× θ(2−jk4)θ(2−j′k4)
∫
[0,t]2
e−|k1|
2(|s−s|+2t−s−s) |k1|2η
|k2|2|k3|2|k4|2
×
(∫ s
0
|s− σ|−(1−η)dσ
) 1
2
(∫ s
0
e−2|k2|
2(s−σ)dσ
) 1
2
×
(∫ s
0
|s− σ|−(1−η)dσ
) 1
2
(∫ s
0
e−2|k3|
2(s−σ)dσ
) 1
2
dsds
+
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k4)
× θ(2−jk4)θ(2−j′k1)
∫
[0,t]2
e−2|k1|
2(t−s)−2|k4|
2(t−s) |k1|η|k4|η
|k1||k2|2|k3|2|k4|
×
(∫ s
0
(s− σ)−(1−η)dσ
) 1
2
(∫ s
0
e−2|k2|
2(s−σ)dσ
) 1
2
×
(∫ s
0
(s− σ)−(1−η)dη
) 1
2
(∫ s
0
e−2|k3|
2(s−σ)dσ
) 1
2
dsds
.
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k1)
× θ(2−jk4)θ(2−j′k4)e−2t|k1|2
∫
[0,t]2
e|k1|
2(s+s) |k1|2η
|k2|2|k3|2|k4|2
× |s|
η
2 (1− e−2|k2|2s) 12
|k2|
|s| η2 (1− e−2|k3|2s) 12
|k3| dsds
+
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k4 6=0:k14=k,k2,k3 6=0
θ(2−ik1)θ(2
−i′k4)
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× θ(2−jk4)θ(2−j
′
k1)e
−2t(|k1|
2+|k4|
2)
∫
[0,t]2
e2|k1|
2s+2|k4|
2s |k1|η|k4|η
|k1||k2|2|k3|2|k4|
× |s|
η
2 (1− e−2|k2|2s) 12
|k2|
|s| η2 (1− e−2|k3|2s) 12
|k3| dsds (243)
due to Ho¨lder’s inequality. We continue to bound this by
E[|∆q(I˜X
8,5
t − IX
8,5
t )|2]
.
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2,k3,k4 6=0:k14=k
θ(2−ik1)θ(2
−i′k1)
× θ(2−jk4)θ(2−j′k4)
(
1− e−|k1|2t
|k1|2
)2 |k1|2η
|k2|3+η|k3|3+η|k4|2
+
∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2,k3,k4 6=0:k14=k
θ(2−ik1)θ(2
−i′k4)
× θ(2−jk4)θ(2−j
′
k1)
(
1− e−2|k1|2t
|k1|2
)(
1− e2|k4|2t
|k4|2
)
|k1|η|k4|η
|k1||k2|3+η|k3|3+η|k4|
.t2(
η
3 +
ǫ
6 )
∑
k 6=0
θ(2−qk)2
∑
q.i
2−i
∑
k1,k4 6=0:k14=k
× [ 1
|k1|3− 10η3 − 2ǫ3 |k4|2
+
1
|k1|2− 5η3 − ǫ3 |k4|3− 5η3 − ǫ3
] . t2(
η
3+
ǫ
6 )2q(
10η
3 +
2ǫ
3 )
due to the mean value theorem, that 2q . 2i and Lemma 4.7. Combining this with
(237) in (227) gives
E[|∆qIX8,5t |2] . t2(
η
3 +
ǫ
6 )2q(
10η
3 +
2ǫ
3 ). (244)
Similar estimates for IX8,6t may be deduced as well.
3.3.2. Terms in the fourth chaos. We finally work on IX8,1t of (194), specifically
the first term of (184) where
IX
8,1
t
=− 1
4(2π)
9
2
∑
k
∑
|i−j|≤1
∑
k1,k2,k3,k4:k1234=k
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk4)
×
∫ t
0
e−|k123|
2(t−s)
∫ s
0
:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k4):
× e−|k12|2(s−σ)dσdski312kj1123Pˆ i1i2(k12)Pˆ i0i1(k123)ek. (245)
We need to compute using Example 2.1 that
E[:Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i3
b,σ (k2)Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k4):
× :Xˆǫ,i′2u,σ (k′1)Xˆǫ,i
′
3
b,σ (k
′
2)Xˆ
ǫ,j′1
b,s (k
′
3)Xˆ
ǫ,j0
b,t (k
′
4):]
=E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i′2
u,σ (k
′
1)]
× (E[Xˆǫ,i3b,σ (k2)Xˆǫ,i
′
3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
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+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)])
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,i′3
b,σ (k
′
2)]
× (E[Xˆǫ,i3b,σ (k2)Xˆǫ,i
′
2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)])
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,j′1
b,s (k
′
3)]
× (E[Xˆǫ,i3b,σ (k2)Xˆǫ,i
′
2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j0
b,t (k
′
4)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j0
b,t (k
′
4)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)])
+ E[Xˆǫ,i2u,σ (k1)Xˆ
ǫ,j0
b,t (k
′
4)]
× (E[Xˆǫ,i3b,σ (k2)Xˆǫ,i
′
2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,j′1
b,s (k
′
3)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′2
u,σ (k
′
1)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′3
b,σ (k
′
2)]
+ E[Xˆǫ,i3b,σ (k2)Xˆ
ǫ,j′1
b,s (k
′
3)]E[Xˆ
ǫ,j1
b,s (k3)Xˆ
ǫ,i′3
b,σ (k
′
2)]E[Xˆ
ǫ,j0
b,t (k4)Xˆ
ǫ,i′2
u,σ (k
′
1)]). (246)
We bound this by a constant multiples of
1
|k1|2|k2|2|k3|2|k4|2
× [1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 + 1k1+k′1=0,k2+k′2=0,k3+k′4=0,k4+k′3=0
+ 1k1+k′1=0,k2+k′3=0,k3+k′2=0,k4+k′4=0 + 1k1+k′1=0,k2+k′3=0,k3+k′4=0,k4+k′2=0
+ 1k1+k′1=0,k2+k′4=0,k3+k′2=0,k4+k′3=0 + 1k1+k′1=0,k2+k′4=0,k3+k′3=0,k4+k′2=0
+ 1k1+k′2=0,k2+k′1=0,k3+k′3=0,k4+k′4=0 + 1k1+k′2=0,k2+k′1=0,k3+k′4=0,k4+k′3=0
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+ 1k1+k′2=0,k2+k′3=0,k3+k′1=0,k4+k′4=0 + 1k1+k′2=0,k2+k′3=0,k3+k′4=0,k4+k′1=0
+ 1k1+k′2=0,k2+k′4=0,k3+k′1=0,k4+k′3=0 + 1k1+k′2=0,k2+k′4=0,k3+k′3=0,k4+k′1=0
+ 1k1+k′3=0,k2+k′1=0,k3+k′2=0,k4+k′4=0 + 1k1+k′3=0,k2+k′1=0,k3+k′4=0,k4+k′2=0
+ 1k1+k′3=0,k2+k′2=0,k3+k′1=0,k4+k′4=0 + 1k1+k′3=0,k2+k′2=0,k3+k′4=0,k4+k′1=0
+ 1k1+k′3=0,k2+k′4=0,k3+k′1=0,k4+k′2=0 + 1k1+k′3=0,k2+k′4=0,k3+k′2=0,k4+k′1=0
+ 1k1+k′4=0,k2+k′1=0,k3+k′2=0,k4+k′3=0 + 1k1+k′4=0,k2+k′1=0,k3+k′3=0,k4+k′2=0
+ 1k1+k′4=0,k2+k′2=0,k3+k′1=0,k4+k′3=0 + 1k1+k′4=0,k2+k′2=0,k3+k′3=0,k4+k′1=0
+ 1k1+k′4=0,k2+k′3=0,k3+k′1=0,k4+k′2=0 + 1k1+k′4=0,k2+k′3=0,k3+k′2=0,k4+k′1=0]
,
24∑
i=1
XIV it (247)
when k1, k2, k3, k4 6= 0. Thus, applying (247) and (246) to (245) gives
E[|∆qIX8,1t |2]
.
∑
k,k′
θ(2−qk)θ(2−qk′)
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2,k3,k4:k1234=k,k′1,k
′
2,k
′
3,k
′
4:k
′
1234=k
′
× θ(2−ik123)θ(2−i′k′123)θ(2−jk4)θ(2−j
′
k′4)
∫
[0,t]2
e−|k123|
2(t−s)e−|k
′
123|
2(t−s)
×
∫
[0,s]×[0,s]
24∑
i=1
XIV it e
−|k12|
2(s−σ)−|k′12|
2(s−σ)
× |k12||k′12||k123||k′123|dσdσdsdsekek′ . (248)
We realize that in every term of XIV it for i ∈ {1, . . . , 24} we always have the
characteristic function 1k1+k′i=0,k2+k′j=0,k3+k′l=0,k4+k′m=0 for i, j, l,m which are dis-
tinct and elements of {1, 2, 3, 4}. Therefore, |k′1234| = |k1234| allowing us to reduce∑
k,k′ 6=0 to
∑
k 6=0. Thus, we can bound the term corresponding to XIV
1
t by∑
k
θ(2−qk)2
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2,k3,k4,k
′
1,k
′
2,k
′
3,k
′
4 6=0:k1234=k
′
1234=k
× θ(2−ik123)θ(2−i′k′123)θ(2−jk4)θ(2−j
′
k′4)
∫
[0,t]2
e−|k123|
2(t−s)e−|k
′
123|
2(t−s)
×
∫
[0,s]×[0,s]
1
|k1|2|k2|2|k3|2|k4|2 e
−|k12|
2(s−σ)−|k′12|
2(s−σ)dσdσ
× |k12||k′12||k123||k′123|dsds1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 , XV 1t . (249)
For the term corresponding to XIV 2t , we bound by the same as XV
1
t except
1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 is replaced by 1k1+k′1=0,k2+k′2=0,k3+k′4=0,k4+k′3=0
and we denote it by XV 3t .
For the term corresponding to XIV 3t , we bound it by the same as XV
1
t except
1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 is replaced by 1k1+k′1=0,k2+k′3=0,k3+k′2=0,k4+k′4=0
and we denote it by XV 5t .
For the term corresponding to XIV 4t we change variable k1 with k2, as well as
k′1 with k
′
2 so that we may bound by XV
1
t but 1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0
replaced by 1k′2+k2=0,k1+k′3=0,k3+k′4=0,k4+k′1=0 and denote it by XV
6
t .
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For the term corresponding to XIV 5t we replace k1 by k2, as well as k
′
1 with k
′
2
so that we may bound by XV 1t but with 1k1+k1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 replaced
by 1k1+k′4=0,k2+k′2=0,k3+k′1=0,k4+k′3=0 which we denote by XV
7
t .
For the term corresponding to XIV 6t we switch k1 with k2, as well as k
′
1 with
k′2 so that we may bound this by XV
1
t but with 1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0
replaced by 1k1+k′4=0,k2+k′2=0,k3+k′3=0,k4+k′1=0, which we denote by XV
2
t .
For the term corresponding to XIV 7t , we switch k1 with k2 so that we can
actually bound by XV 1t .
For the term corresponding to XIV 8t , we switch k1 with k2 so that we can
actually bound by XV 3t .
For the term corresponding to XIV 9t , we switch k
′
1 with k
′
2 so that we can bound
by XV 5t .
For the term corresponding to XIV 10t , we switch k1 with k2 so that we can
bound by XV 6t .
For the term corresponding to XIV 11t , we switch k1 with k2 so that we can
bound by XV 7t .
For the term corresponding to XIV 12t , we switch k1 with k2 so that we can
bound by XV 2t .
For the term corresponding to XIV 13t , we switch k1 with k2 so that we can
bound by XV 5t .
For the term corresponding to XIV 14t , we switch k
′
1 with k
′
2 so that we can
bound by XV 6t .
For the term corresponding to XIV 15t , we switch k1 with k2, as well as k
′
1 with
k′2 so that we can bound by XV
5
t .
For the term corresponding to XIV 16t , we bound by XV
6
t .
For the term corresponding to XIV 17t , we bound by XV
1
t but by substituting
1k1+k′3=0,k2+k′4=0,k3+k′1=0,k4+k′2=0 for 1k1+k′1=0,k2+k′2=0,k3+k′3=0,k4+k′4=0 and denote
it by XV 4t .
For the term corresponding to XIV 18t , we switch k
′
1 with k
′
2 so that we can
bound it by XV 4t .
For the term corresponding to XIV 19t , we switch k
′
1 with k
′
2 so that we could
bound it by XV 7t .
For the term corresponding to XIV 20t we switch k
′
1 with k
′
2 so that we could
bound by XV 2t .
For the term corresponding to XIV 21t we bound by XV
7
t .
For the term corresponding to XIV 22t we bound by XV
2
t .
For the term corresponding to XIV 23t , we switch k1 with k2 so that we could
bound by XV 4t .
For the term corresponding to XIV 24t we switch k1 with k2, as well as k
′
1 with
k′2 so that we could bound by XV
4
t .
Remark 3.5. Actually for the terms which may be bounded by XV 7t , we may take
advantage of the symmetry of (k′1, k
′
2, k
′
3, k
′
4), switch k1 with k
′
1, k2 with k
′
2, k3 with
k′3, k4 with k
′
4, s with s, σ with σ, i with i
′, as well as j with j′ and actually bound
by XV 6t .
Therefore we have shown
E[|∆qIX8,1t |2] .
6∑
k=1
XV kt . (250)
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It suffices to see the estimate on XV 1t as others are similar. We estimate within
XV 1t , ∫
[0,t]2
e−|k123|
2(t−s+t−s)
∫
[0,s]×[0,s]
e−|k12|
2(s−σ+s−σ)dσdσdsds
.
e−2t|k123|
2
|k12|4 [
e|k123|
2t − 1
|k123|2 ]
21k12,k123 6=0 .
1
|k12|4
tη
|k123|4−2η 1k12,k123 6=0
by mean value theorem so that
XV 1t .t
η
∑
k
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2,k3,k4 6=0:k1234=k,k12 6=0,k123 6=0
× θ(2−qk)2θ(2−ik123)θ(2−jk4)θ(2−i
′
k123)θ(2
−j′k4)
× 1|k12|2|k1|2|k2|2|k3|2|k4|2|k123|2−2η
.tη
∑
k
θ(2−qk)2
∑
q.i′
2−i
′(3−2η−ǫ)
.tη2q(2η+ǫ)
∑
k 6=0
θ(2−qk)2
1
|k|3 . t
η2q(2η+ǫ) (251)
by Lemma 4.7, and that 2q . 2i
′
. Therefore, by applying (251) to (250) we deduce
E[|∆qIX8,1t |2] . tη2q(2η+ǫ). (252)
By applying (201), (226), (244) and (252) to (194) we have shown so that
E[|∆qπ0,⋄(uǫ,i3 , bǫ,j01 )|2] . t2(
η
3+
ǫ
3 )2q(
10η
3 +
ǫ
3 )
due to (181). Similarly to how we deduced (139) from (138), we can also prove
E[|∆q(π0,⋄(uǫ1,i03 , bǫ1,j01 )(t1)− π0,⋄(uǫ1,i03 , bǫ1,j01 )(t2)
− π0,⋄(uǫ2,i03 , bǫ2,j01 )(t1) + π0,⋄(uǫ2,i03 , bǫ2,j01 )(t2))|2]
.(ǫ2γ1 + ǫ
2γ
2 )|t1 − t2|2(
η
3 +
ǫ
6 )2q(
10η
3 +
ǫ
3 ). (253)
Recalling again that B
− 5η3 −ǫ
p,p →֒ C−
5η
3 −ǫ−
3
p as in (140), we deduce
E[‖π0,⋄(uǫ1,i03 , bǫ1,j01 )(t1)− π0,⋄(uǫ1,i03 , bǫ1,j01 )(t2)
− π0,⋄(uǫ2,i03 , bǫ2,j01 )(t1) + π0,⋄(uǫ2,i03 , bǫ2,j01 )(t2)‖p
C
−
5η
3
−ǫ− 3
p
. (ǫγp1 + ǫ
γp
2 )|t1 − t2|p(
η
3+
ǫ
6 ) (254)
by the Gaussian hypercontractivity theorem [41, Theorem 3.50] and (26) as we did
in (141). If we choose η, ǫ, p > 0 such that 5η3 +ǫ+
3
p
≤ δ, we have proven that there
exists vi0,j016 ∈ C([0, T ]; C−δ) for i0, j0 ∈ {1, 2, 3} such that π0,⋄(uǫ,i03 , bǫ,j01 ) → vi0,j016
as ǫ→ 0 in Lp(Ω;C([0, T ]; C−δ)) as desired in (113).
3.4. Group 4: π0,⋄(P ii1∂xjKǫ,ju , uǫ,j11 ), π0,⋄(P ii1∂xjKǫ,jb , uǫ,j11 ), π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 ),
π0,⋄(P ii1∂xjKǫ,jb , bǫ,j11 ). Within Group 4 of (114), we work on π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 )
and show the existence of vii1,jj120 ∈ C([0, T ]; C−γ) such that π0,⋄(P ii1∂xjKǫ,ju , bǫ,j11 )→
v
ii1,jj1
20 as ǫ→ 0. Due to (26) we can write down
π0(P i1i2∂xj0Kǫ,j0u , bǫ,j11 )(t)
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=
1
(2π)
3
2
∑
k
∑
|i−j|≤1
∑
k1,k2:k12=k
θ(2−ik1)θ(2
−jk2)
∫ t
0
e−|k1|
2(t−s)ik
j0
1
× :Xˆǫ,j0u,s (k1)Xˆǫ,j1b,t (k2):dsekPˆ i1i2(k1)
+
1
(2π)
3
2
∑
k
∑
|i−j|≤1
∑
k1 6=0,k2:k12=k
θ(2−ik1)Pˆ i1i2(k1)
∫ t
0
e−|k1|
2(t−s)ik
j0
1
× 1k12=0
3∑
j2=1
e−|k1|
2(t−s)f(ǫk1)
2
2|k1|2 Pˆ
j0j2(k1)Pˆj1j2(k1)dsθ(2−jk2)ek (255)
by (13a) where the second term can be shown to be actually zero. Thus,
E[|∆qπ0(P i1i2∂xj0Kǫ,j0u , bǫ,j11 )(t)|2]
≈
∑
k,k′
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2:k12=k,k′1,k
′
2:k
′
12=k
′
θ(2−ik1)θ(2
−i′k′1)θ(2
−jk2)
× θ(2−j′k′2)θ(2−qk)2
∫
[0,t]2
e−|k1|
2(t−s)−|k′1|
2(t−s)|k1||k′1|
× E[:Xˆǫ,j0u,s (k1)Xˆǫ,j1b,t (k2)::Xˆǫ,j0u,s (k′1)Xˆǫ,j
′
1
b,t (k
′
2):]eke
′
kPˆ i1i2(k1)Pˆ i
′
1i
′
2(k′1) (256)
where we may estimate for k1, k2 6= 0,
E[:Xˆǫ,j0u,s (k1)Xˆ
ǫ,j1
b,t (k2)::Xˆ
ǫ,j0
u,s (k
′
1)Xˆ
ǫ,j′1
b,t (k
′
2):]
.1k1+k′1=0,k2+k′2=0
e−|k1|
2|s−s|
|k1|2|k2|2 + 1k1+k
′
2=0,k2+k
′
1=0
e−|k1|
2(t−s)e−|k2|
2(t−s)
|k1|2|k2|2 (257)
due to Example 2.1 and (116). We obtain by applying (257) to (256)
E[|∆qπ0(P i1i2∂xj0Kǫ,j0u , bǫ,j11 )(t)|2]
.
∑
k
∑
|i−j|≤1,|i′−j′|≤1
∑
k1,k2 6=0:k12=k
× [θ(2−ik1)θ(2−i′k1)θ(2−jk2)θ(2−j′k2)θ(2−qk)2 1|k2|2 [
1− e−|k1|2t
|k1|2 ]
2
+ θ(2−ik1)θ(2
−i′k2)θ(2
−jk2)θ(2
−j′k1)θ(2
−qk)2
1
|k1||k2| [
1− e−2|k1|2t
2|k1|2 ][
1− e−2|k2|2t
2|k2|2 ]]
.tη
∑
k 6=0
θ(2−qk)2
∑
q.i
2−iη
1
|k|3−3η . t
η22qη
∑
k 6=0
θ(2−qk)2
1
|k|3 . t
η22qη (258)
where we used mean value theorem, Lemma 4.7 and that 2q . 2i. Similarly to how
we deduced (139) from (138) we can also show
E[|∆q(π0,⋄(P i1i2∂xj0Kǫ1,j0u , bǫ1,j11 )(t1)− π0,⋄(P i1i2∂xj0Kǫ1,j0u , bǫ1,j11 )(t2)
− π0,⋄(P i1i2∂xj0Kǫ2,j0u , bǫ2,j11 (t1) + π0,⋄(P i1i2∂xj0Kǫ2,j0u , bǫ2,j11 )(t2))|2]
.(ǫ2γ1 + ǫ
2γ
2 )|t1 − t2|η2q(ǫ+2η) (259)
so that applications of Besov embedding and Gaussian hypercontractivity theorem
[41, Theorem 3.50] as we did in (139)-(141) implies that there exists vi1i2,j0j120 ∈
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C([0, T ]; C−δ) for i1, i2, j0, j1 ∈ {1, 2, 3} such that for all p ∈ [1,∞), we have
π0,⋄(P i1i2∂xj0Kǫ,j0u , bǫ,j11 )→ vi1i2,j0j120 as ǫ→ 0 in Lp(Ω;C([0, T ]; C−δ)).
With all these convergence results, we may now state and prove the main result.
Theorem 3.2. Let δ0 ∈ (0, 12 ) and then z ∈ (12 , 12 + δ0), as well as y0 = (u0, b0) ∈
C−z. Then there exists a unique local solution to y(·, 0) = P(u0, b0)(·) and
Ly
i =
(∑3
i1=1
Pii1ξi1u −
1
2
∑3
i1,j=1
Pii1∂xj (u
iuj) + 1
2
∑3
i1,j=1
Pii1∂xj (b
ibj)∑3
i1=1
Pii1ξi1b −
1
2
∑3
i1,j=1
Pii1∂xj (b
iuj) + 1
2
∑3
i1,j=1
Pii1∂xj (u
ibj)
)
. (260)
Specifically, suppose ξǫ =
∑
k f(ǫk)ξˆ(k)ek for ǫ > 0 and f that is smooth radial
cut-off function with compact support such that f(0) = 1, and yǫ = (uǫ, bǫ) is the
maximal unique solution to
Ly
ǫ,i
=
(∑3
i1=1
Pii1ξǫ,i1u −
1
2
∑3
i1,j=1
Pii1∂xj (u
ǫ,iuǫ,j) + 1
2
∑3
i1,j=1
Pii1∂xj (b
ǫ,ibǫ,j)∑3
i1=1
Pii1ξǫ,i1b −
1
2
∑3
i1,j=1
Pii1∂xj (b
ǫ,iuǫ,j) + 1
2
∑3
i1,j=1
Pii1∂xj (u
ǫ,ibǫ,j)
)
(261)
such that uǫ4, b
ǫ
4 belong to C([0, T
ǫ); C 12−δ0). Then there exists y ∈ C([0, τ); C−z)2
and {τL}L such that τL converges to the explosion time τ of y = (u, b) such that
supt∈[0,τL]‖yǫ − y‖C−z → 0 as ǫ→ 0 in probability.
Proof. By a similar argument that we showed already, and in particular (36a) and
(39), we can prove the existence of γ > 0, (u1, b1) ∈ C([0, T ]; C−12− δ2 )2, (u2, b2) ∈
C([0, T ]; C−δ)2, (u3, b3) ∈ C([0, T ]; C 12−δ)2 such that for all p > 0,
E[‖(uǫ1, bǫ1)− (u1, b1)‖p
C([0,T ];C−
1
2
− δ
2 )
] . ǫγp,
E[‖(uǫ2, bǫ2)− (u2, b2)‖pC([0,T ];C−δ)] . ǫγp,
E[‖(uǫ3, bǫ3)− (u3, b3)‖p
C([0,T ];C
1
2
−δ)
] . ǫγp.
(262)
Letting ǫk , 2−k and ǫ > 0, proving
∞∑
k=1
P({‖(uǫk1 , bǫk1 )− (u1, b1)‖C([0,T ];C− 12− δ2 ) > ǫ}) .
∞∑
k=1
1
ǫ
(ǫγk) . 1 (263)
by Chebyshev’s inequality and (262) is standard. By Borel-Cantelli lemma, this
implies (uǫk,i1 , b
ǫk,i
1 ) → (ui1, bi1) in C([0, T ]; C−
1
2−
δ
2 ) P-a.s. as k → ∞ and analo-
gous conclusions hold for (uǫk,i2 , b
ǫk,i
2 ) and (u
ǫk,i
3 , b
ǫk,i
3 ). Hence, we have shown that
supǫk=2−k,k∈N C
ǫk
ξ <∞ P-a.s. where Cǫξ is that of (37), (u4, b4) = limk→∞(uǫk4 , bǫk4 )
in [0, T0], y = (u, b) = (u1 + u2 + u3 + u4, b1 + b2 + b3 + b4) as the solution to (15)
on [0, T0] where T0 is independent of ǫ and
sup
t∈[0,T0]
‖(uǫk , bǫk)− (u, b)‖C−z → 0 (264)
as k → ∞ P-a.s. due to Proposition 3.1. The proof that we can extend the solu-
tion to the maximal solution that satisfies supt∈[0,τ)‖y(t)‖C−z = +∞ is relatively
standard and may be achieved identically to [63]. We omit further details here. 
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4. Appendix
For convenience of readers, we list useful lemmas which were used throughout.
Lemma 4.1. ([28, Lemma A.2], [63, Lemma 3.1]) Let 1 ≤ p1 ≤ p2 ≤ ∞, N ∈ N
and 1 ≤ q1 ≤ q2 ≤ ∞, and α ∈ R. Then Bαp1,q1(TN ) is continuously embedded in
B
α−N( 1
p1
− 1
p2
)
p2,q2 (T
N ).
We recall several more useful lemmas here:
Lemma 4.2. ([28, Lemma 2.4], [63, Lemma 3.3]) Suppose α ∈ (0, 1), β, γ ∈ R
satisfy α+β+γ > 0 and β+γ < 0. Then for smooth f, g, h, the tri-linear operator
C(f, g, h) , π0(π<(f, g), h)− fπ0(g, h)
satisfies
‖C(f, g, h)‖Cα+β+γ . ‖f‖Cα‖g‖Cβ‖h‖Cγ ,
and thus C can be uniquely extended to a bounded tri-linear operator in L3(Cα(T3)×
Cβ(T3)× Cγ(T3), Cα+β+γ(T3)).
Lemma 4.3. ([63, Lemma 3.4]) Let P be the Leray projection, f ∈ Cα(T3), g ∈
Cβ(T3) for α < 1 and β ∈ R. Then for every k, l ∈ {1, 2, 3},
‖Pklπ<(f, g)− π<(f,Pklg)‖Cα+β . ‖f‖Cα‖g‖Cβ .
Lemma 4.4. ([28, Lemma A.7], [63, Lemma 3.5]) Let Pt be the heat semigroup
on TN . Then for f ∈ Cα(T3), α ∈ R and δ ≥ 0, Ptf satisfies
‖Ptf‖Cα+δ . t−
δ
2 ‖f‖Cα .
Lemma 4.5. ([63, Lemma 3.6]) Let P be the Leray projection and f ∈ Cα(TN )
for α ∈ R. Then for every k, l ∈ {1, 2, 3},
‖Pklf‖Cα . ‖f‖Cα .
Lemma 4.6. ([63, Lemma 3.11]) Let P be the Leray projection. Then for any
η ∈ (0, 1), i, j, l ∈ {1, 2, 3} and t > 0,
|e−|k12|2tki12Pˆjl(k12)− e−|k2|
2tki2Pˆjl(k2)| . |k1|η|t|−
(1−η)
2 .
Lemma 4.7. ([63, Lemma 3.10]) For any l,m ∈ (0, N) such that l +m−N > 0,∑
k1,k2∈ZN\{0}:k1+k2=k
1
|k1|l|k2|m .
1
|k|l+m−N .
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