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Abstract. This paper investigates strategies to carry out delay tolerant
services over LEO satellite constellations for mobile receiver. In this con-
text, LEO constellations are characterized by important delay variations
where propagation impairments are mostly localized on the Land Mobile
Satellite (LMS) channel (i.e. on the last hop). To cope with this issue,
distinct reliability schemes can be introduced at the physical or link lay-
ers. Although their capacity to cope with transmission errors has been
demonstrated, these recovery schemes may induce a high jitter that could
severely damage TCP’s internal timers and reliability schemes. As a mat-
ter of fact, transport and link layers’ reliability schemes exhibit a clear
discrepancy. Following temporal traces representing the delay between a
mobile terminal and the last hop satellite from a LEO constellation, we
assess how HARQ mechanisms impact on the RTO based retransmission
and the duplicate acknowledgments of TCP. Based on ns-2 simulations,
we propose a layer-2 buffer that let both link and transport layers to con-
jointly perform. Our evaluations show an end-to-end data rate increase
and more generally illustrate the benefit of re-ordering packets at the
link layer when link-layer erasure coding recovery mechanisms are used
conjointly with TCP.
Key words: constellations, TCP, latency, Adaptive-HARQ
1 Introduction
Constellations systems such as Iridium connect urban and rural areas to ter-
restrial Internet broadband. As a result, significant amounts of TCP traffic be-
tween end-hosts on the Internet is expected to be carried out by constellations
of satellites [1]. However, LEO constellations are characterized by important de-
lay variations [2, 3, 4], where propagation impairments are mostly localized on
the Land Mobile Satellite (LMS) channel [5]. In particular, as link errors of-
ten occur on the last mile and strongly impact on the end-to-end transmission,
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link and physical layers error correcting codes are deployed to minimize these
errors [6, 7, 8]. However, reliable transport protocols remain necessary to en-
sure end-to-end reliability but the inadequacy of the interactions between both
transport and link layers retransmission schemes may result in high end-to-end
latency. As opposed to GEO satellite communications, LEO constellations are
expected to provide a lower propagation delay. That being said, this may not
ensure a lower end-to-end delay and a better quality of experience for latency
sensitive applications if, e.g., there is no cross-layer considerations. With LEO
constellations, the TCP connection may not require specific tuning and/or to be
split using Performance Enhancing Proxies (PEP) as defined in RFC3135.
Considering high delay and its variability in LEO satellite constellations,
space and aeronautical communications often lays on delay tolerant services.
Such services rely to applications which are bounded by a delivery delay for
a certain percentile of messages. For instance, reliable sensor data transfer or
aeronautical message services might require that 95 % of data messages respect a
certain delay threshold [9]. To ensure this kind of service, and to cope with losses
that might occur on LMS, several ARQ and Hybrid ARQ schemes have been
proposed [10, 8]. Basically, these solutions make more robust this last link by
adding error correcting, erasure coding, or enhanced Automatic Repeat reQuest
(ARQ) schemes. One novel and promising solution is Adaptive-HARQ, which
is an evolution of type II HARQ [11]. Once again, although such link layer
mechanisms greatly mitigate the percentage of packets loss seen by the transport
layer, they do not ensure a fully reliable service.
We acknowledge that multiple studies have analyzed the relation between
ARQ and reordering. These investigations have even led to standard documents
(RFC3366, 3GPP standard for RLC). These contributions show the interest
of introducing a reordering buffer, when layer 2 reliability mechanisms are de-
ployed. However, considering the actual trend in deploying constellations of
LEO satellites, our study fills a gap by assessing the relevance of such
solution in this specific context.
In this paper, we study the performance of bulk data transfers carried out
by either TCP NewReno (denoted NR in the results) and CUBIC over a LEO
constellation. The objective is to assess the impact of error mitigation mech-
anisms deployed at the link layer on the transport layer, which may trigger
spurious retransmissions when high jitter variation occurs. We first study a set
of TCP metrics impacted by this variable delay (number of spurious retransmis-
sions, DUPACK and timeout). Following these preliminary results, we identify
the root cause of the problem and propose a re-ordering buffer scheme that
greatly improves TCP data delivery ratio. We believe that this solution should
be deployed in any case where H-ARQ mechanisms are conjointly working with
TCP.
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2 Scenario
This section presents how we simulate the satellite environment and the different
schemes that are considered through out this paper.
2.1 Satellite environment
To simulate the satellite environment, we used both Network Simulator 2 (ns-2)
and SaVi [12] to simulate a constellation composed of 66 satellites on Low Earth
Orbit, at an altitude of 800 km. This constellation ensures a global coverage of
any point of the earth, at any time.
The transmission delay varies within the satellite constellation because of the
satellites’ movements and the route changes. Considering the characteristics of
our constellation, the time from the gateway to the end user’s terminal varies
between 70 ms and 90 ms. We consider that apart from the forward LMS links,
there are no transmission errors. This assumption eases the impact of reliabil-
ity schemes analysis on the forward transmission (i.e. from the gateway to the
terminal) and remains consistent as Inter-Satellite Links (ISL) do not usually
exhibit transmission errors. We consider that the routing within the constella-
tion prevents congestion drops inside the constellation. The topology simulated
is described in Figure 1.
  
  
  
  
  





  
  
  
  
  
  






  
  
  
  
  





  
  
  
  
  
  






  
  
  



  
  
  
  
  
  






  
  
  
  
  





  
  
  
  
  
  






  
  
  
  
  





  
  
  
  
  
  






  
  
  
  
  





  
  
  
  
  
  






  
  
  
  
  





  
  
  
  
  





    
    


LMS channel
Last satellite
User
7ms <= Delay <= 10ms70ms <= Delay <=90ms
BW = 55Mb/s BW = 50Mb/s
No loss Losses on forward link
Server
Fig. 1: Model for a satellite constellation
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2.2 Hybrid Automatic Repeat reQuest
The Hybrid Automatic Repeat reQuest (HARQ) mechanism is a physical layer
solution which aims at increase both physical and link layers reliability. In par-
ticular, this paper considers a novel HARQ scheme, Adaptive-HARQ [11] that
has been designed to optimize the bandwidth utilization, as opposed to other
HARQ mechanisms. We implemented this scheme as a new module for ns-2. This
module, working on physical layer, allows the source node to send redundancy
bits to the receiver, up to a fixed number of times, until the message is decoded.
If the message is not decoded after the maximal number of (re)transmissions,
it is then considered as lost and is dropped by the A-HARQ module. Follow-
ing [11], we authorize up to 3 retransmissions. Figure 3 details how this module
is working.
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Fig. 3: Description of HARQ
The receiver side of the A-HARQ link uses a buffer to store packets not yet
decoded. Each time useful or redundancy bits are received, the module com-
putes the Mutual Information (MI) of the packet, depending on the state of the
channel at this moment and the total number of bits already sent. The packet
is considered as decoded if the value of the Mutual Information is higher than a
given threshold.
As A-HARQ involves both the link and physical layers, we simulate with ns-2
the physical layer using mutual information (MI) and the channel characteristics
following data contained in [11]. On the worst case, the packets are recovered
at most 70 ms after entering A-HARQ module. This worst case corresponds to
the time between a packet is sent from the last hop satellite and the packet is
decoded after three A-HARQ retransmissions.
2.3 Version of TCP and parameters
TCP has been showed to provide reasonable performances over LEO constella-
tion [1, 13], without requiring specific PEP optimization mechanisms, we thus
consider TCP NewReno (NR) and CUBIC as TCP variants for our evaluations.
Even though TCP NewReno is less and less populating the Internet, this protocol
is of interest for our problematic since it features basic reliability functionalities
of most TCP variants. We also consider CUBIC since 1) its error recovery is more
aggressive than TCP NewReno and 2) it is enabled by default in GNU/Linux
and OSX systems (since 10.9).
We test TCP/SACK performance with standard GNU/Linux parameters.
The first one is Duplicate SACK (DSACK), which is enabled by default on
GNU/Linux systems. DSACK allows TCP sender to differentiate in some cases,
if a Fast Retransmit is due to a reordering or to a packet loss. Thus, the TCP
sender can adjust the duplicate acknowledgment threshold (defined in RFC2581),
which is usually 3 by default in GNU/Linux.
We also evaluate the impact of Delayed Acknowledgment (DelAck) on our
proposed solution. Delayed ACK (defined in RFC1123) can combine two in-
order packets if they are received within a fixed time window, which is 40 ms in
GNU/Linux systems.
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2.4 Simulation scenario
We designed a scenario with three nodes representing the sender, the last satel-
lite on the message route, and the receiver. We simulate the constellation by
changing the link delays, using a temporal trace (obtained with SaVi) giving at
any moment the value of the delay between the sender and the last satellite,
and the last satellite and the receiver. These delays have been measured on a
initial ns-2 simulation using the LEO constellation described in Section 2.1. For
all simulations, we use these delays traces obtained to mimic the constellation.
Each simulation lasts 600 s with one single TCP performing. The simulations
are run with a Land Mobile Satellite (LMS) channel [14], [15] between the last
satellite and the ground gateway and an ITS (Intermediate Tree Shadowed Envi-
ronment) environment. The LMS channel enables the Adaptive-HARQ module.
We also vary the quality of this channel by setting an average SNR ranging from
7 dB to 13 dB. During the simulations, the link quality changes over time around
this SNR average value according to a trace file representing the evolution of the
LMS channel. For all other links (return link included), we assume that there
are no errors to ease the interpretation of the results.
3 On the need to mitigate the impact of out-of-order
packets
In this section and the next ones, the numbers of RTO, DUPACK and spurious
retransmission have been normalized by the number of packets sent in order to
have comparable results with the different graphs and tables.
Table 1 shows the goodput achieved by TCP without reordering mechanism.
The RTO and DUPACK columns represent the proportion of recovery events
(due to link errors or congestion events). We divided the number of times TCP
received a request for retransmission by the total number of packets sent. For
example, when SNR = 7 dB, during 600 s, CUBIC transmitted 21406 packets,
the RTO timer expired 54 times and 500 retransmissions have been triggered
due to DUPACK. We have also measured 480 spurious transmissions. Thus, the
proportion for RTO is 0.25 %, for duplicate acknowledgments is 2.34 % and for
spurious is 2.24 %.
We observe that we have a low goodput, whatever the value of SNR, whereas
we could expect a goodput of 40 Mb/s considering no errors occurred in the net-
work. On the other hand, the number of DUPACK and spurious retransmission
remains high, and is not decreasing when the channel quality improves as we
could expect. This is mainly due to out-of-order packets interpreted by TCP as
congestion losses which trigger spurious retransmissions and halve the congestion
window.
To let TCP exploit the available capacity, we need mechanisms that mitigate
the effects of out-of-order packets. In the next section, we exploit a possibility
that is adding a reordering mechanism after A-HARQ.
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Table 1: No reordering mechanism
SNR TCP Goodput A-HARQ Success RTO DUPACK Spurious
(dB) (kb/s) (%) (%) (%) (%)
NR CUBIC NR CUBIC NR CUBIC NR CUBIC NR CUBIC
7 188 265 95.30 95.11 0.62 0.25 2.84 2.34 1.81 2.24
8 242 349 97.22 97.08 0.23 0.05 2.85 2.19 1.86 2.00
9 261 385 97.80 97.72 0.16 0.01 2.77 1.99 1.63 1.82
10 290 431 98.32 98.37 0.08 0 2.72 1.82 1.69 1.75
11 312 469 98.84 98.85 0.04 0 2.59 1.63 1.46 1.71
12 328 494 99.14 99.21 0.02 0 2.56 1.54 1.48 1.73
13 346 511 99.38 99.45 0.01 0 2.44 1.52 1.59 1.75
4 Solution proposed
The inconvenient of A-HARQ is that packets are delivered out-of-order to the
transport layer, due to the changing number of retransmissions by this mech-
anism, and also by route changes. This strongly impacts on TCP performance
and generates DUPACK causing spurious retransmissions. In the next section,
we show that adding a reordering mechanism, after A-HARQ and before sending
the packets to the transport layer, improves the performance of TCP.
4.1 Adding a reordering mechanism
This reordering mechanism is composed of a buffer storing TCP out-of-order
packets. A decoded packet from A-HARQ is directly forwarded to the upper
layer if in sequence otherwise stored. This mechanism has to deal with the case
where the buffer limit is reached and if a packet has not been decoded by A-
HARQ. The rationale for the later is to speed up TCP recovery procedure. For
both cases:
– we limit the size of the reordering buffer to 125 packets. This value is com-
puted to prevent RTO and results from an heuristic based on throughput and
retransmission delay on the last hop. When full, all these out-of-order packets
are forwarded to the upper layer. Note this case rarely occurs in our simula-
tion scenario as the traffic load is low (i.e. we only send one long-lived flow)
and the route changes in the satellite constellation considered does not lead
to several out-of-order packets;
– concerning the case when H-ARQ decoding fails, we propose to flush the buffer
even if not full. Thus, all packets are forwarded to the upper layer allowing
TCP to quickly recover this missing packet with DUPACK or RTO.
A global view of the last hop is given in Figure 2, with the A-HARQ module
and the reordering buffer.
4.2 Results with reordering mechanism
Table 2 shows the results obtained when the reordering mechanism operates
conjointly with A-HARQ. We observe an improvement in terms of goodput due
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Table 2: With reordering mechanism
SNR TCP Goodput A-HARQ Success RTO DUPACK Spurious
(dB) (kb/s) (%) (%) (%) (%)
NR CUBIC NR CUBIC NR CUBIC NR CUBIC NR CUBIC
7 409 363 96.06 94.95 0.62 0.59 0.52 0.56 1.45 4.00
8 521 640 97.46 97.18 0.41 0.29 0.40 0.50 1.20 4.65
9 628 753 98.11 97.83 0.30 0.22 0.35 0.45 1.27 4.47
10 749 993 98.72 98.38 0.23 0.16 0.27 0.40 1.21 3.94
11 818 1447 98.97 98.94 0.19 0.09 0.25 0.32 1.13 4.02
12 958 1877 99.27 99.22 0.14 0.06 0.20 0.28 1.20 4.04
13 1134 2367 99.47 99.47 0.10 0.05 0.17 0.25 1.02 3.92
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Fig. 5: Impact of reordering mechanism on CUBIC performance
to the decreasing number of retransmissions. We also observe a slightly increase
of the number of RTO although the overall performance are much more better
than without reordering as shown in Table 1. Actually, some losses are not re-
covered by DUPACK but by RTO because of decoding fails or when the queue
is full as explained in the previous section 4. We also observe an increase of
the number of spurious retransmissions when the TCP goodput increases sig-
nificantly. The reason is that TCP becomes more and more opportunistic as
the network conditions are getting better and then congestion appears on other
parts of the networks. As a result, thanks to the conjointly used of the A-HARQ
and re-ordering mechanisms, the bottleneck is not the LMS channel anymore.
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Fig. 6: Usage of the LMS link, using CUBIC
We recall that we only presented results with TCP NewReno and CUBIC.
However, the same trend has been observed with TCP Westwood and should
be also observed with other TCP variants. CUBIC is well-known to achieve
better performance over high-delay bandwidth product networks. This explains
the higher performance obtained by this protocol compared to TCP NewReno.
5 Analysis
The results presented in Section 3 highlight the interest for mitigating the num-
ber of out-of-order packets linked to the use of link layer reliability schemes. As
shown in Section 4, link layer buffering results in a strong increase of the TCP
goodput with a significant decrease of the number of DUPACK and spurious
retransmissions for TCP NewReno. This is not only a gain for the use of the
expensive satellite capacity, but also for the end-to-end latency. At last but not
least, this makes it easier for delay tolerant services to respect their delivery rate
constraints.
Concerning standard default TCP parameters tested, using DelAck with the
reordering mechanism is counterproductive for TCP performance. As shown in
Figure 4, we observe that the goodput decreases when DelAck is added with the
reordering buffer while better without this buffer. The problem is that DelAck
might delay the acknowledgment pace while the reordering buffer might also
delay the pace of data forwarding to the upper layer. As a matter of fact, both
delayed schemes negatively interact between them. Our recommendation is thus
to disable DelAck in this context to reach the highest performance if possible.
Note that in another context of multipath communications over a satellite con-
stellation, the authors in [1] showed that DelAck has also a negative impact on
TCP performance.
With reordering mechanism and when the goodput is high enough, congestion
appears on the network, and packets are dropped for reasons that are not due
to satellite environment or A-HARQ. This means that A-HARQ is recovering
enough packets to allow TCP to work in good conditions. So, TCP metrics are
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more impacted by congestion in the network than by the few packets dropped
by A-HARQ. In these scenarios, we observe a good usage of the LMS link. We
can see in Figure 6b, corresponding to SNR = 13 and with reordering, that the
maximum capacity of this link is reached sometimes, with an average usage of
7.8 Mb/s. As a reminder, we set the capacity of this link at 50 Mb/s. This usage
corresponds to the real number of bits flowing through this link, including the
redundancy bits and the retransmissions by A-HARQ. This usage is even better
with higher SNR.
We also observe, as presented in Figure 7, a real improvement of the conges-
tion window with reordering mechanism. This evolution is correlated with the
channel evolution, and confirms the goodput improvement brought out by this
mechanism.
To conclude, the results we obtained for A-HARQ can be extended to all
HARQ mechanisms, since they all imply varying delays and out-of-order pack-
ets in TCP layer. Thus, adding a reordering mechanism after HARQ
should be the standard for all HARQ mechanisms, in order to always
guarantee good TCP performance.
6 Conclusion
We investigated in this paper the performance obtained by TCP within a delay
tolerant service over mobile satellite communications. We show that link-layer
schemes used in the context of space or aeronautical communications have an
impact on the TCP performance. We observe that using TCP over such link-
layer schemes leads to weak performance due to high delay jitter. Basically,
there is a clear discrepancy between TCP and these link-layer schemes while
sharing the same goal. Using temporal traces representing the delay between a
mobile terminal and the last hop satellite from a LEO constellation, we identified
link-layer parameters that impact on the TCP performance. We proposed a
buffer scheme allowing both link-layer and transport layers to conjointly perform.
Simulations show that thanks to this simple buffer scheme, we can drastically
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increase the TCP performance without modifying TCP internal algorithms. In
a future work, we seek to extend these preliminary measurements with various
kind of traffic and in particular, to assess the impact on short-lived flows over a
real satellite link provided by CNES agency.
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