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ABSTRACT We present a theoretical, site-speciﬁc, approach to predict protein subunit correlation times, as measured by
NMR experiments of 1H-15N nuclear Overhauser effect, spin-lattice relaxation, and spin-spin relaxation. Molecular dynamics
simulations are input to our equation of motion for protein dynamics, which is solved analytically to produce the eigenvalues and
the eigenvectors that specify the NMR parameters. We directly compare our theoretical predictions to experiments and to
simulation data for the signal transduction chemotaxis protein Y (CheY), which regulates the swimming response of motile
bacteria. Our theoretical results are in good agreement with both simulations and experiments, without recourse to adjustable
parameters. The theory is general, since it allows calculations of any dynamical property of interest. As an example, we present
theoretical calculations of NMR order parameters and x-ray Debye-Waller temperature factors; both quantities show good
agreement with experimental data.
INTRODUCTION
Proteins are dynamic systems in which motion is character-
ized by an extended range of timescales. NMR is a powerful
technique to study protein dynamics because it is sensitive to
motions on many different timescales. The interpretation of
NMR data, however, often involves model-dependent anal-
yses. Indeed, several theoretical models have been success-
fully developed to interpret NMR relaxation data for protein
motion. Nevertheless, such models often contain a ﬁnite
number (sometimes large) of adjustable parameters that limit
the theory’s predictive power and generality.
Here we present a theoretical approach that is parameter
free, since all of the physical quantities entering the theoret-
ical description of protein dynamics are deﬁned a priori from
experiments and molecular dynamics simulations. Protein
dynamics spanning a broad range of timescales are predicted
as analytical functions of the eigenvalue/eigenvector solution
to our equation of motion. We ﬁnd good quantitative agree-
ment between our theoretical predictions and the experimental
and simulation data, without the use of adjustable parameters.
The dynamics of proteins occur over an extended range of
time- and length-scales. For example, local bond librational
motions can occur on picosecond timescales, whereas bond
reorientation can occur on nanoseconds, and the global
tumbling and cooperative interdomain motions can occur on
tens of nanoseconds and longer timescales (1). Although local
dynamics depends on the chemical structure of the residue and
on the local barriers that determine semiﬂexibility, global dy-
namics depends on the size of the protein and noticeably
slows down with increasing protein molecular weight: time-
scales of milliseconds or longer are often observed in the
global motions of large protein complexes. Due to the many
orders of magnitude in timescale, and the many degrees of
freedom available to the molecule, understanding the general
principles of protein dynamics is a complicated problem.
Nevertheless, the development of a general understanding
of protein local dynamics can provide important insights into
many physical properties. It is widely recognized that the
dynamics of proteins are relevant to function (2–5). For
example, kinetic processes involving protein-protein or
protein-ligand interactions can depend on conformational
ﬂuctuations. In many cases, protein stability is dominated by
the thermodynamic entropy, which in turn is a function of the
density of conformational states explored by the molecule
and increases with increasing ﬂexibility (2,3,6–8). Further-
more, there are subtle ways in which protein ﬂexibility and
dynamics can inﬂuence function. In allosteric mechanisms of
activation, protein dynamics allow for structural ﬂuctuations
of coupled domains, which can transmit information be-
tween distant sites inside the protein. Such ﬂuctuations can
be responsible for promoting reactivity by bringing within
close proximity catalytic sites that are otherwise distant.
Finally, large cooperative motions are important for protein
reactivity, because they can allow substrates to access in-
ternal regions of the protein that are sterically hindered.
The combination of experimental NMR methods and
capable theoretical tools can provide a complete and quan-
titative picture of protein dynamics over a wide range of
timescales. One might be tempted to directly model NMR re-
laxation by computer simulations. Unfortunately, this is gen-
erally not possible, since simulations cannot reach the longest
timescales measured by NMR for most systems of interest
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(9–11). The longest timescale sampled by simulations is
limited by computer power. For a typical computer, atom-
istically detailed simulations, explicitly including solvent
molecules, are constrained to the nanosecond timescale.
Such simulations contain data pertaining to local-scale
motions for medium-sized proteins, i.e., ;100 amino acids.
Alternatively, simulations can achieve longer than nanosec-
ond timescales when employing multiscale coarse-graining
algorithms. In the latter case, local scale information is
averaged over, and the effects of solvent interactions enter
through effective parameters. Thus, a complete description
of the long-time dynamics of proteins, through atomistically
detailed simulations, is limited to modest-sized proteins.
Several theoretical approaches have been developed to
correlate NMR relaxation data to models of protein mobility.
Of the initial attempts to model NMR relaxation by assuming
speciﬁc mechanisms of diffusive dynamics (12–14), the
most widely accepted is the model-free approach by Lipari
and Szabo (15,16). In a seminal article they presented a
formally simple but physically sound theory that maps the
decay of the time autocorrelation function for the single bond
vector i, Pi2ðtÞ (deﬁned in the next section) into a linear
combination of two uncorrelated dynamical processes. The
theory in its simplest form requires three ﬁtting parameters:
the local and global correlation times, and a generalized or-
der parameter determined by the weights assigned to the two
dynamical processes. The main contribution of the Lipari-
Szabo approach is that it allows for an analysis of NMR
relaxation data to provide an approximate, although fairly
realistic, picture of the local motions of the protein. Later
theoretical approaches correlate the measured order param-
eters to protein entropy (17,18) and function.
The assumptions in Lipari-Szabo theory are consistent with
the dynamics of ﬂexible bonds in a globular protein. For this
system, local motions follow two uncorrelated decay pro-
cesses given by the local bond dynamics and the overall
protein tumbling. However, when more complex systems are
involved, the original three-parameter theory becomes inade-
quate. Proteins that do not obey the simple three-parameter
scheme are, for example: a), proteins with rigid structure,
where local and global dynamics both occur on the slow
timescale of the overall protein rotation; b), partially unfolded
proteins in which local and global motions are both relatively
fast; c), proteins with asymmetric shapes, for which rotational
diffusion is anisotropic and the slow motion includes at least
three contributions corresponding to the tensorial compo-
nents of the overall tumbling motion (19); and d), proteins
composed of two or more large domains that slowly move
relative to one another (e.g., the protein calmodulin). In gen-
eral, experimental data for such proteins can be reproduced
by the theory only at the expense of introducing a high
number of ﬁtting parameters (20–23).
The complexity of the underlying dynamics, even for a
simple ﬂexible globular protein, has been made apparent in
the recent work by Bru¨schweiler and co-workers. In the
Reorientational Eigenmode Dynamics theory (24,25), local
reorientation of backbone bonds is obtained from simula-
tions by initially eliminating the overall tumbling motion
from molecular dynamics (MD) trajectories. The global
dynamic modes are a posteriori calculated through a ﬁtting of
correlation times. This procedure is repeated until good nu-
merical agreement with the data is achieved. It is clear from
this model that, even for globular proteins, the dynamics is a
combination of many slow dynamical processes.
The theory we present in this article approaches the
modeling of NMR relaxation and protein dynamics from a
new perspective. In our approach, we derive a ﬁrst principles
equation of motion for protein dynamics that correctly
describes a broad range of time regimes, and provides a good
prediction of different NMR experiments, (i.e., T1, T2, and
nuclear Overhauser effect (NOE)), x-ray crystallography
temperature factors, and computer simulations. We are
interested in pursuing this alternative-avenue, ﬁrst-principles
approach for the following reasons: it should provide a
physically accurate picture of protein dynamics within a
general framework, applicable to most proteins and exper-
imental methods. Although parameter-dependent models can
achieve good agreement with experiments by including an
increasing number of adjustable parameters, this is often
accomplished at the expense of physical self-consistency and
broad predictive power.
Our approach combines MD simulations and the solution
of a diffusion equation in the spirit of our early work (26).
However it differs frommode-coupling dynamics approaches
(27,28), as developed by La Penna, Perico, and Freed, in many
fundamental points. First of all, we are not interested in in-
cluding higher-order bond-bond correlations. Second, in the
proteins we investigate, the solvation dynamics of water mol-
ecules are uncorrelated with protein motions so that there is
no modiﬁcation of the protein friction. Finally, we adopt an
original form for the hydrodynamic interaction that properly
accounts for hydrophobic regions in the protein structure.
Although atomistically detailed simulations provide the
needed information for the short-time dynamic regime, the
long timescales of protein dynamics is governed mainly by
hydrodynamics (29–31). It is known that conventional equa-
tions of motion, which are quite accurate in representing the
dynamics of synthetic macromolecules (32), do not apply
to proteins unless arbitrary numerical prefactors in the hy-
drodynamic interaction are included. The difﬁculty with
conventional hydrodynamic interaction formalisms to treat
biological systems is ascribed to the following: although
macromolecules of synthetic origin explore a large confor-
mational space, protein dynamics are characterized by ﬂuc-
tuations around the native conformation, which is stabilized
by hydrophobic interactions. Each residue in the folded
structure may be partially exposed to the protein hydropho-
bic core, and partially exposed to the solvent. This effect is
essential in determining the dependence on solvent viscosity
of the rate of conformational transitions in proteins, as shown
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by Ansari et al. in a study of myoglobin dynamics after
ligand dissociation (33). The presence of hydrophobic re-
gions modiﬁes local friction coefﬁcients and requires a new
formalism for the hydrodynamic interaction, as we discuss
further below.
In our procedure, we begin by performing molecular
dynamics simulations of a protein in its solvent described at
the atomistic level. Simulations provide a trajectory of;4 ns
during which the protein is stable and exhibits ﬂuctuations
about its equilibrium conﬁguration. From this relatively short
‘‘equilibrium’’ trajectory, we calculate the statistical quan-
tities that characterize the matrices in the equation of motion
for the time evolution of the protein spatial coordinates. The
equation is solved by diagonalization of these matrices,
yielding eigenvalues and eigenvectors that characterize the
spectral density. From the latter, we calculate NMR relax-
ation parameters, which we compare with experimental
1H-15N NOE, spin-lattice relaxation time (T1), and spin-spin
relaxation time (T2). We test our procedure against NMR
data for the dynamics of the response regulator CheY that
controls chemotaxis in Escherichia coli. We ﬁnd that theo-
retical predictions and experimental NMR data are in good
agreement. Moreover, to formally connect our approach to
Lipari-Szabo’s model, we calculate the sequence-dependent
order parameter, S2i ; which is found to agree well with the
corresponding values extracted from NMR experiments.
The response regulator protein CheY is part of a two-
component regulatory system that controls the chemotactic
swimming response of motile bacteria. Understanding the
dynamics of CheY is in general relevant, since two-component
regulatory systems are conserved through all bacteria, archea,
and low eukaryotes (34). Speciﬁcally in bacteria, response reg-
ulators control gene expression, chemotaxis, antibiotic resis-
tance, and many other processes (35). CheY is an ideal protein
to investigate since it is the best characterized member of the
response regulator superfamily (36).
As an additional test of our theory, we use our analytical
solution of the equation of motion to calculate the mean-square
displacements ofa-carbon atoms in the picosecond regime.We
observe that our theoretical results agreewell with experimental
data of temperature factors for CheY, as measured with high-
resolution x-ray crystallography by Volz and Matsumura (36).
The good agreement we obtain between our theoretical
predictions and both the x-ray and NMR experimental data
underlines the power and utility of our general approach.
The remainder of this article is organized in the following
manner. In the Theory section, we present the Langevin
equation for protein dynamics. The section includes a new
treatment of the hydrodynamic interaction that accounts for
varying degrees of residue exposure to the solvent, from the
completely screened to the fully exposed. In the Methods
section, we describe the method to perform molecular
dynamics simulations, as well as the methodology we used
to analyze simulation data. This section includes a brief
description of the NMR relaxation experiments. In the
Results section, we present the theoretical predictions of our
approach for a series of experimentally measured quantities.
In all of our analyses, we directly compare theory with
simulations and experimental data for NMR relaxation and
order parameters, and Debye-Waller temperature factors
from x-ray crystallography.
THEORY
The Langevin equation for protein dynamics
According to Bloch, Wangsness, and Redﬁeld (37–40), spin
relaxation parameters measured by NMR are functions of the
spectral density,
JðvÞ ¼ 2
5
Z N
0
P2ðtÞcosðvtÞdt; (1:1)
deﬁned as the Fourier cosine transform of the orientational
autocorrelation function Pi2ðtÞ: The latter is the second-order
Legendre polynomial of the cosine of the angle, uiðtÞ;
P
i
2ðtÞ ¼
3
2
Æcos2uiðtÞæ 1
2
: (1:2)
In Eq. 1.2, uiðtÞ is the angle between the bond vectors lið0Þ
and liðtÞ; and describes the bond vector reorientation during
the time interval t.
For a semiﬂexible macromolecule, the function Pi2ðtÞ as-
sumes a simple analytical form (41), expressed as a function
of eigenvalues and eigenvectors of the matrix product HA;
which governs the equation of motion for the time evolution
of the spatial coordinates for the protein in solution (see Eqs.
1.6, 1.7, and 1.8). Here H is the matrix of hydrodynamic
interaction and A is the structural matrix, which are deﬁned
in the following sections. In this context, the goal is to deﬁne
an equation of motion that properly accounts for the dynamic
properties of the protein.
The equation of motion for the time evolution of the
spatial coordinates is a diffusive Langevin equation, where
the inertial term is neglected because protein dynamics are
overdamped (29,31,41–44). In our approach the protein is
represented as a collection of effective units, or residues,
centered on the position of the a-carbon. In this way, the
structure of the protein appears to be coarse-grained at the
level of its primary sequence of amino acids. The time
evolution of the spatial coordinate of the ith residue inside a
protein, i.e., the vector RiðtÞ; obeys a Langevin equation
(LE), given by the balance of forces acting on the residue
(29,31,32,41–44)
z
@RiðtÞ
@t
¼  3kBT
l
2 +
N1
j;k¼0
HijAjkRkðtÞ1FiðtÞ; (1:3)
where kB is Boltzmann constant, T is the temperature, and
z ¼ N1+N1
i¼0 zi is the friction coefﬁcient obtained from the
average over the residue-dependent local friction coefﬁcient
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?i' It is also useful to define the following quantities,
CY = 3IW3Z2), f3- 1 = kBT, that will be used later on in this
article. In Eq. 1.3, the viscous force on the left-hand side,
? (aRi(t) I at), is balanced on the ripht-hand side by the
intramolecular force, -3kBT1z2 Ir;=oHijAjkRk(t), and by
the random force, F i(t). The random force is assumed to be a
Gaussian white noise process with zero mean. The LE is an
inhomogeneous, first-order differential equation, linear in R,
that is solved by diagonalization of the product of matrices HA
(2.1)
N-II Q~iIHiA,kQk,b = Oa,bAa'
i,j,k=O
(1.4)
Definition of the structural matrix A
If the matrices H and A are known, it is straightforward
to calculate P~ (t) and the spectral density. Following the
approach developed by Bixon and Zwanzig to treat the dynamics
of semiflexible macromolecules (43), the matrix A is defined as
A=MT(O 0) M
° U '
and is a function of the equilibrium average bond correlation
matrix (41,44)
(2.2)
The matrix of eigenvectors, Q, also diagonalizes A
through the congruent transformation
The time correlation function M~ (t) characterizes the dis-
orientation of bond li(t) and is defined by eigenvalues and ei-
genvectors of the matrices A and H according to
where /La defines the mean-square length of the normal mode
a as (g;) = z2/L;I.
Perico and Guenza have shown that for a macromolecule,
the autocorrelation function P~ (t) can be expressed as a
function of M~ (t), following the relation (41)
i (IJt) ·IJO) N-I 2 -I
MI(t) = (IIJt) I)(IIJO) I) = ~ (Qi + I,a - Qi,a) /La exp{ -CYAat}.
(1.8)
The condition applies that I~~/ (Qi+l,a - Qi,a)2/L;1 = 1,
i.e., the normalized average length of ith the bond. The time
correlation function is a linear combination of N decay
processes characterized by the mode index a. Each decay
process has a weight of (Qi+l,a - Qi,a)2/L;1 and a correlation
time 'fa = (CYAa)-I, which shows how negative eigenvalues
correspond to unphysical correlation times. Two points
emerge from this description: i), the time correlation functions
characterizing protein dynamics contain contributions from N
correlation times, where N in our model corresponds to the
number of residues in the protein; ii), the function P~ (t) for
a macromolecule is, in general, not a simple linear combination
of exponential functions (41).
Eqs. 1.6-1.8 define the autocorrelation function P~ (t) as
a function of the eigenvalues, Aa, and eigenvectors, Qi,a, of
the matrix product HA, and of the eigenvalues, /La' of the
connectivity matrix A. Therefore the quality of the predicted
autocorrelation functions, depends on the accuracy of the
definition of matrices H and A.
(2.3)
and of the connectivity matrix M, where all elements equal
zero except MO,i = liN with i = 0, ... ,N - 1, Mi,i = 1, and
Mi,i-l = -1 with i = 1, ... ,N - 1. The matrix A defines
the effective mean-force potential,
3 N-I
V( {R}) = 2f3Z2 i~OAijRi . Rj ,
which has been successfully adopted in theories of protein
folding to describe the final state of the folding process (45).
As a consequence of Eq. 2.3, the distribution of any vector
connecting two residues is Gaussian. We tested this property
against simulations and we see that for all the quantities
investigated (i.e., effective bond length, end-to-end distance,
radius-of-gyration, and dihedral angles, among others) the
Gaussian shape of the distribution function is fulfilled to a
good degree of approximation (29).
With a slightly different form of the matrix A our approach
recovers known models of protein dynamics. For example, if
the residue potential is assumed to be harmonic, and uniform
for each residue, while local intra- and intermolecular con-
nectivity are included through the matrix M, our approach
recovers a Gaussian network model (46--48), implemented to
include hydrodynamic interaction. The traditional Gaussian
network model is recovered when hydrodynamic interaction
is neglected, and H = 1.
Definition of the hydrodynamic
interaction matrix H
The generic element of the hydrodynamic interaction matrix,
H ij , describes how the motion of the ith residue produces
instantaneous waves in the solvent, which perturb the ve-
locity of the fluid surrounding a generic residue j # i. The
perturbation of the velocity decreases as the inverse of the
interresidue distance Rij; in this way the hydrodynamic
interaction is a long-ranged perturbation, which affects large-
distance and long-time scale dynamics of the protein.
Because the perturbation propagates through the solvent,
in hydrophobic regions, which are not in contact with the
solvent, the hydrodynamic interaction becomes screened and
its perturbation on the dynamics is negligible (29). This
effect is not accounted for in the conventional expression of
the hydrodynamic interaction matrix (29),
(1.7)
(1.6)
(1.5)
N-I
'" Q. AQ'b - 0 bl/.L..J l,a I,J J, - a, f'""'a'
i,j=O
. 2 1/2 .
X = [1 - (M; (t))] 1M; (t).
i [2 7T 3( 2 )]P2(t) = 1 - 3 x - '2x 1 - ;arctanx ,
with
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where ri,w is the radius of a spherical bead of surface area
equal to the surface exposed to the solvent (50), whereas ri,p
FIGURE 1 Time correlation function M[(t), for the first C"-C" bond,
calculated using different fonus of the hydrodynamic matrix. Hydrodynamic
interaction from Eq. 2.4 produces an unphysical, diverging correlation
function (dotted-dashed line), whereas Eq. 2.7 leads to a function (solid line)
in reasonable agreement with simulation data (dashed line).
(2.6)
H=Io+(1-0)~/~). (2.7)
IJ ?i IJ IJ 67TYlw \Rij
is the radius of a spherical bead of surface area equal to the
surface shielded from the solvent. The internal viscosity of
the hydrophobic core of the protein, YIp' is assumed to be
twice the magnitude of the viscosity of the water solvent,
Ylw' This value is chosen on the physical grounds that
residues in the hydrophobic core move in a "liquid" of
hydrophobic particles, similar to the environment of a
monomer in a melt of polymer chains (51). The exact cal-
culation from the decay of the velocity autocorrelation func-
tion provides a consistent estimate (52).
The hydrodynamic force due to residue i, Ff = ?i,WVi,
contains the friction related to the exposure to solvent of
residue i, ?i,W' To allow the solution of Eq. 1.3 through a
normal mode representation, we approximate ?i,W as the total
friction on residue i, ?i, weighted by the ratio of the average
contribution due to solvent exposure, ?w, to the average total
friction coefficient, ?:
The cross-terms in Eq. 2.7 only account for the contribu-
tion of residues exposed to the solvent, whereas the self-
terms include the contributions of both buried and solvent
exposed residues. Equation 2.7 therefore describes buried
residues as immersed in a "liquid" of polypeptides, i.e.,
following a Rouse-like approach, whereas residues exposed
to the solvent follow the dynamics of macromolecules in
solutions, i.e., a Rouse-Zimm-like approach (29). Partially
exposed residues are represented by a weighted combination
of the two contributions.
Equation 2.7 is general and holds also for nonbiological
macromolecules since it recovers the conventional definition
for the dynamics of unperturbed macromolecules of syn-
thetic origin (29), Eq. 2.4, if all the residues are statistically
exposed to solvent, i.e., no regions of hydrophobicity are
present in the molecule. As mentioned before, if the presence
of hydrophobic regions in the dynamics of proteins is over-
looked, the diagonalization of the matrix product HA leads,
in most cases, to negative eigenvalues, which correspond to
unphysical negative correlation times. An arbitrary param-
eter, the so-called reduced friction coefficient, was previ-
ously included as a weight of the cross-contributions to
overcome this problem (44). With the new formulation for
the hydrodynamic interaction proposed here, no arbitrary
parameters need be included.
where the average friction coefficients are defined as
?w = N-1 I::~l ?i,W and? = N- 1 I::~l ?i'
Once Eqs. 2.5 and 2.6 are included in our derivation, by
balancing the hydrodynamic drag force on the jth residue,
?jVj, with the intramolecular force and the solvent Brownian
force, we obtain the equation of motion given by Eq. 1.3, with
a novel form of the hydrodynamic interaction matrix, namely
4
/
/
/
32
time (ps)
1_- _._.- -'- -
1.2
H = OH + (1 - OH)~/~) (2.4)
IJ IJ IJ 67TYlw \Rij ,
where I = 67TYlwrH is the average residue friction, Ylw is the
solvent viscosity, and rH is the average hydrodynamic radius
of the residue. In Eq. 2.4, each residue is assumed averaged
over the solvent degrees of freedom, which is a good ap-
proximation for flexible macromolecules since they explore
an extended conformational space; i.e., each residue is
statistically exposed to the solvent. Nevertheless, for folded
proteins with residues buried in the hydrophobic core, self-
and cross-contributions in Eq. 2.4 are not properly balanced.
This often leads to negative eigenvalues, and unphysical
correlation times, which implies time correlation functions
that diverge at long time, instead of decaying to zero (see
Eq. 1.8 with Aa < a and Fig. 1).
To take into account the presence of residues partially or
totally buried in the protein, we derive a new form for the
hydrodynamic matrix. We couple to the traditional contri-
bution for solvent exposed regions (49), a solvent-screened
equation of motion driving the dynamics of the regions ex-
cluded from the solvent. The perturbation of the velocity of
residue j, due to the motion in the solvent of residue i, is given
by vj = I~j~o Tji · Ff, where Tji ~ (1/67TYlw)(I/Rji)1 is
the preaveraged Oseen tensor.
In this new formalism, each residue has a friction coefficient,
?i, that contains a contribution from the area exposed to sol-
vent, ?i,W, and a contribution from the area screened from the
solvent (buried), ?i,p' The effective friction coefficient for each
residue, ?i, is given by a simple extension of Stokes' law as
?i = ?i,W + ?i,p = 67T(Ylwri,w + Ylpri,p) , (2.5)
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METHODS
Solving the Langevin equation
The averaged statistical quantities that enter matricesH and A are calculated
from trajectories of MD simulations of the protein in its solvent, performed
using the experimental values of the thermodynamic parameters. These
include the average normalized statistical correlation between effective
bonds deﬁned in Eq. 2.2, as well as the average distance between each pair of
a-carbons, ÆRijæ; which enters the hydrodynamic matrix Eq. 2.7. We also
calculate, for each residue, the average surface area available to solvent as
well as the average surface area exposed to the hydrophobic region, which
deﬁne the local friction coefﬁcients entering Eq. 2.7, through the deﬁnition
in Eq. 2.5. In this way, all the input parameters to our theory are known, as
well as the numerical values of the matrices H and A.
The procedure just outlined extracts the relevant physical information
from short-time all-atom simulations and, through the solution of the
equation of motion, allows us to predict experimentally measurable
dynamical properties of proteins in a broad range of timescales. The key
idea is that if initial position and forces acting on each residue are known, it
should be possible to make predictions about its motion for any timescale.
This is analogous to solving Newton’s equation of motion to predict the
trajectory of a point-mass, when its initial position and forces acting on it are
known. The idea of using computer simulations as input to diffusive
equations is well established (26,32,53–55). In the following sections, we test
our approach by investigating the dynamics of the signal transduction protein
CheY, as measured in simulations and experiments of NMR relaxation.
Simulations and NMR experiments of CheY
In the speciﬁc case of E. coli CheY, we start with the x-ray structure from the
Protein Data Bank (entry 3CHY (36)) and perform molecular dynamics
simulations using the GROMACS package (56) (GROMOS96 force ﬁeld)
for the protein in a box containing ;3000 water molecules, with periodic
boundary conditions. Density and temperature are set to those from
experiments. The temperature was controlled using a Berendsen algorithm
at 300 K with a coupling constant of 100 fs. The cutoff for the Van der
Waals and Coulomb interactions was 1.4 nm, with neighbor lists updated
every ﬁfth step. The x-ray structure presents seven amino acids in two
different rotameric conﬁgurations: Asn-23, Asn-32, Glu-37, Ser-56, Met-85,
Tyr-106, and Leu-127. All the rotamers interconvert during the simulation
with the exception of Tyr-106: we perform two distinct sets of runs starting
with CheY having the side chain in Tyr-106 either exposed to solvent (the
CheYa conformation) or embedded in a hydrophobic groove (the CheYb
conformation). After energy minimization and system equilibration, the
longest simulation run for CheYa extended up to 19 ns whereas the longest
run for CheYb included 21 ns. Long time ‘‘stretches’’ in the simulation,
during which the structure was ﬂuctuating around a transient stable
conﬁguration, were identiﬁed. A stable folded conﬁguration was deﬁned by
having the root mean-square deviation of the a-carbon positions from the
initial equilibrated structure, smaller than ;4 A˚. We identiﬁed one long
stable ‘‘stretch’’ of ;4 ns for CheYa and of ;3 ns for CheYb. From each
stretch, we calculated statistical averages and residue-speciﬁc friction
coefﬁcients, which are input to the protein equation of motion. Available
surface areas (ASA) are calculated for each picosecond of simulation
(57,58). The contribution to the friction coefﬁcient due to exposure to the
hydrophobic region is in turn obtained by subtracting the ASA from the total
surface area of the residue (59), and it is also calculated for each picosecond
of MD trajectory.
For each NMR experiment a single sample was used, containing;1 mM
concentration of 15N-labeled CheY protein in 50 mM phosphate buffer.
Experiments were carried out on a 600-MHz spectrometer, equipped with a
triple resonance probe and pulse ﬁeld gradient, at a 1H frequency of 599.98
MHz, and a 15N frequency of 60.8 MHz, at 25C. Spectra were collected for
the measurement of longitudinal relaxation rates (T1),
15N transverse relaxation
rates (T2), and the
1H-15N steady-state NOE of the 15N nuclei in CheY.
RESULTS
Comparison of theoretical predictions against
simulations: test of the theory in the
short-time regime
As a test of consistency for the theory, we compare time cor-
relation functions calculated from eigenvalues and eigenvec-
tors of the equation of motion, with the ones obtained directly
from the simulation trajectories that provided the input param-
eters to the theory. If the equation of motion is correct and
contains all the needed information the two should be identical.
Wecalculate the decay of the time correlation function for bond
disorientation,Mi1ðtÞ: The comparison is limited to intervals of
1.5 ns, since the longest simulation ‘‘stretch’’ duringwhich the
protein ﬂuctuates around a stable conﬁguration has a total
length of;4 ns for CheYa, and;3 ns for CheYb.We ﬁnd that
the theoretical predictions of bond disorientation, as a function
of time, are in quantitative agreement with simulations for all
the bonds along the primary structure of the rotamer CheYb,
whereas amore complex picture emerges for theCheYa rotamer.
To summarize our results in a visual picture and rapidly
identify bonds presenting this ‘‘anomalous’’ decay of the
correlation function, we plot in Fig. 2 the mean-square
difference between theoretical and simulated Mi1ðtÞ at ﬁxed
time intervals (0.5 ns, 1.0 ns, and 1.5 ns), for each bond along
the primary sequence of CheYa.
Fig. 2 shows that in the CheYa rotamer, most of the bonds
display quantitative agreement with simulated bond disori-
entation with the exception of two main peaks clearly above
the ‘‘noise’’ level, which correspond to regions including
residues 13–15, and bond 117. Uniform ‘‘noise’’ appears in
the baseline, more pronounced with increasing time, which is
a consequence of the numerical error accumulating in the
simulations (60,61). The disagreement between theory and
simulations for bonds 13–15, and 117 is due to the presence
of local conformational barriers (62), which are not ac-
counted for in the theory. Fig. 3 shows as an example of this
effect, the decorrelation in time for bonds 70–72, which are
well behaved, and the decorrelation in time of bonds 13–15,
which are part of the region that displays anomalous relax-
ation. For bonds 70–72, theoretical predictions and simula-
tions of the time correlation function superimpose, whereas
for bonds 13–15 the theory predicts faster motion than ob-
served in simulations. Each sequence of three bonds deﬁnes
the comprised dihedral angle. For sequence 70–72, the distri-
bution of dihedral angles in the simulation follows Gaussian
statistics, which is consistent with our theory. However, in the
region of anomalous decorrelation the distribution of the
comprised dihedral angle shows two stable conformational
states, which cannot be described by our approach in its pres-
ent form. Further development of the theory will require the
inclusion of activated barrier crossing.
It is interesting to consider the possible implications of the
different local conformational behaviors that we observe for
the two CheY rotamers. The comparison between theory and
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simulation identiﬁes regions, along the protein primary struc-
ture, characterized by small conformational energy barriers,
easily overcome during simulations, but still relevant in
affecting the local bond reorientation. These barriers are
present only in one of the two main rotamers of CheY,
speciﬁcally CheYa. The two rotamers differ in the position
of the side chain of residue Tyr-106, which is exposed to
solvent in CheYa and buried in a hydrophobic pocket in
CheYb. Residue 106 is a highly conserved aromatic amino
acid, either tyrosine or phenylalanine, in the extended family
of response regulators, and is relevant in the mechanism of
signal transduction. The external position of the aromatic
ring in residue 106 facilitates binding of the response
regulator, here CheY, to its autokinase protein during the ﬁrst
step of the phosphorylation process. Its external position also
hinders access of the ﬂagellar motor to the binding surface of
CheY (63). Consistently, inactive mutants of CheY have the
aromatic ring in 106 exclusively solvent exposed.
Fig. 3 shows that the transition of the Tyr-106 side chain
from a local conﬁguration buried in a hydrophobic pocket to
FIGURE 2 Square difference of the bond time correla-
tion function calculated from theory and from simulations
as a function of protein sequence at a ﬁxed time interval.
From top to bottom panels, data are reported at increasing
time intervals (500, 1000, and 1500 ps) for the rotamer
CheYa of the signal transduction protein CheY.
FIGURE 3 Dihedral angle distribution from
simulations (top) and bond time correlation
functions for each bond participating to the
dihedral angle (bottom). In the bottom plots
theoretical predictions (solid line) are compared
with simulations (dashed line).
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one exposed to solvent, is coupled to a change in the local
energy landscape for the sequence Asp-13, Phe-14, Ser-15,
and Thr-16, and the appearance of two stable energetic
states. It is possible that the region deﬁned by residues 13–16
in CheYa functions as an ‘‘on-off switch’’ during CheY
phosphorylation, since it is characterized by two possible
states when the ring in Tyr-106 is exposed to solvent, and by
only one state when the ring is buried. In support of this
hypothesis are the facts that residues 13–16 appear to play
some role in the activation of CheY. For example: a), residue
Asp-13 is part of the active site of CheY; b), speciﬁc amino
acids in this region appear to be conserved in the large family
of signal transduction proteins; c), mutations that lead to ac-
tive CheY usually involve residues 13 and 106. In conclu-
sion, this simple procedure of comparing our theoretical
predictions for bond decorrelation times with simulation
data, allows for the identiﬁcation of regions along the pri-
mary protein sequence where relatively slow conformational
transition take place. Such slow regions could potentially
play a key role in the protein’s biological function.
Since the theory predicts faster dynamics for bonds 13–15,
and bond 117, than should be expected, theoretical predic-
tions of NMR relaxation for these bonds will not be reported.
The results presented in Figs. 2 and 3 show that for most of
the bonds, the agreement between theory and simulations is
good. We emphasize that no adjustable parameters are in-
cluded in the analytical theory, which characterizes the
decays of ;250 time correlation functions.
Comparison of theoretical predictions against
NMR relaxation Experiments
From the eigenvalues and eigenvectors obtained from the
solution of the equation-of-motion, we calculate the spectral
density. The spectral density determines the relaxation times
measured in NMR, i.e., the 1H-15N nuclear Overhauser effect
(NOE), the spin-lattice relaxation time (T1), and the spin-spin
relaxation time (T2), according to
1
T1
¼ d
2
4
JðvHvNÞ13JðvNÞ16JðvH1vNÞ½ 1c2JðvNÞ
1
T2
¼ d
2
8
½4Jð0Þ1JðvHvNÞ13JðvNÞ16JðvHÞ
16JðvH1vNÞ1c
2
6
½3JðvNÞ14Jð0Þ
NOE¼ 11 d
2
4
 
gH
gN
 
½6JðvH1vNÞ JðvHvNÞT1;
(3:1)
where c ¼ vNdN=
ﬃﬃﬃ
3
p
; and d ¼ mohgHgN= 8p2Ær3NHæ
 
:
Here, m0 is the permeability of vacuum, h is Planck’s
constant, vH and vN are the
1H and 15N Larmor frequencies
of the experimental magnetic ﬁeld, gH and gN are their
respective gyromagnetic ratios, dN is the chemical shift
anisotropy of the 15N nucleus, and Ær3NHæ is the average N-H
bond length. For each effective bond, we compare the theory
with these three independent NMR measurements. In the
theory, the effective bond is deﬁned as the vector connecting
two adjacent a-carbons along the protein primary sequence,
whereas experimental data concern the relaxation of the
bond connecting nitrogen and hydrogen atoms. Although
the segments considered are different, the relatively good
agreement between the analytical theory and experimental
NMR data implies that the most relevant contribution to the
dynamics of N-H bond relaxation is given by the backbone
dynamics, as represented by the reorientation of the coarse-
grained statistical segment connecting two alpha carbons.
The theory predicts NMR relaxations for CheYa and
CheYb separately because the interconversion between the
two rotameric states of residue Tyr-106 exceeds our longest
simulation time. We expect both forms to be present in
solution, since the transition between the two rotamers of
Tyr-106 has been observed experimentally, and in simula-
tions (64), although their relative concentration is not known.
The reduced afﬁnity of CheY to bind the ﬂagellar motor
could suggest that only a low percentage of CheYb is present
in solution. However, since the x-ray structure of the protein
(which is input to our simulations) shows 50% occupancy of
the two rotamers (36,65), we adopt this concentration for the
two species. Because the differences in the theoretically
predicted bond relaxation times between CheYa and CheYb
are small, and the experimental data are affected by experi-
mental error, it is not possible for us to accurately assess
by comparison the most probable concentration of the two
allosteric forms.
In Fig. 4, we show a comparison between theoretical
predictions and experiments for T1, T2, and NOE of E. coli
CheY, for the 50:50 concentration ratio of CheYa and
CheYb. Predictions for bonds 13–16 and 117 are not
reported in the plots, as discussed earlier on. Bonds 13–15
show a peak with the maximum corresponding to residue 14,
where T1 ¼ 0.94 s, T2 ¼ 0.19 s, and a reverse peak with
NOE¼ 0.01. Moreover, residue 117 shows a peak with T1 ¼
0.74 s, T2 ¼ 0.14 s, and a reverse peak with NOE ¼ 0.45.
These peaks are unrealistic, since the theory incorrectly
predicts faster dynamics than should be physically expected
for these bonds. Experimental data for the NMR relaxation
of bonds 13–15 are not available.
In the comparison between the experimental data and our
theoretical predictions, we interpolate each data set with a
spline ﬁt that serves as a guide to the eye. Each interpolation
line contains;50% of the available points in the data set. As
an estimate of the agreement between theory and experi-
ments, we calculate the mean square predictive error
s¼ 1
N
+
N
i¼1
ðXexpi  Xtheoi Þ2
ðXtheoi Þ2
; (3:2)
which gives 1.0E  2, 2.5E  2, and 9.2E  3 values for T1,
T2, and NOE, respectively. The correlation coefﬁcients
between theoretical and experimental data are 0.56, 0.36, and
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0.52 for T1, T2, and NOE, respectively. We thus observe
slightly better agreement between theory and experiments
for T1 and NOE data, in comparison to that observed for T2
data. Unfortunately, a full statistical analysis of the quality of
the agreement between theory and experiment cannot be
performed, since no other CheY relaxation experimental data
sets are currently available for comparison with theory.
Nevertheless, the relatively good agreement between theory
and three independent experimental data sets is encouraging,
especially in light of the fact that over ;350 data points are
described using a ﬁrst principles theory.
For purposes of visual clarity, we have omitted from Fig. 4
the ‘‘trivial’’ relaxation of the bonds at the two ends of the
protein. For those segments, both theory and experiments
show enhanced ﬂexibility and fast dynamics due to the lack
of connectivity, so that NMR relaxation times largely exceed
the range depicted in Fig. 4.
For all of the residues, we ﬁnd that the theory reproduces
well the experimentally observed trend of fast and slow
relaxation. Notice that the slow relaxation processes men-
tioned here do not include slow exchange processes, which
cannot be predicted by our theory in its present stage of
development. The baseline in the data represents the overall
protein rotation, which relates to the protein long-time
dynamics and depends on the model for hydrodynamic
interaction. Peaks in the spin-lattice relaxation indicate local
ﬂexibility and fast relaxation. Both theory and experiments
show an enhanced ﬂexibility in regions of the protein
corresponding to the a2-b3 loop (47–52), the b4-a4 loop
(87–92), and the turn including bonds 76–80. In conclusion,
the quality of agreement obtained in this study shows that
simulations, theory, and experiments are largely compatible in
providing consistent information on the physics of the system.
Theoretical predictions of NMR order parameters
and comparison to experiments
Through the direct modeling of NMR relaxation data using
the Lipari-Szabo theory, a commonly extracted quantity is
the order parameter S2i ¼ Pi2ðDtÞ; with 0,Dt, tR; and tR
the protein orientational correlation time, i.e., the time of
global molecular rotation. For times short in comparison to
the relaxation of the orientational time correlation function,
Pi2ðtÞ; the bond reorientation can appear restricted to ﬂuc-
tuations around a speciﬁc angle. This angle could be similar
to that in the protein’s native conformation, suggesting that
the bond is part of a rigid local structure and S2i ¼ 1: Alter-
natively, the angle could strongly differ from that of the
native structure if the bond is ﬂexible, i.e., S2i # 0:7:
In Fig. 5 (top panel), we directly compare our theoretically
predicted order parameters with the corresponding values
extracted from experimental NMR data using the Lipari-
Szabo theory. Several bonds in CheY cannot be modeled and
‘‘experimental’’ values are available only for 90 of the 129
residues. We chose the sampling time interval for the theo-
retical data Dt ¼ 13:59 by optimizing the agreement between
the orientational correlation function for the ﬁrst bond along
the protein sequence and its corresponding experimental
value. Overall, the agreement between our theory and the
experimental data is good for the entire primary sequence.
Both theory and experiments show several regions with
signiﬁcant loss of orientation, including the two ends of the
protein, the a2-b3 loop (47–52), the b4-a4 loop (87–92), and
the turn (76–80), consistent with the relaxation data dis-
cussed previously. An unphysical enhanced mobility appears
for residues 13–16, where activated barrier crossing cannot
be accounted for by the theory, as discussed previously. In
general, order parameters extracted from NMR data have
FIGURE 4 Comparison between theoretical predictions
(circles) and experiments (squares) of spin-lattice relaxa-
tion time (T1), spin-spin relaxation time (T2), and NOE of
E. coli signal regulator protein CheY, for a 50% mixture of
CheYa and CheYb rotamers. Splines interpolate theory
(black lines) and experiments (white lines).
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sharp peaks and fast transitions from completely immobile,
to strongly mobile residues along the primary sequence. Our
theory appears to exhibit somewhat smoother behavior. In
conclusion, the agreement between theory and experiments
in identifying regions of high and low mobility is good, with
a correlation coefﬁcient cc ¼ 0:52: Choosing slightly dif-
ferent values of the time interval, fromDt  5ps ðcc ¼ 0:53Þ
to Dt  11ps ðcc ¼ 0:56Þ; has a moderate effect on the
quality of this agreement.
Theoretical predictions of short-time dynamics:
x-ray temperature factor and comparison
to experiments
One of the advantages of our general ﬁrst-principles ap-
proach is that it is independent of adjustable parameters. In
contrast, phenomenological models optimize their agreement
with a speciﬁc set of experimental data by adjusting multiple
parameters. Such optimizations seldom achieve equally good
agreement with data taken from other experiments that probe
similar fundamental quantities.
In this section, we present a comparison between our
theoretical predictions of temperature factors and their cor-
responding experimental values obtained from high resolu-
tion x-ray crystallography of E. coli CheY by Volz and
Matsumura (36). Theoretical values of the temperature fac-
tors are function of the mean-square ﬂuctuation about the
equilibrium position of individual residues, and are ex-
pressed, using eigenvalues and eigenvectors of our equation
of motion, following the general relation
Bi ¼ 8p
2
3
Æ½RiðtÞRið0Þ2æ
¼ 16p
2
l
2
3
+
N1
a¼0
ðQi11;a Qi;aÞ2
m2
1 expðslatÞ½ : (3:3)
If the equation of motion correctly represents the dy-
namics of the protein under consideration, the same equation
should also provide a good representation of short-time
ﬂuctuations as measured by temperature factors. Since the
time interval of the ﬂuctuations measured by x-ray exper-
iments is not known, we assume in our calculations a time
interval of Dt ¼ 3:5 ps; which provides the best agreement
for the baseline between our predictions and the experimen-
tal data. The adopted value of 3.5 ps is consistent with the
expected value. Furthermore, we observe that differences in
Dt on the order of 60:5 ps do not signiﬁcantly change the
quality of the agreement between theory and experiment.
Fig. 5 (bottom panel) shows that both experiment and
theory present similar regions of enhanced short-time
ﬂuctuations along the protein primary structure. Most of
these regions correspond to ﬂexible loops. The agreement
between theory and experiment is good, with a correlation
coefﬁcient of 0.60. The observed agreement quality is
comparable to other theoretical models used to calculate
local ﬂuctuations from x-ray structures, such as the network
models pioneered by Bahar et al. and Tirion (46–48). A
notable factor that affects the precision of the experimental
data is the presence of intermolecular constraints due to
crystal packing. Intermolecular constraints, which are absent
in physiological conditions and are not included in our ap-
proach, suppress the amplitude of local ﬂuctuations, and could
be responsible for the lack of mobility observed, for example,
in the region deﬁned by residues 100–105.
In summary, Fig. 5 illustrates the utility of a general
approach for protein dynamics, which describes in a uniﬁed
theoretical framework data obtained from independent mea-
surements and different experimental techniques.
CONCLUSIONS
We propose an equation of motion for protein dynamics that
allows for the calculation of NMR relaxation parameters,
starting from the protein static structure. The theory is ab
FIGURE 5 Comparison between theoretical predictions
(solid line) and experiments (dashed line) of NMR order
parameter (top panel) and x-ray temperature factors
(bottom panel) of E. coli signal regulator protein CheY,
for a 50% mixture of CheYa and CheYb rotamers.
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initio, as it is developed using the conventional tools of
nonequilibrium statistical mechanics. The equation of mo-
tion describing protein dynamics is analytically solved
through matrix diagonalization, as opposed to a simulation
procedure, to provide eigenvalues and eigenvectors from
which the experimentally measurable quantities are ex-
pressed. Inputs to the equation of motion are structural
correlations and friction coefﬁcients obtained from molec-
ular dynamics trajectories. Since the numerical values of all
the physical parameters that enter our formalism (such as
local friction, degree of exposure to solvent, bond ﬂexibility,
and statistical bond length) are determined from the analysis
of computer simulation trajectories, the theory is free of
adjustable parameters.
The theory is novel since it explicitly includes in the
equation of motion the effects of hydrophobic regions.
Hydrodynamic effects are accounted for in a completely
general formalism that describes the dynamics of residues in
the whole range, from totally exposed to completely
screened from solvent. Interresidue interactions are mapped
onto an effective pairwise potential, which is obtained from
the statistical mechanical description of the intramolecular
distribution. Our approach provides a realistic description of
the system, since, through the site-speciﬁc hydrodynamic in-
teraction and the effective interresidue potential, the speciﬁc
nature of each amino acid is represented.
The approach is fairly accurate since good agreement with
data from different experimental techniques and simulations
is obtained. The theory makes predictions of NMR spin
relaxation along the protein primary structure, in reasonably
good agreement with experiments. We tested our approach
through direct comparison to measurements of 1H-15N
nuclear Overhauser effect, spin-lattice relaxation time, and
spin-spin relaxation time for the signal transduction protein
CheY, which controls the swimming behavior of E. coli
bacteria. Since the timescale characteristic of the physical
quantities measured by NMR relaxation exceed the timescale
investigated in computer simulations, the analytical ap-
proach presented here projects information obtained from
computer simulations into the long-time dynamical regime.
The theory is general, because its predictions are not limited
to NMR relaxation experiments, but includes any dynamical
quantity of interest related to protein equilibrium ﬂuctuations.
To highlight the generality of our approach we present
comparisons of theoretical predictions with experimental
Debye-Waller temperature factors obtained from high-resolution
x-ray crystallography, with bond reorientation time correla-
tion functions measured by molecular dynamics computer
simulations, and with order parameters extracted from NMR
measurements using the Lipari-Szabomodel.We ﬁnd that our
theory agrees reasonably well with experiments and simula-
tions for all of the dynamical properties investigated.
Because of its simplicity, our approach provides a
straightforward procedure for a ﬁrst assessment of dynamical
properties from the static structure of a protein. In relation to
existing NMR experiments, it provides an estimate of the
dynamics of bond relaxation for those regions in the protein
that cannot be measured experimentally. Furthermore, our
approach could be useful as a systematic method to assess
the long-time dynamical properties of a protein with known
structure, before NMR relaxation experiments are carried on.
Since our theory is site speciﬁc, it allows for calculation of
structural and dynamical properties of interest in relation to the
biological function of the protein under study. Through a direct
comparison with computer simulation data, the theory iden-
tiﬁes regions along the protein primary sequence where
relevant conformational energy barriers are present. For the
protein CheY, we observe a correlation between residues
forming suchhighbarrier regions, and the extent towhich those
residues are conserved in the large family of response regulator
proteins. This fact indicates that local energetic barriers, as
identiﬁed by our method, likely play an important role in the
signal transduction mechanism of the CheY protein.
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