Detailed analysis procedure of PLIS for GWAS data
We have implemented the PLIS method as an R package PLIS. Until the PLIS package available on CRAN (http://cran.r-project.org/), it is available upon request from us. The PLIS package is not limited to GWAS application but can be applied to testing any multiple groups of HMM-dependent hypothesis. We provide the detailed analysis procedure of PLIS specific to GWAS data as follows:
1. Calculate p-values by χ 2 -test with d.f. of 1 and odds ratio for each SNP. Both can be obtained efficiently and easily by the popular genetics tool PLINK http://pngu.mgh.harvard.edu/˜purcell/plink/ 2. Transform p-values to z-values using the following formula
3. Fit an HMM model for each chromosome using the following EM procedure: Assume L components in the non-NULL, (a) Initialize transition matrix A = (0.95, 0.05; 0.5, 0.5), initial distribution π = (1, 0); each component ∼ N (1.5 * (i − 1) − 1, 1), with weight=1/L, i = 1, · · · , L;
(b) Iterate the E-step and the M-Step until converged (See Table 4 in Sun and Cai, 2009 for details);
(c) Calculate PLIS statistics for each SNP based on the converged HMM model parameters;
(d) Calculate the BIC score for the resultant model.
Try different Ls and choose the one with the optimal BIC score. We suggest the range L = 2 ∼ 5, which should be sufficient for all chromosomes. For the example considered in the paper, the estimated transition probabilities and choices of L are given in Table 1. 4. Pool the PLIS statistics of all chromosomes together and run the PLIS procedure to control FDR at the desired level.
The
Step 3 above for model selection and HMM parameter estimation is the most time consuming part. To save time, it can be done in parallel for different chromosomes. It takes a few hours for analyzing one chromosome using a computer equipped with Intel Xeon Processor 5160 3.00GHz and memory 8 G. 0.978 0.920 3 0.986 0.911 3 a 00 and a 11 are the transition probabilities from a null to a null and from a non-null to a non-null, respectively. We can see that the dependencies are strong and heterogeneous.
Appendix

A.1 Proof of Theorem 1
Let δ δ δ ∈ {0, 1} mK be a general decision rule, where δ ki = 1 if we claim that SNP i from chromosome k is disease-associated. The FDR level of the SLIS procedure is
Note that the SLIS procedure guarantees that for every group k, i δ ki LIS ki ≤ α i δ ki , we have
Therefore the SLIS procedure is valid for FDR control.
A.2 The derivation of the PLIS procedure
The derivation involves three steps: (i) making connections between the multiple testing and weighted classification problems; (ii) derive an oracle procedure for FDR control; and (iii) develop a data-driven procedure that mimics the oracle procedure.
Let λ be the relative cost of a false positive to a false negative. Consider a weighted classification problem with loss function
It can be shown that under mild conditions, the multiple testing problem is "equivalent" to a weighted classification problem. Specifically, let D α be the collection of all α-level FDR procedures of the form δ δ δ = I(T T T < c1 1 1) . Suppose that the classification risk with the above loss function is minimized by δ λ {T T T , c(λ)}, so that T T T is optimal in the weighted classification problem. If T T T ∈ T , then T T T is also optimal in the multiple testing problem, in the sense that for each FDR level α, there exists a unique λ(α), and hence c{λ(α)} = c(α), such that δ λ(α) {T T T , c(α)} controls the FDR at level α with the smallest FNR level among all testing rules in D α .
The optimal classification rule that minimizes R λ = E(L λ (θ θ θ, δ δ δ) ) is δ δ δ(Λ Λ Λ, 1 λ ) = (δ ki ), where δ ki = P Ψ k (θ ki = 0|z z z k )/P Ψ k (θ ki = 1|z z z k ) and δ i = I{Λ i (x x x) < 1/λ}. Note that Λ ki is strictly increasing in LIS ki , the optimal testing procedure is of the form δ δ δ(LIS, c1 1 1) = {I(LIS ki < c) : k = 1, · · · , K; i = 1, · · · , m k }, Now the question is how to determine the optimal cutoff c opt for a given FDR level α. Note that for a given threshold c, the FDR level of PLIS is
From the above expression we can see that the group label k is no longer needed and hence is dropped. Suppose the total number of rejections from all groups is R, then according to the law of large numbers,
It is straightforward to see that we should choose the largest R such that 1
Thus we have derived the PLIS procedure.
A.3 Proof of Theorem 2
(i) Validity. Let R be the number of rejections by the PLIS procedure. Note that this is a pooled analysis, the group label k is no longer needed.
The result follows by noting that for all realizations of z z z, the PLIS procedure guarantees that
(ii) Asymptotic optimality. The asymptotic optimality can be shown without essential difficulty by generalizing the proof of Theorem 6 in Sun and Cai (2009) (for a single Markov chain). We refer to Sun and Cai (2009) for more technical details.
