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We give a uniﬁed orbital decomposition for irreducible, regular, prehomoge-
neous vector spaces of parabolic type graded by strongly orthogonal roots of
same length, with one-dimensional corresponding root space, on a local or global
ﬁeld of characteristic 0, in terms of a class of quadratic forms related to a root
system, Weyl action, and the invariants of the prehomogeneous vector spaces.
 2002 Elsevier Science (USA)
1. INTRODUCTION
L’objet de notre travail est l’e´tude des fonctions Ze´tas associe´es a` certains
espaces vectoriels ge´ome´triquement pre´homoge`nes et de type paraboliques
en privile´giant les situations ne faisant pas appel a` la structure particulie`re
du corps de base de caracte´ristique ze´ro.
Dans cet article, seul le point de vue des orbites est traite´. On y donne
leur description a` l’aide d’une classe de formes quadratiques de´pendant
d’un syste`me de racines, de l’action d’un groupe de Weyl, et des invariants
du pre´homoge`ne. Ce re´sultat, qui ge´ne´ralise la classiﬁcation des formes
quadratiques, a e´te´ annonce´ dans [15]. On introduit e´galement un sous-
groupe parabolique ayant une action ge´ome´triquement pre´homoge`ne.
L’e´tude des fonctions Ze´tas associe´es fera l’objet d’un article ulte´rieur.
1.1.
Soit  une alge`bre de Lie semi-simple de dimension ﬁnie, de´ﬁnie sur un
corps local ou global de caracte´ristique ze´ro que l’on note . On suppose
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que  est munie d’une graduation,
 =⊕
i∈
i
ou` les i sont des sous-espaces vectoriels de  ve´riﬁant la condition
i j ⊂ i+j ∀ i j ∈ 
Les de´rivations de  e´tant inte´rieures, il existe un unique e´le´ment appar-
tenant a` 0 qui de´ﬁnit la graduation; on le note H0 et on a
∀ i ∈  i = x ∈  	 H0 x = ix

Soit G le centralisateur de H0 dans le sous-groupe Aut0 [6] des
automorphismes de . Ce groupe ope`re sur l’espace vectoriel 1 et la
repre´sentation correspondante est note´e de manie`re inﬁnite´simale:
0 1H0 ou 0 1 [20]. D’apre`s un re´sultat de Vinberg [25], cette
repre´sentation est ge´ome´triquement pre´homoge`ne, ce qui signiﬁe que
G posse`de une orbite ouverte dans 1 muni de la topologie de Zariski,
ceci lorsqu’on se place sur une cloˆture alge´brique de . Ainsi 0 1
est une -forme d’un espace pre´homoge`ne (en abre´ge´: PV), appele´ de
type parabolique, en effet la sous-alge`bre
⊕
i≥0 i est une sous-alge`bre
parabolique de  dont le radical nilpotent est e´gal a` la sous-alge`bre
⊕
i≥1 i
et la sous-alge`bre re´ductive 0 est l’alge`bre de Lie du groupe G [20].
Une remarquable the´orie des fonctions Ze´tas est attache´e aux espaces
pre´homoge`nes irre´ductibles et re´guliers, lorsque  est un corps local ou
global (cf., par exemple, [8, 10, 23]).
L’inte´reˆt des PV de type paraboliques re´side dans la pre´sence de l’alge`bre
semi-simple  qui contient a` la fois l’alge`bre de Lie du groupe G et l’espace
1 de la repre´sentation, permettant ainsi l’e´tude et l’expression des re´sultats
en termes de la structure de  (cf., par exemple, les travaux de [3] et [4]).
Ainsi la description des orbites de G dans 1 est re´alise´e a` l’aide d’une
version gradue´e des sl2-triplets. On rappelle qu’un sl2-triplet est un
triplet non nul x h y ve´riﬁant les relations de commutation suivantes [6]
x y = −h h x = 2x h y = −2y
Par une ge´ne´ralisation du the´ore`me de Jacobson–Morozov, il est bien
connu que pour tout x non nul de 1, il existe h et y appartenant respec-
tivement a` 0 et a` −1 tels que x h y soit un sl2-triplet.
Deﬁnition 1.1. Un e´le´ment h est dit 1-simple si il existe un sl2-triplet
x h y tel que x (resp. y) soit dans 1 (resp. −1). Un tel sl2-triplet est
appele´ 1-adapte´.
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Rappelons que:
Proposition 1.2. Deux sl2-triplets x h y et x′ h′ y ′ 1-adapte´s sont
dans la meˆme orbite de G si et seulement si x et x′ le sont. Lorsque  est
alge´briquement clos, pour que deux sl2-triplets x h y et x′ h′ y ′ 1-adapte´s
soient dans la meˆme orbite de G, il faut et il sufﬁt que h et h′ le soient.
Soit  une sous-alge`bre abe´lienne de´ploye´e maximale de  contenant H0,
on note  le syste`me de racines correspondant. Ce dernier est e´galement
gradue´ par H0:
i = λ ∈ 	λH0 = i

On choisit un ordre sur  pour lequel les racines appartenant a`
⋃
i>0 i
soient positives. Le groupe de Weyl associe´ a`  est note´ W et W0 = w ∈
W 	wH0 = H0
 est celui associe´ a` 0.
L’ensemble des orbites de G dans les e´le´ments 1-simples s’injecte
naturellement dans l’ensemble des repre´sentants d’ordre deux de
W0\W/W0 [16, the´ore`me 2.3], en particulier pour tout h 1-simple, il
existe un e´le´ment de G et des racines fortement orthogonales: β1     βr
appartenant a`
⋃
i>0 i tels que gh =
∑r
i=1 βiH0hβi hβ de´signant la
co-racine associe´e a` la racine β.
Les PV de type parabolique absolument irre´ductibles, c’est a` dire pour
lesquels 1 est un 0-module absolument irre´ductible, sont re´guliers [22] si
et seulement si 2H0 est 1-simple [20]. Dans ces conditions [22], il existe un
polynome de´ﬁni sur 1, relativement invariant par G et de degre´ minimal,
que l’on note P , tel que
x ∈ 1 admettant 2H0 pour e´le´ment 1-simple
 = x ∈ 1 	 Px = 0

Il existe un caracte`re χ de G tel que
∀ g ∈ G ∀x ∈ 1 Pgx = χgPx (1)
et toute fraction rationnelle de´ﬁnie sur 1 ve´riﬁant une relation analogue
a` (1) est (a` une constante multiplicative pre`s) une puissance entie`re de P .
L’invariant relatif P , qui lui aussi est de´ﬁni a` une constante pre`s, est dit
fondamental et l’ensemble de ses ze´ros est le lieu singulier.
1.2.
Une ge´ne´ralisation des PV de type paraboliques a` graduations courtes,
c’est a` dire tels que  = −1 ⊕ 0 ⊕ 1 (appele´s de type commutatif car 1
est une alge`bre commutative) et re´guliers est alors donne´e par:
Deﬁnition 1.3. Le pre´homoge`ne 0 1 est dit quasi-commutatif si
il existe des racines de 1 fortement orthogonales dont la somme des
co-racines vaut 2H0.
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A titre d’exemples dans le cas complexe, la classiﬁcation de Sato–Kimura
donne 29 types de PV irre´ductibles re´guliers et re´duits [22], 23 parmi ceux-
ci sont de type parabolique [20], et 12 sont quasi-commutatifs. Ces derniers
ont une structure simple. La description de leur syste`me de racines ainsi
que leur classiﬁcation sont faits dans [16].
Deﬁnition 1.4. Un syste`me orthogonal maximal est un ensemble de
racines fortement orthogonales de 1 ayant un nombre maximal d’e´le´ments.
Soit Ge le sous-groupe engendre´ par les automorphismes e´le´mentaires
provenant de l’alge`bre 0. Rappelons le re´sultat suivant:
Proposition 1.5. Supposons que 0 1 soit quasi-commutatif. On a les
proprie´te´s suivantes [16, propositions 4.1 et 4.4, et corollaire 4.6]:
(1) i = 0
 pour 	 i 	 ≥ 3.
(2) La somme des co-racines d’un syste`me orthogonal maximal vaut
2H0. Deux syste`mes orthogonaux maximaux sont conjugue´s par W0.
(3) Les orbites du groupe Ge dans les e´l´ements 1-simples sont en bijec-
tion avec W0\W −W0/W0.
Lorsque l’e´le´ment 2H0 est 1-simple, on peut supposer que 1 et −1
engendrent , ce que l’on fera syste´matiquement. Ainsi, pour les PV
quasi-commutatifs, on peut se ramener au cas ou` le syste`me de racines
 est irre´ductible mais alors 1 est un 0-module irre´ductible [16, propo-
sition 5.1.1] or ceci a lieu si et seulement si la sous-alge`bre parabolique⊕
i≥0 i est maximale [20]; soit λ0 l’unique racine simple n’appartenant
pas a` 0, on adopte la notation classique  λ0 pour de´signer le PV
0 1 [20] ainsi que les notations des tables de [5]. Rappelons que [16,
proposition 6.6]:
Proposition 1.6. Lorsque  est irreductible,  λ0 est associe´ a` un PV
quasi-commutatif si et seulement si il ﬁgure dans la liste suivante:
(1) A2n−1 αn Cn αn D2n α2n ou D2n α2n−1 E7 α7.
(2) Bk αn ou Dk αn avec 2n ≤ k B2n−1 αn F4 α1 E6 α2,
E7 α1 E7 α2 E8 α1 E8 α8 G2 α2.
Ainsi les graduations sont de deux types.
La liste (1) correspond aux PV de type paraboliques commutatifs et
re´guliers ce qui exclut les cas An αp p = n2  Dn αn n impair, E6 α1,
c’est a` dire les graduations correspondant aux espaces hermitiens qui ne
sont pas de type tube dans le cas re´el. Signalons que le cas de´ploye´ Cn αn
correspond a` l’action de Gln × ∗ ope´rant sur l’espace des matrices
syme´triques ayant n lignes.
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Ces PV ont fait l’objet de nombreux travaux (cf., par exemple, [3, 4])
notamment dans le cadre des alge`bres de Jordan [9].
Les PV de la liste (2) sont de la forme:  = −2 ⊕ −1 ⊕ 0 ⊕ 1 ⊕ 2.
Lorsque 2 est unidimensionnel, ces cas correspondent a` certains
syste`mes triples de Freudenthal [12].
Rappelons que les graduations de la Section 1.1 sont en correspondances
avec des alge`bres de Jordan ge´ne´ralise´es [11].
Soit S un syste`me orthogonal maximal ﬁxe´, pour tout e´le´ment 1-simple
il existe une partie non vide I de S telle que h et
∑
λ∈I hλ sont dans la
meˆme orbite de Ge [16]. Ceci explique l’inte´reˆt de cette situation: l’alge`bre
de´rive´e du centralisateur dans  d’un e´le´ment 1-simple (ou d’un sl2-triplet
1-adapte´) est une alge`bre semi-simple gradue´e dont le PV associe´ est quasi-
commutatif (cf. Lemme 3.2), il est de rang un pour les e´le´ments singuliers
dont l’orbite est de dimension maximale.
Lorsque µ est une racine, µ de´signe le sous-espace radiciel associe´; plus
ge´ne´ralement A de´signe
⊕
µ∈A 
µA e´tant un sous-ensemble non vide de
racines.
Deﬁnition 1.7. Un pre´homoge`ne 0 1, quasi-commutatif est dit
presque de´ploye´ si les sous-espaces radiciels associe´s aux racines de S sont
tous de dimension un.
La description des orbites est diffe´rente selon que le PV quasi-
commutatif est, ou n’est pas, presque de´ploye´.
1.3.
Le premier res´ultat de ce travail, qui est une ge´ne´ralisation de la
re´duction des formes quadratiques, est le suivant:
The´ore`me 1. (1) Lorsque 0 1 est quasi-commutatif, presque
de´ploye´, sans composante de type G2 α2, toute orbite de Ge dans 1
rencontre S .
(2) Lorsque 0 1 est un PV quasi-commutatif, absolument irre´ducti-
ble, qui n’est pas de type G2 α2, toute orbite de Ge dans 1 rencontre S .
Ce re´sultat est connu pour les PV commutatifs re´guliers lorsque  est
archime´dien [18]. Une situation analogue est traite´e dans le cadre plus
ge´ne´ral des paires de Jordan [13].
Lorsque toutes les racines de S ont la meˆme longueur, le re´sultat essentiel
de cet article est la description des orbites des PV absolument irre´ductibles,
quasi-commutatifs, presque de´ploye´ a` l’aide d’un syste`me de racines R, des
invariants relatifs fondamentaux du PV: P et χ, d’une famille de formes
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quadratiques de´ﬁnies par R et d’un sous-groupe ′ de ∗/∗2, que l’on va
de´ﬁnir.
Les restrictions non nulles de  a` la sous-alge`bre de  engendre´e par
hλ 	 λ ∈ S
 et note´e , forment un syste`me de racines, R, e´galement
gradue´ et irre´ductible [17] et il existe une sous-alge`bre simple de´ploye´e de
, note´e R, admettant l’alge`bre  comme sous-alge`bre de Cartan; R est
e´galement gradue´e par H0. Soit WS le normalisateur de S dans le groupe de
Weyl de R0. La correspondance entre R et  est rappele´e dans la Proposi-
tion 4.1 (cf. e´galement Tableau I), les diffe´rents types gradue´s Rλ0 sont
alors les suivants: Cn αn B2p ou D2p αp F4 α1 E7 α2, et E8 α1.
Soient Xα hαX−αα∈R un syste`me de Chevalley de R convenablement
choisi (Section 4, Corollaire 4.3.) et B la forme de Killing de . A toute
racine courte µ de R1, on associe la forme quadratique de´ﬁnie sur µ =⊕
α∈	α/=µ
 
α par
fµA =
BadA2X−αX−β
2BXβX−β
 avec µ = α+ β
2
 αβ ∈ S
Les formes quadratiques ainsi obtenues sont toutes e´quivalentes, soit f
l’une d’entre-elles.
Posons S = λ1     λn
; a` un e´le´ment a = a1     an de n, on
associe une classe d’e´quivalence de formes quadratiques Q˜a de´pendant
du syste`me de racines R: lorsque R = F4, soit x =
∑
1≤i≤n aiXλi et Bx
la forme quadratique obtenue par restriction de la forme de Killing au
centralisateur de x dans 0, la classe d’e´quivalence de Bx repre´sente
Q˜a, sinon Q˜a est obtenu a` partir de l’invariant relatif fondamental;
c’est la classe d’e´quivalence de
⊕
t∈T a
tf0, avec les notations suivantes:
at = ∏1≤i≤n ant λi f0 est la forme quadratique de´ﬁnie sur  par f0x = x2
a` l’exception du cas R = Cn pour lequel f0 = f .
T est un sous-ensemble de ∑1≤i≤n uiλi 	 i = 1     n ui = 0 ou 12

de´ﬁni suivant le syste`me de racines. Dans le cas classique, R = Cn T est
re´duit a` S2 . Dans le cas orthogonal (i.e., R = B2p ou D2p), T est l’ensemble
des racines courtes de R1 pour R = B2p ce qui a un sens car le syste`me
de racines gradue´ D2p αp est inclus dans le syste`me de racines gradue´
B2p αp. Dans les cas exceptionnels restants E7 et E8, le sous-ensemble T
est re´duit a` R2.
Le sous-groupe ′ est re´duit a` l’identite´ dans les cas exceptionnels; c’est
∗/∗2 dans les cas R = Cn ou D2p.
Pour R = B2p, soit µ = λi + λj/2 une racine courte ﬁxe´e de R1 ′ est
l’ensemble des de´terminants de G restreint au sous-espace λi ⊕ λj , ou`
G de´signe le centralisateur de la sous-alge`bre  dans G.
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Avec ces notations, on montre le the´ore`me suivant:
The´ore`me 2. Soit x = ∑1≤i≤n aiXλi et y = ∑1≤i≤n biXλi , alors x et y
sont dans la meˆme orbite de G si et seulement si:
(i) Il existe w dans WS tel que wλi 	 ai = 0
 = λi 	 bi = 0
,
(ii) Px ∈ χGPy,
(iii) Il existe t appartenant a` ′ tel que tQ˜a = Q˜b.
Ce re´sultat nouveau explique exactement les diffe´rentes descriptions des
orbites suivant le syste`me de racines R et le corps . Ainsi lorsque ′ =
∗/∗2 ou ′ = id ou ′ = s ∈ ∗/∗2 	 sf ∼ f
, le principe de Hasse
est veriﬁe´ lorsque  est un corps de nombres: deux e´le´ments sont dans la
meˆme orbite de G si et seulement si ils le sont en toute place de ; dans
le cas re´el, les conditions (ii) et (iii) du The´ore`me 2 sont e´quivalentes a`
l’unique condition: Bx et By sont e´quivalentes.
Le dernier re´sultat pre´sente´ est une ge´ne´ralisation de la notion de
mineurs principaux d’une matrice carre´e.
Pour n ≥ 2, on met en e´vidence une suite d’e´le´ments 1-simples dis-
tincts H1     avec Hp = 2H0, appartenant a` , dans les cas exception-
nels p = 2; a` chaque Hi on associe l’alge`bre de´rive´e du centralisateur
dans  de 2H0 −Hi, qui est gradue´e par Hi/2; les alge`bres semi-simples
ainsi construites, ainsi que les PV correspondants, forment une suite crois-
sante pour l’inclusion. Les PV associe´s sont quasi-commutatifs, absolument
irre´ductibles, et on note P1    les invariants relatifs fondamentaux corre-
spondants, que l’on e´tend a` 1 (cf. Section 7) et on pose Pp = P .
Soit  la sous-alge`bre engendre´e par H1    Hp et P le sous-groupe
parabolique associe´ a`  pour un ordre convenable (Section 7), le
The´ore`me 1 permet de montrer la:
Proposition 7.4. (1) L’action de P dans 1 est ge´ome´triquement pre´-
homoge`ne et P1     Pp en sont les invariants relatifs fondamentaux.
(2) Soit x un e´l´ement de 1 tel que
∏p
i=1 Pix = 0 alors P · x ∩
∑1≤i≤n ∗Xλi est non vide.
(3) On suppose que le corps est celui des complexes. Soit χi le caracte`re
de P associe´ a` Pi pour i = 1     p et M =
⋂
1≤i≤p Ker χi, alors l’anneau
1M des polynomes de´ﬁnis sur 1 qui sont M-invariants est e´gal a` l’anneau
P1     Pp.
Ce re´sultat est bien connu dans le cas commutatif [18].
Notons que Mortajine a e´tudie´ dans un cadre ge´ne´ral la structure des
polynomes et des polynomes harmoniques associe´s a` un PV dans [14].
Les re´sultats obtenus pour les PV quasi-commutatifs ont certainement un
analogue dans le cadre des alge`bres structurables (cf., par exemple, 1 2)
qu’il serait inte´ressant d’e´tudier.
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1.4.
Cet article comprend sept paragraphes dont l’introduction. Dans le
paragraphe 2, on montre que les PV quasi-commutatifs, absolument
irre´ductibles sont presque de´ploye´s a` l’exception de quatre cas et on donne
la forme de l’invariant relatif fondamental lorsque le sous-espace 2 est
de dimension un. Dans le paragraphe 3, on e´tablit une de´composition
de l’invariant relatif fondamental, ce qui permet d’une part de montrer
le The´ore`me 1 et d’autre part d’introduire les formes quadratiques qui
permettent de se´parer les orbites. Le choix du syste`me de Chevalley fait
l’objet du paragraphe 4. Le the´ore`me est de´montre´ pour les cas excep-
tionnels E7 α2 et E8 α1 au paragraphe 5, et le re´sultat ge´ne´ral est
donne´ au paragraphe 6. Le paragraphe 7 traite des questions relatives aux
sous-groupes paraboliques ayant encore une action pre´homoge`ne sur 1.
Voici quelques notations utilise´es dans la suite de ce travail:
(1) Lorsque h est un e´le´ment de , on note Eih = x ∈ 	h x =
ix
.
(2) Si  est une sous-alge`bre de , on de´ﬁnit le sous-espace: i =
 ∩ i.
(3) Soit  une sous-alge`bre de , re´ductive dans  alors le centralisa-
teur de , encore note´ E0, est une alge`bre re´ductive dans  [6] dont on
note 	 l’alge`bre de´rive´e.
Lorsque H0 est un e´le´ment de la sous-alge`bre  + E0, la sous-alge`bre
 est gradue´e:  =⊕i∈ i, ainsi que la sous-alge`bre 	 =⊕i∈ 	i et
de plus, pour i non nul, on a 	i = E0i.
Dans le cas particulier ou`  est une sous-alge`bre de , on ve´riﬁe que  ∩
	 est une sous-alge`bre abe´lienne de´ploye´e maximale de 	; le syste`me
de racines de 	  ∩ 	, que l’on note , est l’ensemble des racines
de  s’annulant sur  d’ou` les sous-espaces radiciels correspondants dans
	 sont les meˆmes que dans ; il en est de meˆme pour les co-racines et
les longueurs. On n’utilise pas de notation diffe´rente pour les racines de 
s’annulant sur  lorsqu’elles sont conside´re´es en tant que racines de .
(4) Lorsque x h y est un sl2-triplet, on note hht (resp. θx y)
l’automorphisme e´le´mentaire de´ﬁni par θx ytθx y−1 (resp. θx y1)
avec [6]
θx yt = expadtx expadt−1y expadtx
Dans le cas particulier ou` h est la co-racine d’une racine µ de , on note
simplement hµt l’e´le´ment hht.
Rappelons que la restriction de hµt a` λ λ ∈ , est l’homothe´tie de
rapport tnλµ.
296 iris muller
TABLEAU I
Liste des pre´homoge`nes quasi-commutatifs, absolument ire´ductibles, presque de´ploye´s donne´s
par leur diagramme de Dynkin gradue´:  λ0 et leur syste`me de racines gradue´ Rλ0. Nota-
tions des Planches I a` IX de [5]. Le diagramme de Satake indique´ correspond au diagramme
de Satake de  ⊗ , ou`  de´signe une cloˆture alge´brique de . Lorsque  est le corps des
nombres re´els ou bien un corps de nombres, tous les diagrammes conviennent. Lorsque  est
un corps 
-adique (note´ dans le tableau 
), il peut y avoir certaines restrictions indique´es;
“X” signiﬁe que le diagramme convient, “non” signiﬁe qu’il n’existe pas de telles alge`bres
(table II de [24])
Rλ0  λ0 Diagramme de Satake 

Cn αn Cn αn X
Cn αn X
Cn αn X
C3 α3 non
A2n−1 αn X
D2n α2n−1
ou
D2n α2n
X
C3 α3 E7 α7 X
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TABLEAU I—suite
Rλ0  λ0 Diagramme de Satake 

F4 α1 F4 α1 X
F4 α1 X
F4 α1 X
F4 α1 non
E6 α2 X
E7 α1 X
E8 α8 X
D2n αn X
B2n αn Dk αnavec 2n < k X
Bk αn k = m− 2
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TABLEAU I—suite
Rλ0  λ0 Diagramme de Satake 

avec X
2n ≤ k X
k = m− 1
E7 α2 X
E8 α1 X
(5) Lorsque µ est une racine, on de´signe par XµhµX−µ un
sl2-triplet pour lequel Xµ resp. X−µ est dans µ resp. −µ.
(6) Pour x e´le´ment de Gx resp. Autx de´signe le centralisateur
de x dans G (resp. Aut).
(7)  est une cloˆture alge´brique de  et les e´le´ments correspondants
sont note´s avec une barre; par exemple, ¯ = ⊗ .
2. COMPLE´MENTS SUR LES PV QUASI-COMMUTATIFS
Soit 0 1 un PV de type parabolique et on suppose que 1 et −1
engendrent . On rappelle que 0 1 est (resp. absolument) irre´ductible
lorsque 1 est un 0-module (resp. absolument) irre´ductible.
La caracte´risation de l’irre´ductibilite´ absolue (c’est a` dire sur une cloˆture
alge´brique) est donne´e par le:
Lemme 2.1. On suppose que le pre´homoge`ne 0 1 est irre´ductible alors
il y a e´quivalence entre (i) et (ii):
(i) 0 1 est un pre´homoge`ne absolument irre´ductible.
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(ii) Il existe un e´l´ement 1-simple, note´ h, tel que le pre´homoge`ne corre-
spondant, 	2H0 − h0	2H0 − h1 h2 , est absolument irre´ductible.
De´monstration. Montrons que (ii) implique (i). Il sufﬁt de ve´riﬁer que le
centre, 0, de 0 est de dimension un [20]. Soit u un e´le´ment de 0 adu
normalise 	2h0 − h1 et commute avec 	2h0 − h0 ainsi d’apre`s
(ii) adu/	2h0−h1 = aId/	2h0−h1 . Eau ∩ 1 est un sous-0-module
de 1 non re´duit a` 0
, ainsi par irre´ductibilite´ de 1, on a Eau ∩ 1 = 1,
et par dualite´ on obtient que −1 = E−au ∩ −1, d’ou` u = aH0 car 1 et
−1 engendrent l’alge`bre .
Pour la re´ciproque, soient ¯ une sous-alge`bre de Cartan de ¯ contenant
 le syste`me de racines de ¯ ¯ gradue´ par H0 (cf. introduction),4 un ensemble de racines simples choisi comme cela est indique´ dans
l’introduction. Les hypothe`ses mises sur ¯0 ¯1H0 impliquent que41 = 4 ∩1 = α0
 et 4 ∩i =  pour i ≥ 2 (cf. [20, prop. 4.2.1]), d’ou`
41 = λ0
 avec λ0 = α0/.
Comme λ0 est simple, sa co-racine note´e h, est 1-simple minimale au
sens du PV 0 1H0 [16, section 3] et on a
λ0 = x ∈ 1 	 h x = 2x
 donc λ0 = x ∈ ¯1 	 h x = 2x

mais
λ0 = ⊕
α∈ 	α/=λ0

¯α
Ainsi le diagramme de Dynkin gradue´ de 	2h0 − h0	2h0 −
h1 h2  est Y α0 α0 Y α0 e´tant la plus grande partie connexe du
diagramme de Dynkin de  contenant α0 et les racines s’annulant sur 
(racines “compactes”), d’ou` 	2h0 − h1 est un 	2h0 − h0-module
irre´ductible [20].
Remarque. Soit 0 1 un PV quasi-commutatif irre´ductible presque
de´ploye´, alors il est absolument irre´ductible par le Lemme 2.1 applique´ a`
une co-racine d’une racine de S.
Proposition 2.2. Soit 0 1 un PV quasi-commutatif, absolument
irre´ductible et qui n’est pas presque de´ploye´, alors soit  est de rang un, soit
2 = 0
, soit 0 1 est de type G2 α2 ou B2k−1 αk.
De´monstration. Comme 0 1 est un PV quasi-commutatif absolu-
ment irre´ductible, l’alge`bre  est absolument simple. On reprend les nota-
tions  λ0 et α0 pour les syste`mes de racines respectifs de 0 1
et ¯0 ¯1 (notations du Lemme 2.1).
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(1) Lorsque  n’est pas de rang un, ¯0 ¯1 est encore un PV
quasi-commutatif. En effet soit λ une racine de S et  = ⊕µ∈S	µ=λ
 hµ,
le pre´homoge`ne 	0	1 = λ hλ2  est commutatif (car 2λ n’est pas
racine) et re´gulier, donc il est quasi-commutatif; comme les diffe´rents
sous-espaces λ λ ∈ S, commutent deux a` deux il en est de meˆme des
diffe´rents sous-espaces λ. La re´union des syste`mes orthogonaux maximaux
des diffe´rents pre´homoge`nes 	0	1 hλ2  est un syste`me de racines
fortement orthogonales de 1 dont la somme des co-racines vaut 2H0.
Ainsi on a ve´riﬁe´ que  λ0 et α0 sont dans les listes de la Propo-
sition 1.6 lorsque  n’est pas de rang un.
(2) Supposons que 2 = 0
 et que  n’est pas de rang un. A
l’exception des cas G2 α2 et B2k−1 αk, toutes les racines de S ont
la meˆme longueur que λ0 ([16, propositions 5.1.1 et 6.4] ou Tableau II),
qui est dans tous les cas la longueur commune aux racines de 2 ([16,
lemme 4.2] ou tableaux II et III).
Il sufﬁt de ve´riﬁer que les sous-espaces radiciels associe´s aux racines
de 2 sont de dimension un. Lorsque  est de rang deux,  λ0 est de
type G2 α2 et on ve´riﬁe que dim2 = 1 par consultation de la table II
de [24].
Lorsque  est de rang ≥ 3, soit D la dimension de λ0 , on a
dim2 = Dcard2 = dim¯2 = card2 (2)
Si 2 a une seule racine, alors D = card2 = 1.
Lorsque card2 > 1 α0 peut eˆtre de type Dk αn avec 2n ≤ k
ou Bk αn avec 2n− 1 ≤ k E7 α2 E8 α1.
(a) Quand  est de type classique Bk αn ou Dk αn  est
e´galement de type classique Bq αp ou Dq αp avec 2p− 1 ≤ q, car 
est de rang ≥ 3, donc D = m2 (le diagramme de Dynkin de 	2H0 − hλ
est de type A2m−1) et n = mp (table II de [24]).
La relation (2) ainsi que la Tableau II impliquent l’e´galite´
nn− 1 = m2pp− 1 = mpmp−m donc m = 1
(b) Lorsque  est de type exceptionnel, les -formes non de´ploye´es
de E7 α2 et E8 α1 n’appartiennent pas a` la liste de la Proposition 1.6,
donc  est de´ploye´e.
Remarque. Soit 0 1 un PV quasi-commutatif absolument irre´ducti-
ble et soit S un syste`me orthogonal maximal ﬁxe´ alors au plus une racine de
S est courte, on supposera donc dore´navant que λ2     λn sont longues.
Lorsque 2 = 0
, tous les sous-espaces radiciels λi  i = 2     n, sont
toujours de dimension un (de´monstration de la Proposition 2.2).
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TABLEAU II
Liste des PV quasi-commutatifs irre´ductibles ainsi que le syste`me
orthogonal maximal canonique: S
 λ0 S = λ1     λn
 Card2
A2n−1 αn 1 ≤ i ≤ n λi =
∑n+i−1
n−i+1 αj = 8n−i+1 − 8n+i 0
Bk αp
2p ≤ k
1 ≤ i ≤ p λi =
∑p+i−1
p−i+1 αj = 8p−i+1 − 8p+i
λp+i =
∑p+i−1
p−i+1 αj + 2
∑k
p+i αj = 8p−i+1 + 8p+i
pp−1
2
B2p−1 αp λ1 =
∑2p−1
1 αj = 81
1 ≤ i ≤ p− 1 λp−i+1=
∑p+i−1
p−i+1 αj = 8p−i+1 − 8p+i
λp+i =
∑p+i−1
p−i+1 αj + 2
∑2p−1
p+i αj = 8p−i+1 + 8p+i
pp−1
2
Cn αn 1 ≤ i ≤ n λi = 2
∑n−1
i αj + αn = 28i 0
D2n α2n λn = α2n
1 ≤ i ≤ n− 1 λi =α2i−1 + 2
∑2n−2
2i αj + α2n−1 + α2n
= 82i−1 + 82i 0
Dk αp 1 ≤ i ≤ p λi =
∑p+i−1
p−i+1 αj = 8p−i+1 − 8p+i
2p ≤ k
λp+i = 8p−i+1 + 8p+i
λp+i =
∑p+i−1
p−i+1 αj + 2
∑k−2
p+i αj + αk−1 + αk
lorsque i ≤ k− p− 2
pp−1
2
F4 α1 λ1 = α1 λ2 =α1 + 2α2 + α3
λ3=α1 + 2α2 + α3 + α4
λ4=α1 + 2α2 + 4α3 + 2α4
1
G2 α2 λ1 = 2α1 + α2, λ2 = α2 1
E6 α2 λ1 = α2 λ2 =α2 + α3 + 2α4 + α5
λ3=α1 + λ2 + α6
λ4=α1 + α3 + λ2 + α5 + α6
1
E7 α1 λ1 = α1 λ2 =α1 + α2 + 2α3 + α4 + α5
λ3=λ2 + α5 + 2α6 + α7
λ4=λ2 + α2 + 2α4 + α5 + α6 + α7
1
E7 α2 λ1 = α2 λ2 =α2 + α3 + 2α4 + α5
λ3=λ2 + α5 + 2α6 + α7
λ4=λ2 + α1 + α6
λ5=λ2 + α1 + α5 + α6 + α7
λ6=λ4 + α3 + α7
λ7 =λ4 + α3 + α5
7
E7 α7 λ1 = α7 λ2 =α2 + α3 + 2α4 + α5 + α6 + α7
λ3=λ2 + 2α1 + α3 + α4 + α2 + α5 0
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TABLEAU II—suite
 λ0 S = λ1     λn
 Card2
E8 α1 λ1 = α1 λ2 = α1 + α2 + 2α3 + α4 + α5 14
λ3=λ2 + α5 + 2α6 + α7
λ4=λ3 + α2 + 2α4 + α5
λ5=λ3 + α4 + α8
λ6=λ5 + α2 + α5
λ7 =λ5 + α2 + α7
λ8=λ5 + α5 + α7
E8 α8 λ1 = α8 λ2 =α2 + α3 + 2
∑
4≤i≤7 αi + α8
λ3=λ2 + α2 + α5 + 2α1 + α3 + α4
λ4=λ3 + 2
∑
4≤i≤6 αi + α2 + α3
1
Notations des Planches I a` IX de [5].
TABLEAU III
Liste des PV quasi-commutatifs irre´ductibles:  λ0 avec 2 exprime´ a` l’aide de S
 λ0 2
Bk αp
Dk αp
2p ≤ k
1 ≤ i < j ≤ p λi + λp+i + λj + λp+j
2
B2p−1 αp 2 ≤ i ≤ j ≤ p
λi + λj + λ2p−i+1 + λ2p−j+1
2
2 ≤ i ≤ p λ1 +
λi + λ2p−i+1
2
F4 α1
E6 α2
E7 α1
E8 α8
λ1 + λ2 + λ3 + λ4
2
G2 α2
3λ1 + λ2
2
E7 α2
λ1 + λ3 + λ4 + λ6
2
,
λ2 + λ3 + λ6 + λ7
2
,
λ2 + λ3 + λ4 + λ5
2
λ1 + λ2 + λ5 + λ6
2
λ1 + λ2 + λ4 + λ7
2
,
λ1 + λ3 + λ5 + λ7
2
,
λ4 + λ5 + λ6 + λ7
2
E8 α1
λ1 + λ2 + λ3 + λ4
2
,
λ1 + λ2 + λ5 + λ6
2
,
λ1 + λ2 + λ7 + λ8
2
λ1 + λ3 + λ5 + λ7
2
,
λ1 + λ3 + λ6 + λ8
2
,
λ1 + λ4 + λ5 + λ8
2
λ1 + λ4 + λ6 + λ7
2
,
λ2 + λ3 + λ6 + λ7
2
λ2 + λ3 + λ5 + λ8
2
,
λ2 + λ4 + λ5 + λ7
2
,
λ3 + λ4 + λ5 + λ6
2
λ3 + λ4 + λ7 + λ8
2

λ5 + λ6 + λ7 + λ8
2
,
λ2 + λ4 + λ6 + λ8
2
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Pour terminer ce paragraphe donnons la forme explicite de l’invariant
relatif fondamental dans un cas tre`s simple.
Rappelons que pour les PV de type parabolique, absolument irre´ductible,
les assertions (i), (ii), (iii) suivantes sont e´quivalentes [20]:
(i) Il existe un invariant relatif polynomial (non nul) sur 1.
(ii) L’ensemble des e´le´ments de 1 admettant 2H0 comme e´le´ment
1-simple est non vide; cet ensemble est note´ dore´navant ̂1 et ses e´le´ments
sont appele´s ge´ne´riques.
Rappelons e´galement que x appartient a` ̂1 si et seulement si adx2p est
une bijection de −p sur p pour tout entier p ≥ 1 [6, chap. VIII, Sect. 1,
no. 3, corollaire].
(iii) Il existe p ≥ 1 tel que p = 0
 et il existe x dans 1 tel que
adx2p est une bijection de −p sur p.
Lemme 2.3. Soit 0 1 un pre´homoge`ne absolument irre´ductible,
re´gulier pour lequel 2 est de dimension un, alors l’invariant relatif fondamen-
tal est donne´ par Bad4ω−ω−ω− e´tant un ge´ne´rateur de −2, et χG
est un sous-groupe de ∗2. Le pre´homoge`ne 0 1 est quasi-commutatif.
De´monstration. Comme −2 est de dimension un, le groupe AutH0
agit scalairement sur −2 et on note a−1 le caracte`re associe´.
Pour tout e´le´ment x de 1, soit
f x = Badx4ω−ω−
Comme
f gx = Badx4g−1ω− g−1ω− = a2gf x g ∈ AutH0
f est un invariant relatif non nul (en conside´rant des e´le´ments de ̂1), donc
il existe une constante c non nulle et un entier n tels que f = cPn; on
note toujours P l’invariant relatif fondamental. Il sufﬁt donc de ve´riﬁer
que n = 2.
Avec nos hypothe`ses, 1 est un 0 0-module simple de dimension ﬁnie,
l’espace vectoriel  des formes biline´aires 0 0-invariantes est de dimen-
sion infe´rieure ou e´gale a` 1 [6, chap. VIII, Sect. 7, no. 5, proposition 12].
Sur 1 on a naturellement une forme biline´aire antisyme´trique 0 0-
invariante, non de´ge´ne´re´e (en conside´rant des e´le´ments de ̂1),
B1x y = Bx yω−
et qui est relativement invariante, en effet lorsque g ∈ AutH0 , on a
B1gx gy = Bgx gyω−
= Bgx yω− = Bx y g−1ω− = agB1x y
d’ou` B1 est invariante sous l’action de 0 0.
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Ainsi  est de dimension un. Si n = 2, l’invariant relatif fondamental est
une forme quadratique relativement invariante; la forme biline´aire associe´e
est alors syme´trique, non de´ge´ne´re´e et 0 0-invariante, ce qui est con-
tradictoire, donc n = 1.
On a e´galement montre´ que χAutH0 est inclus dans les carre´s de
∗. Le dernier re´sultat de´coule du consultation du tableau 1 de [20].
3. UNE DE´COMPOSITION DE L’INVARIANT
FONDAMENTAL n ≥ 2
Nous supposerons dore´navant que le pre´homoge`ne 0 1 est quasi-
commutatif, absolument irre´ductible.
Soit S = λ1     λn
 un syste`me orthonormal maximal ﬁxe´, on suppose
que les racines λ2     λn sont longues et que les sous-espaces radiciels
correspondants a` ces racines sont de dimension un (cf. la remarque suivant
la Proposition 2.2). On note simplement hi la co-racine correspondant a` λi
et hit l’automorphisme hλit (notation (4), Section 1).
Pour i = 1     n, soit Xλi hiX−λi un sl2-triplet, alors 
∑
1≤i≤n Xλi ,
2H0
∑
1≤i≤n X−λi en est e´galement. On normalise l’invariant relatif fonda-
mental par la condition P∑1≤i≤n Xλi = 1, et on rappelle que le caracte`re
associe´ est note´ χ.
l est la quantite´ !λn!/!λ1!2 qui vaut toujours 1 a` l’exception des deux
cas:  = G2 l = 3 ou  = B2n−1 l = 2.
Le support d’une racine µ est l’ensemble: sµ = i 	 nµλi = 0
.
Proposition 3.1. (1) Pour i ∈ 0±1
 soit xi ∈ Eihn ∩ 1 et t ∈ ,
alors,
Px1 + x0 + tXλn = tPx0 +Xλn + f x0 x1
Px−1 + x0 + tXλn = tPx0 +Xλn + t2Gx0 x−1
f (resp. G) sont des polynomes homoge`nes de meˆme degre´ que P (resp. de
degre´: (degre´ de P-2)).
(2) f et G sont Ghn -relativement invariant:
f gx0 gx1 = χgf x0 x1
Ggx0 gx−1 = χgbg−2Gx0 x−1 gXλn = bgXλn
(3) Lorsque x0 n’est pas dans le lieu singulier de 	hn1, la restriction
de f x0  (resp. Gx0 ) au sous-espace E1hn ∩ 1 (resp. E−1h ∩ 1
suppose´ non re´duit a` 0
) est une forme quadratique non de´ge´ne´re´e.
De´monstration. Le re´sultat de´coule des degre´s d’homoge´ne´ite´.
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(1) (a) Soit x appartenant a` E1hn ∩ 1 (resp. E−1hn ∩ 1), on
de´compose
Px+ x0 + tXλn = P0x0 x +
∑
1≤i≤r
tiPix0 x
notons d le degre´ de P , alors Pi est homoge`ne de degre´ d − i.
Soit g dans Ghn g centralise chaque composante gXλn = bgXλn
ainsi
Pigx0 gx = χgbg−iPix0 x i = 0     r (3)
prenons g = hns s ∈ ∗, alors hns/Eihn = siId/Eihn et nous obtenons
Pix0 sx = s2−2iPix0 x resp. s2i−2Pix0 x 0 ≤ i ≤ r
On rappelle que χhns = s2 (de´monstration de la prop. 3.2 de [17]),
ainsi 2 − 2i ≥ 0 (resp. 2i − 2 ≥ 0), d’ou` 0 ≤ i ≤ 1 (resp. i ≥ 1) ce qui
e´tablit le re´sultat pour E1hn ∩ 1.
P0x0  est homoge`ne de degre´ 2, nous avons e´galement ve´riﬁe´ l’e´galite´
Px0 + tXλn = tPx0 +Xλn (4)
(b) Soit x1 ∈ λ1 , la relation (4) applique´e successivement a`
chaque Xλi i = 2     n− 1, donne
P
(
x1 + ∑
2≤i≤n
tiXλi
)
= t2 · · · tnP
(
x1 + ∑
2≤i≤n
Xλi
)

Mais P est homoge`ne de degre´ d, donc Px1 +∑2≤i≤n Xλi est un poly-
nome homoge`ne sur λ1 de degre´ d − n+ 1 et nous avons
P
( ∑
1≤i≤n
tiXλi
)
= td−n+11 t2 · · · tn (5)
Soit β une racine de , de la proprie´te´ d’invariance relative de P et de (5),
nous de´duisons que
χhβu = urβ avec rβ =
∑
2≤i≤n
nλi β + d + 1− nnλ1 β
d’ou` ( !β!
!λn!
)2
· rβ = 2βH0 +
nβλ1
l
d + 1− n− l
Prenons pour β, une racine longue de 1 telle que nβλ1 = 0 (ce qui est
toujours possible; cf. Tableaux II et III), nous avons vu pre´cedemment que
rβ = 2, donc d = n+ l − 1, ce qui nous donne pour une racine β:
rβ = 2 ·
(!λn!
!β!
)2
· βH0
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(c) Rappelons que
Px−1 + x0 + tXλn =
∑
1≤i≤r
tiPix0 x−1
le polynome Pix0  e´tant homoge`ne de degre´ 2i− 1.
Il sufﬁt de conside´rer Pi
∑
1≤i≤n−1 tiXλi  x−1 ti ∈ , car les polynomes
Pi sont relativement invariant par Ghn et
∑
1≤i≤n−1 tiXλi n’est pas dans le
lieu singulier de 	hn1 lorsque t1    tn−1 est non nul. Ecrivons x−1 =∑
α∈−1 n tαXαXα ∈ α − 0
, avec α ∈ −1 n = α ∈ 1 	 nα λn =−1
. Pour chaque racine β, la restriction de l’automorphisme e´le´mentaire
hβu a` chaque sous-espace radiciel α se re´duit a` unαβId, d’ou` par les
proprie´te´s d’invariance relative (3) et les relations d’homoge´ne´ite´, nous
obtenons les relations suivantes pour chaque moˆnome Pi,
n
i
j (resp. n
i
α ) de´signe le degre´ de tj (resp. tα)∑
1≤j≤n−1
nλj βnij +
∑
α∈−1 n
nα βniα
= 2
(!λn!
!β!
)2
βH0 − i · nλnβ (6)∑
α∈−1 n
niα = 2i− 1 (7)
Appliquons la relation (6) a` une racine β de −1 n. Comme β est longue
(lemme 4.2 de [16]), on a nλj β ≥ 0 et pour une autre racine α de
−1 n comme sαλn + β ∈ 2−nλn+βα, on a nβα ≥ −nλn α = 1.
Les relations (6) and (7) impliquent que∑
j∈sβ j =n
nλj β · nij + niβ = 4− i
Soit ni =Maxniβ  β ∈ −1 n
, alors ni ≥ 1 pour i ≥ 2, mais ni ≤ 4− i,
donc i ≤ 3, et pour i = 3, nous obtenons n3β = 0 ou 1.
La relation (6) donne, pour i = 2 et β = λj avec 2 ≤ j ≤ n− 1,
2n2j +
( ∑
α∈−1 n j∈sα
n2α
)
= 2 6
La relation (7) implique qu’au plus deux racines de −1 n ve´riﬁent n
2
α =
0. Supposons que n2α = n2β = 1 pour deux racines distinctes α et β de
−1 n, alors la relation (6) applique´e a` un indice j compris entre 2 et n− 1
appartenant au support de β mais n’e´tant pas dans le support de α nous
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donne 2n2j = 1, ce qui est absurde. Finalement nous sommes arrive´s a` la
forme suivante,
P
( ∑
1≤i≤n
tiXλi +
∑
α∈−1 n
tαXα
)
= tl1t2    tn +
∑
α∈−1 n
aαt
2
α
∏
1≤i≤n
t
n
α
i
i +
∑
I
αI
∏
β∈I
tβ ·
∏
j∈I ′
t
nj I′
j 
I e´tant un ensemble de quatre racines distinctes de −1 n et I ′ = j 	
nλj β = 0 pour β dans I
.
Il reste a` calculer Px pour la forme simpliﬁe´e suivante x =∑
j∈I ′ tjXλj +
∑
β∈I tβXβ + tnXλn avec I = βi i= 1 2 3 4
. Supposons
que tβ1 = 0, soient
A = ∑
2 3 4
tβi
tβ1Nβi−β1
Xβi−β1 g = expadA x′ =
∑
j∈I ′
tjXλj + tβ1Xβ1 
On a, d’une part x = gx′ et d’autre part adx′2X−β2 = 0, donc adx′2
n’est pas une bijection de −1 sur 1, d’ou` x′ est dans le lieu singulier et on
conclut que Px = Px′ = 0, donc P3 = 0.
(2) Les invariances relatives ont e´te´ e´tablies dans les relations (3).
(3) (a) Pour f : Soit x0 un e´le´ment qui n’est pas dans le lieu singulier
de 	hn1, on le comple`te en un sl2-triplet 1-adapte´: x0 2H0 − hn y0.
Avec les proprie´te´s usuelles des sl2-triplets [6], adx0 est une bijection
du sous-espace E−12H0 − hn sur le sous-espace E12H0 − hn, d’ou` il
existe un unique e´le´ment A de E−12H0 − hn ∩ 0 = E1hn ∩ 0 tel que
Ax0 = −x1 et comme λn est une racine longue, le calcul donne
expadAx0 + x1 + tXλn = x0 +
(
tXλn +
1
2
adA2x0
)
= x0 +
(
t + BadA
2x0X−λn
2BXλnX−λn
)
Xλn
Comme χexpadA = 1, on en de´duit que
Px0 + x1 + tXλn = tPx0 +Xλn +
BadA2x0X−λn
2BXλnX−λn
Px0 +Xλn
d’ou`
f x0 x1 =
BadA2x0X−λn
2BXλnX−λn
Px0 +Xλn
= −BAx1X−λn
2BXλnX−λn
Px0 +Xλn
Ce qui de´montre que la forme quadratique f x0  est non degenere´e.
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(b) Pour G: Pour  = G2, on le ve´riﬁe sur la forme explicite de
P donne´e dans le Lemme 2.3. Sinon il sufﬁt de calculer P∑1≤i≤n tiXλi +
tαXα.
α e´tant une racine de −1 n, donc ω = α + λn est une racine de 2, et
avec la description du lemme 4.2 de [16] (ou Tableau III), il existe une
racine λj , pour un indice j ∈ 2     n− 1
, telle que Xα est dans E1hj ∩
1; on applique le resultat pre´ce´dent avec hj a` la place de hn, ce qui nous
donne
P
( ∑
1≤i≤n
tiXλi + tαXα
)
= Px′0 + tjXλj + tαXα
= P
( ∑
1≤i≤n
tiXλi
)
+ t2αf x′0Xα
avec x′0 =
∑
1≤i≤n i =j tiXλi , soit A ve´riﬁant l’e´galite´ Ax′0 = −Xα, alors
aαt
2
n
∏
1≤i≤n
t
n
α
i
i = f x′0Xα = −
BAXαX−λj 
2BXλj X−λj 
Px′0 +Xλj 
Il reste a` ve´riﬁer que aα est non nul.
Soit Xω un e´le´ment non nul de ω, posons Xα = X−λnXω et Xωi j =X−λi  X−λj Xω. Par la description donne´e dans [16, Lemme 4.2], il sufﬁt
de re´soudre l’e´quation Ax′0 = −Xα dans les deux cas suivants:
(α) ω = 12 λj + λi + λk + λn (i j k n distincts)
Alors A = −[(1/2titk)](tiXωkn + tkXωin − tnXωik), notons
−cω =
2B
([
X−λi 
[
X−λj 
[
X−λk
[
X−λnXω
]]]]
Xω
)
Bhn hn

(β) ω = λ1+ 12 λj +λn 2 ≤ j ≤ n− 1, alorsA = −
[(
1/2t1
)]
Xω1n +(
tn/4t
2
1
)
Xω11 , notons
−cω =
B
([
X−λj 
[
X−λ1
[
X−λ1
[
X−λnXω
]]]]
Xω
)
Bhn hn

Dans les deux cas, on a aα = −cω/4 = 0 et nα1 = l1− nλ1 α, nαi =
1− nλi α pour i = 2     n.
Remarques. 1. Soit V = E1hn ∩ 1 (resp. = E−1hn ∩ 1), et T
l’application de 	hn1 dans l’espace vectoriel des formes bilineaires
syme´triques de V (note´ SBV ) de´ﬁnie par T x = f x  (resp. Gx ),
alors GlV  agit sur SBV  et T est un morphisme e´quivariant de
Ghn	hn1 sur GlV  SBV .
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2. Dans les notations de la de´monstration, nous avons obtenu la
forme suivante:
P
(
x1 + ∑
2≤i≤n
tiXλi +
∑
α∈−1n
tαXα
)
= P1x1
∏
2≤i≤n
ti −
∑
α∈−1n
cα+λn
4
· t2α · P1x11−nλ1α ·
∏
2≤i≤n
t
1−nλiα
i 
x1 ∈ λ1 . Lorsque λ1 est de dimension un, P1t1Xλ1 = tl1; dans le cas
contraire, P1 est l’invariant relatif fondamental normalise´ par P1Xλ1 = 1,
du PV de rang un:
(
	0	1 = λ1 h1/2
)
avec  =⊕2≤i≤n hi, il est de
degre´ deux (resp. trois) lorsque  = B2n−1 (resp. G2).
Theoreme 1. Soit 0 1 un PV quasi-commutatif, tel que les com-
posantes irre´ductibles soient absolument irre´ductibles et soient de type diffe´rent
de G2 α2, alors toute orbite de Ge dans 1 rencontre
⊕
1≤i≤n 
λi .
Remarque. Ce the´ore`me implique que les PV quasi-commutatifs
presque de´ploye´s, sans composantes irreductibles de type G2 α2 ve´riﬁent
la proprie´te´ de diagonalisation, c’est a` dire que toute orbite de Ge
dans 1 rencontre
⊕
1≤i≤n 
λi (cf. Proposition 2.1.).
De´monstration. On proce`de par re´currence sur le rang de . Le
re´sultat est e´vident pour le rang 1; on suppose que la proprie´te´ de
diagonalisation est ve´riﬁe´e lorsque le rang de  est ≤ p − 1. Lorsque
 est de rang p, on peut supposer que  est irre´ductible car, dans le cas
contraire, le re´sultat de´coule de l’hypothe`se de re´currence applique´e aux
composantes absolument irre´ductibles; on peut e´galement supposer que
2 = 0
 car le the´ore`me est connu dans le cas commutatif re´gulier [16,
proposition 5.2.2]. Soit  irre´ductible et S range´ comme au de´but de la
section, ce qui implique que les racines λi, pour i = 2     n, sont longues
avec des sous-espaces radiciels correspondants de dimension 1, et on a
λi = E2hi.
(1) Lorsque x est non nul et est dans le lieu singulier de 1, on
le comple`te en un sl2-triplet 1-adapte´ x h y; par l’un des rappels de
l’introduction on peut supposer que h = ∑i∈I hi pour un sous-ensemble
non vide I de 1     n
, et on conside`re le pre´homoge`ne (	0	1 h2 )
avec  = 2H0 − h qui contient x comme e´le´ment ge´ne´rique et qui
est encore quasi-commutatif, puisque S = λi	i ∈ I
 est un ensemble
de racines fortement orthogonales de 1 dont la somme des co-racines
vaut h.
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Deux cas sont alors possibles:
(a) S est orthogonal maximal pour le pre´homoge`ne
(
	0,
	1, h2
)
. Il sufﬁt alors d’appliquer l’hypothe`se de re´currence a` l’e´le´ment x
de 	1, le PV n’ayant pas de composantes irre´ductibles de type G2 α2
en raison des longueurs des e´le´ments de S.
(b) S n’est pas orthogonal maximal.
D’apre`s le (1) de la proposition 4.4 de [16], cela signiﬁe qu’il existe au
moins une racine courte dans S. Nous avons donc  λ0 = B2k−1 αk
et 1 ∈ I par le choix de l’indexation de S. Toujours par le (1) de la propo-
sition 4.4 de [16], il existe deux racines µ1 et µ2 appartenant a` 1,
telles que S1 = µ1 µ2 λi i ≥ 2 et i ∈ I
 soit un syste`me orthogonal
maximal de 	0	1; toutes les racines de S1 sont longues et on a
λ1 = µ1 + µ2/2.
Par l’hypothe`se de re´currence, il existe un e´le´ment g de Ge tel que gx ∈
S1 , d’ou` gx = y + z avec y ∈ S1∩S et z ∈ µ1 ⊕ µ1 ; il reste a` re´duire cette
dernie`re composante ce qui se fait dans un PV de type B3 α2.
Dans les notations du Tableau II, il existe deux indices distincts k et l
n’appartenant pas a` I tels que
µ1 = λ1 +
λk − λl
2
 µ2 = λ1 −
λk − λl
2

Soit 1 =
⊕
j =1kl hj , alors il est facile de ve´riﬁer que
	11 = λ1 ⊕ λk ⊕ λl ⊕ µ1 ⊕ µ2 ⊕ 
λk+λl
2 
	10	11 est de type B3 α2
ainsi µ1 µ2 λk + λl/2
 et λ1 λk λl
 sont deux syste`mes orthogonaux
maximaux, donc ils sont conjugue´s par un e´le´ment du groupe de Weyl ((2)
de la proposition 4.4 de [16]), ce qui termine la de´monstration du (1).
(2) Lorsque x est un e´le´ment ge´ne´rique de 1, on commence par le
simpliﬁer en appliquant le lemme 5.2.1 de [16] a` la racine λn, ainsi on peut
supposer que
x = x0 + x−1 + tXλn avec xi ∈ Eihn ∩ 1
Puis on conside`re le pre´homoge`ne:(
	hn0	hn1H0 −
hn
2
)
qui admet comme syste`me orthogonal maximal λi i = 1     n − 1

[ici I = 1     n − 1
 et donc on est dans le cas (a) de (1) puisque
dans le cas (b) I a au plus n − 2 e´le´ments] et on applique l’hypothe`se de
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re´currence a` l’e´le´ment x0 de 	hn1, comme le groupe Ge correspondant
centralise hn, on peut supposer que
x = x1 + ∑
2≤i≤n
tiXλi +
∑
α∈−1n
tαXα avec x
1 ∈ λ1
et avec la remarque (2) de la proposition 3.1, on a la forme suivante de
Px:
Px = P1
(
x1
) ∏
2≤i≤n
ti
− ∑
α∈−1n
cα+λn
4
· t2α · P1
(
x1
)1−nλ1α · ∏
2≤i≤n
t
1−nλiα
i = 0
Lorsque tα = 0, pour chaque racine α de −1n, la de´monstration est ter-
mine´e, sinon pour une racine α de −1n, on a
tαP1
(
x1
)1−nλ1α · ∏
2≤i≤n
t
1−nλiα
i = 0 (8)
Soit I = j 	 αhj = 0
. Deux cas peuvent se pre´senter:
(a) I est non vide, et dans le cas B2k−1 αk on suppose e´galement
que 1 ∈ I. On conside`re l’e´le´ment 1-simple H1 =
∑
j∈I hj , ainsi x se
de´compose en x = x2 + y + x0 avec
x2 ∈
⊕
j∈I
λj  y ∈ ⊕
β∈−1n
β=α
β x0 ∈ α
⊕
j /∈I
λj ⊂ E0H1 ∩ 1
La relation (8) implique que x2 admet H1 comme e´le´ment 1-simple, donc
adx22 est une bijection de E−2H1 ∩ 0 sur E2H1 ∩ 2, d’ou` il existe A
appartenant a` E1hn ∩ E−2H1 ∩ 0 tel que adx22A = Xλn y; soit
B = −X−λn x2A, alors y = −B x2, et on a
expadBx = expadBx2 + expadBy + expadBx0
= x2 + B x2 + y + expadBx0
= x2 + x′0 x′0 = expadBx0 ∈ E0H1 ∩ 1
Comme pre´ce´demment, il existe un e´le´ment C appartenant a` E−2H1 ∩ 0
tel que adx22C = x2 x′0, alors
expadCx2 + x′0 = x2 + C x2 + x′0 = x2 + y0
Par le choix de C, l’e´le´ment y0 commute avec x2 et H1, donc e´galement
avec la sous-alge`bre re´ductive  = H1 ⊕ x2 ⊕ x′2, x2H1 x′2 de´signant
le sl2-triplet correspondant a` x2H1. Le pre´homoge`ne 	0	1
est gradue´ par H0 −H1/2, il est encore quasi-commutatif avec λj j /∈ I

comme syste`me orthogonal maximal par la de´monstration du Lemme 3.2;
comme y0 appartient a` 	1, le re´sultat de´coule de l’hypothe`se de
re´currence applique´ a` y0 dans ce dernier PV.
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(b)  = B2k−1 et 1 /∈ I autrement dit α = α1 = λ1 + 12 λ2 − λn
dans les notations du Tableau III n = 2k− 1. On traite e´galement le cas
ou` I est vide, ce qui correspond a`  λ0 = B3 α2.
Premier cas: x1 = 0. On conside`re les racines suivantes de 0,
ω1 = −λ1 +
1
2
λ2 + λn ω2 = α1 − λ1 =
1
2
λ2 − λn
Avec les proprie´te´s usuelles, adx12 est une bijection de E−2h1 ∩ −1
sur E2h1 ∩ 1. L’e´le´ment non nul Xω1X−λn appartient a` E−2h1 ∩ −1,
d’ou` il existe t appartenant a`  tel que
tad
(
x1
)2Xω1X−λn = −tα1Xα1 
Soient
A = t[[Xω1X−λn] x1] ∈ ω2 et g = expadttnXω1 · expadA
Comme ω2 est fortement orthogonale aux racines λk, 3 ≤ k ≤ n − 1, et
que ω2 + λ2, ω1 + 12 λ2 + λn, ω1 + λk, 2 ≤ k ≤ n, ne sont pas des racines,
un calcul facile donne
gx = x1 +
n∑
i=2
tiXλi +
∑
α∈−1nα=α1

tαXα
ce qui termine la de´monstration lorsque I est vide ou bien les valeurs tα
sont toutes nulles et sinon on applique (a).
Deuxie`me cas: x1 = 0. Pour toute racine α ∈ −1n distincte de α1, α−
α1 est encore une racine, mais α− α1 + µ n’en n’est pas une lorsque µ est
un e´le´ment de l’ensemble
β ∈ −1n β = α1 λi 2 ≤ i ≤ n

(tableau III ou lemme 4.2 de [16]).
Soient uα ∈  tel que
uαXα−α1 tα1Xα1 = −tαXα
et
A = ∑
α∈−1nα=α1

uαXα−α1
alors, avec les remarques pre´ce´dentes, le calcul donne
expadAx = ∑
3≤i≤n−1
tiXλi + x′ x′ = t2Xλ2 + tnXλn + tα1Xα1 
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On termine la de´monstration pour x′ c’est a` dire dans un PV de type
B3 α2. Comme ω1 + α1 = λ2, et que ω1 + λ2 ainsi que ω1 + λn ne sont
pas des racines, en appliquant expadu1Xω1 avec une valeur convenable
de u1 ∈ , on peut supposer que x′ = tnXλn + tα1Xα1 .
Soit X un e´le´ment de −ω2 tel que XXα1 = 0, alors XXα1 ∈ λ1 ;
posons
g = expaduX−ω1 expadX
avec u ve´riﬁant l’e´galite´,
utnX−ω1Xλn = −
1
2
tα1adX2Xα1
alors
gx = ∑
3≤i≤n
tiXλi +
[
X tα1Xα1
]+ tα1Xα1 [X tα1Xα1] ∈ λ1 − 0

On termine en appliquant le re´sultat du premier cas de (b).
(c) I est vide et  = B2n−1. On applique alors le (3) du lemme 2.3.1
de [17].
Remarque. Le The´ore`me 1 n’est pas vrai dans le cas G2 α2 suivant le
corps  de caracte´ristique 0.
Ainsi par exemple dans le cas re´el ou complexe ou non-archime´dien
mais avec la condition supple´mentaire dimα1 ≥ 9, toute orbite de Ge
dans 1 rencontre λ1 ⊕ λ2 car on est amene´ a` de´terminer si un polynoˆme
homoge`ne de degre´ 3 a une racine non triviale.
Exemple. Le cas  λ0 = E6 α2 et  λ0 = G2 α2 sur un corps
-adique. Le diagramme de Satake est le suivant:
• • ◦ • •
◦
Dans le cas de´ploye´ G2 α2 sur un corps -adique ou un corps de nombre,
il existe des orbites qui ne rencontrent pas λ1 ⊕ λ2 . Les orbites dans le
cas d’un corps de nombre sont donne´es dans [7].
Lemme 3.2. Soient 0 1 un pre´homoge`ne quasi-commutatif tel
que les composantes irre´ductibles soient absolument irre´ductibles et soit 
l’alge`bre engendre´e par un sl2-triplet 1-adapte´ non ge´ne´rique. Le pre´homoge`ne
	0	1 est encore quasi-commutatif.
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De´monstration. On adopte la notation 	i = 	i.
(1) Il sufﬁt de montrer le lemme lorsque  est irre´ductible et pour
un sl2-triplet de la forme
x =∑
i∈I
xi h =
∑
i∈I
hi xi ∈ λi − 0
 I ⊂ 1     n
 (9)
et de ve´riﬁer e´galement que λj j /∈ I
 (a` l’identiﬁcation pre`s) est encore
un syste`me orthogonal maximal de 	0	1 avec la proprie´te´ 	λj = λj , ceci
lorsque 2 = 0
; dans le cas  = B2k−1 on supposera de plus que 1 ∈ I.
En effet ceci terminera la de´monstration du The´ore`me 1 et par
conse´quent celle du lemme puisque, pour tout sl2-triplet x h y,
il existe un e´le´ment g et un sous ensemble I de 1     n
 tels que
gx ∈ ⊕i∈I λi − 0
; on comple`te ce dernier en un sl2-triplet gx h =∑
i∈I hi y ′, qui est dans la meˆme orbite que celui de de´part.
(2) Soit x h ve´riﬁant (9), on a ⊕i/∈I λi ⊂ 	1, donc 	0	1 est
gradue´ par 12
(∑
i/∈I hi
)
et ce PV est re´gulier, ce qui termine la de´monstration
dans le cas commutatif.
Sinon on comple`te la sous-alge`bre abe´lienne, de´ploye´e
⊕
i/∈I hi en une
sous-alge`bre abe´lienne, de´ploye´e maximale de 	, note´e ′, et soit ′ le
syste`me de racines de 	 ′. Lorsque la racine λi est longue, le sous-
espace radiciel correspondant est de dimension 1 et ve´riﬁe l’e´galite´ λi =
E2hi, donc il est ′-stable et est e´galement un sous-espace radiciel, 	µi ,
pour une racine µi de ′ dont la co-racine est e´galement hi. Ainsi, si
toutes les racines λi i /∈ I
 sont longues, l’ensemble S1 = µi i /∈ I
 est
un syste`me orthogonal de 	0	1, ce qui montre que 	0	1 est quasi-
commutatif. De plus, S1 est maximal d’apre`s le (1) de la proposition 4.4
de [16].
Il reste a` terminer la de´monstration du lemme dans les deux cas suivants:
(a)  = B2k−1 et 1 /∈ I. Posons I1 = I ∪ 1
. Soit 	′ l’alge`bre
de´rive´e du centralisateur de 1 =
⊕
i/∈I1 hi dans 	, et conside´rons le
pre´homoge`ne 	′0	′1. On a 	′1 = E2h1 ∩ 1, comme tout e´le´ment non
nul de λ1 admet h1 comme e´le´ment 1-simple, 	′0	′1 est gradue´ par h1/2
et est re´gulier; de plus il est commutatif donc il existe des racines fortement
orthogonales de ′, note´es δ1     δp, dont la somme des co-racines vaut
h1. Ainsi δ1     δp λi i /∈ I1
 est un syste`me orthogonal de 	0	1 qui
est donc quasi-commutatif.
(b)  = G2. Le re´sultat est e´vident parce que  est de rang 2
donc, a` l’action de G-pre`s, on a h = h1 ou h = h2, d’ou` 	1 = λ2 ou
λ1 .
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4. CHOIX D’UN SYSTE`ME DE CHEVALLEY
On rappelle que les restrictions non nulles des racines de  a` la sous-
alge`bre  =⊕1≤i≤n hi forment un syste`me de racines, note´ R, e´galement
gradue´:
Ri = µ ∈ R	µH0 = i
 et 2 = R2
Lorsque  est irre´ductible, R l’est e´galement. La correspondance entre R
et  est alors donne´e par [16, proposition 6.6]:
Proposition 4.1. Rλ0 est de type:
(i) Cn αn lorsque 2 =  (PV commutatif ), c’est a` dire lorsque
 λ0 est de type A2n−1 αn, Cn αn, D2n α2n ou D2n α2n−1,
E7 α7.
(ii) F4 α1 lorsque  λ0 est de type F4 α1, E6 α2, E7 α1,
E8 α8 (2 est de dimension 1).
(iii) B2n αn lorsque  λ0 est de type Bk αn ou Dk αn, avec
2n < k, B2n αn.
(iv)  = R dans les cas suivants: B2n−1 αn, D2n αn, E7 α2,
E8 α1, ou G2 α2.
On rappelle e´galement qu’il existe une sous-alge`bre de  qui admet 
comme sous-alge`bre de Cartan [17, proposition 2.2.1]. Cette sous-alge`bre
est note´e R ainsi le pre´homoge`ne R0 R1 est repre´sente´ par Rλ0.
Soit XλHλX−λλ∈R un syste`me de Chevalley quelconque de R. Pour
pre´ciser les proprie´te´s ve´riﬁe´es par notre syste`me de Chevalley, donnons
quelques re´sultats pre´liminaires.
Dore´navant, on suppose que le PV quasi-commutatif est presque de´ploye´.
Dans la de´monstration de la Proposition 3.1, a` une racine
ω = 1
2
λi + λj + λk + λl i j k l distincts
on a associe´ la quantite´ cω,
cω = −2
B
([
X−λi 
[
X−λj 
[
X−λk
[
X−λl Xω
]]]]
Xω
)
Bhn hn
donc
= N−λlωN−λkω−λlN−λjω−λl−λkN−λiω−λl−λk−λj
= ±1
en utilisant les proprie´te´s des coefﬁcients Nαβ [6, chapitre VIII, Sect. 2,
no. 4].
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On associe e´galement des e´le´ments de Ge provenant d’automorphismes
construits dans l’alge`bre de type D4 associe´e a` ω, dont on va rappeler
l’action sur certains e´le´ments de S .
On rappelle que pour a ∈ n et λ une racine de R, on note aλ =∏
1≤i≤n a
nλiλ
i .
Pour s1, s2 appartenant a` ∗ et a ∈ n, soit Aωs1 s2 = s21 + cωaωs22.
On suppose de plus que aω et Aωs1 s2 ne sont pas nuls, alors il existe
un e´le´ment de Ge note´ ωijs1 s2, centralisant
⊕
k∈sω 
λk , tel que son
action sur l’e´le´ment particulier suivant soit donne´e par
gωijs1 s2
( ∑
k∈sω
akXλk
)
= ∑
k∈sω
a′kXλk
a′k = ak si k = i j a′i = Aωs1 s2ai a′j = Aωs1 s2−1aj
([17, lemme 2.3.1] combine´ avec l’automorphisme his1).
Signalons que la notation gωijs1 s2 est une notation simpliﬁe´e puisque
cet e´le´ment de´pend e´galement des valeurs ai i ∈ sω.
Soit Gω le sous-groupe engendre´ par gωij i et j ∈ sω, hα avec
sα = sω, hi, i ∈ sω
. De manie`re analogue, Gωω′    est le
groupe engendre´ par les sous-groupes GωGω′    .
  de´signe le symbole de Hilbert lorsque  est un corps local.
Lorsque  est un corps de nombres,  est l’ensemble des places de ,
 v est le symbole de Hilbert correspondant au comple´te´ de  a` la place
v, et   =  vv∈.
Lemme 4.2 (Un re´sultat dans le pre´homoge`ne D6 α3). On suppose
que ω1 = 12 λ1 + λ2 + λ3 + λ4 et ω2 = 12 λ3 + λ4 + λ5 + λ6 sont des
racines.
(1) ω ∈ 2 ve´riﬁant sω ∈ 1     6

 = ω1ω2ω3
, avec ω3 =
1
2 λ1 + λ2 + λ5 + λ6. On a cω1 · cω2 = cω3 .
(2) Soit x =∑1≤i≤6 aiXλi et y =∑1≤i≤6 biXλi tels que
(i) aω1aω2 = 0 et a2a4a6 = b2b4b6,
(ii) les formes quadratiques cω1a5a6X
2
1 ⊕ cω2a1a2X22 ⊕ cω3a3a4X23
et cω1b5b6X
2
1 ⊕ cω2b1b2X22 ⊕ cω3b3b4X23 sont e´quivalentes.
Alors x et y sont dans la meˆme orbite de Gω1ω2ω3.
(3) Soit u une valeur ﬁxe´e du symbole de Hilbert et a un e´l´ement ﬁxe´ de
∗, alors les e´l´ements −1/aa1a3Xλ1 + aXλ2 + a3Xλ3 +Xλ4 + a1Xλ5 +Xλ6 ,
avec a1 et a3 non nuls ve´riﬁant l’´egalite´ cω1a1 cω3a3 = u, sont dans la meˆme
orbite de Gω1ω2ω3.
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De´monstration. Lorsque n ≥ 7, soit  = ⊕i≥7 hi, on conside`re le
pre´homoge`ne 	0	1 qui est absolument irre´ductible presque
de´ploye´ et son syste`me de racines est  = µ ∈ 	µhi = 0 i ≥ 7
. Tous
les calculs qui suivent se font dans ce PV lorsque n ≥ 7.
(1) Soit α = ω1 − λ3 − λ4, nous avons nαω2 = −1 donc α+ω2 =
ω3 ∈ 2. Chaque racine λi 1 ≤ i ≤ 6, est longue donc les racines de
2 sont de la forme ω = 12 λi + λj + λk + λl (i j k l distincts); si ω /∈ω1ω2ω3
, alors, pour i = 1 2 3, on doit avoir nωωi = 1, ce qui est
absurde.
Soit x =∑1≤i≤5 aiXλi , on applique la Proposition 3.1 a` h6 ce qui donne
−4Gx x−1 = cω2a1a2z21 + cω3a3a4z22
avec x−1 = z1
[
X−λ6Xω2
]+ z2[X−λ6Xω3]
Comme x′ = ∑1≤i≤5Xλi et x′′ = AX−λ1 +A−1X−λ3 +∑i=245X−λi , avec
A = s21 + cω1s22, sont dans la meˆme orbite de Gω1, on a
cω2z
2
1 + cω3z22 ∼
(
s21 + cω1s22
)(
cω2z
2
1 + cω3z22
)

On proce`de de meˆme avec h4 et h1, d’ou`
cω1z
2
1 + cω2z22 ∼
(
s21 + cω3s22
)(
cω1z
2
1 + cω2z22
)

cω1z
2
1 + cω3z22 ∼
(
s21 + cω2s22
)(
cω1z
2
1 + cω3z22
)

Ceci est e´galement vrai dans la -alge`bre de Lie construite avec le syste`me
de Chevalley, donc cω1cω2cω3 = 1.
(2) Soient x =∑1≤i≤6 aiXλi , et Fx la forme quadratique cω1a5a6X21 ⊕
cω2a1a2X
2
2 ⊕ cω3a3a4X23 ; comme A = t21 + t22cω1aω1 est repre´sente´ par la
forme quadratique Z21 ⊕ Z22cω1aω1 = cω2a1a2cω2a1a2Z21 ⊕ X22cω3a3a4, il
est facile de ve´riﬁer que Fgx et Fx sont e´quivalentes pour les e´le´ments
g ∈ Gω1ω2ω3, construits avec les coordonne´es a1     a6 de x.
Soit t ∈ ∗ repre´sente´ par Fx t = cω1a5a6t21 + cω2a1a2t22 + cω3a3a4t23 , et
regardons les diffe´rents cas.
Lorsque t1t2t3 = 0, on a
gω131
(
1
t2
a3a4t
2
3 + t21cω2a5a6
)
gω235
(
t3
t1
a3a4
)
x = x′ = ∑
1≤i≤6
ciXλi 
avec ci = ai, i = 2 4 6, et c3c4cω3 = t.
Sinon, supposons que t3 = 0, on applique simplement
gω315
(
t2
t1
a1a2
)
x = x′ = ∑
1≤i≤6
ciXλi 
avec ci = ai, i = 2 4 6, et c1c2cω2 = t.
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On proce`de de meˆme dans les autres cas. Ainsi, il existe g1 g2 ∈
Gω1ω2ω3 tels que
g1x = x′ =
∑
1≤i≤6
ciXλi  Fx′ ∼ Fx
g2y = y ′ =
∑
1≤i≤6
diXλi  Fy ′ ∼ Fy
c2c4c6 = d2d4d6, et les coefﬁcients des formes quadratiques Fx′ et Fy ′ sont
e´gaux (cω1c5c6 = cω1d5d6, etc.).
Il sufﬁt alors de conside´rer
hα1
(
d1
c1
)
hα2
(
d3
c3
)
h2
(
d2
c2
)
h4
(
d4
c4
)
h6
(
d6
c6
)
x′ = y ′
ou` l’on a pose´ α1 = ω3 − λ5 − λ6 et α2 = ω2 − λ5 − λ6.
(3) Est une application de (2).
Les racines courtes de R1, si elle existent, sont de la forme µ = λi +
λj/2, i = j, a` une telle racine courte on associe la forme quadratique
de´ﬁnie sur
µ = ⊕
α∈	α/=µ

α = x ∈ 1 	 hi x = hj x = x hk x = 0 k = i j

par
fµA =
BadA2X−λi X−λj 
2BXλiX−λi

Soit x appartenant a` 1, on rappelle que Bx est la forme quadratique de´ﬁnie
sur 0x par Bxu = Bu u, u ∈ 0x. Lorsque x et y sont dans la meˆme
orbite, les formes quadratiques Bx et By sont e´quivalentes.
Corollaire 4.3. On suppose que 0 1 est quasi-commutatif, presque
de´ploye´ sans composantes irre´ductibles de type G2 α2 ou B2k−1 αk, alors
il existe un syste`me de Chevalley de R tel que:
(1) cω = 1 pour chaque racine ω de 2.
(2) Lorsque  est irre´ductible, si µ et ν sont deux racines courtes de R1,
les formes quadratiques fµ et fν sont e´quivalentes.
De´monstration. (1) Lorsque XλHλX−λ est un syste`me de Cheval-
ley, alors 8λXλHλ 8λX−λ, avec 8λ = ±1, en est un autre, donc il
sufﬁt de de´terminer des valeurs 8λi = ±1 pour i variant de 1 a` n, ve´riﬁant
pour chaque racine ω de 2 la relation
∏
i∈sω 8λicω = 1 puis de mod-
iﬁer le syste`me de Chevalley de de´part en remplaçant chaque X±λi par
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8λiX±λi . Ceci se fait par re´currence sur le rang de R. Supposons que ceci
soit possible lorsque le rang de R est n− 1, avec n ≥ 2.
Lorsque R est de rang n. Soit  = hn, le pre´homoge`ne 	0	1
ve´riﬁe les hypothe`ses du Corollaire 4.3 et son syste`me de racines est
donne´ par  = α ∈  	 αhn = 0
. Par re´currence, il existe 8λi = ±1
pour i = 1     n − 1, ve´riﬁant pour chaque racine ω de 2 la relation∏
i∈sω 8λicω = 1. On de´compose 2:
2 = 2 ∪ 2n avec 2n = ω ∈ 2 	 n ∈ sω

Pour ω ∈ 2n, posons 8ω = cω
∏
i∈sωi =n 8λi. Il sufﬁt de ve´riﬁer que
cette quantite´ est constante sur 2n. Soit ω′ (en supposant qu’elle existe)
une autre racine de 2n, comme
sω ∪ sω′ = i j k lm n

est un ensemble de six e´le´ments, par le (1) du Lemme 4.2 il existe une
racine ω′′ ∈ 2 telle que cω′ = cωcω′′ , donc 8ω′ = 8ω.
Soit 8λn la valeur commune 8ω, ω ∈ 2n, on a alors pour chaque
racine ω de 2 la relation
∏
i∈sω 8λicω = 1.
(2) L’ensemble des racines courtes de R1 est non vide lorsque Rλ0
est de type
Cn αn F4 α1 ou B2n αn Proposition 4.1
Les deux premiers cas re´sultent de la proposition 4.1.1 de [17] ainsi il reste
a` conside´rer le cas R = B2n.
Soient λ et µ deux racines courtes de R1, alors
λ = λi + λj
2
 µ = λk + λl
2
 et ω = λ+ µ ∈ R2
Soit  la -alge`bre de Lie simple de´ploye´e construite avec le syste`me de
Chevalley pre´ce´dent et  la sous-alge`bre de  engendre´e par hm, m /∈
i j k l, alors la sous-alge`bre 	 est une alge`bre simple de´ploye´e sur ,
il existe un e´le´ment, note´ g, du groupe Ge correspondant a` 	0, tel que
g
(
Xλi
) = skXλk g(Xλj ) = slXλl 
[16, 5.1.3], alors fλ et skslfµ sont e´quivalentes; c’est le cas e´galement pour
les formes quadratiques correspondantes dans la -alge`bre , f λ , et
skslf

µ , or
f

λ ∼
1
2
Nλλ−λi ·Nλ−λiZ2 ∼ ±Z2 f µ ∼
1
2
Nµµ−λk ·Nµ−λkZ2 ∼ ±Z2
d’ou`
f

λ ∼ 8f µ et sksl ≡ 8 mod∗2 avec 8 = ±1
Ainsi l’e´quivalence de f λ et f

µ implique l’e´quivalence de fλ et fµ.
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On se place dore´navant dans . Par le lemme 2.3.1 de [17], x = −Xλi +
Xλj +Xλk +Xλl et y = −Xλi + tXλj +Xλk + tXλl sont dans la meˆme orbite,
lorsque t ∈ ∗ (rappelons que cω = 1) donc les formes quadratiques Bx et
By sont e´quivalentes; ceci implique que les formes quadratiques −f λ ⊕
f

µ et t
(−f λ ⊕ f µ ) sont e´quivalentes sur  [17, prop. 3.1.3], donc f λ
et f µ sont e´quivalentes.
Dore´navant, le syste`me de Chevalley ve´riﬁe les proprie´te´s du Corol-
laire 4.3.
5. ORBITES DES PRE´HOMOGE`NES DE
TYPE E7 α2ET E8 α1
Dans ces deux cas,  = R est une alge`bre de Lie absolument simple
et de´ploye´e. Il n’y a pas de racines courtes dans 1 = R1, autrement dit,
λi + λj/2 est une racine si et seulement si i = j.
Dans le cas E8 α1 (ici n = 8):
(a) Pour toute racine ω ∈ 2, la quantite´ ω¯ = 12 
∑
1≤i≤8 λi − ω est
encore une racine de 2 (Tableau III), ainsi χG = ∗2 (remarque suivant
la proposition 3.2 de [17]).
(b) Pour i = 1     8, soit  = hi, le pre´homoge`ne (	0	1
H0− hi/2) est de type (E7 α7) (son syste`me de racines est donne´ par  =
α ∈  	 αhi = 0
 et il est facile de ve´riﬁer a` l’aide du Tableau III que 
a sept racines).
La restriction des e´le´ments de Ghi sont dans Aut0	H0−hi/2 car
Aut0	 = Aut	 [6, chap. VIII, Sect. 5, no. 3, corollaire 2].
5.1. Formes Quadratiques
On introduit les formes quadratiques qui apparaissent dans la classiﬁca-
tion des orbites. Pour ceci, on conside`re la forme quadratique, G, de la
Proposition 3.1 applique´e a` (E8 α1) avec hi; elle prend la forme suivante:
−4G
( ∑
1≤j =i≤8
aiXλi 
∑
ω∈2
zω
[
X−λi Xω¯
]) = ∑
ω∈2
aωz2ω  = hi
Dans les deux cas  λ0 = E7 α2 ou E8 α1, a` un e´le´ment x =∑
1≤i≤n aiXλi ∈ S on associe la forme quadratique,
Qx =
⊕
ω∈2
aωZ2ω
qui est relie´e a` la forme G de la manie`re suivante.
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Dans le cas  λ0 = E7 α2 (vu dans (E8 α1)), ou pour un e´le´ment de
S dans le lieu singulier dans le cas (E8 α1), nous avons Qx = −4Gx  
(proprie´te´ P1).
Dans le cas (E8 α1, pour les e´le´ments ge´ne´riques de S x =∑
1≤i≤8 aiXλi , avec
∏
1≤i≤8 ai = p = 0, on a Qx ∼ 
⊕
ω∈2 a
ωZ2ω ⊕
p⊕ω∈2 aωZ2ω, avec  = h8 (proprie´te´ P2).
Lemme 5.1.  λ0 = E7 α2 ou E8 α1. Si x =
∑
1≤i≤n aiXλi et y =∑
1≤i≤n biXλi sont dans la meˆme orbite, les formes quadratiques Qx et Qy sont
e´quivalentes.
De´monstration. (1) Les e´le´ments 1-simples h = ∑i	ai =0
 hi et h′ =∑
i	bi =0
 hi sont dans la meˆme orbite, donc il existe w appartenant au sous-
groupe,
WS = w ∈ W 	 wλ1     λn
 = λ1     λn


tel que
wλi 	 i tel que ai = 0
 = wλi 	 i tel que bi = 0

[16, lemme 5.1.2]. A w correspond un e´le´ment g de G qui ve´riﬁe pour
chaque racine µ gXµ = uµXwµ. Soit x′ = gx =
∑
1≤i≤8 diXλi ; pour ω
dans 2, on a
∏
i∈sω uλi = u2ω car cwω = cω, d’ou` dwω = aωu2ω, ainsi Qx
et Qx′ sont e´quivalentes.
(2) Il reste a` ve´riﬁer que Qx′ et Qy sont e´quivalentes.
Premier cas:  λ0 = E7 α2 ou bien E8 α1 avec h′ = 2H0. x′ et y
sont alors dans la meˆme orbite de
⋂
i	bi=0
Ghi [17, lemme 2.1], on applique
la proprie´te´ P1 ainsi que la Proposition 3.1.
Deuxie`me cas:  λ0 = E8 α1 et h′ = 2H0.
Soit p = ∏1≤i≤8 ai, on a ∏1≤i≤8 bi ≡ ∏1≤i≤8 di ≡ p mod ∗2
On ve´riﬁe cas par cas.
(a)  = . On compare Qx′ (resp. Qy) a` la forme quadratique
Bx′ (resp. By), qui est e´quivalente (a` une constante de normalisation pre`s)
a`
⊕
ω∈2 b
ωX2 ⊕ 3Y 2 [17, prop. 3.1.3] (resp. ⊕ω∈2 bωX2 ⊕ 3Y 2) or
Bx′ ∼ By , donc Qx′ ∼ Qy .
(b)  est un corps -adique. Par la proprie´te´ P2, Qy = Qy ′ ⊕pQy ′ ,
avec y ′ = ∑1≤i≤7 biXλi . On ve´riﬁe facilement a` l’aide du Tableau III que
Qy ′ a pour discriminant 1, d’ou` celui de Qy vaut p.
Rappelons que, si F est une forme quadratique non de´ge´ne´re´e de rang
n et de discriminant D, l’invariant de Hasse de F ⊕ pF est donne´ par
hF ⊕ pF = pDn · D−1 · p−1nn−1/2
donc l’invariant de Hasse de Qy vaut p−1, car ici D = 1 et n = 7.
322 iris muller
On a le meˆme re´sultat pour Qx′ , d’ou` l’e´quivalence des formes quadra-
tiques Qx′ et Qy .
(c)  est un corps de nombres.
Par (a) et (b), on a l’e´quivalence de Qx′ et Qy en toute place donc
globalement.
5.2. Premie`res Simpliﬁcations
Pour e´tablir la re´ciproque du The´ore`me 2, on utilise des automorphismes
provenant d’alge`bres gradue´es de type D6 α3, analogues a` ceux obtenus
dans le Lemme 4.2. On traite les deux cas exceptionnels simultane´ment en
se plaçant dans le cas E8. Le pre´homoge`ne de type E7 α7 correspond
alors a` 	0	1, avec 	 = 	h8; le syste`me de racines correspondant est
donne´ par h8 = λ ∈  	 nλ λ8 = 0
. La correspondance entre h8
et les racines de E7 α7, telles qu’elles sont donne´es dans le Tableau III,
s’obtient a` l’aide de la permutation i↔ 8− i, pour i = 1     7.
Aux notations du Section 4 et du Lemme 4.1 ω ∈ 2 	 sω ∈
1     6

 = ω1ω2ω3
, on ajoute la suivante:
gi j k ls1 s2 = gωk ls1 s2 avec ω =
1
2
λi + λj + λk + λl
On de´signe par si la syme´trie par rapport a` la racine λi, i = 1     n.
On utilise e´galement certains e´le´ments de , dont on donne les proprie´te´s
dans le lemme suivant, la ve´riﬁcation e´tant laisse´e au lecteur [19].
Lorsque  est un corps de nombres, on note  l’ensemble de ses places
re´elles.
Lemme 5.2. (1) Soient  un corps de nombres, a ∈ ∗, Pas1 s2 = s21 +
as22 , Q une partie de , alors, il existe un e´l´ement u repre´sente´ par Pa tel que
u−1v = −1 pour tout v de Q et 1 pour tout v de  −Q, si et seulement
si a−1v = −1 pour tout v de Q.
(2) Soient b1 b2 b3 c1 c2 c3 dans ∗ tels que
(i) Lorsque  = , b1 b2 = c1 c2.
(ii) Lorsque  est un corps de nombres, b1 b2v = c1 c2v, ∀ v ∈
.
Alors il existe u vw dans ∗ tels que
uw = b1 b2 u b3c3 = v c3 = 1 vw = b1 b2c1 c2
La premie`re re´duction est la suivante:
Lemme 5.3. (1) Soit x = ∑1≤i≤7 aiXλi tel que ∏1≤i≤7 ai = −1, il existe
y de la forme
y = Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
b1b2b3
Xλ1 tel que
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(i) Lorsque  = , si b1 et b2 sont ne´gatifs, il en est de meˆme de b3.
(ii) Lorsque  est un corps de nombres, l’ensemble S1 = v ∈
	b1 b2v = −b3−1v = −1
 est vide.
Et x et y sont dans la meˆme orbite de Gω 	 sω ∈ 1     7
).
(2) Soit x = ∑1≤i≤8 aiXλi tel que ∏1≤i≤8 ai = p = 0, il existe y de la
forme
y = −pXλ8 +Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2
− 1
b1b2b3
Xλ1 tel que
(i) Lorsque  = , si p est ne´gatif, alors b1 b2 b3 ne sont pas tous
les trois ne´gatifs.
(ii) Lorsque  est un corps de nombres, l’ensemble S1 = v ∈  	
p−1v = b1−1v = b2−1v = b3−1v = −1
 est vide.
Et x et y sont dans la meˆme orbite de Ge.
De´monstration. (1) Soit
g = hs3s4ω1a4hs5s6ω3a6hαa7 avec α =
1
2
λ1 + λ3 − λ5 − λ7
Lorsque
∏
1≤i≤7 ai = −1, on obtient
g
( ∑
1≤i≤7
aiXλi
)
= Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
b1b2b3
Xλ1 
(a) Lorsque  =  et b1 < 0, b2 < 0, et b3 > 0, il existe s1, s2 tels
que s21 + b2b3s22 = −1, soit u = −1.
(b) Lorsque  est un corps de nombres et S1 n’est pas vide, par le
(1) du Lemme 5.2, il existe u s1 s2 tels que
s21 + b2b3s22 = u
u−1v = −1 ∀ v ∈ S1
= 1 ∀ v ∈  − S1
Dans les deux cas (a) et (b), on conside`re
y = g6 7 3 2s1 s2x
= Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + c2Xλ3 + c3Xλ2 −
1
b1c2c3
Xλ1
ou` l’on a pose´ c2 = ub2 et c3 = u−1b3.
Dans le cas d’un corps de nombres, on ve´riﬁe que
 = v ∈  	 b1 c2v = 1
 ∪ v ∈  	 b1 c2v = c3−1v = −1

L’e´le´ment y remplit les conditions du lemme.
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(2) A l’aide de hs7s8ω1−p/a8x et de (1), on peut supposer que x
est de la forme suivante,
x = −pXλ8 +X
X = Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
b1b2b3
Xλ1 
On proce`de comme auparavant:
(a) Lorsque  =  et p b1 b2 b3 sont tous ne´gatifs, b1 est
repre´sente´ par la forme quadratique X2 + pb2b3Y 2, donc il existe s1 et s2
tels que s21 + pb2b3s22 = b1. Posons u = b1.
(b) Lorsque  est un corps de nombres et S1 n’est pas vide,
appliquons le (1) du Lemme 5.2: il existe u s1 s2 tels que
s21 + pb2b3s22 = u
u−1v = −1 ∀ v ∈ S1
= 1 ∀ v ∈  − S1
Dans les deux cas (a) et (b), on applique g4 8 5 1s1 s2 et on obtient
y = g4 8 5 1s1 s2x
= −pXλ8 +Xλ7 +Xλ6 + ub1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
ub1b2b3
Xλ1 
L’e´le´ment y convient dans le cas re´el et on ve´riﬁe que S1 =  dans le cas
d’un corps de nombres.
Remarque 5.4. A l’aide des Lemmes 5.1 et 5.3, nous pouvons donner
les diffe´rentes classes d’e´quivalences de formes quadratiques Qx, associe´es
aux e´le´ments ge´ne´riques des cas exceptionnels E7 et E8. Etant donne´ la
classiﬁcation des formes quadratiques sur un corps de nombres, il sufﬁt de
les donner localement.
(1) Soit x = ∑1≤i≤7 aiXλi , tel que p = ∏1≤i≤7 ai = 0 , comme x et−px sont dans la meˆme orbite, on applique le (1) du Lemme 5.3, ce qui
nous donne:
(i) La forme quadratique a pour discriminant 1 et pour invariant
de Hasse 1, ainsi elle est inde´pendante de x dans le cas -adique.
(ii) Dans le cas re´el, elle est de´ﬁnie positive lorsque b1 b2, et b3
sont ne´gatifs, sinon sa signature est (3, 4).
(2) Pour un e´le´ment x = ∑1≤i≤8 aiXλi , tel que p = ∏1≤i≤8 ai = 0, a`
l’aide de P2 et de ce qui vient d’eˆtre fait, les seuls cas possibles sont:
(i) Dans le cas -adique, la forme quadratique a pour discriminant
p et pour invariant de Hasse −1 p (exemple x =∑1≤i≤7Xλi + pXλ8 ).
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(ii) Dans le cas re´el, lorsque p > 0, la signature peut valoir (14, 0)
(exemple x =∑1≤i≤8Xλi) ou (6, 8) (exemple x =∑2≤i≤7Xλi −Xλ1 −Xλ8 ),
alors que pour p < 0, la signature prend l’unique valeur (7, 7) (exemple
x =∑1≤i≤7Xλi −Xλ8 ).
(3) Les e´le´ments re´duits donne´s dans le (2) du Lemme 5.3 sont de la
forme x = −pXλ8 +X, avec X ∈ 	h81, la forme quadratique associe´e a`
X a pour signature (3, 4) lorsque p < 0 (resp. lorsque −1 pv = −1) dans
le cas re´el (resp. dans le cas d’un corps de nombres a` la place re´elle v).
Lemme 5.5. Soient x = ∑1≤i≤j aiXλi et y = ∑1≤i≤j biXλi , avec j = 7 8,
deux e´l´ements ve´riﬁant:
(i)
∏
1≤i≤j ai =
∏
1≤i≤j bi = 0,
(ii) Les formes quadratiques Qx et Qy sont e´quivalentes,
alors x et y sont dans la meˆme orbite de Gw 	 sw ∈ 1     j
.
De´monstration. Soit p = ∏1≤i≤j ai.
(1) On conside`re le cas j = 7. En conside´rant −1
p
h1p3x et
−1
p
h1p3y, ainsi que le Lemme 5.3, on peut supposer que
x = Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
b1b2b3
Xλ1
y = Xλ7 +Xλ6 + c1Xλ5 +Xλ4 + c2Xλ3 + c3Xλ2 −
1
c1c2c3
Xλ1
avec b1 b2 = c1 c2, lorsque  =  et b1 b2v = c1 c2v pour toute
place v ∈  lorsque  est un corps de nombres.
Par le (2) du Lemme 5.2, il existe trois e´le´ments wu u′ de ∗ tels que
(1) uw = b1 b2,
(2) u b3c3 = v c3 = 1,
(3) vw = b1 b2c1 c2.
La proprie´te´ (1) ainsi que le (3) du Lemme 4.2 impliquent que x et z de´ﬁnit
par
z = Xλ7 +Xλ6 + uXλ5 +Xλ4 +wXλ3 + b3Xλ2 −
1
uwb3
Xλ1
sont dans la meˆme orbite de Gωi i = 1 2 3.
Mais par (2), il existe s1 s2 s3 s4 non nuls tels que
s21 − us22 =
c3
b3
et s23 − c3s24 = v soit
z′ = g3751s3 c3s4gω1 2 1s1 us2z
= Xλ7 +Xλ6 + vuXλ5 +Xλ4 +wXλ3 + c3Xλ2 −
1
uvwc3
Xλ1 
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Les relations (1) et (3) donnent vuw = c1 c2 donc, toujours par le (3)
du Lemme 4.2, les e´le´ments z′ et y sont dans la meˆme orbite de Gωi i =
1 2 3.
(2) On conside`re le cas j = 8. A l’aide du (2) du Lemme 5.3, on peut
supposer que
x = −pXλ8 +X
X = Xλ7 +Xλ6 + b1Xλ5 +Xλ4 + b2Xλ3 + b3Xλ2 −
1
b1b2b3
Xλ1
y = −pXλ8 +X ′
X ′ = Xλ7 +Xλ6 + c1Xλ5 +Xλ4 + c2Xλ3 + c3Xλ2 −
1
c1c2c3
Xλ1
et que les formes quadratiques correspondantes sont e´quivalentes, ce qui
nous donne, en utilisant la proprie´te´ P2,( ⊕
ω∈ugerman2
bωZ2ω
)
⊕p
( ⊕
ω∈ugerman2
bωZ2ω
)
∼
( ⊕
ω∈ugerman2
cωZ2ω
)
⊕p
( ⊕
ω∈ugerman2
cωZ2ω
)

mais avec le choix particulier de b1 b2 b3 et c1 c2 c3, les formes quadra-
tiques
⊕
ω∈ugerman2 b
ωZ2ω et
⊕
ω∈ugerman2 c
ωZ2ω sont e´quivalentes [cf. le (3) de la
Remarque 5.4], il sufﬁt d’appliquer le (1) de ce lemme aux e´le´ments X
et Y .
5.3. Le Re´sultat
Proposition 5.6. Lorsque  λ0 est de type E7 α2 n = 7 ou
E8 α1 n = 8, x =
∑
1≤i≤n aiXλi et y =
∑
1≤i≤n biXλi sont dans la meˆme
orbite de G si et seulement si:
(1)
⊕
ω∈2 a
ωZ2ω ∼
⊕
ω∈2 b
ωZ2ω.
(2) h = ∑i/ai =0
 hi et h′ = ∑i/bi =0
 hi sont dans la meˆme orbite de
Ge.
De´monstration. D’apre`s le Lemme 5.1 et les rappels du paragraphe 1,
la condition est ne´cessaire.
Pour la re´ciproque, par la de´monstration du Lemme 5.1, on peut sup-
poser que
I = i 	 ai = 0
 = i 	 bi = 0
 et Qx ∼ Qy
Il sufﬁt de faire la de´monstration dans le cas E8 α1 [17, lemme 2.1].
A l’aide de WS , on peut supposer que, soit I est un sous-ensemble de
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1     6
 soit I contient 1     7
, dans ce dernier cas, le re´sultat de´coule
du Lemme 5.5. Lorsque I est inclus dans 1     6
, nous avons
Qx ∼ aω1X21 ⊕ aω2X22 ⊕ aω1aω2X23 
On reprend les notations de la de´monstration du Lemme 4.2.
Lorsque aω1aω2 = 0, soit u = ∏1≤i≤6 ai (resp. v = ∏1≤i≤6 bi), comme
Qx ∼ uFx (resp. Qy ∼ vFy), il existe t non nul tel que les formes quadra-
tiques tFx et Fy sont e´quivalentes; conside´rons
x′ = hαshβtx =
∑
1≤i≤n
ciXλi 
avec s = tb2b4b6a2a4a6−1, α = 12
(−λ5 + λ6 + λ7 − λ8), et β = 12 (−λ2 −
λ4 + λ6 + λ8
)
, alors Fx′ et Fy sont e´quivalentes et ve´riﬁent de plus c2c4c6 =
b2b4b6, on applique le Lemme 4.2.
Lorsque aω1aω2 = 0, le re´sultat est e´vident. Par exemple, lorsque a5aω1 =
0, soit u non nul et t = u2aω1 , on a
h1ua2a4hγ3a2hγ2
(
a3
a4
)
hγ1a3a5hs5s6ω2a5x
= tXλ1 +
∑
2≤j≤5
Xλj 
avec
γ1 =
1
2
−λ3 − λ4 + λ7 + λ8
γ2 =
1
2
λ1 + λ4 − λ6 − λ7
γ3 =
1
2
−λ1 − λ2 + λ7 + λ8
La Remarque 5.4 permet de donner des repre´sentants des orbites. A titre
d’exemple, indiquons une liste de repre´sentants des orbites lorsque  est
un corps de nombres.
Dans les deux cas, il y a 2		-orbites de rang 7 dont les repre´sentants
sont donne´s par
∑
1≤i≤6Xλi + 8Xλ7 avec 8−1v = ±1 ∀ v ∈ ; les orbites
de rang 6 sont en bijection avec les classes de formes quadratiques de
discriminant 1 a` 3 variables, ainsi a` toute partie ﬁnie et paire P de 
est associe´e une orbite de repre´sentant xP = Xλ1 + aXλ2 + bXλ3 +Xλ4 +
b−1Xλ5 + a−1Xλ6 , avec a bvab−1v = −1 lorsque v ∈ P et 1 sinon.
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Soit C un ensemble de repre´sentants dans ∗, de ∗/∗2, il faut ajouter:
Dans le cas E7 α2 (avec les notations de S du Tableau II),
Xλ1 +Xλ2 +Xλ4
∑
1≤i≤j
Xλi  1 ≤ j ≤ 4 j = 6∑
2≤i≤4
Xλi + uXλ5
∑
1≤i≤4
Xλi + uXλ5 u ∈ C
Dans le cas E8 α1,∑
1≤i≤j
Xλi  1 ≤ j ≤ 3 j = 6∑
2≤i≤5
Xλi
∑
2≤i≤4
Xλi + uXλ1
∑
2≤i≤5
Xλi + uXλ1 u ∈ C
6. ORBITES DES PV IRRE´DUCTIBLES,
QUASI-COMMUTATIFS ET PRESQUE DE´PLOYE´S
Soit 0 1 un PV quasi-commutatif, irre´ductible, presque de´ploye´ qui
n’est pas de type G2 α2 ou B2p−1 αp. Xα hαX−αα∈R est un syste`me
de Chevalley de R satisfaisant aux proprie´te´s e´nonce´es dans le Corol-
laire 4.3 et f une forme quadratique associe´e a` une racine courte de R1.
Notons qu’elle est anisotrope si et seulement si  = R (par application du
Lemme 2.2.2 de [17]).
On rappelle les notations de´ja` donne´es dans l’introduction.
′ est un sous-groupe de ∗/∗2, de´pendant du syste`me de racines R:
′ = ∗/∗2 dans les cas R = Cn ou D2p, il est trivial dans les cas excep-
tionels.
Lorsque R = B2p et S est le syste`me orthogonal maximal donne´ dans la
Tableau II, on conside`re le sous-groupe de ∗ contenant ∗2 et inclus dans
s ∈ ∗ 	 sf ∼ f
 de´ﬁni par{
BgXλ1X−λ1
BXλ1X−λ1
·
BgXλp+1X−λp+1
BXλp+1X−λp+1
∣∣∣∣ g ∈ G
}

′ est le quotient de ce sous-groupe par ∗2.
A chaque e´le´ment x =∑1≤i≤n aiXλi , on associe a = a1     an ∈ n, et
a` l’e´le´ment a une classe de formes quadratiques de´pendant du syste`me de
racines R et de´termine´e essentiellement a` partir des formes quadratiques
f x  et Gx  de la Proposition 3.1:
(1) R = Cn Q˜a est la classe d’e´quivalence de
⊕
1≤i≤n aif .
(2) R = F4 Q˜a est la classe d’e´quivalence de Bx.
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(3) R =  = E7 ou E8 Q˜a est la classe d’e´quivalence de
⊕
ω∈R2 a
ωZ2ω.
(4) Dans le cas orthogonal (R = B2p ou D2p), et S e´tant le
syste`me orthogonal maximal donne´ dans le Tableau II, Q˜a est la classe
d’e´quivalence de
⊕
1≤i≤p aiap+iZ
2
i (les racines courtes de R1 lorsque
R = B2p sont donne´es par λi + λp+i/2 pour i = 1     p).
Alors
Theoreme 2. Soient x =∑1≤i≤n aiXλi et x′ =∑1≤i≤n biXλi , x et x′ sont
dans la meˆme orbite de G si et seulement si on a (i), (ii), et (iii) avec:
(i) h =∑ai =0 hi et h′ =∑bi =0 hi sont dans la meˆme orbite de Ge.
(ii) Px ∈ χGPx′.
(iii) Il existe t appartenant a` ′ tel que tQ˜a = Q˜b.
De´monstration. Cas par cas: pour R = Cn ou F4, ce sont les the´ore`mes
4.2.3 et 4.3.2 de [17]; la proposition 5.6 correspond aux cas exceptionnels
R = E7 E8.
Le cas orthogonal s’obtient d’une part en ge´ne´ralisant la de´monstration
du Lemme 4.2 (6 est remplace´ par n = 2p) et en ajoutant les automor-
phismes suivants: pour i = 1     p et t ∈ ∗, git est l’homothe´tie de
rapport t (resp. t−1) sur λi (resp. λi+p), et l’identite´ sur Si , avec Si = S −
λi λi+p
, et d’autre part en reliant convenablement Q˜a a` la forme quadra-
tique Gx  de la Proposition 3.1 aﬁn d’avoir l’analogue du Lemme 5.1.
Comme la de´monstration pre´cise ne comporte pas de difﬁculte´, elle est
omise.
Remarque. Lorsque ′ = ∗/∗2 ou ′ = id ou ′ = s ∈ ∗/∗2 	 sf ∼
f
,
(1) Le principe de Hasse est ve´riﬁe´ lorsque  est un corps de nom-
bres: deux e´le´ments sont dans la meˆme orbite si et seulement si ceci est
ve´riﬁe´ en toute place.
(2) Dans le cas re´el, a` l’aide de la forme explicite de Bx [17, propo-
sition 3.1.3], on montre que les conditions (ii) et (iii) du The´ore`me 2 sont
e´quivalentes a` Bx ∼ Bx′ .
Pour terminer cet article, donnons une dernie`re application du
The´ore`me 1.
On suppose que les PV sont quasi-commutatifs, absolument irre´ductibles,
qu’ils ne sont ni de rang un, ni de type G2 α2 ni B2k−1 αk (autrement
dit toutes les racines de S sont longues) et on montre qu’ils sont faible-
ment sphe´riques, c’est a` dire qu’il existe au moins un sous-groupe
parabolique propre de G dont l’action dans 1 est encore ge´ome`triquement
pre´homoge`ne.
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7. SOUS-GROUPES PARABOLIQUES
Rappelons le lemme de Gauss bien connu qui e´nonce qu’une matrice
syme´trique dont tous les mineurs principaux sont non nuls peut eˆtre diag-
onalise´e a` l’aide d’une matrice triangulaire. Les re´sultats de ce paragraphe
peuvent eˆtre vu comme une ge´ne´ralisation de ce lemme, les matrices tri-
angulaires e´tant remplace´es par un sous-groupe parabolique associe´ a` un
tore particulier introduit dans le lemme qui suit.
Lemme 7.1. Il existe des e´l´ements 1-simples H ′1    H
′
p avec p ≥ 2,
appartenant a` , de somme 2H0, tels que ∀α ∈ 1 et ∀ i = 1     p, on a
αH ′i ≥ 0.
De´monstration. Soit J1     Jp une partition de 1     n
, posonsH ′i =∑
i∈Ji hi; les e´le´ments H
′
i  i = 1     p, de somme 2H0, sont 1-simples,
appartiennent a` , et
∀α ∈ 1 on a αH ′i ≥ 0 ⇔ ∀α ∈ R1 on a αH ′i ≥ 0
Or R1 = R ∩ λi + λj/2 ω − λi i j ∈ 1     n
 ω ∈ R2
, ainsi le
lemme est trivialement ve´riﬁe´ lorsque 2 = 0
, mais il est bien connu
dans ce cas [18], sinon la condition e´nonce´e est e´quivalente a`
∀α ∈ R2 et i = 1     p αH ′i est pair
On regarde chaque syste`me de racines en consultant le Tableau III dont
on prend les notations, ce qui donne:
(a) Dans le cas orthogonal R = B2p ou D2p, il sufﬁt de prendre
H ′i = hi + hp+i, pour i = 1     p.
(b) Dans les cas exceptionnel, la partition comporte deux e´le´ments
J1 et J2:
(i) lorsque R = F4 toute partie ayant deux e´le´ments convient, par
exemple, J1 = 1 2
 H ′1 = h1 + h2 et H ′2 = h3 + h4.
(ii) lorsque R = E7 J1 = 1 2 3
 H ′1 = h1 + h2 + h3 et
H ′2 =
∑
4≤i≤7 hi.
(iii) lorsque R = E8 J1 = 1 2 3 4
 H ′1 =
∑
1≤i≤4 hi et H
′
2 =∑
5≤i≤8 hi.
Dore´navant H ′1    H
′
p sont des e´le´ments 1-simples ﬁxe´s ayant les pro-
prie´te´s indique´es dans le Lemme 7.1.
Remarque. Soit I un sous-ensemble non vide et distinct de 1     p
,
et soit hI =
∑
i∈I H
′
i .
Le pre´homoge`ne 	hI0	hI1 est quasi-commutatif (de syste`me
orthogonal maximal SI = λl 	 l ∈
⋃
k∈I Ji
) et est absolument irre´ductible.
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En effet, l’ensemble α ∈ 0 	 αhI ≥ 0
 est une partie parabolique
de 0, ainsi il existe un ordre pour lequel 
+
0 ⊂ α ∈ 0 	 αhI ≥ 0
.
Soit 4 = 40 ∪ 41 les racines simples associe´es a` l’ordre pour lequel + =
+0
⋃
i≥1 i, notons β0 l’unique e´le´ment de 41. On a β0hI = 0, ainsi α ∈
±1 	 αhI = 0
 = ±1 ∩ 
⊕
α∈4	αhI=0
 α, d’ou` le syste`me de racines
associe´ a` 	hI	hI ∩  est donne´ par la composante connexe du
syste`me de racines  ∩ ⊕α∈4	αhI=0
 α qui contient β0.
Les mineurs correspondent aux invariants fondamentaux des
diffe´rents pre´homoge`nes 	hI0	hI1 ainsi obtenus.
Introduisons maintenant une ge´ne´ralisation de la notion de mineurs
principaux. Soit  la sous-alge`bre de  engendre´e par H ′1    H ′p, on
de´ﬁnit l’ordre suivant relativement a` , pour les racines λ de  dont la
restriction a`  est non identiquement nulle:
Soit k = supj λH ′j = 0
 alors λ + 0⇔ λH ′k > 0
Soit P le sous-groupe parabolique associe´ a`  pour cet ordre: P =
G · N, avec N = expad
⊕
λ∈0	λ+0 
λ. Pour k = 1     p, soit
Hk = H ′1+ · · ·+H ′k et Pk un invariant relatif fondamental du pre´homoge`ne
	2H0 −Hk0	2H0 −Hk1, on prolonge Pk naturellement sur
1 en conservant la meˆme notation. On note χk le caracte`re associe´ a` Pk
que l’on e´tend sur P par χkgn = χkg˜ g˜ de´signant la restriction de
g a` 	2H0 −Hk.
Remarquons que Pp = P (a` une constante multiplicative pre`s) et χp = χ.
Notons que 	2H0 − Hki ⊂ 	2H0 − Hk′ i pour tout i = 0
lorsque k < k′.
Lemme 7.2. Les polynomes Pk k = 1     p, sont relativements invari-
ants par P de caracte`re χk.
De´monstration. Pour k = 1     p Pk est relativement invariant par G
de caracte`re χk car G centralise Hk. Il sufﬁt de montrer l’invariance par
N pour k = 1     p− 1, ce qui se fait simplement par re´currence sur p.
Soit ′ = 	H ′p; tout e´le´ment x de 1 se de´compose suivant adH ′p,
x = x2 + x1 + x0 xi ∈ EiH ′p ∩ 1 donc
Pkx = P
′
k x0 k = 1     p− 1
P
′
k de´signant l’extension de l’invariant fondamental du pre´homoge`ne
	2H0 −Hk0	2H0 −Hk1 a` ′1.
Or N =N1·N2 avecNi= expadi i=1 21=
⊕
λ∈0	λ+0λH ′p=0

λ ⊂ ′0 et 2 =
⊕
λ∈0	λH ′p>0
 
λ, d’ou`
Pknx = P
′
k n1x0 = P
′
k x0 = Pkx n = n1n2
en utilisant l’hypothe`se de re´currence.
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Le Lemme 7.3 est une ge´ne´ralisation du lemme de Gauss.
C de´signe un ensemble de repre´sentants dans ∗ de ∗/∗2 (par exemple
dans le cas complexe: C = 1
 et dans le cas reel: C = −1 1
).
Lemme 7.3. Soit x ∈ 1 tel que
∏
1≤k≤p Pkx = 0, alors
(1) P · x ∩ ⊕1≤i≤n λi est non vide.
(2) Lorsque 0 1 est presque de´ploye´, il existe g ∈ P et u ∈ Cn tels
que gx =∑1≤i≤n uiXλi .
De´monstration. (1) On proce`de par re´currence sur p, comme dans le
lemme pre´ce´dent dont on reprend les notations.
On de´compose x suivant adH ′p,
x = x2 + x1 + x0 xi ∈ EiH ′p ∩ 1
comme
∏
1≤k≤p−1 Pkx =
∏
1≤k≤p−1 P
′
k x0, par re´currence lorsque p ≥ 3
et par le The´ore`me 1 lorsque p = 2, il existe g ∈ PH ′p et xi ∈ λi − 0

tels que gx0 =
∑
i∈J xi, avec J = i ∈ 1    n
 	 λiH ′p = 0
.
Posons Xi = gxi i = 0 1 2, ainsi gx = X0 + X1 + X2, avec Xi ∈
EiH ′p ∩ 1. Un e´le´ment quelconque de 2 est de la forme A = A1 +A2,
avec Ai ∈ EiH ′p ∩ 0, on ve´riﬁe que l’e´quation
exp
(
adA1 +A2X0 +X ′2
) = X0 +X1 +X2
dont les inconnues sont A1A2X ′2, a une unique solution telle que
X0X ′2 = 0. Soit  la sous-alge`bre engendre´e par (l’unique) sl2-triplet
construit avec X0 et
∑
i∈J hi; on applique le The´ore`me 1 a` l’e´le´ment X
′
2
dans le pre´homoge`ne 	0	1 muni du syste`me orthogonal maximal
λi i ∈ J
 (cf. de´monstration du Lemme 3.2).
(2) Se de´duit de (1) car les sous-espaces λi sont de dimension 1.
Les re´sultats obtenus sont regroupe´s dans la proposition qui suit, qui est
bien connue dans le cas commutatif [18]:
Proposition 7.4. (1) L’action de P dans 1 est ge´ome´triquement
pre´homoge`ne et P1     Pp en sont les invariants relatifs fondamentaux.
(2) Soit x un e´l´ement de 1 tel que
∏p
i=1 Pix = 0, alors P · x ∩
⊕1≤i≤n λi est non vide.
(3) On suppose que  est le corps des nombres complexes. Soit
M = ⋂1≤i≤pKerχi l’anneau 1M des polynomes de´ﬁnis sur 1 qui sont
M-invariants est e´gal a` l’anneau P1     Pp.
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De´monstration. (1) D’apre`s le Lemme 7.3, l’action de P sur 1
est ge´ome´triquement pre´homoge`ne et le lieu singulier est donne´ par⋃
1≤i≤px ∈ 1 	 Pix = 0
. D’apre`s [22, Sect. 4, proposition 5], il suf-
ﬁt de ve´riﬁer que les polynomes Pi sont irre´ductibles ce qui de´coule des
deux remarques suivantes: d’une part Pi est homoge`ne et d’autre part la
restriction de Pi a` 	2H0 −Hi1 est l’invariant relatif fondamental du
pre´homoge`ne 	2H0 −Hi0	2H0 −Hi1.
(2) C’est le lemme pre´ce´dent.
(3) C’est e´vident parce que le sous groupe abe´lien P/M ope`re sur
l’espace vectoriel des polynomes M-invariants de degre´ infe´rieur ou e´gal
a` un degre´ donne´ et le de´compose suivant des caracte`res de P/M , ce
qui donne des sommes de polynomes relativement invariants par P et on
applique (1) (cf. [20, 5.2.7]).
Remarque. Supposons que  = . Soit S le centralisateur de∑
1≤i≤n Xλi dans G, le sous-groupe parabolique P a une orbite ouverte
dans G/S, qui est ainsi faiblement sphe´rique au sens de [21].
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