The test point insertion problem is that of selecting t nodes in a combinational network as candidates for inserting observable test points, so as to minimize the number of test vectors needed to detect all single stuck-at faults in the network. In this paper we describe a dynamic programming approach to selecting the test points and provide an algorithm that inserts the test points optimally for fanout-free networks. We further extend this algorithm to general combinational networks with reconvergent fanout. We also analyze the time complexity of the algorithm and show that it runs in O(n.t) time, where n is the size of the network and t is the number of test points to be inserted.
Introduction
The test point insertion problem is that of determining a set off nodes in a network, as candidates for inserting observable test points, so as to minimize the number of test vectors needed to test the resulting network for all single stuck-at faults. In this paper we will only consider combinational networks. Even for combinational networks the task of determining the optimal nodes for test point insertion becomes intractable (as we shall explain later). In fact, most such optimization problems are computationally intractable for general networks. Our approach in this paper, as has been that of [l, 3.71 is to solve such optimization problem optimally for fanout-free networks and then lift the solution to the general class of networks.
In this paper we will demonstrate an efficient dynamic programming solution to the test point insertion problem that provides provably optimal results for fanout-free networks, Furthermore, the solution can be extended to networks with fanout Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission.
as well as reconvergence, in which case the optimality of the solution is no more guaranteed. We point out that the complexity of the algorithm (for both fanout-free as well as general networks) is proportional to the product of the size of the network and t , the number of test points to be inserted.
It should be pointed out that unlike in many other testing related problems the test point insertion problem is both unsolved and important for fanout-free networks. Not only is the general problem intractable, but it is even more difficult to evaluate the goodness of a specific choice of test points in a specific non-fanout-free network! There is no way of telling if the suggested test points minimize the required number of tests, or even what the required number of tests is in a general network! The best we can do is to ensure that our solution to the general network does as well as possible within fanout-free subcomponents. Thus, the only viable solution in a pragmatic sense is to devise an optimal solution for the fanout-free case and lift it to the fanout case. This is precisely what we do in this paper.
The test point insertion problem was originally proposed in 1973 by Hayes and Friedman [73. They proposed a labeling scheme and modeled the test point insertion problem as an integer programming probIem, and they suggested some heuristics for determining the integer programming solution. It is now known that solving an integer programming problem is just as hard as the test point insertion problem. Even in the fanout-free case, the resulting integer programming problem does not seem any easier. Further, we mention in this paper a subtle point that the authors of [7] overlooked and we point out that this significantly adds to the complexity of the problem.
One of the major contributions of [7] is an explicit algorithm for computing the minimum number of test vectors needed to detect all single stuck-at faults in a fanout-free combinational network. Their proposed labeling scheme could be shown to be exact for fanout-free networks. In fact, this labeling scheme can be used to generate a minimal test sets itself (see [5] ). If minimal test sets can be computed for fanout-free networks, why is it difficult to determine optimal nodes for test point insertion in a fanout-free network? The main reason is that as soon as we insert a test point the network no longer remains fanout-free. In fact, for this very reason, it is relatively easy to insert one test point into a fanout-free network. We will provide a simple algorithm to do this.
We pointed out in the last paragraph that even a fanout-free network fails to be fanout-free as soon as we insert test points into the network. However, even though there is fanout in the resulting network, it is of a special type. In Section 4 we show that the minimal test set size for such networks can be computed efficiently. We require this result for our subsequent proofs of optimality of the algorithms suggested in this paper.
We should mention another major difficulty in the test point insertion problem. Consider the network of Figure 1 . This network requires 10 test vectors to detect all single stuckat faults. If we were to insert one test point the best place to insert it would be at the output of gate A. That will reduce the test set size to 9. On the other hand, if we were to insert two test points the optimal places to insert them would be at the outputs of gates B and C . The test set size for this network will be 6. We realize from this example that we cannot insert test points one at a time, preserving the previously inserted test points. We need to take into account the total number of test points to be inserted before we insert the very first test point. That makes the task all the more difficult. Let us make a few comments about the theoretical and practical implications of the results of this paper. Theoretically, the test point insertion problem, even for fanout-free networks, has remained open for over a decade. In addition, the problem of computing the minimum test set size for multiple output non-reconvergent networks is an open theoretical problem. We make some progress in this paper towards a solution to that problem.
On the practical side, test set size has been proposed as a general testability analysis mechanism, and recent results have indicated its usefulness for analyzing testability and in test generation ( [3, 9] ). In light of this, the test point insertion problem becomes of utmost importance in enhancing testability. Of course, we do not claim that solving the test point insertion problem optimally for fanout-free networks is of immediate practical significance. But, the ability to lift the solution to arbitrary networks does render it of practical value. We offer in this paper a dynamic programming approach to the test point insertion problem that provides optimal results for fanout-free networks and lifts to general networks without any degradation in the time complexity of the algorithm.
In Section 2 we review some of the background material pertinent to the test point insertion problem. In Section 3 we present a simple solution to the single test point insertion problem and show that it is optimal for fanout-free networks. In Section 4 we show that the minimum test set size for a restricted class of networks with fanout can be computed efficiently. In Section 5 we present a dynamic programming solution to the general test point insertion problem and show that it is optimal for fanout-free networks. Finally, in Section 6 we conclude with a few comments on the complexity of these algorithms and how one can lift this algorithm to an arbitrary combinational network with reconvergent fanout.
Background
In this section we will first point out certain established complexity results that puts this work in proper perspective. We will then proceed to review some of the existing techniques for test set size enumeration that we will use in this paper.
It is well known that determining whether a specific stuckat fault in a given network is detectable or not is a difficult problem. More precisely, it is NP-complete ( [6] ). Consequently, determining whether a given network is irredundant or not is also NP-complete. More surprisingly, the problem of determining the size of a minimum test set (that detects all single stuck-at faults) for a given irredundant network is at least as hard. More precisely, it is PIP-hard ( [8] ). All of these complexity results use the fact that the Boolean Satisfiability problem (see [6] ) is embedded in all test generation problems particularly due to reconvergent fanout. In fact, for fanout-free networks we can not only compute the minimal test set size but also compute all possible minimal test sets for the network (see [5] ). This raises a natural question about networks that contain fanout but no reconvergence, i.e., multiple output nonreconvergent networks. Can a minimal test set be efficiently computed for such networks. This remains an open problem.
For the purposes of this paper we need to be familiar with test set size enumeration for fanout-free networks. That is, given a fanout-free network how can we compute the minimum number of test vectors needed to detect all single stuck-at faults in the network? A labeling method was suggested in [7] and a generalization of this approach has been used in [3] to develop an approximation technique for estimating the test set size for arbitrary networks. Our exposition, terminology and notation closely follows the test counting technique of [3] . Similar techniques have also been developed in [ 1, 2] Given a test vector t for a circuit C we can perform logic simulation and determine the Boolean value of 1 or 0 on each lead A in C. This value is called the fogic value on A. Further, we could perform fault simulation and determine, for each lead A in C, whether or not t detects the "appropriate" stuck-at fault on A. We denote the result using the symbols "+" or "-" to denote that the corresponding stuck-at fault at that lead is detected or undetected, respectively, and we call these values be sensitivity values. Thus, a logic value of 1 and a sensitivity value of + on a lead A in C indicates that the test t yields a 1 on A and that if A were stuck-at 0, the Value at some primary Output of c would change. The test counting technique is a method for computing lower bounds for the test counts at each lead of C without knowing T, and, of course, without performing logic or fault simulation. Instead, the technique does make use of the set of faults that T detects. Thus, given C and a set of faults F, the test counting technique provides a lower bound for the test counts, and these lower bounds are applicable to any test set T that detects all the faults in F. In particular, the lower bounds are applicable to the minimal test set. Thus the claim made in [3] , that test counting provides a lower bound for the minimum number of tests needed to detect all the faults in C.
The test counting technique proceeds by satisfying a collection of inequalities, called constraints, relating the various test counts. These inequalities come in two varieties. The first comes from the fault set, one for each fault in F . For example, the inequality corresponding to a stuck-at-l fault on a lead A is:
The second class of inequalities comes from the set of constraints associated with each type of gate. Let us briefly indicate the nature of one such constraint. Consider a three input AND gate with input lead A, E and C and output lead D. Clearly, whenever a test vector yields a test value of O+ on lead A the test value on lead C must be l-. Similarly, whenever a test vector yields a test value of O+ on lead B the test value on lead C must be l-. Further, whenever a test vector yields a test value of l-on lead d the test value on lead C must be I-. Finally, the above three situations are mutually exclusive, i.e., no two of those three situations could occur in the same test vector. From this argument we can conclude:
In this paper we will neither require the general test counting technique not the details of the large number of constraints enumerated in [4] . Instead we will, at this point, describe an adequate procedure for computing the required test set size of fanout-free networks. For this purpose we will require only the sensitive test counts. We will also assume that the network is made up of two input AND and OR gates only. A generalization of this algorithm to larger number of inputs to the gates and to inverters is rather obvious. The algorithm is given below :
Input:
A fanout-free network.
output:
The number of test vectors required to test the network for all single stuck-at faults, and a set of test counts for each lead in the network.
Procedure:
4.
Associate two variables a$ and a[ with each lead A in the network.
For each lead A initialize ai and a: to 1 to indicate that the stuck-at-l fault and the stuck-at-0 fault on that lead is to be detected.
Starting from the inputs and working towards the outputs consider each gate one at a time. Let the input leads of the gate be A and B and the output lead of the gate be C. Depending on the type of gate do: Compute the largest value of ai + a: over all leads A in the network. This is the required number of test vectors.
Let us illustrate this algorithm using an example. We indicate the values of the two test counts a: and a: associated with a lead A by a vector of two elements in their respective order. Consider the network of Figure 2A . Applying the above algorithm on the network yields the test counts shown in that figure. For example, the test counts for lead A are: a,'=1 and a1+=3. This indicates that in any complete test set for this network there will be three vectors that will detect a stuck-at-0 fault on lead A.
The following theorem is implicit in the work of [7] and is explicitly stated in [3] :
The above algorithm provides a lower bound on the number of test vectors needed to detect a specified set of stuck-at faults in a combinational network. Furthermore, for fanout-free networks the derived lower bound is optimal.
As we mentioned in Section 1 we will rely on this algorithm to compute the optimal test set size for fanout-free networks. However, as we had mentioned, as soon as we introduce one test point the network is no longer fanout-free. In Section 4 we show how the optimal test set size for fanout-free paper 36. 3 networks with added test points can be computed. But first let us use the above described algorithm to place a single test point optimally. 
Single Test Point Placement
Let us return to the network of Figure 2A . Suppose we wished to reduce the number of test vectors needed (in this case, 6) by inserting an observable test point somewhere in the network. Where would we insert it? Clearly, inserting it at the primary input leads or the primary output lead does not affect the number of test vectors needed. How about at the output of gate Y? The resulting network is shown in Figure 2B . Notice that this new test point can be used to observe any of the faults detected in the subnetwork commanded by gate Y. Thus, in Algorithm 1 we can re-initialize the sensitive test counts on lead B to be 1 and continue to apply the algorithm. The resulting test counts are given in Figure 2B . This, of course, leads us to conclude that we need 5 test vectors for this modified network. Unfortunately, this is merely a lower bound and the lower bound is not optimal.
The reason is this. The output of gate Y has to assume a test value of 0' two times. In addition, lead B , (and hence, the output of gate Y). has to assume a logical value of 1 whenever lead A assumes a sensitive test value. Since we have already concluded that lead A has to be a 0" once and a l+ three times, it follows that lead B (and hence, the output of gate Y) must be a logical 1 at least four times. This, in conjunction with the requirement that it be a 0' twice, forces the need for at least 6 test vectors! We now enhance Algorithm 1 to compute the logic counts.
Algorithm 2 :
output:
1. Perform Algorithm 1.
2. Set the logic counts of the primary output lead to be equal to the corresponding sensitive test counts. 4 . Compute the largest value of a0 + al over all leads A in the network. This is the required number of test vectors.
The following theorem is implicit in the work of 131 but is neither stated nor proved in that paper. We too will omit a formal proof in the interest of brevity, but will state the result: Theorem 2: Let A be any lead in a fanout-free network and let a$, a :, a0 and a1 be the values of the four test counts obtained using Algorithm 2. Then these values are optimal in the following sense:
1. For any complete (detects all single stuck-at faults) test set T there are at least (i) a 0' vectors in T that yield a value of 0+ on A ; (ii) a 1' vectors in T that yield a value of l+ on A ; (iii) a0 vectors in T that yield a value of 0 on A ; (iv) a r vectors in T that yield a value of 1 on A.
2. There exists a complete test set T in which there are at most (i) a 0' vectors in T that yield a value of 0+ on A ; (ii) a: vectors in T that yield a value of 1+ on A ; (iii) a o vectors in T that yield a value of 0 on A ; (iv) a I vectors in T that yield a value of 1 on A.
The above theorem states that the values of the test counts computed by Algorithm 2 are the best possible values. Let us now apply Algorithm 2 to the network of Figure 2A (2, 2) there are four faults in the subnetwork commanded by that lead, whose tests have to pass through lead B. But now that we have a test point at the output of gate x these tests do not have to be sensitized through gate z any more. We might as well use the test point to observe these tests. However, we still have to test for the stuck-at faults on the input lead A of gate Z. To do this we set the sensitive test count values of lead A to be (1,l) and proceed with Algorithm 1. On the backward pass (Step 3) of Algorithm 2 we merge the logic counts on the input lead A of gate Z with the output lead of gate X. The merging process amounts to taking the maximum of the respective logic counts. The resulting test counts are shown in Figure 2D . Notice that we now need only 5 test vectors for this network.
Of course, this only allows us to compute the required number of test vectors once we have chosen a test point. How can we efficiently choose the best place to insert a test point? Trying each possible lead in the network is surely not an efficient method. We give below an algorithm that determines the optimal place to insert a single test point in a fanout-free network. We need some additional notation. With each lead A we associate two slack values, A,: and Ao:. The slack value Aa: is the amount by which the sensitive test counts on the output will decrease if we insert a test point at lead A and thereby decrease the sensitive test counts on A to (1,l). The slack value &; is similarly defined. Let us also define 9. to be the number of test vectors needed if a test point were to be inserted at lead A. With these definitions, we are now ready to present the single test point insertion algorithm. Choose the lead A for which n. is a minimum as the optimal lead for inserting a test point. The corresponding n. is the required number of test vectors for the resulting network.
Theorem 3: Algorithm 3 ftnds an optimal lead for a single test point insertion in a fanout-free network. Sketch of Proof: Prior to describing Algorithm 3 we showed how we might compute the number of test vectors needed in a fanout-free network with a single test point inserted. The proof of this theorem requires that we show that the computed value of q,, , for each lead A, by Algorithm 3 is indeed correct. We do this by induction on the number of gates between a given lead and the primary output. The induction step, of course, is equivalent to establishing the validity of the updating equations given in Step 3 of the algorithm. Cl
In this section we have shown that a single test point can be inserted efficiently. Recall the comments we made in Section 1 about the difficulties in inserting more than one test point. Not only is it inadequate to insert test points one at a time, but as soon as we insert the very first test point the network no longer is fanout-free. In fact, we cannot rely on Algorithm 2 to compute the required number of test vectors for such a network. In the next section we present an algorithm for comput-
Test Set Size for Fanout-Free Networks with Multiple Test Points
an individual AND gate in isolation, and let us assume that for reasons uncovered by the test counting algorithms of this paper we have concluded that each of the two inputs of this AND gate must be a 1 at least five times and the output has to be a 0 at least five times. Once again, it is easy to convince ourselves that at least eight sets of inputs to the AND gate are needed to Consider the network of Figure 3A and the associated senget the desired test counts. It has been shown in [3] that in sitive test counts obtained using Algorithm 1. By Theorem 1 general, if we require a 1 on each of the two inputs at least al the minimum test set size for this network is exactly 6. Now and bl times, respectively, and a 0 on the output at least c0 let us place two test points at the output of gates X and Y. The resulting network is shown in Figure 3B . If Let us pursue the case with a1 = bl = 5 and co = 5, for which we concluded that we require at least eight inputs. Figure 4A suggests two sets of eight input pairs that achieve this. (Recall that the test counts are only a lower bound on the actual number of times the lead has to take on a certain value.) The reader can quickly verify that no matter how we design the inputs to the AND gate, if we achieve the necessary test counts 1 in eight input pairs then the output must be a 1 at least two times. On the other hand, if we allow nine input pairs then the ;;;pu;eyus;be a 1 at least once. For example, Figure 4B 3A Figure 3A , 3B
Observe that even thought the logic counts on leads A and B indicate that they each need to be a 1 twice, they really must assume that value three times since the outputs of gates x and Y which feed into them must be a 1 three times. The test counts shown in Figure 3B also indicate that the output lead of gate z must be a 0 three times. Now ignoring the rest of the network and considering only gate Z, we can easily convince ourselves that this, or any two-input, AND gate cannot assume a value of 1 on each of its two inputs three times and a value of 0 on its output three times using only four sets of inputs! No matter how we design the inputs to this gate, we will require at least 5 sets of inputs. Thus, the network of Figure 3B requires at least 5 test vectors. This is the subtle point that seems to have been overlooked in the labeling scheme of [7] . In [3] the authors have suggested the use of certain additional constraints that they call oddball constraints to account for this. While the oddball constraints take care of the local problem it does not seem to address the propagated effects of the problem. Let us explain this using the AND gate example. Once again let us consider In summary, given the number of times each input lead of an AND gate must assume each of the two logical values as well as the number of input pairs that we intend to use, we can conclude exact lower bounds for the number of times the output will assume each of the two logical values. This is given in the following Lemma.
Lemma I: Let A and B be the two input leads of a two-input AND gate and c be the output lead. Let ao, a,, b. and bl be the corresponding counts of the number of times that we require each of the input leads to assume each of the logical values. Then we will require at least n input pairs, where ~~M4x(ao+a,,bo+bl).
Further, if we use n&l input pairs to achieve the desired counts then the output lead, C, must be a 0 at least co times and a 1 at least c, times, where co=M~(aobd; Notice that in the above Lemma the only values of n that are interesting are those that lie between q and al+bl. We call this the active range. We are now ready to present an algo-rithm that will compute the minimum number of test vectors needed for a fanout-free network with multiple test points inserted. The crux of the algorithm is in the application of a generalization of the previous Lemma. To explain this generalization we require additional notation. So we first develop the requisite notation and state a theorem that captures the generalization of the above Lemma. We will then state the algorithm.
With each lead, A, in a network we will associate the two sensitive test counts a$ and a: as we have in the previous sections. We will also associate an active range, which is a closed interval on the positive integers, [Q.Q,I, that represents the range of possible number of test vectors that one has trJ consider. For each value of n in the active range we will associate two logic counQ, a: and a?, with that lead. These logic counts represent the minimum number of times that that lead must assume the specific logical value, given that n test vectors are going to be used. 71~ is, of course, a lower bound on the number of test vectors required. For values of PZ beyond qH the corresponding logic counts are the same as the logic counts for %I* Theorem 4: Let A and B be the input leads of a two-input AND gate and C be the output lead of that gate. Let the associated active ranges and test counts for the two input leads be denoted by the notation described above. Then the active ranges and the test counts for the output lead are given by: (i) the sensitive test counts to be (l(1); (ii) the active range to be [2, 2] ; (ii) the logic counts for the one and only element in the active range to be (1,l 'Now that we can compute the number of test vectors needed for a fanout-free network with arbitrary number of test points, can we determine where to put a specified number of test points into a given fanout-free network so that the resulting test set size computed by Algorithm 4 is minimized? This is the topic of the next section.
Multiple Test Point Insertion
Notice that in Algorithm 4 we wanted to propagate the logic counts on the inputs of a gate as logic counts on the output of the gate. But we could not make adequate claims on the output logic counts without knowing the number of test vectors that were going to be needed -the very quantity that we were computing in that algorithm! We resolved the deadlock by computing the output logic counts for each possible value for the number of test vectors that might be needed. This idea of computing a multiple set of answers to a problem and postponing until the end th decision of 'which answer to choose is the dynamic programming flavor in that algorithm.
In this section we consider the problem of determining the optimal leads to place t test points in a fanout-free network and use a dynamic programming approach much like that of Algorithm 4. Recall a comment made in Section 1 that in placing t test points we cannot place them one at a time, incrementally. Our next algorithm places the t test points in one sweep.
The overall approach is the following. Let us start with a fanout-free network and a number, t, of test points to be inserted. Consider the last gate in the network. It has two input leads, say A and B, each of which commands a fanoutfree sub-network. What we are going to do is to determine how many of the t test points must lie within the A subnetwork, how many of them must lie within the B sub-network and whether either of the leads A or B should contain a test point itself. Of course, our commitments must all add up to at most t. In order to partition t between the two sub-networks optimally, we compute for each of the two sub-networks the benefits for that sub-network of inserting i test points, for each value of i in the range Osiv. The benefits, of course are in terms of the resulting test counts on the leads A and B and in terms of the number of test vectors needed. Once we have this information for each of the two sub-networks and each value of i, we can then determine how to partition t between the two sub-networks most optimally.
Observe that once again we have used a dynamic programming approach to delay making the decision until the last moment. In fact, in order for this technique to proceed recursively within each of the sub-network, we must compute at each step the answers to the questions: What are the benefits of inserting i test points, 049. Of course, a naive recursive implementation of this approach will result in an exponential algorithm. Instead, we suggest proceeding from the inputs to the output and calculating these benefits at the output of each gate.
So we must now associate with each lead t+l copies of the collection of test counts and active range information that we had used in Algorithm 4. We then perform Algorithm 4 modified so that at each step we compute t+l sets of data for the output lead, one for each i, Oav. To compute the data on the output lead for a fixed i we partition i into four parts, iA, iB, I* and I*. i,, and iB are O/l valued and represent whether a test point is placed on the lead A and B, respectively. I* and I~ represent the number of test points allocated to the two subnetworks. Since iA+iB+rA+r,=i, it is easy to see that there are at most 4(i+I) possible ways of partitioning i. We compute the data for the output lead for each such partition of i and choose that partition that produces the least number of test vectors needed.
Let us make one other observation before we present our last algorithm. Even though t test points are to be inserted it is conceivable that the t* test point does not help in reducing the number of test vectors. To account for this throughout the algorithm we will associate a number, t., with each lead A, of the number of test points that can be fruitfully used by the network commanded by lead A.
Algorithm 5:
A fanout-free network and a number, t, of test points to be inserted.
output:
A set of t leads in the network where the test points should be inserted, so as to minimize the number of test vectors needed for testing the resulting network for all single stuck-at faults.
1. For each of the primary input leads assign: (i) Set ta to be 0. (ii) Initialize the test counting data indexed by t.=o using Step 1 of Algorithm 4.
2. Starting from the primary inputs and working towards the primary output consider each gate one at a time.
Let the input leads to the gate be A and B and the output lead of the gate be c . 3. The test data for the output lead, indexed by t, will provide the number of test vectors needed in the best assignment of t test points. A record of the choices made in Step Z@).(a) will provide the exact test points selected.
We now state our final theorem, whose proof is immediate from the discussion preceding the above algorithm.
Theorem 5: Algorithm 5 yields optimal leads to insert t test points in a fanout-free network.
Networks with Reconvergent Fanout
As we mentioned in the beginning of the paper, we will show how these algorithms can be lifted to the general case of networks with reconvergent fanout. Of course, we will not be able to make any claims on the optimality of the test points inserted in such networks. However, we will ensure that the complexity of the algorithms remains unchanged.
When working with networks with fanout, we must contend with multiple output networks. Further, unlike many other testing related problems we cannot solve the test point insertion problem independently for each of the cones of single output networks. We must solve the entire problem of inserting t test points for the whole network.
So far we have indicated three subtle complications in inserting I test points:
1. The need to insert all of the t test points with global consideration, as opposed to one at a time (discussed in Section 1). 2. The need to consider oddball constraints (discussed in Section 4). 3. The need to consider multiple output networks.
A practically viable solution to the test point insertion problem could ignore some or all of these subtle complications as theoretical caveats. Indeed, while the two points above are quite appropriate when the goal is to obtain the optimal solution, they becomes less significant for general networks where any reasonable solution is all we can hope for. Thus, our approach to the general networks will consists of inserting one test point at a tie ignoring the oddball effects but taking into account the multiple output network. This approach has the added advantage of being much simpler than the previous algorithms of this paper.
Unlike our previous algorithms in this paper we will not precede the next algorithm for inserting a test point within a general network with a corresponding theorem that establishes its optimality. The algorithm will consists of propagating two sets of counts from the inputs to the, outputs of the network. Each set of counts will include the two sensitive counts and the two logic counts for a lead in the network. The two sets of counts will correspond to the two cases indicating whether or not a test point is inserted within the cone feeding that lead. @I To compute the used test counts for the output lead of the gate perform the following computations and take that computation that yields the minimal number of tests required: (8 The propagation rules are quite simple. Through an AND gate the rules are similar to the ones described in Theorem 4 with the exception that we do not carry rlr. and q,, . Further, we only carry the logic counts for one value of q. The rules for the OR gate are analogous. However, we need to provide a new set of rules for a fanout node. These rules will be somewhat optimistic in an attempt to under estimate the number of tests needed.
For each input lead use its used test count and the normal test counts of all other input leads and propagate using the rules suggested above.
(ii) Assuming a test point at the output of this gate, assign the sensitive counts of the normal test counts computed for the output lead in Step 2.(i).(a) to be (1,l). In choosing one of the above altematives break ties so as to minimize the total number of sensitive test counts. The difficulty with a fanout node is that sensitive test counts entering the stem may exit through either branch, or both. So we cannot positively conclude that they must exit on any one of the fanout branches. As we said, we will be optimistic and ignore the sensitive test counts in propagating through the fanout. The interpretation here is that each branch assumes that the other branch will propagate the sensitive values. However, each branch will inherit the logic counts from the stem. Thus the sensitive test counts on the branches will be reset to (1,l) and the logic counts will be set to the corresponding logic counts of the stem.
(ii) If it is a fanout node then set the normal and used sensitive test counts of all its branches to be (1,l) and the normal and used logic test counts of all its branches to be the corresponding values of the stem.
3. The location of the final choice for the test point can be obtained by tracing the decisions made at each gate.
Before we state the algorithm let us establish some notation. Since we will carry two sets of test counts with each lead, one corresponding to the case where a test point is not inserted within its cone, and one for the case where a test point is inserted, we will represent these two sets of test counts for a lead A by (o~+,u:,o~P~) and (0^0+,~i:,&,,6,). We will refer to the former set as the normal resr counts and the latter set as the used test counts. We are now ready to state the algorithm. Algorithm 6:
We have illustrate the above algorithm in Figure 5 . The reader is encouraged to apply Algorithm 6 to Figure 5 and verify the numbers. More importantly, he is encouraged to verify that by tracing the choices back the chosen point for inserting a test point is at the output of gate A. Before we conclude this section we must reiterate that Algorithm 6 should be applied r times to insert t test points in the network.
Conclusion
A general combinational network within which a single test point is to be inserted.
output:
A lead in the network where the test point should be inserted, so as to minimize the number of test vectors needed for testing the resulting network for all single stuck-at faults.
1. For each of the primary input leads initialize two sets of test counts data, to be (l,l,l,l).
2. Starting from the primary inputs and working towards the primary output consider each gate (or fanout) one at a time.
Let us first remark on the restriction on the gates that we have imposed throughout this paper, i.e., two input AND and OR gates only. This restriction is merely for the sake of clarity in our exposition. The reader will readily agree that Algorithms 1 through 4 can all be enhanced to accommodate other (fanout-free) gates as well as gates with an arbitrary number of inputs. The only step that might require an explanation is in Step 2.(ii).(a) of Algorithm 5, where a partition of i into each of the two input leads is required. If there are more than 2 inputs we would be required to partition i into an arbitrary number of parts -a task that can yield exponentially many choices. We avoid this by representing a many input gate by cascaded two input gates, with the proviso that test points cannot be inserted on the artificially created leads in such a cascading. This requires that in Step 2.(ii).(a) we sometimes will have to set iA and/or is to be necessarily 0. (i) If it is a gate (not a fanout) then:
(a) propagate the normal test counts using
Throughout the paper we have not remarked on the time the ruIes described above to compute complexity of any of the algorithms. But, before we do that let the normal test counts of the output us mention that in presenting the algorithm we have often lead. separated iterated loops for the sake of clarity. In an actual implementation of these algorithms one should and can fold a Figure 5 number of the loops into one. Similarly, we have always assumed that the test counting data associated with each lead resides in separate locations. Of course, in an implementation of these algorithms one needs to carry only those data that have not yet been used in the subsequent gate, thereby re-using the space assigned to the data for the previous leads. If we had taken this into account in our algorithms it would have made the description all the more difficult.
As for the time complexity of the algorithms, the reader will readily agree that Algorithms 1, 2 and 3 can all be implemented with a time complexity of O(N), where N is the size of the network -as measured by the number of leads in the network. As for Algorithm 4, the number of operations to perform Step 2.(i) is proportional to Q-Q. It would appear that this could become as high as N, resulting in an N2 time complexity for the algorithm. It can be shown that with a suitable counting argument that the total number of steps is still 0 (N).
Algorithm 5 seems to be the most complex to analyze. We will not perform a complete analysis in this paper. We will. however, mention that the time complexity of this algorithm can be bounded by 0 (N .r), where t is the number of test points to be inserted. Finally, Algorithm 6, as indicated earlier, is comparatively simpler and can easily be shown to be linear. Nevertheless, since the insertion of t test points requires the execution of Algorithm 6 t times, the overall complexity is O(N.r).
Finally, we should mention that we have shown a provably optimal algorithm for inserting r test points within a fanoutfree network. However, from a practical sense fanout-free networks are of 'limited value. On the other hand, all complexity theoretic arguments indicate that corresponding solutions for networks with reconvergent fanout are doomed to be exponential. Our approach, as those adopted in [l, 3, 7] , is to solve the problem exactly for fanout-free networks and then lift the solution to networks with fanout. This lifted solution cannot, of course, guarantee optimality. However, previous experience with similar questions, such as test set size estimation has proved that the results for more general networks are very encouraging. In our case we have tried to use the intuition about the problem obtained in solving the fanout-free case to determine the issues that are practically relevant and those that are merely pathological subtleties. By doing so, we believe, we have provided a practically viable algorithm for inserting r test points within a general network with reconvergent fanout.
Of course, while we can establish the computational complexity of the resulting algorithm, experience alone will indicate the effectiveness of the algorithm. It should be pointed out that even empirical analysis is unlikely to indicate its effectiveness, particularly with respect to the decrease in the number of tests required. This is because, estimating that number is itself as difficult! We have shown a quasi-linear time algorithm for the test point insertion problem. More importantly, we feel that the dynamic programming approaches to the class of problems addressed in this paper is a useful technique in general.
