Abstract-Service function chaining (SFC) allows the forwarding of traffic flows along a chain of virtual network functions (VNFs). Software defined networking (SDN) solutions can be used to support SFC to reduce both the management complexity and the operational costs. One of the most critical issues for the service and network providers is the reduction of energy consumption, which should be achieved without impacting the Quality of Service. In this paper, we propose a novel resource allocation architecture which enables energy-aware SFC for SDN-based networks, considering also constraints on delay, link utilization, server utilization. To this end, we formulate the problems of VNF placement, allocation of VNFs to flows, and flow routing as integer linear programming (ILP) optimization problems. Since the formulated problems cannot be solved (using ILP solvers) in acceptable timescales for realistic problem dimensions, we design a set of heuristic to find near-optimal solutions in timescales suitable for practical applications. We numerically evaluate the performance of the proposed algorithms over a real-world topology under various network traffic patterns. Our results confirm that the proposed heuristic algorithms provide near-optimal solutions (at most 14% optimality-gap) while their execution time makes them usable for real-life networks.
known as Virtual Network Functions (VNFs). The chaining of
VNFs is commonly referred to as Service Function Chaining (SFC) [1] . The exploitation of NFV has several advantages including i) the reduction of the capital and operational expenditures, and, ii) the increase in the flexibility for providing the services [2] . On the other hand, the Software Defined Networking (SDN) paradigm offers the possibility to control the forwarding of packets from a logically centralized point of view, thus easing the introduction of efficient and flexible algorithms to optimize the utilization of network and processing resources [3] .
VNF chains can be required to process traffic streams with high bit rates, in order to support the real-time streaming applications that represent a large part of traffic in today's networks. Guaranteeing a given level of throughput to VNF chains is of paramount importance. In particular, the failure to provide the desired level of performance for a VNF chain may lead to a violation of the Service Level Agreements (SLAs), thus incurring both in high penalties for the service/network providers and in possible disruptions to users. In this context, several works focus on providing SFC in SDNs [3] - [11] . An SFC taxonomy that considers architecture and performance dimensions as the basis for the state-of-the-art analysis is sketched in [12] .
In an NFV scenario, the high energy consumption of computing infrastructure is translated into high electricity costs for providers [13] . Furthermore, some countries have set carbon taxes on the emitted CO 2 to enforce the environmental sustainability [13] . Therefore, considering the amount of consumed energy as a goal for resource allocation algorithms helps service providers to reduce their electricity (and carbon) costs [14] . In this context, different natural questions arise, such as: How to define a resource allocation architecture to cover SFC over SDN switches? How to optimally leverage the trade-off between energy consumption of servers and network allocation side effects on SDN switches? How to properly implement SFC without affecting the Quality of Service (QoS) parameters in a real-world network? The goal of this paper is to shed light on these issues. More in detail, our main contributions are the following ones:
• We propose an SFC-based resource allocation architecture, which is built upon different modules (i.e., Single Flow Resource Allocation, Global Resource Reallocation, Network Monitoring, Server/Network Configurator, and Congestion Detector/Predictor); • We model the SFC problem (i.e., energy-aware VNF placement and path allocation) to assign the resources to the flows (path allocation) and to switch the servers between three different states (OFF, ON-IDLE, ON-ACTIVE); • We mathematically formulate the problems of resource allocation for the proposed architecture, by considering both the initial resource allocation to a flow and the global reallocation. The corresponding optimization problems are cross-layer, and they belong to the class of Integer Non Linear Programming (INLP) in our first natural formulation; • We linearize the non linear constraints appearing in the aforementioned optimization problems, thus obtaining Integer Linear Programming (ILP) problems that can be solved by ILP solvers for small-sized network scenarios; • We propose near optimal heuristics to solve the aforementioned problems in large scale network scenarios; • We compare the heuristic algorithms with the optimal ones by adopting a set of variegated metrics, which include: i) energy consumption, ii) path length, iii) network side-effect, iv) average/maximum link utilization, v) average/maximum node utilization, and vi) computational complexity; • Finally, we implement a demand/resource generator to create network resources and flows with different requirements (e.g., requested VNF chain, maximum tolerable delay, flow size, servers' features, etc.) based on mathematical distributions. Our results, obtained over a set of representative scenarios, show that the solutions achieved by our algorithms are close to the optimal ones (at most 14% of optimality-gap), while being able to consistently limit the execution times.
This manuscript greatly extends our previous paper [15] . In particular, in [15] we did not assume any ordering constraint for the VNFs so we could not enforce VNFs sequences. This represented a severe limitation, for example it was not possible to force the traffic to cross a firewall before receiving other services. In addition, in [15] we completely neglected delay constraints. As a result, the strict delay requirements in stateof-the-art networks such as 5G could not be taken into account. On the other hand, in this article: i) we explicitly consider the ordering constraints of the VNFs, ii) we introduce flow delay constraints. Another fundamental extension is that in this work we face different classes of optimization problems, namely: initial assignment of resources, long-term/short-term rerouting, and online/offline resource allocation, while in [15] we focused on a single aspect of the problem, i.e., the online short-term rerouting phase. Finally, in this work we design a set of heuristic algorithms which are different from the heuristic algorithm proposed in [15] .
The remainder of the paper is organized as follows: In Section II, the related work is discussed. Section III details the proposed resource allocation architecture. Section IV reports the formulations of the problems, while Section V details our algorithms. The performance analysis of the proposed approaches is presented in Section VI. Finally, Section VII concludes the paper and presents future directions of work.
II. RELATED WORK
We divide the related work into three different categories: i) VNF placement problems [16] - [26] , ii) routing and SFC [3] - [11] , [27] , [28] , and iii) green SFC [14] , [29] - [33] . From now on we refer to service function as VNF (Virtual Network Function) . We then describe the works falling in each category.
A. VNF Placement
In this category, the problem is to optimize the placement of VNFs in order to pursue a given objective, e.g., maximizing the network throughput or minimizing the energy consumption. In particular, different works focus on proposing measurements to compare different VNF placement algorithms, e.g., [16] and [17] . More in detail, Filiposka et al. [17] compare several algorithms to evaluate their capabilities on balancing resource usages versus the total number of used physical machines. In addition, they evaluate the impact of the size of the cloud services on the characteristics of the data center (and vice-versa). Finally, a survey of the recent works on VNF resource allocation that tackle chain composition and SFC embedding is presented in [34] .
Focusing on the VNF placement algorithms, Bhamare et al. [18] study the problem of deploying SFCs over an NFV architecture. Specifically, they investigate the VNF placement problem for the optimal SFC formation across geographically distributed clouds. Moreover, they model the problem of minimizing the inter-cloud traffic and the response time in a multi-cloud scenario as an Integer Linear Programming (ILP) optimization problem, along with other constraints such as the total deployment costs and the SLAs. The focus of their approach is on minimizing the inter-cloud traffic while our focus is on minimizing the energy consumption.
Bari et al. [19] use ILP to determine both the required number of VNFs and their placement, in order to optimize both the network operational costs and the utilization, without violating the SLAs. The pursued approach specifies only the placement of required VNFs to minimize the operational costs and utilization, without violating SLAs. Therefore, their solution does not consider the SFC requirements of flows and energy consumption of the network. In [20] an approximation algorithm for path computation and function placement in SDNs is proposed. Similar to [19] , they propose a randomized approximation algorithm for path computation and function placement. In addition, the paper [35] considers offline batch embedding of multiple VNF chains with the goal of maximizing the profit by embedding an optimal subset of requests or minimizing the costs when all the requests need to be embedded. However, a static placement of VNFs is assumed by [35] , while in our work we consider a dynamic one.
Different works are then focused on the design of algorithms for the VNF placement in data centers [21] - [24] . In particular, Xu et al. [21] propose a VNF placement algorithm to leverage the trade-off between the energy consumption of the network and the SLA performance. Similarly, a Mixed ILP (MILP) traffic-aware VNF placement model for data center networks is presented in [22] . This solution does not consider the energy consumption and the SFC requirements of flows. They just focus on minimizing the packet loss and maximizing the network throughput.
Meng et al. [25] formulate the VNF placement as an optimization problem and propose a two-tier approximate heuristic to solve it. Furthermore, they compare the impact of the network architectures and the traffic patterns on the performance of their approach. Although this is an interesting approach, it does not tackle the problem of the SFC with respect to the energy consumption of the VNFs.
B. Routing and Service Function Chaining
In this category, the problem is to find a routing that ensures the SFC requirements, i.e., all the required VNFs are delivered to the flows. In addition, some extra objectives, such as minimizing the network congestion, can be introduced. Different works explore this research topic [3] - [11] . More in depth, Zhang et al. [3] design a heuristic algorithm to solve the VNF chaining problem. The proposed approach employs a two-step flow selection when an SFC with multiple network functions needs to be scaled out. Furthermore, AbdelSalam et al. [4] investigate the possibility of implementing the VNF chaining through segment routing in a Linux-based infrastructure. To this end, they exploit the IPv6 segment routing network programming model to support SFC in an NFV scenario. Moreover, Kulkarni et al. [5] target the problem of relocating the VNFs with minimal control plane overhead. The proposed solution has several advantages, including: flexibility, ease of configuration and adaptability. In addition, Soares et al. [6] focus on enabling telco infrastructures to orchestrate and manage SFC toward cloud infrastructures. Reddy et al. [8] target the problem of facing the uncertainty of the traffic demand. In particular, an optimization model based on the concept of Γ-robustness is proposed. The work in [9] then designs an optimization model to deploy a chain in a distributed manner. The proposed model abstracts the heterogeneity of VNF instances and allows to deploy a chain with a custom throughput without concerning about the individual VNF's throughput. On the other hand, [10] solves a joint route selection and VNF placement problem. In particular, the authors design an offline algorithm to solve the static VNF placement problem and an online solution for the traffic routing. In [11] a joint resource allocation and service function chaining is proposed. More in depth, the authors adopt a cost model to leverage the trade-off between service performance and network costs.
Although the aforementioned solutions in this category are able to route flows via the required SFC chain, none of them considers the problem of SFC with respect to the energy consumption of the VNFs.
C. Green Service Function Chaining
In the following, we review the works targeting the problem of minimizing the energy consumption through the SFC. More in depth, Marotta et al. [29] introduce an optimization model to minimize the energy consumption while considering a set of VNF chains. The model explicitly provides robustness to unknown or imprecisely formulated resource demand variations. To pursue this goal, the unused devices, including routers, switch ports, and servers, are powered off. Moreover, the minimum energy VNF placement is computed. However, the VNF ordering is not considered. In other words, it is impossible to guarantee that the flow meets VNF x before VNF y.
Shojafar et al. [30] present an energy-aware VNF placement algorithm to maximize the admitted traffic delivered to mobile clients and to minimize the computation and communications energy consumption in cloud data centers. However, the impact of traffic pattern is not taken into account. In [14] an energy-aware VNF placement method for geographically distributed cloud data centers is proposed. In particular, the authors investigate the parameters that affect both the carbon footprint and the energy costs. Similar to [14] and [30] , Tang and Pan [31] and Gu et al. [32] propose two algorithms for the VNF placement problem in data centers to optimize the energy consumption. In particular, a hybrid genetic algorithm for VNF placement problem is designed in [31] . The proposed solution takes into account the energy consumption of the communication network and of the physical machines. Similarly, Gu et al. [32] mathematically formulate the VNF placement problem and propose a heuristic to solve it. Both [14] and [31] focus on VNF placement and do not consider real-time routing of the traffic flows.
Eramo et al. [33] propose a scheme that exploits three different algorithms to perform the VNF placement, the SFC routing, and the VNF migration in response to changing workload. The goal is to minimize the rejection of SFC bandwidth and to reduce the energy consumption. Although the proposed solution is effective, there are several issues in their approach. First of all, their solution is applicable only to networks with predicable traffic, i.e., the traffic patterns are supposed to be repeated across time. Moreover, the amount of network traffic demands is assumed to be known in advance. Eventually, all the possible physical paths are provided as input to the proposed algorithm. However, this assumption does not scale for medium and big networks. Fig. 1 depicts the proposed architecture, which includes the following modules:
III. RESOURCE ALLOCATION ARCHITECTURE
• Single Flow Resource Allocation: this module, which belongs to the Application Layer, performs the routing of newly arrived flows. In particular, when a new flow arrives in the network, the Single Flow Resource allocation assigns the required resources to it. On the other hand, the routing of the other flows already allocated in the network is not varied; • Global Resource Reallocation: this module, which belongs to the Application Layer, performs a reallocation of a subset of flows in two cases: i) a reaction to some event (like congestion), or ii) a scheduled operation which is periodically performed to optimize the use of resources or the QoS perceived by users; Fig. 1 . System Architecture.
• [36] , the proposed Application Layer modules would be need to be mapped in the NFVO orchestrator and VNF Manager functional entities, while the Control Layer modules should be mapped into an SDN controller. Anyway, the precise mapping into the NFV MANO architecture is left for further study.
We design a set of algorithms to realize the functionality of the Single Flow Resource Allocation and Global Resource Reallocation modules. We divide the algorithms into the following categories: i) short-term online, ii) short-term offline, iii) long-term online, and iv) long-term offline. More in detail, the long-term algorithms set the VNFs' placement on the servers and power state of the servers (i.e., ON or OFF), by exploiting the information provided by the knowledge base. On the other hand, the short-term algorithms specify whether a VNF is ACTIVE or IDLE on a server (without turning off the servers), if all VNFs in a server are IDLE, the power state of the server is IDLE. To this end, short-term algorithms exploit the current state of the network (i.e., traffic load and link utilization). The online algorithms are used when the network should be reconfigured in a real-time manner, e.g., following a congestion event and should operate in timescales of tens or hundreds of milliseconds. The offline algorithms can be used to periodically reconfigure the network based on the traffic history and predictions (e.g., to plan different resource allocation for different times of the day). Consequently, the execution time of offline algorithms can be in the order of minutes or even hours.
Focusing on the Single Flow Resource Allocation, this module needs an online and short-term algorithm in which resources are almost instantly assigned. We mathematically formulate this problem as Single Flow Resource Allocator (SFRA) in Section IV-C. On the other hand, the Global Resource Reallocation module reassigns resources to the flows in a way that the energy consumption is optimized while the other constraints 2 are met, so that the utilization of links and servers is kept under control and the flow QoS is guaranteed. We mathematically formulate this problem as Global Resource Reallocator (GRR) in Section IV-D.
Since both SFRA and GRR are NP-hard problems, several heuristics and relaxed versions are proposed for the different variants of resource allocation and reallocation procedures that we have considered. In the following, we overview the proposed algorithms for each module and each category.
• Single Flow Resource Allocation: This procedure is run when a new flow is detected. In particular, the input is one flow as a pair of (source, destination), the average rate of flows until current time slot, and the current state of the network. The output is a set of links and a set of servers assigned to the flow. The problem formulation is reported in Section IV-C, while in Section V-A we propose a fast heuristic, called Nearest Service Function first (NSF). Note that both SFRA and NSF consider one flow at each time; • Online Long-Term Resource Re-Allocation: This procedure is invoked when some links are congested or congestion is predicted to happen soon. In particular, we design the Long-Term Energy-aware NSF (LT-ENSF) algorithm (described in Section V-C2). LT-ENSF is able to: i) take into account an estimation of the flow rates from the current state of the network, ii) consider the energy consumption by setting the routing for the flows and the state of the servers (from ON to OFF or vice-versa); • Online Short-Term Resource Re-allocator: when the network needs to be reconfigured in an online manner, a fast algorithm, called Short-Term Energy-aware NSF (ST-ENSF), is periodically run on all the flows. The algorithm, which is described in Section V-C1, takes as input the current state of the network and reassigns the resources to the flows in order to reduce the energy consumption of the network. This goal is pursued by: i) considering all flows simultaneously, ii) setting the routing of the flows and the power states of ON servers (from ACTIVE to IDLE, and vice-versa).
• Offline Long-Term Resource Reallocator: in order to propose an offline Global Resource Reallocator solution, we relaxed the mathematical formulation proposed in Section IV-D by defining a new optimization problem called Relaxed Resource Reallocator (3R), which is detailed in Section V-B2). We solve this problem with a standard ILP solver and we refer to this procedure as 3R algorithm. If the 3R algorithm is invoked with the network topology and the rate of flows (which can be either measured or predicted), then it will perform an offline long-term resource reallocation. In this case, the 3R algorithm is considered as a long-term algorithm since it specifies whether a server is in ON or OFF state and it decides which VNFs are deployed in which server; • Offline Short-Term Resource Reallocator: when the 3R algorithm (described in Section V-B2) is invoked with the current state of network, an offline short-term reconfiguration algorithm is performed. In this case, the 3R algorithm is considered as a short-term solution since it specifies whether an ON server is in IDLE or ACTIVE state. Further details about the architecture and the allocation schemes can be found in [37] .
IV. FORMULATIONS OF THE PROBLEMS
In this section, we formally describe the SFRA and the GRR problems. Specifically, Section IV-A details the system model and the assumptions. Section IV-B reports the mathematical formulation of the constraints. Finally, Section IV-C and Section IV-D state the SFRA formulation and the GRR one, respectively.
A. System Model and Assumptions
We assume an SDN-based network in which a southbound protocol is used to program the switches. Each flow is required to pass through a sequence of VNFs in its path from the source switch to the destination switch (SFC requirements of a flow). As for QoS constraints: i) each flow has a maximum tolerable delay that cannot be exceeded; ii) the utilization of each link cannot exceed a given threshold; and iii) the utilization of each server (i.e., its processing load) has to be lower than a given threshold. The servers have three different modes: OFF, ON-IDLE (in short IDLE), ON-ACTIVE (in short ACTIVE). In the OFF mode, the energy consumption of the server is negligible since it is in a sleep state, which may be exploited to remotely turn on the server via software if needed. For example, the network card of the server may be required to be powered on, even it the server is off, to detect Wake on Lan (WoL) packets (see [38] ). On the other hand, when the ACTIVE mode is set, the server works on its full performance, and the energy consumption is the same as the full rate working energy consumption. Finally, in the IDLE mode, the energy consumption is a fraction δ of the energy consumption in ACTIVE mode. This parameter depends on the server and its features in terms of power management. In particular, the δ parameter can be set from the power requirements reported on the server data sheets or from real measurements (see [39] ). Our goal is to configure the network in a way that optimizes the energy consumption and the number of flow table entries (or flow table changes), while simultaneously meeting both the SFC requirements and the QoS constraints. Minimizing the table entries will result in minimizing the average number of hops. Consider a selected path p for a flow f. If p has l hops then it should cross l switches in its network path. This results in l table entries into the switches. Hence, the total number of table entries is proportional to the average number of hops for the flows. Minimizing the flow table changes reduces the reconfiguration overhead of network, i.e., the number of control messages that the controller will send to the switches. Consequently it can reduce the reconfiguration time and the control load on the network devices.
We consider a network with N SDN-enabled switches. We then represent the network topology with a matrix ∈ {0, 1} is equal to 1 then the flow f ∈ F crosses the link i → j.
Let us denote with Q (N ,N ,F ) the ordering-aware rerouting matrix, which explicitly includes the notion of ordering for the links and the nodes appearing in the path. In particular, if flow f crosses the link i → j, Q
specifies the number of previously crossed
stores the number of traversed switches through the selected path.
The flow rate requirement vector T F specifies the flows' requirements. The i th row of the mentioned vector defines the traffic rate requirement of the i th flow. Similarly, vector D max F specifies the maximum tolerable propagation delay of flows. Considering X different VNFs, each flow can request at most Ψ ≤ X VNFs. Matrix V F ×X shows the requested VNFs for each flow. 3 Indeed, if the VNF x is requested for the flow f, then V f x is 1 (0 otherwise). The sequence of the required VNFs for all the flows is expressed by the matrix K F ×Ψ where K f ω specifies the ω th required VNF for flow f. The required processing capacity of each VNF for a unit of flow rate is expressed by the vector P X , where P x specifies the required processing capacity of VNF x ∈ X . Therefore, the VNF x will require a processing capacity (P x · T f ) to process the flow f with rate T f . The vector C max N identifies the processing capacities for each server. The current processing load of each VNF on a server is stated via ρ N ×X , where ρ (i,x ) specifies the current processing load of VNF x on server i. The matrix S N ×X identifies the VNFs associated with each server. Therefore, S (i,x ) specifies whether VNF x is supported by server i or not. We consider a server (or a cluster of servers) connected to each switch. If no server is connected to switch i then it holds that X x =1 (S (i,x ) ) = 0 (similarly for an OFF server).The U N ×X ×F matrix then assigns the VNFs and servers to the flows.
In the next part, we focus on the notation to denote the energy consumption and the power states. Specifically, the vector E N stores the energy consumption of servers, where E i specifies the energy consumption of servers i ∈ N . The vector E N is the context-based energy consumption of servers. More in detail, in long-term algorithms E is the absolute energy consumption of a server, i.e., E = E. On the other hand, in short-term algorithms E is the difference of energy consumption between the IDLE and the ACTIVE mode, i.e., 
where s 1 = 1 indicates that the source of the flow is the switch number 1. Therefore, we should trace the path from the first row of M 1 . As can be seen, the third element of M 1 in the first row is one. This means that the flow should leave the switch 1 toward the switch 3. At this point, the third row of M 1 should be checked. Since the 5 th column of the third row is 1, the flow will leave switch number 3 to reach the switch number 5. After that, the flow will go to switch number 4 because the fourth element of row 5 in the matrix M 1 is one. Finally, since the second column of the fourth row is one, the flow will go to switch number 2. Note that we consider loop-free routing, i.e., each node (and each link) is traversed at most one time by each flow. We will enforce this behavior with specific constraints in our formulation. The matrix Q 1 that represents the same flow f = 1 considered above will be written as: 
In the Q 1 matrix, since the third column of the first row is one, the flow should leave the source switch to reach the switch number 3. Moreover, value 2 in the third row of the matrix specifies that the flow in the second step will leave switch number 3 to reach the switch number 5. Similarly, value 3 in the fifth row states that as the third step the flow will leave switch number 5 to reach to the switch number 4. Finally, the flow will go to switch number 2 which is the destination of such flow. Since the number of crossed switches in this path is five, the value of Q 1 2,2 is five. In addition, let us assume X = 4 and Ψ = 3. If we take for example flow f = 1, the matrix V 1 and K 1 are as follows:
The second and the third element of V 1 are 1 which mean that VNF number 2 and 3 should deliver service to this flow. Since matrix K 1 specifies the ordering of the VNFs, the flow needs to receive service from the VNF 3 before VNF 2.
B. Formulation of the Constraints
We divide the considered constraints into the following sets: i) QoS and unordered SFC constraints (i.e., the order of VNFs for flows is not important), ii) SFC constraints with VNF ordering, and iii) energy consumption constraints. The first set falls inside the category of Binary Linear Programming (BLP) while the other two are in the form of Integer Quadratic Programming (IQP). In Section IV-B4, the nonlinear equations are converted to linear form. Therefore, we will be able to use common ILP solvers for all the optimization problems taken into account in this work.
1) QoS and SFC Constraints Without VNF Ordering:
We initially define the constraints to satisfy the QoS requirements of a flow (i.e., delay and traffic rate). Moreover, we ensure for each flow that the required VNFs are crossed by the selected path for that flow. More formally, we introduce the following constraints:
The constraint (2) indicates that each flow crosses a valid VNF chain while passing through the switches (without considering the VNFs ordering). Moreover, constraint (3) imposes that the VNF is delivered only on crossed servers. Constraint (4) ensures that each VNF is supported by the server hosting it. Constraint (5) ensures that each VNF is used by at most one flow. (6) constrains the server utilization to be lower than the maximum server processing capacity. Focusing then on the link capacity, constraint (7) ensures that the link utilization is lower than the maximum one.
In the following, we consider the flow conservation, by imposing constraint (8) . More in depth, the first inequality in (8) prevents returning to the source or leaving the destination. The second inequality imposes leaving the source switch and entering to the destination switch for each flow. The third inequality forces the flow balance for each server (except for the source and destination ones). To prevent loops for each flow, constraint (9) is applied.
Finally, constraint (10) limits the propagation delay for each flow to be lower than the maximum tolerable one.
2) SFC Constraints With VNF Ordering: We then introduce the SFC constraints to enforce an ordered sequence of VNFs. More formally, we have:
Constraint (11) guarantees that the value stored in the order-
is higher than or equal to the corresponding one stored in the rerouting matrix R
. In addition, con-
is zero.
As an example consider Q can 0 or any positive integer. Moreover, we introduce constraint (13) to force the fact that the elements of the rerouting matrix corresponding to the output links should be set to zero for the destination switch. Constraint (14) enforces the condition that, if a flow enters in a switch in its a th step, then it would leave that switch in the (a + 1) th step. Clearly, the source and the destination switches are exceptions.
In the following, we introduce constraint (15) to ensure that the value of Q
is equal to the number of crossed switches. Focusing on the integrity of the ordering matrix, constraint (16) guarantees that the flows leave the source switch. Constraint (17) imposes the sequence of VNF chaining. To this end, for each VNF, constraint (17) checks whether the VNFs with higher ordering (i.e., lower index in K f ) are delivered to the flow in one of the crossed servers or not. In this way, constraint (17) exploits both the variable V f and the set Z V f . In particular, variable V f states the index of each required VNF for flow f, while the set Z V f contains all the required VNFs with a higher order (i.e., lower index) than
3) Energy Consumption Constraints: In the following, we consider the constraints related to the power state of the servers. The following constraints are introduced:
Constraint (18) states that if no VNF is used for any flow in a server, the server will not be used. On the other hand, constraint (19) computes the number of servers that need to be powered on for the currently active flows (i.e., those servers that deliver at least one VNF to flow should be in ON mode). (17) , and (19) are nonlinear. Nonlinear constraints may introduce an additional level of complexity, which may be an issue when large-scale scenarios, including a large number of flows and complex network configurations, are considered. To tackle this issue, we apply in this step different techniques to linearize the nonlinear equations.
4) Converting Nonlinear Constraints to Linear Forms:
We first focus on constraint (12) , which ensures the fact that, if R f i,j is set to zero, then Q
is also zero. Since a flow at most traverses all servers, the value of Q
is always at most equal to N. Therefore, constraint (12) can be replaced with constraint (20) . Q
We then focus on the linearization of constraint (17) . In this case, we take a different approach, which is based on the actual problem taken into account in this work. In particular, our idea is to express in a different form the ordering constraints of the VNFs belonging to a flow. More formally, we replace (17) with the following constraint:
More in detail, if the server i hosts the VNF K V f , i.e., U
= 1, then the left-hand side (lhs) of (21) considers the step of the server i and it must be greater than the step of all servers I hosting a VNF with an index lower than the index of VNF K V f in K f . Consider Z V f as the index of any VNF in K f with an index lower than VNF K f V f , i.e., the flow f must pass VNF K
= 1, then the right-hand side (rhs) of (21) considers the step of the server I and it must be greater than the step of all servers i hosting a VNF with an index greater than the index of VNF K
are equal to zero, then the constraint is satisfied. 4 As we mentioned before, the destination has a flow to itself with a step of at most N + 1. Therefore, when both U
are equal to one, the constraint is met if and only if the value of
. This means that a server which delivers the lower index VNF is crossed before the servers that deliver higher index VNFs.
Finally, a proper linear replacement for constraint (19) is stated in the following. In (19) , the value of
is always lower than (1+F · X). Considering the aforementioned inequality, the constraint (22) is satisfied if and only if the value of O t i is one for servers that deliver VNFs to the flows (i.e., servers that have
be equal to zero) the value of O t i is set to zero by constraint (18) .
4 The values of
and
are always lower than 2N − 1 because in the worst case, the flow crosses all switches, meaning that the value of
is at most (N−1)+N. This can be visualized by considering the representation of the Q matrix in equation (1), in which a column can have at most two elements and they can be at most N and (N−1).
C. Single Flow Resource Allocator (SFRA) Problem
We then exploit the aforementioned constraints to formulate the problem of resource allocation to a newly arrived flow. More formally, the Single Flow Resource Allocator (SFRA) problem is defined as:
Subject to: Eq. (2)−(11), (13)− (16), (20)−(21).
In the above formulation, the objective function (23) minimizes the number of elements that should be imported into forwarding tables of switches. This results in minimizing the number of hops that the flow will cross from source to destination and hence reducing the associated energy consumption. Note that, in general, a number F of flows may be allocated. However, when dealing with SFRA, only one flow is considered. In other words, we have F = 1. In addition, we assume that there the rate of newly arrived flow f is not known. Therefore, two conditions hold: i) we assume that the rate of flow f is the average rate of flows until the current time; ii) we do not directly focus on minimizing the energy consumption, to avoid congestion for big size flows.
Lemma 1: SFRA falls in the class of NP-Hard problems.
Proof:
The proof is included in [37] .
D. Global Resource Reallocator (GRR) Problem
In the following, we focus on the problem of resource reallocation. In the general case, we may want to jointly optimize both the energy consumption and the network reconfiguration overhead. In particular, the network reconfiguration overhead (or, precisely, the flow rerouting overhead) depends on the number of rerouted flows. We define the Global Resource Reallocator (GRR) problem as follows: (8)− (11), (13)− (16), (18), (20)− (22),
where the objective function (24) is the sum of the reconfiguration costs plus the energy consumption costs. The two terms are first normalized (for more details see [37] ), then the parameter α, is introduced to weight the relative importance of energy consumption versus the network configuration cost. 14: return SP In addition, constraint (25) controls the processing capacity of servers on providing a VNF. Focusing on the link capacity, constraint (26) checks the link capacity between each pair of the switches. It is possible to add these two set of constraints in this reconfiguration problem, because we assume to have an estimation of the rates of the flows based on the current state of the network.
Lemma 2: GRR falls in the class of NP-Hard problems.
Proof:
V. HEURISTICS
In this section, we detail a set of fast heuristic algorithms to practically solve the problems as mentioned earlier for each category detailed in Section IV. Moreover, we also detail the complexity of the algorithms. We should mention that these heuristic algorithms are near-optimal solutions.
A. Nearest Service Function First (NSF)
Since the process of assigning resources to the newly arrived flows is a real-time one, we design a heuristic to solve the SFRA problem in a real-time manner. The proposed algorithm, named Nearest Service Function First (NSF), is detailed in Alg. 1. Our solution exploits the intuition of finding the nearest server which supports the first VNF in the chain (K f ) for the flow f, in order to send the flow to that server. After this step, NSF removes the VNF under consideration from the chain and finds the nearest server that supports the next VNF of the chain and so on.
More in depth, a path SP f is selected for each flow f (line 1 of Alg. 1). Then, for each required VNF k ∈ K (line 4), we run the following procedure:
• the nearest server that supports that VNF is selected (line 5); function Find _Nearest_Providers is precisely described in Alg. 2); • the shortest path to the selected server is added to SP f (line 6), and the current server index is updated (line 7); • the function Reduce_Capacity (line 8) decreases the network capacity by the value of the median of recently 
Cost v = ∞; 5: end if 6: end for
communicated flows (denoted with MFS). In particular, MFS is computed by using the data stored in the knowledge base by the network monitoring module (we assume that the rate of the flow to be allocated is not known);
• after considering all the required VNFs for the flow, the shortest path to the destination is computed, and the matrix of links capacity is updated (lines 10-12). We then shed lights on the Find _Nearest_Providers function, which is detailed in Alg. 2. Initially, the shortest paths to all servers are computed by exploiting a classical Dijkstra algorithm (line 1). In addition, we recall the fact that just those links having a capacity greater than the median of recently communicated flows are considered as valid links (i.e., this condition is enforced by the function Prune, which removes the links whose capacity is lower than the MFS). In the following, the algorithm eliminates the servers that meet one of the following conditions (lines 2-6): i) the requested VNF is not supported; or, ii) the processing capacity is lower than the capacity required for processing the MFS. Finally, the nearest server to the current server is selected as the destination (lines 7,8) .
B. Offline Resource Reallocation
As shown in Fig. 1 , the Knowledge Base module contains the traffic measurements. Based on this information, it is possible to compute a long-term estimation of the traffic pattern (we recall that this estimation is out of the scope of the paper). The long-term estimation of the traffic pattern can be used to turn off or on servers 5 at predefined time intervals. The GRR formulation (reported in Section IV-D) can be used in an ILP solver to find the optimal solution in this scenario, but this turns out to be computationally complex, and in our experiments, it is not applicable in medium and big sized networks. Therefore, we propose a near optimal solution, called 3R, to face the GRR problem. Before defining 3R, we need to define Energy-aware SFRA, which is an extended version of SFRA, where additional information about the rate of flows is introduced.
1) Energy-Aware SFRA:
In IV-C, we assumed that SFRA is unaware of the actual rate of flows. However, in resource reallocation, we may assume that an estimation of the rate of flows is available. Therefore, we can consider an extension of the problem, called Energy-aware SFRA, where the resources are reallocated to one of the existing flows f, with the goal of optimizing the energy consumption. More formally, we have:
Eq. (2)−(11), (13)− (16), (18), (20)−(22).
The objective function in (27) minimizes the number of servers that are required to be turned on to support the flow f. The vector O t specifies the servers that are required for the current time slot just for the flow f while O t−1 specifies the servers that have been used in the previous time slot for all the flows in the network. The sum
is the number of servers that have been turned on to support the flow f. Therefore,
computes the additional amount of energy needed to support the flow f (i.e., the amount of energy that is required for servers that are turned on just for the current flow). In (27) , the only variable is O t i , while O
t−1 i
and E i are parameters, therefore, this equation is linear.
2) Relaxed Resource Reallocation (3R):
In the following, we detail the proposed approach to solve the GRR formulation. In particular, we introduce a relaxed version of GRR, called Relaxed Resource Reallocation 3R, to leverage the trade-off between the optimality gap and the computational complexity. To this end, instead of considering the effect of all flows on each other, we only consider the impact of each flow on all flows that are already rerouted. In other words, 3R reallocates the resources to the flows one-by-one by exploiting the above defined Energy-aware SFRA. Algorithm 3 reports the pseudo code of 3R. Initially (lines 1-2), 3R reallocates the resources using the gathered information about the rates of the flows. In the following (lines 3-5), the network state is updated by decreasing the available capacity of the links that are placed on the selected path. At this point, 3R reroutes the next flow using the same approach and so on. The whole procedure is repeated for all the flows.
C. Online Resource Reallocation
This component is designed to react to network traffic behavior in real-time. Therefore, the algorithms which are used in this subsection should have a low computational complexity. To this end, we design the ST-ENSF and LT-ENSF algorithms. More in depth, ST-ENSF reconfigures the network to reduce the energy consumption at predefined time intervals, while LT-ENSF triggers the reconfiguration when network congestion that requires to switch on new server(s) is detected. In the following, the two heuristic approaches are described. for each server i in N do 8: if S (k ,i) == 0 then 9: cost i = ∞; 10: end if 11: end for 12: energy = Energy_Consumption(N ); 
1) Short Term Energy-Aware NSF (ST-ENSF):
Although the computational complexity of 3R is sufficiently lower than GRR, it is still time-consuming in a real-time reconfiguration scenario. Therefore, we propose a faster heuristic algorithm to reallocate the resources in real-time. To this end, we design the ST-ENSF heuristic, whose main steps are reported in Alg. 4.
For each flow and each VNF required by the flow, the shortest paths from the current server to all other servers are computed (line 5). We consider as valid links just those links that have a capacity greater than the size of the flow. In other words, the Prune function removes the links having a capacity lower than T f . In lines 6-10, all servers that do not support the requested VNF are omitted from the list, by setting the cost of reaching them to infinity (i.e., the cost is the propagation delay of paths). Additionally, the algorithm removes all links to the nodes that have been previously met. Afterward, the amount of extra energy that would be imposed by each server is computed in line 12. Accordingly, if server i is currently ON, then the variable energy i is zero. Otherwise, it is the energy consumption of the server. In line 13, the ENS function finds the nearest ON server which supports the required VNF (for the sake of cost). If it is not possible to find a server in ON state, the function seeks for servers that are in IDLE state. In this way, the server with the minimum energy consumption is selected. During the following step, the selected path p is added to SP f (line 13) and the current state is updated to the selected server (line 14). Besides, the available capacity of the links used in the selected path is reduced by the size of the flow. After meeting all the required VNFs, the algorithm exploits the shortest path to move directly to the destination (lines [17] [18] [19] .
2) VNF Placement & ENSF (LT-ENSF):
ST-ENSF is supposed to change servers' state from ACTIVE to IDLE and vice-versa. However, when the network is congested, it may be required to switch a server from OFF state to ON (ACTIVE/IDLE) state. This will happen when the amount of traffic load on the network is higher than the capacity of ON servers. To tackle this issue, we design the LT-ENSF heuristic. The outline of the algorithm is the same as ST-ENSF, except from the fact that the ENS function in line 13 of the Alg. 4 is completely changed. In this case, in fact, the solution searches for a server which is already in the ACTIVE state. If it is not possible to find a server in ACTIVE mode, the function seeks for a server in IDLE mode. The selection is again based on the minimum energy consumption criterion. If after this step it is still not possible to find a server, the nearest OFF server is activated to handle the request. It should be mentioned that ST-ENSF selects the VNFs that are used for each flow for a set of active VNFs running in given servers (i.e., it only performs a VNF assignment) while LT-ENSF simultaneously performs both the VNF Placement and the VNF assignment. In particular, during the VNF placement, the algorithm specifies the set of supported VNFs for each server. 
VI. NUMERICAL RESULTS
In this section, the proposed schemes are evaluated over the real-world Abilene [42] network topology, composed of 11 nodes and 14 links (the figure is available in [37] ). To investigate the performance of the considered solutions, we designed a traffic demands generator, which is thoroughly described in [37] . In brief, this module generates network traffic flows with different specifications in terms of rate, source and destination, VNF requirements (e.g., the average number of requested VNFs per flows), and end-to-end tolerable delay.
A. Simulation Setup
We run our algorithms on an Intel i5 2.3 GHz machine equipped with 4 GB of RAM. We used CVX [43] to solve the ILP optimization problems.
Focusing on the network configuration, we set the link capacity B max (i,j ) = 1 [Gbps] for all the links that interconnect the switches. Besides, the links that connect a server to a switch in a node have a capacity equal to the sum of the other links of the switch, so that there is no bottleneck in the local communication between a switch and a server.
Focusing then on the servers, we assume that the processing capacity of a server C max i is equal to the sum of the capacity of all incoming links, multiplied by a factor Θ ≤ 1. If Θ = 1, the processing capacity of the server is enough to process flows at the maximum possible rate on all incoming links. By properly reducing Θ we can let the processing power of some servers become a system bottleneck. To investigate the impact of server processing capacity on energy consumption, in Section VI-B, the Θ factor has been set to 0.1, after some empirical tuning. Moreover, we assume that the energy consumption of a server E i is related to its maximum processing capacity. In particular, we define as parameters the maximum and minimum energy consumption (E max , E min ) of a server. We assign E max to the server(s) that have the maximum processing capacity, E min to the server(s) that have the minimum processing capacity, and an intermediate value between E min and E max to the other servers (scaled linearly). We then set E min =200 [J ] and E max =400 [J ], in accordance to [30] . In other words, the energy consumption of each server in ACTIVE mode is between 200 and 400 [J] . On the other hand, we consider that the energy consumption of servers in the IDLE mode is 60% of its energy consumption in the ACTIVE mode.
Using the traffic demands generator, we considered five different scenarios and produced the traffic patterns to test the proposed algorithms. In scenario 1, all servers can host VNFs while in scenarios 2-4, 70% of servers can host VNFs, and in scenario 5 only 50% of servers can host VNFs. The average size of flows in Scenarios 1-4 is high while it is lower in scenario 5. The average number of requested services (VNFs) in scenarios 1 and 3 is two while it is 2.5 in other scenarios. The five considered traffic scenarios are presented in Table I . In the first three lines we report the parameters that are variable in the scenarios: i) the ratio of flow size to link capacity (denoted as B f ), two different values for B f are considered (0.2 and 0.3); ii) the ratio of servers that can host VNFs γ (which allows investigating the impact of servers processing capacity); iii) the average number of requested VNFs per flows V f . In addition, we set a number of common parameters across the scenarios as reported in the other rows. Finally, Finally, the algorithms are examined in a sequence of five different iterations. For each scenario we generate a set of traffic demands corresponding to the first iteration according to the settings reported in Table I . Then, in each following iteration, the flow rate is increased using a uniform distribution with an average of 10% (between 0 and 20%) of the flow rate. Note that in our experiments, we are only considering the energy consumption (the second term of the objective function in Eq. (24), i.e., we assume α = 0) when solving the ILP optimal formulation. On the other hand the heuristic algorithms, as described in the previous section, consider different objectives. Fig. 2 reports the obtained results over the five different scenarios. In particular, we consider here for each scenario the results obtained in the last of the five iterations, but we have checked that the results are consistent in all the iterations. We divide the algorithms into three different classes i) Resource Allocation ( Fig. 2(a) and 2(b) ), ii) Short Term Resource Reallocation (Fig. 2(c) , 2(d), and 2(e)), and iii) Long-Term Resource Reallocation (Fig. 2(f) , 2(g) and 2(h)). For all classes, we compare the Energy Consumption and Path Length. For classes ii) and iii) we also compare the Reconfiguration Overhead, that is the number of entries that need to be changed in the switches forwarding tables to enforce the new resource allocation decision. Since for the first two classes it is not possible to change the state of a server from ON to OFF (and vice-versa), all servers are supposed to be in the ON mode in these cases. For the Long-Term Resource Reallocation, we also compared our results with the state-of-the-art algorithm ASR [33] which performs the VNF placement and SFC routing.
B. Energy, Path Length, and Reconfiguration Side-Effect
As for the Resource Allocation problem, we compare Energy-aware SFRA, SFRA and NSF. We recall that both SFRA and NSF take as input flow demands whose size is not specified, while Energy-aware SFRA takes as input flow demands with a specified size. As expected, Energy-aware SFRA achieves lower energy consumption compared to NSFA and SFRA (Fig. 2(a) ) due to the fact this algorithm explicitly optimizes the energy consumption. Moreover, SFRA and NSF have a similar energy consumption because both of them focus on optimizing the path length but not the energy consumption. In addition, when the path length metric is taken into account (Fig. 2(b) ), the Energy-aware SFRA solution exploits longer paths compared to the other two. Moreover, the path length of SFRA is lower than NSF and than Energy-aware SFRA, due to the fact that this metric is explicitly optimized by SFRA. LT-GRR (Section IV-D), LT-3R (Section V-B2), LT-ENSF (Section V-C2), and ASR [33] . In all test cases, the energy consumption obtained by running LT-3R and LT-ENSF are close the optimal one and far away from ASR. Moreover, both the path length and the reconfiguration overhead are dramatically lower than ASR and optimal solution. This happens because the focus of the optimal solution is on the energy consumption but not on the length of the paths.
Based on the simulations results, the energy consumption of the global short-/long-term resource reallocation heuristics has at most 14% gap w.r.t the optimal solutions.
C. Server and Link Utilization
In this subsection, we focus on the link and server utilization metrics. To this end, the average utilization and maximum utilization of both links and servers are evaluated across the different iterations. In each iteration, the flow rate is increased as described in Section VI-A. Due to space limitations, we select a single scenario, i.e., the one labeled S1. We refer to [37] for the complete description of the results obtained from the other scenarios. Figure 3 reports the obtained results. Interestingly, in all test cases, the average and the maximum server utilization of ST-ENSF and ST-3R are lower than ST-GRR while the total throughput is similar. It is important to recall that the focus of ST-GRR is only on the energy consumption. As a result, the obtained solution tends to minimize the number of active servers. Consequently, the maximum and the average server utilization of ST-GRR are higher than the heuristic approaches in all cases. On the other hand, ST-ENSF tries to find the nearest VNFs (ensuring that both delay and path length constraints are satisfied). Therefore, the maximum link utilization of ST-ENSF is higher than the other approaches.
D. Execution Time
In this subsection, the execution time of the heuristic algorithms and the optimal solutions are compared. Fig. 4(a)   Fig. 4 . Execution Time.
reports the execution time of the three algorithms for up to 40 flows. As the execution time of GRR becomes too high, Fig. 4(b) extends the analysis up to 2000 flows only for ENSF and 3R. As expected, the execution time of ENSF is very low, i.e., less than one second in the worst case. Consequently, this solution could be used for online resource reallocation. On the other hand, 3R, whose computation time is higher than ENSF (but much lower than the optimal solution GRR), can be a good candidate for an offline resource reallocation.
VII. CONCLUSION
We have proposed a novel resource allocation architecture to jointly manage the VNF placement and the routing in an SDN-based network, with the goal of minimizing the energy consumption. To this end, we have provided the formulation of Integer Linear Programming (ILP) optimization problems that can also take into account the QoS constraints (related to latency and utilization of servers and links) and the reduction of the network reconfiguration cost. We have proposed a set of heuristics to solve the ILP problems and compared them with standard ILP solvers. Simulation results have shown the efficiency of the proposed heuristics. In particular, the energy consumption achieved by our algorithms is always pretty close to the optimal solution (i.e., at most 14% optimality gap). Moreover, we have shown that the execution times can be kept sufficiently low, i.e., less than 1 [s] at most for the online solutions. Even though these results are promising, we recognize that our work is a first step towards the deployment of solutions for energy-aware management of network traffic in SFC-based architectures. As future work, we will consider the validation of the proposed tools on the broader set of traffic scenarios and over different network topologies. In particular, the analysis of an online allocation scenario with flow arrivals and departures over time would represent an interesting extension of this work. Another field of future interest could be the introduction of more complex traffic models dealing with variability/uncertainty and the design of resource allocation algorithms which are robust against such traffic. Luca Chiaraviglio received the Ph.D. degree in
