ABSTRACT With the increasing penetration of wind power into the electricity grid, wind power forecast error analysis plays an important role in operations scheduling. To better describe the characteristics of power forecast error, a probability density function should be established. Compared with the Kernel density estimation method, this paper adopts the Gaussian mixture model (GMM), which is flexible enough to capture different error distribution characteristics, such as bias, heavy tail, multi-peak, and so on. In addition, for GMM parameter estimation, when dealing with a large number of multi-dimensional data sets or unbalanced overlapping mixtures, the expectation maximization (EM) algorithm shows a slower convergence speed and requires a high number of iterations. In this paper, a new L-BFGS optimization method, based on the Riemannian manifold, is used for GMM parameter estimation. Based on actual wind power forecast error data, the suitability of the model and the new optimization algorithm was verified in large, multi-dimensional data sets. The new optimization algorithm has fewer iterations than the EM algorithm, with an improved convergence speed.
I. INTRODUCTION
The increasing wind power with the characteristic of uncertainty integrating into the electricity grid has brought severe challenges to the power system operation. Therefore, the research on the accuracy of forecast wind power has great significance on grid operation.
To improve the accuracy of forecast models of wind power, researchers have conducted extensive investigations into prediction methods [1] - [3] . However, the ability to improve forecasting accuracy through improved forecasting methods is also limited, so, describing the forecast error accurately by analyzing the forecast result in specific forecasting method has practical significance similarly. The more accurate of the forecast error model is, the more accurate of the uncertainty information of the wind power can be provided to the system dispatcher. This is more helpful for improving the safety and economy of the system operation.
Generally, describing wind power forecast error mainly use the probability density function (PDF), which can provide overall information on random variables. However, another difficulty here is the reliability of the solution of the parameters. The parameter estimation method of the PDF can be parametric, semi-parametric or non-parametric. In the parametric method, the statistical parameters of the distribution are estimated after distribution type is given.
At present, the description of forecast error principally includes normal distribution, beta distribution, t distribution, etc. In [4] , Yan et al. use the normal or near-normal distribution to describe the forecast error, but they only apply to some symmetric distributions. In [5] , Bludszuweit et al. adopt Beta distribution to describe the forecast error by changing the kurtosis parameter, which is appropriate for the asymmetric distribution. In addition, there are some mixed distribution models to describe wind power prediction errors [6] , [7] .
Confronted with the diversity of error distribution [8] , [9] , we need a new model that can capture different error distribution characteristics flexibly. Kernel density estimation (KDE) is favored for the non-parametric estimation method. It can provide a smooth curve similar to various distribution types and does not have to estimate the distribution type in advance. In [10] , the KDE is used to fit the wind power forecast error data in various bins, which is also suitable for various forecast methods. However, due to the non-parametric characteristics of the PDF, its application in power system computing is very limited. In [11] , Singh et al. used GMM to describe the PDF of load and obtain the parameters with expectation maximization (EM) algorithm. However, the application of Gaussian mixture model for multi-dimensional data is not adequately described.
GMMs have been widely used in machine learning and image recognition, and gradually applied to power systems [11] - [13] . However, most parametric methods for solving GMMs are based on specialized EM or improved EM algorithms [14] , because the traditional nonlinear optimal method is difficult to be applied directly. The main difficulty in applying nonlinear programming to a GMM lies in the positive definite constraint of a covariance matrix. A common approach is to use the Cholesky decomposition to remove the positive definite constraint, but in general, this decomposition will add more pseudo-local optimal solutions. Another method is to formulate a positive definite constraint by some smooth convex inequalities, and then use an interior point method. However, this can be much slower than EM when dealing with multi-dimensional data. In an unconstrained Euclidean geometric optimization, the conjugate gradient (CG) and the limited-memory Broyden-FletcherGoldfarb-Shanno (L-BFGS) [15] methods are more suitable for large-scale numerical optimization. A set of positive definite matrices can be studied as a manifold in differential geometry. By combining the large-scale, nonlinear optimization L-BFGS method with manifold geometry [16] , this paper exploits a Riemannian manifold L-BFGS optimization as a powerful numerical tool for GMM parameter estimation.
In conclusion, the distribution of forecasting error shows various characteristics under different forecasting conditions, such as bias, heavy tail, multi-peak, etc. We need a distribution model, which is flexible enough to capture different error distribution characteristics. When dealing with a large number of multi-dimensional datasets or unbalanced overlapping mixtures [17] , the EM algorithm shows a slower convergence speed and requires a high number of iterations. Based on the power forecast actual error data sets of wind farms, using the GMM to model power error probability and a non-parametric KDE is introduced and analyzed. When solving the Gaussian mixture distribution parameters, a L-BFGS optimization algorithm based on the Riemannian manifold, was adopted to solve the GMM parameter estimation. Finally, the evaluation index of the model error is given. The validity and applicability of the model and algorithm were verified using actual data.
II. WIND POWER FORECAST ERROR
The wind power forecast error is defined as the difference between the actual wind power and the forecast power, expressed as:
where, P t denotes the actual power value of the wind farm at time t,P t denotes the forecast power value of the wind farm at time t. In actual power system planning and scheduling, it is necessary to predict the power in advance, and make it more practical to report the wind power generation plan and make the wind power operation schedule after considering the forecast error.
Based on the wind farm historical data, wind power forecasting method [18] acquire the time series chart of the predicted and actual wind power output over 400 hours, as shown in Fig.1 . To make use of wind power prediction information better, the statistical characteristics of wind power prediction errors need to be modeled and analyzed in detail by establishing a reasonable probability density distribution model. 
III. GAUSSIAN MIXTURE MODEL OF WIND POWER FORECAST ERROR
The errors produced by the forecast of wind power are subject to a certain mathematical probability distribution and should theoretically belong to the Gaussian distribution. However, due to different forecasting methods, forecasting time scales and the geographical environment of wind farms, the probability distributions of prediction errors show different distribution characteristics, such as single peak asymmetry or multi-peak situation, and the single distribution is not universal applicability. In this paper, the GMM is introduced to model the prediction error probability distribution.
GMM is a linear combination of some single Gaussian PDFs, and can describe various probability density distributions accurately by adjusting the linear combination weight and the estimated parameter. GMMs can be used to model the joint PDF of multi-dimensional random variables.
The single Gaussian PDF of d-dimensional data with mean µ and covariance is:
where, f N denotes the PDF, x is the data set, d is the number of data dimensions. The Gaussian mixture probability density function is:
where, K represents the number of Gaussian components, α j is the j th Gaussian's weight coefficient, µ j is the mean and j is the covariance matrix, where α j =1.
To better illustrate the implementation principle of the GMM, the Gaussian component K = 5 is taken as an example. The superposed result of the Gaussian components for one-dimensional data is shown in Fig.2 .
FIGURE 2. Component accumulation graphs of a Gaussian mixture model (GMM5).
The maximum likelihood estimation was used to solve the parameter values according to the given power error samples{x 1 , · · · , x n }.The optimization equation of the GMM is:
This is a non-convex optimization equation, where the EM algorithm is used to iteratively estimate the parameters between steps E and M, and converge to a local optimal solution. However, in the case of multiple dimensions and a large amount of data, the convergence rate is slower and the number of iterations is higher. In this paper, an L-BFGS parameter optimization method based on the Riemannian manifold optimization is proposed to reduce the number of iterations and improve the convergence speed. This method combines the large-scale, nonlinear optimal algorithm of L-BFGS and manifold geometries.
IV. PARAMETER ESTIMATION OF GAUSSIAN MIXTURE MODEL A. EXPRESSION OF THE OBJECTIVE FUNCTION
Manifold algorithms typically depend on geodesics. A geodesic is the curve of the shortest path between connected points. The geodesic can be used to generalize Euclidean convexity to the geodesic convexity. To solve the manifold optimization equation, the geodesic convexity needs to be obtained. The maximum likelihood of the optimization equation was reformulated and parameterized to obtain the Riemannian manifold optimization with a single Gaussian geodesic convexity. Therefore, this approach greatly improved the performance.
For a single Gaussian model, the maximum likelihood parameter estimation is:
This is a convex optimization equation in Euclidean space having non-geodesic convexity. To apply the manifold optimization, re-parameterization was carried out to convert it into a geodesic convexity equation. The dimension of sample vector x i was increased by
. Thus, the following formula was obtained:
where, q N (
, S is a new parameter set about µ and .φ(·) represents the optimal objective function.
It was theorized that if µ * and * result in (5) requiring the maximum value, and S * results in (6) requiring the maximum value, then φ (µ, ) =φ (S) is true for
Additionally, when dealing with simplex constraints,
, make the original equation become an unconstrained optimization. Finally, the log-maximum likelihood optimal function of the GMM is [19] :
The formula (7) is an optimization equation of the product manifold, which can be solved using the manifold optimization algorithm.
B. RIEMANN L-BFGS OPTIMIZATION
L-BFGS is a popular method for parameter estimation in machine learning, and it is effective for solving large-scale unconstrained optimization equations. To avoid calculating the inverse of the Hessian matrix for each iteration, the quasiNewton method introduces the approximate Hessian matrix based on Newton's method. When solving large-scale models, the approximation matrix becomes dense. A large overhead is required for both calculation and storage, leading to an impractical method. By improving the quasi-Newton BFGS algorithm, the L-BFGS algorithm only uses the curvature information of the last m iterations to structure the approximate matrices of the Hessian matrix and obtain the search direction, limiting the saved data requirement and so reducing the required storage and improving computational efficiency.
The iterative processes of the general optimization algorithm include finding the direction of descent and performing a line search. In manifold geometric optimization, the descent direction is computed in tangent space. When a descent direction is obtained, the linear search follows a smooth curve on the manifold. In addition to defining gradients on the manifold, it is also necessary to define the vector transmission among the tangent spaces to apply the L-BFGS and CG algorithms to manifold geometries. Here, we considered a simple method, developed according to the Riemannian manifold, for vector transmission on geodesics, called parallel transport (differential mapping along the geodesics). It is also necessary to ensure that the step sizes are selected using a line search method that satisfies the Wolfe condition.
The L-BFGS algorithm was applied to the Riemannian manifold optimization [20] , [21] . The general flow of the manifold optimization algorithm (Riemann L-BFGS algorithm) was then derived, as Algorithm 1.
Algorithm 1: The Algorithm of Manifold Optimization
Given a smooth function f , Riemannian metric g, parallel transport τ on Riemannian manifold, the exponential map and the initial values. for k = 0, 1, . . . .. do Obtain descent direction ξ k according to the stored information and the manifold gradient grad M f ; Use a line search to find the step size α that satisfies the Wolfe conditions; Calculate the next point on the map for R, X k+1 = R X k (αξ k ); Needs based on storage space and algorithm, storage X k , grad f (X k ) and αξ k ; Termination criteria end for Return the estimated optimal value
In the process of parameter optimization, a MATLAB toolbox for optimizing manifolds (MANOPT) [22] and an estimation toolbox for mixture models (MixEst) [23] are used.
C. EVALUATING THE FITNESS OF THE POWER ERROR MODEL
To better assess the practicality of the model, the appropriate quantitative evaluation criterion needs to be selected. In this paper, the mean absolute error (MAE), root mean square error (RMSE), cosine angle transformation [24] and probabilistic criterion Kullback-Leibler divergence (KL-D) were adopted to evaluate the fitting effect of the probability density distribution model.
Here, the frequency density curve of the power error of the paired data is assumed to be:
After fitting the model, the new data pair of the corresponding PDF is:
where, x i is the abscissa value of each class interval, y i is the corresponding middle ordinate value of each class width in the probability histogram, y i is the ordinate value of the simulated probability density.
The specific evaluation indicators are:
f 2 (x) dx where, e MAE and e RMSE represent the average model error amplitude and degree of dispersion, respectively. The smaller the numerical value is, the higher the precision of the model will be. I cos is the morphological fit of the model. If the value of I cos is approximately zero, the fitted and original probability density distribution curves are similar. F 1 is true distribution getting by histogram, F 2 is the fitting distribution of the data, f 1 (x) and f 2 (x) represent the probability density function of f 1 and f 2 , respectively. The smaller the value of D (F 1 F 2 ) , the more similar the distribution of F 1 and F 2 .
V. EXAMPLE ANALYSIS A. DATA SPECIFICATION
To examine the modeling method proposed in this paper, and the power probability distribution, the wind power forecast error data were analyzed according to different dimensions and quantities.
For one-dimensional data, based on the wind farm historical data, wind power forecasting method [18] acquire the actual forecast error data of 400 hours of two wind farms from January 1, 2011 (denoted as Data1 and Data2).
Regarding the multi-dimensional data, according to the scale of the forecast error datasets for Data1, the datasets of the two wind farms and seven wind farms were simulated, 50,000 two-dimensional datasets (denoted as Data3) and 50,000 seven-dimensional datasets (denoted as Data4), respectively, to further verify the applicability of the model and algorithm to multi-dimensional power error datasets.
B. DIFFERENT MODELING METHODS OF THE PROBABILITY DENSITY FUNCTION OF THE POWER ERROR
Based on the dataset of the actual power error, the PDF for different numbers of Gaussian components was executed and solved using the L-BFGS optimization algorithm.
To accurately illustrate the PDF fitting of the power error, a comparative analysis was performed on the model of normal distribution, KDE, and GMM.
For the KDE, the choice of the bandwidth value has a great influence on the kernel density function. In this paper, Silverman's rule of thumb is used to choose the optimal bandwidth:
where, h i represents the optimal bandwidth of KDE, d is the number of dimensions, n is the number of data and σ i is the standard deviation of the i th variable. It can be seen from Fig.3 that the GMM and KDE can fit the probability distribution of power forecast error better than the normal distribution, both in the case of asymmetric onepeak and multi-peak datasets.
For GMMs, with an increase in the number of Gaussian components, the PDF fitting is similar to the contour of the probability density histogram, with higher precision. From Table 1 and Table 2 , we can see that the fitting effect of GMM is better than the KDE when the number of Gaussian components in the GMMs reaches a particular value according to the evaluation index MAE, RMSE, I_cos, and KL-D.
Furthermore, as the number of Gaussian components increases, over-fitting to some peaks and an increased calculation time occur. The requirements for satisfactory calculation time and model accuracy should be taken into account first, followed by modeling and parameter estimation for the sample data. As shown in Table 3 , the analysis of the two-dimensional data model also shows that when the number of Gaussian components in the GMM reaches a certain value, the fitting accuracy is better than KDE. Fig.4 shows the statistical histogram and contour line of the two-dimensional data (Data3). In Fig.5 , visual analysis of the data3 fitting is performed on the joint probability density. This highlights that there are two types of model fitting the probability density. In summary, the accuracy of the KDE and GMM fitting are better than that of the normal distribution, for different dimensions probability density distributions of wind power forecast errors. When the number of Gaussian components reached a certain threshold, the GMM performed better than the KDE. In addition, the PDF of the KDE is related to the value of each sample, the probability density of the variables cannot be directly described, similar to the parameter estimation method. However, the GMM finds markedly broader applications, as the analytic formula of the density function could be expressed by the estimated parameters.
C. COMPARISON OF THE EM ALGORITHM AND RIEMANN L-BFGS ALGORITHM FOR A PARAMETRIC SOLUTION
In this paper, Re-LBFGS and Re-CG refer to the Riemannian manifold L-BFGS and CG optimization algorithms 38896 VOLUME 6, 2018 FIGURE 5. PDF fitting of the two-dimensional data.
following re-parameterization, respectively, as described in Section IV-A, usual LBFGS and usual CG refer to the conventional Riemann manifold L-BFGS and CG optimization algorithms, respectively. During the calculation process, different initial values would easily result in different local optimal solutions. In this paper, the K-means clustering method was used to initialize the parameters.
With an increase in the number of wind farms and sampling points of the wind power prediction, the amount and dimensions of the power data also increase. To verify the proposed algorithm for Gaussian mixture parameter estimation, the calculation results of GMM parameter estimation (K=2,3,4) for one-dimensional data, using the Re-LBFGS and EM algorithms [23] , are given in Table 4 and Table 5 . In addition, the computation time of different Gaussian components in different solution methods of Data4 as shown in Table 6 . In particular, taking K = 10 (Data4) as an example, the convergence speed and iteration time are shown in Fig.6 and Fig.7 , respectively. According to Table 6 , the reparameterized algorithms have great improvement than the usual algorithm on computation time. When the number of Gaussian components is larger, the calculation time of Re-LBFGS algorithm is less than Re-CG and EM algorithm. In Fig.6 and Fig.7 , we can see that the convergence speed of the Re-LBFGS and Re-CG optimization algorithms are faster than the Usual LBFGS and Usual CG algorithms, respectively. The Re-LBFGS and Re-CG approximate to the EM algorithm in terms of speed. In addition, the Re-LBFGS is faster than the Re-CG algorithm in terms of the number of iterations required, and both require significantly fewer iterations than the EM algorithm.
D. CONCLUSION
In this paper, a Gaussian mixture model is used to model the probability density function of wind power error, and a comparison with the non-parametric KDE is introduced. The results show that the fitting accuracy of the GMMs is improved with an increased number of Gaussian components, and the GMMs are better than the KDE when the number of Gaussian components achieved a certain value.
For determining the parameters of the GMM, a new L-BFGS optimization algorithm based on the Riemannian manifold was adopted. Based on the forecasting error data of measured wind power, this algorithm was verified for multiple dimensions and a large quantity of data. The number of iterations was shown to be less than that of the EM algorithm, and the convergence speed was also improved. The algorithm would be useful for statistical analysis of big data, and parameter estimation in power systems.
Future work involves considering the application of wind power error's pdf, described by the GMM, such as in probabilistic optimal power flow analysis and power system reliability analysis.
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