Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
It is commonplace that the data needed for econometric inference are not contained in a single source. In this paper we analyze the problem of parametric inference from combined individual-level data when data combination is based on personal and demographic identifiers such as name, age, or address. Our main question is the identification of the econometric model based on the combined data when the data do not contain exact individual identifiers and no parametric assumptions are imposed on the joint distribution of information that is common across the combined data set. We demonstrate the conditions on the observable marginal distributions of data in individual data sets that can and cannot guarantee identification of the parameters of interest. We also note that the data combination procedure is essential in a semiparametric setting such as ours. Provided that the (nonparametric) data combination procedure can only be defined in finite samples, we introduce a new notion of identification based on the concept of limits of statistical experiments. Our results apply to the setting where the individual data used for inferences are sensitive and their combination may lead to a substantial increase in the data sensitivity or lead to a "de-anonymization" of the previously "anonymized" information. We demonstrate that the point identification of an econometric model from combined data is incompatible with restrictions on the risk of individual disclosure. If the data combination procedure guarantees a bound on the risk of individual disclosure, then the information available from the combined data set allows one to identify the parameter of interest only partially, and the size of the identification region is inversely related to the upper bound guarantee for the disclosure risk. This result is new in the context of data combination as we notice that the quality of links that need to be used in the combined data to assure point identification may be much higher than the average link quality in the entire data set, and thus point inference requires the use of the
Introduction
Often, data combination is a vital step in a comprehensive analysis of industrial and government data and resulting policy decisions. Typical industrial data are contained in large, well indexed data bases and linking multiple data sets essentially reduces to finding the pairs of unique matching identifiers in disjoint data bases. Examples of such data bases include the supermarket inventory and scanner data that can be linked by the product universal product codes (UPCs), and patient records and billing data that can be matched by name and social security number. Nonmatches can occur, for example, due to recording errors. Given that most industrial data bases have a homogenous structure, prediction algorithms can be "trained" on a data set of manually resolved linkage errors and then those algorithms can further be used for error control. These algorithms stem from the long-existing literature in econometrics and statistics on validation samples. Such procedures are on the list of routine daily tasks for data base management companies and are applied in a variety of settings, from medical to tax and employment data bases. 1 A distinctive feature of data used in economic research is that the majority of utilized data sets are unique and, thus, any standardization of the data combination procedure may be problematic. Moreover, many distinct data sets that may need to be combined do not contain comprehensive unique identifiers either due to variation in data collection policies or because of disclosure and privacy considerations. As a result, data combination tasks rarely reduce to a simple merger on unique identifiers with a subsequent error control. This means that in the combination of economic data sets, one may need to use not only the label-type information (such as the social security number, patient identification, or user name), but also some variables that have an economic and behavioral content and may be used in estimated models. In this case the error of data combination becomes heteroskedastic with an unknown distribution and does not satisfy the "mismatch-at-random" assumption that would otherwise allow one to mechanically correct the obtained estimates by incorporating a constant probability of an incorrect match. 2 In addition, economic data sets are usually more sensitive than typical industrial data, and data curators may intentionally remove potentially identifying information from the data that further complicates combination of different data sets.
In this paper, we introduce a novel framework for the parameter identifiability analysis from linked data when individual data sets used for combination do not contain unique individual identifiers. Our framework is suited to situations when only partial information regarding the quality of the links between the observations of separate data sets (e.g., upper and lower bounds on these probabilities) is available, and thus, it allows us to avoid making parametric assumptions regarding the joint distribution of combined variables or the joint distribution of additional variables utilized in a data combination procedure. This contrasts many existing approaches that rely on either such parametric assumptions or assumptions about a known distribution of the data combination errors. This paper is an attempt to build a theoretical framework of how to think about parameter identification from combined data and to conform it with the tradition existing in the econometric literature of approaching the issue of identification from the population perspective.
Section 2 describes the problem of econometric inference and characterizes the structure of the data generating process.
In Section 3 we depict a class of data combination rules used in this paper. The data combination procedures suggested in this paper are based on infrequent observations of some numeric or string variables that are either available directly from the data or need to be constructed by the data curator. We formalize all the conditions that this procedure has to satisfy so as to give a meaningfully combined data set. We prove that the accuracy of this procedure can be controlled and can vary from the "worst" (all the matches are incorrect) to the "best" (all the matches are correct) as the sizes of split data sets increase. We establish exactly how the control of its accuracy can be executed by a data curator.
Our framework naturally applies to the analysis of situations where the identifying information is intentionally removed from the data by the data curators to reduce the "sensitivity" of the data. In this case, an instance of a successful combination of two observations from two disjoined data sets means that the variables contain enough information to attribute these two observations to the same individual. This implies that the corresponding individual information can be "de-anonymized," that is, the individual disclosure can occur. We demonstrate the implications of the suggested data combination rules for individual identity disclosure. We introduce the notion of a bound on disclosure risk and show that there exist data combination rules that honor this bound.
In Section 4 we analyze the identifiability of the parameter of interest from combined data under restrictions on the information about the quality of the data combination rule that is released by the data curator to secondary users (researchers). Our approach to the identification analysis is novel as we notice that the data combination procedure in nonparametric settings can only be defined and implemented in a finite sample and not in the population. As a result, the identification analysis has to rely on the property of limits of sequences of data combination rules (as opposed to the property of the population distribution as in the standard literature on identification). This is a crucial aspect in our identification method as we provide a new approach to analyzing model identification from combined data sets as a limiting property in the sequence of statistical experiments.
Namely, we introduce the notion of the pseudo-identified set of model parameters from combined data through a limit of the set of parameters inferred from the combined data as the sizes of both data sets approach infinity. These sets and their limiting behavior depend on several factors: first, they depend on the properties of the data combination procedure; second, they depend on what kind of information about this procedure is provided to the researcher by the data curator; and, finally, they could depend on the optimization criterion employed by researchers. We also study the trade-off between disclosure limitation (defined by the probability that an individual disclosure can occur) and the quality of identification of the parameters of interest. To our knowledge, our paper is the first one to study such a trade-off. This trade-off between the identifiability of the model and limitations on individual disclosure implies that whenever a nonzero disclosure restriction is imposed, the parameter in the model of interest based on the data set combined from two separate data sets is not point identified. The analysis of pseudo-identified sets tells us what estimates, for example, a consumer behavior model can deliver under the constraints on the identity disclosure. We note that the goal of our work is not to demonstrate the vulnerability of online personal data but to provide a real example of the trade-off between privacy and identification.
The importance of the risk of potential disclosure of confidential information is hard to overstate. With advances in data storage and collection technologies, issues and concerns regarding data security now generate front-page headlines. Private businesses and government entities are collecting and storing increasing amounts of confidential personal data. This data collection is accompanied by an unprecedented increase in publicly available (or searchable) individual information that comes from search traffic, social networks, and personal online file depositories (such as photo collections), among other sources. One of the main messages of Sections 2-4 is that if one of the data curator's objectives is to provide some privacy guarantees and prevent disclosure when conducting the task of combing the data, then the issues of model identification/estimation and the risk of disclosure should be analyzed jointly.
Sections 2-4 of the paper consider a scenario in which a data curator conducts the data combination procedure and the researcher is given a single combined data set (with auxiliary variables that helped combine the data removed). This combined data set is of course not guaranteed to contain all correct matches. Moreover, if the combined data set is randomly selected from all possible constructed combined data sets with the data combination rule that honors the bound on the disclosure risk, there is a positive probability that all matches in this data set will be incorrect. This scenario is likely to occur when a combined data set is released into a public domain and thus the researcher does not bear the burden of assuring that an appropriate bound on the risk of disclosure has been imposed.
Section 5 contains an empirical application, where we illustrate a common situation where low resolution identifiers are removed from the data set to protect the privacy of individuals that then inhibits the linkage of this data set with other data which can lead to biased estimates in the models that do not use those additional linked variables. Our application uses the data from the Russian Longitudinal Monitoring Survey (RLMS), which is a comprehensive longitudinal survey of households in Russia. The survey is designed to be representative on the country level and the data are collected in over 50 geographical regions. In each region the survey households are typically clustered within small neighborhoods. The neighborhood identifiers along with demographic data turned out to be sufficient to single out individual households and "de-anonymize" them by linking the records with address data bases. In light of this finding, the neighborhood identifiers were removed from the RLMS data distribution after year 2009.
In our empirical analysis we demonstrate that such an approach to privacy protection inhibits the inference of granular household-level decision models. Our main economic question is whether religious affiliation of the household impacts the decision to allow the children in the household to complete schooling. We are also interested in finding out whether, in this decision, females are withdrawn from schooling on average earlier than males. We note that in the absence of neighborhood identifiers, we will not be able to distinguish the group effects within local religious communities from the individual decision making within households.
In our data set we do have access to the neighborhood identifiers that were subsequently suppressed. Using the neighborhood identifiers, we can link the records in the RLMS with the religious census data collected by Rosstat (the Russian equivalent of the US Census Bureau). This allows us to estimate both the model that takes the group effects into account and the model that does not (i.e., the model that is feasible with the current RLMS data distribution). We find significant differences in the estimates obtained in the two models and then use our approach to construct the sets of parameters in the current data distribution that take into account the fact that the data was deanonymized.
To relate this paper to other privacy frameworks, we want to note that we focus on the risk of individual disclosure as it describes the possibility of recovering the true identity of individuals in the "anonymized" data set with sensitive individual information. However, even if the combined data set is not publicly released, the estimated model may itself be "disclosive" in the sense that consumers' confidential information may become discoverable from the inference results based on the combined data. This situation may arise when there are no common identifiers in the combined data and only particular individuals may qualify to be included in the combined data set. If the data set is sufficiently small, a parametric model may give an accurate description of the individuals included in the data set. We discuss this issue in more detail in Komarova, Nekipelov, and Yakovlev (2015) , where we introduce the notion of a partial disclosure. In this paper we deal only with the identity disclosure.
The setup of this paper can be applied to situations when there are several independent data curators who have access to separate data sets. Private firms and large government agencies collect large socioeconomic data sets. The Internal Revenue Service, Social Security Administration, and the US Census Bureau collect large comprehensive data sets that have large or complete overlaps over individuals whose data have been collected. Each of these agencies operates as an independent data curator, meaning that each of them has full control over his/her data and full exclusion rights over access to these data. Most existing data curators operate based on the vault storage model where the data are stored locally in a secure location and raw disaggregated data cannot be taken outside of the vault. Within their data management programs, each such data owner allows researchers to access the data vault upon passing some clearance procedure. With this data analysis model there could be many researchers who can access many such data vaults. However, provided that the raw data cannot be removed from the vault, none of these researchers can combine individual data from two or more such vaults. Thus, this is the situation where each researchers knows the marginal distribution of the data in each of the vaults. However, none of the researchers knows the joint distribution of the data across the vaults and thus cannot estimate the model that contains variables from multiple sources. Recently, several empirical researchers have been able to obtain permissions to merge separate administrative data sources. We note that each data curator controls her/his own data set and, in particular, control the "sensitivity" of the variables contained in the data set. For instance, some variables can be removed from researchers' access based on disclosure risk considerations. Such a risk cannot be controlled if the data from one source controlled by one data curator are combined with the data controlled by another data curator. Provided that the marginal data distributions from different sources are already known to the researchers, the disclosure threat in this case comes precisely from the data combination.
Related literature
Our paper is related to several strands in the computer science literature. One of them is on the optimal structures of linkage attacks as well as the requirements in relation to data releases. The structure of linkage attacks is based on the optimal record linkage results that have been long used in the analysis of data bases and data mining. To some extent, these results have been used used in econometrics for combination of data sets as described in Ridder and Moffitt (2007) . In record linkage, one provides a (possibly) probabilistic rule that can match the records from one data set with the records from the other data set in an effort to link the data entries that correspond to the same individual. 3 In several striking examples, computer scientists have shown that a simple removal of personal information such as names and social security numbers does not protect data from individual disclosure. For instance, Sweeney (2002b) identified the medical records of William Weld, then governor of Massachusetts, by linking voter registration records to anonymized Massachusetts Group Insurance Commission (GIC) medical encounter data, which retained the birth date, sex, and zip code of the patient.
In relation to the security of individual data, the computer science literature (e.g., Samarati and Sweeney (1998) , Sweeney (2002a Sweeney ( , 2002b , Aggarwal, Feder, Kenthapadi, Motwani, Panigrahy, Thomas, and Zhu (2005) , Ramakrishnan (2005, 2006) , Ciriani, di Vimercati, Foresti, and Samarati (2007) ) has developed and implemented the so-called k-anonymity approach. A data base instance is said to provide k-anonymity, for some number k, if every way to single an individual out of the data base returns records for at least k individuals. In other words, anyone whose information is stored in the data base can be "confused" with k others. Under k-anonymity, a data combination procedure will respect the required bound on the disclosure risk. We describe this in Section 2.3 and use it in the empirical part. An alternative solution is in the use of synthetic data and a related notion of differential privacy, for example, Dwork and Nissim (2004) , Dwork (2006) , and Abowd and Vilhuber (2008) , as well as Duncan and Lambert (1986) , Duncan and Mukherjee (1991) , Duncan and Pearson (1991) , Fienberg (1994 Fienberg ( , 2001 , and Duncan, Fienberg, Krishnan, Padman, and Roehrig (2001) , Abowd and Woodcock (2001) , Kinney, Reiter, Reznek, Miranda, Jarmin, and Abowd (2011), and Hu, Reiter, and Wang (2014) , among others.
We note that while the computer science literature has alluded to the point that data protection may lead to certain trade-offs in data analysis, data protection has never been considered in the context of model identification. For instance, a notion of "data utility" has been introduced that characterizes the accuracy of a statistical function that can be evaluated from the released data (e.g., see Lindell and Pinkas (2000) , Karr, Kohnen, Oganian, Reiter, and Sanil (2006) , Brickell and Shmatikov (2008) , Woo, Reiter, Oganian, and Karr (2009)) , and it was found that existing data protection approaches lead to a decreasing quality of inference from the data measured in terms of this utility.
Our paper is also related to the literature on partial identification of models with contaminated or corrupted data, even though our identification approach is new. Manski (2003 Manski ( , 2007 , and Horowitz and Manski (1995) note that data errors or data modifications pose identification problems and generally result in only set identification of the parameter of interest. Manski and Tamer (2002) and Magnac and Maurin (2008) give examples where-for confidentiality or anonymity reasons-the data may be transformed into interval data or some attributes may be suppressed, leading to the loss of point identification of the parameters of interest. Consideration of the general setup in Molinari (2008) allows one to assess the impact of some data anonymization as a general misclassification problem. Cross and Manski (2002) and King (1997) study the ecological inference problem where a researcher needs to use the data from several distinct data sets to conduct inference on a population of interest. In ecological inference, several data sets, usually of aggregate data, are available. Making inferences about micro-units or individual behavior in this case is extremely difficult because variables that allow identification of units are not available. Cross and Manski (2002) show that the parameters of interest are only partially identified. We note that in our case the data contain individual observation on micro-units and there is a limited overlap between two data sets, making the inference problem dramatically different from ecological inference. Pacini (2016) considers estimation and inference on identified sets in linear regression models when the dependent variable is not observed together with covariates but some information is available on the conditional distribution of regressors conditional on another variable observed together with the outcome variable.
Our analysis relies on the data combination to estimate the econometric model of interest. A train of recent literature in statistics, including Larsen (2005) , Tancredi, Liseo et al. (2011 ), Chipperfield et al. (2011 , and Kim and Chambers (2012) , establishes consistency for estimation of standard models, such as the regression model, when the data combination procedure is defined parametrically or it is based on exactly matching observations to combine the data sets based on one or more predefined variables. Our contribution to this literature is the development of identification properties of econometric models based on combined data for a nonparametric data combination procedure when a deterministic a priori criterion for matching observations is not available.
Though less directly related to our analysis, there is also a literature within economics that considers privacy as something that may have a subjective value for consumers (see Acquisti (2004) ) rather than a formal guarantee against intruders' attacks. Considering personal information as a "good" valued by consumers leads to important insights in the economics of privacy. As seen in Varian (2009) , this approach allows researchers to analyze the release of private data in the context of the trade-off between the network effects created by the data release and the utility loss associated with this release. The network effect can be associated with the loss of competitive advantage of the owner of personal data, as discussed in Taylor (2004) , Acquisti and Varian (2005) , and Calzolari and Pavan (2006) . Consider the setting where firms obtain a comparative advantage due to the possibility of offering prices that are based on past consumer behavior. Here, a subjective individual perception of privacy is important. This is clearly shown in both the lab experiments in Gross and Acquisti (2005) and Acquisti and Grossklags (2008) , as well as in the real-world environment in Acquisti, Friedman, and Telang (2006) , Miller and Tucker (2009), and Goldfarb and Tucker (2010) . Given all these findings, we believe that disclosure protection is a central theme in the privacy discourse, as privacy protection is impossible without data protection.
Econometric model

Model and data structure
In this section, we formalize the empirical model based on the joint distribution of the observed outcome variable Y distributed on Y ⊂ R m and individual characteristics X distributed on X ⊂ R k that needs to be estimated from the individual level data. We assume that the parameter of interest is θ 0 ∈ Θ ⊂ R l , where Θ is a convex compact set.
We characterize the parameter of interest by a conditional moment restriction that, for instance, can describe the individual demand or decision,
where ρ(· · ·) is a known function with the values in R p . We assume that ρ(· · ·) is continuous in θ and for almost all x ∈ X , E ρ(Y X; θ) |X = x < ∞ for any θ ∈ Θ We focus on a linear separable model for ρ(· · ·) as our lead example, which can be directly extended to monotone nonlinear models.
In a typical internet environment, the outcome variable may reflect individual consumer choices by characterizing purchases in an online store, specific messages on a discussion board, comments on a rating website, or a profile on a social networking website. Consumer characteristics are relevant sociodemographic characteristics such as location, demographic characteristics, and social links with other individuals. We assume that if the true joint distribution of (Y X) were available, one would be able to point identify parameter θ 0 from the condition (1). Formally we write this as the following assumption. As an empirical illustration, in Section 5 we estimate a model the relates the household decision to withdraw a child from schooling to the religious affiliation of the household and the child's gender as well as the characteristics of the neighborhood. The outcome variable corresponds to the number of completed year of schooling by each child in the household. In this context, we are interested in separating the household-level effect from the neighborhood effect. However, the latest distribution of the survey that we use does not have neighborhood identifiers.
In our data, however, we were able to trace back the original neighborhood identifiers that were used in the early distributions of the survey that we used. That allowed us to construct a (now infeasible) merged data set that combines individual household characteristics with the neighborhood characteristics that we take from the Russian Census data. In this case Y corresponds to the set of household-level variables and X corresponds to the set of neighborhood variables. The current distribution of the survey does not contain the neighborhood-level variables.
As a result, the variables of interest Y and X are not observed jointly. One can only separately observe the data set containing the values of Y and the data set containing the values of X for subsets of the same population.
The following assumption formalizes the idea of the data sample broken into two separate data sets.
Assumption 2. (i) The population is characterized by the joint distribution of random vectors
i=1 is a random sample from the population distribution of the data. and the second subsample is
4 Our analysis applies to other frameworks of split data sets. For instance, we could consider the case when some of the variables in x (but not all of them) are observed together with y. This is the situation we deal with in our empirical illustration. The important requirement in our analysis is that at least some of the relevant variables in x are not observed together with y.
5 This part of the assumption can be relaxed by allowing D yw and D xv to overlap rather than the former to be nested in the latter. In this case, we would replace the requirement N y → ∞ later in the paper with the requirement that the size of the overlap goes to infinity. When there is no common individual between D yw and D xv , then the procedures suggested in this paper will not work, but some ecological inference methods can be used; see, for example, Cross and Manski (2002) and King (1997) , among others.
Assumption 2 characterizes the observable variables as independently drawn subsamples of the infeasible "master" data set. This means that without any additional information, one can only reconstruct distributions F X V of (X V ) and 
. Because the joint distribution of Y and X is unknown, cov(Y X) cannot be calculated even if the marginal distributions of Y and X are available.
As a result, the only information that allows us to draw conclusions about the joint moments of the regressor and the outcome can be summarized by the Cauchy-Schwarz
, which gives the sharp bounds on cov(Y X). Therefore, we can determine the slope coefficient only up to a set:
As we can see, the bounds on b 0 are extremely wide, especially when there is not much variation in the regressor. Moreover, we cannot even identify the direction of the relationship between the regressor and the outcome, which is of interest in many economic applications.
The information contained in vectors V and W is not necessarily immediately useful for the econometric model that is being estimated. However, this information can help us to construct measures of similarity between observations y j in data set D yw and observations x i in data set D xv . Random vectors W and V are very likely to be highly correlated for a given individual but uncorrelated across different individuals. In our empirical example, the main survey data set that we use contains the identifier for a large geographic region in Russia (equivalent to a US state in terms of scale) as well as the identifier for the neighborhood. The Russian Census data can be obtained on the level of the neighborhood. Thus, if the neighborhood identifiers are available, then W and V are perfectly matching, placing a given household in its neighborhood. However, the neighborhood identifiers have been removed in the recent distributions of our survey. Therefore, V are larger geographic region identifiers and W (corresponding to the identifier in the Russian Census) contains both the neighborhood identifier and the larger region identifier. In principle, we can expand the set of variables in V and W , for instance, including household demographics, income, property, and health data in V and including the neighborhood averages contained in the Russian Census as a part of W . Then we can use a weighted Euclidean distance between V and W as a measure of similarity. This measure of similarity will be used to combine observations in the two data sets.
Identifiers and decisions rules for data combination
Our data linkage procedure is based on comparing the value of an identifier Z y constructed for each observation in the main data set with the value of an identifier Z x constructed for each observation in the auxiliary data set. These identifiers are random vectors that can consist of both numerical and string variables. The function Z x = Z x (X V ) is a multivariate function of X and some auxiliary random vector V observed together with X, whereas Z y = Z y (W ) is a multivariate function of an auxiliary random vector W observed together with Y . Thus, identifiers constructed in the data set of outcome variables Y are assumed not to be determined by the values of those outcomes. We suppose that these identifiers Z y and Z x are constructed in such a way that they have the same dimension and the same support. Our combination rule is based on comparing the values of z i ) are chosen by the data curator and in general depend on N, features of the data, and objectives on the nondisclosure guarantees discussed later in the paper. A specific feature of such a decision rule is that these conditions do not depend on the values of y j and x i and only depend on the values of z y j and z x i . Decisions rules used in this paper are based on a chosen distance between z y j and z x i . Without a loss of generality, suppose that Z y = (Z y n Z y s ) and Z x = (Z x n Z x s ), where Z y n and Z x n are random subvectors of the same dimension that contain all the numeric variables in Z y and Z x , respectively, and where Z y s and Z x s are random subvectors of the same dimension that contain all the string variables in Z y and Z x . Then we can define a distance d(z where · E denotes the Euclidean distance, · S stands for a distance between strings (e.g., the edit distance), and ω n ω s ≥ 0 are weights. Below we give some examples of decision rules.
Notation. Let m ij be the indicator of the event that j and i are the same individual.
Example 2. A decision rule can be chosen as
The properties of this decision rule, such as the behavior of probabilities of making linkage errors as N y N x → ∞, would depend on the behavior of the sequence of thresholds {α N } and the properties of the joint distribution of (Y Z y X Z x ). Suppose that Z y and Z x contain a common variable (e.g., a binary variable for gender). It is clear that in this case j and i can be a potential match only if the values of this variable coincide. Let us denote this variable as Z y g in the main data set and as Z x g in the auxiliary data set. Then the distance for the decision rule (2) can be defined as
This idea can be extended to any situation when data linkage is partly based on the values of discrete variables whose values must coincide exactly for the same individual.
We focus on two types of data combination procedures. Procedures of the first type look only at observations with infrequent values of z x i . To the best of our knowledge, this paper offers the first formal analysis of record linkage based on infrequent observations. Procedures of the second type employ decision rules that satisfy the property of k-anonymity suggested in the computer science literature.
Data combination from observations with infrequent values
Let us define the norm of z x i as z x i = ω n z We suppose that all the variables in Z x and Z y are either discrete or continuous with respect to the Lebesgue measure. For technical simplicity, we also suppose that at least one variable in Z x (and, analogously, in Z y ) is continuous with respect to the Lebesgue measure, which implies that the norms Z x and Z y are continuous with respect to the Lebesgue measure too. Assumption 3. There existsᾱ > 0 such that for any 0 < α <ᾱ, the following statements hold.
(i) Proximity of identifiers with extreme values:
(ii) Nonzero probability of extreme values:
for some nondecreasing and positive at α > 0 functions φ(·) and ψ(·).
(iii) Redundancy of identifiers in the full data: 6
where F Y |X Z x Z y denotes the conditional cumulative distribution function (CDF) of Y conditional on X, Z x , and Z y , and F Y |X denotes the conditional CDF of Y conditional on X.
(iv) Uniform conditional decay of the tails of identifiers' densities: There exist positive at large z functions g 1 (·) and g 2 (·) such that
where f Z x |X denotes the conditional density of Z x conditional on X, and f Z y |Y denotes the conditional density of Z y conditional on Y .
Assumption 3 implies that the ordering of the values of Z y and Z x is meaningful and that the tails of the distributions of Z x and Z y contain extreme values. If we considered a situation when all the variables in Z y and Z x were discrete, this would mean that at least one of these variables has a denumerable support. Ridder and Moffitt (2007) overview cases where a priori available numeric identifiers Z y and Z x are jointly normally distributed random variables, but we avoid making such specific distributional assumptions.
Assumption 3(i) states that for infrequent observations-those for which the values of Z x are in the tail of the distribution f Z x |X Y -the values of Z y and Z x are very close, and become arbitrarily close as the mass of the tails approaches 0.
Functions φ(·) and ψ(·) in Assumption 3(ii) characterize the decay of the marginal distributions of Z x and Z y at the tail values. The assumptions on these functions imply that
and therefore φ(·) and ψ(·) can be estimated from the split data sets. Moreover, our assumption on the existence of densities for the distributions of Z x |X and Z y |Y implies that without loss of generality, functions φ(·) and ψ(·) are absolutely continuous. Assumption 3(iii) states that for a pair of correctly matched observations from the two data bases, their values of identifiers Z x and Z y do not add any information regarding the distribution of the outcome Y conditional on X. In other words, if the data sets are already correctly combined, the constructed identifiers only label observations and do not improve any knowledge about the economic model that is being estimated. For instance, if the data combination is based on the names of individuals, then once we extract all model-relevant information from the name (for instance, whether a specific individual is likely to be male or female, or white, black, or Hispanic) and combine the information from the two data bases, the name itself will not be important for the model and will only play the role of a label for a particular observation. Assumption 3(iii) can be violated, for example, if Z x and Z y are proxies for a random vector Z,
and measurement errors u x and u y are not independent of X and Y . Function g 1 (·) (g 2 (·)) in Assumption 3(iv) describes the uniform over x (over y) rate of the conditional density of Z x conditional on X ( Z y conditional on Y ) for extreme values of Z x ( Z y ). If Assumption 3(iv) holds, then necessarily
We recognize that Assumption 3 puts restrictions on the behavior of infrequent (tail) realizations of identifiers Z x and Z y . Specifically, we expect that conditional on Z x taking a high value, the values of identifiers constructed from two data sets must be close. We illustrate this assumption with our empirical application, where different geographic regions in Russia have different population density. As a result, linking the regional data with the household-level neighborhood data will lead to higher quality matches in less populated regions. Remark 1. Assumption 3(iii) can be relaxed to allow for situations when matching is based on income, health, or demographic characteristics that would also be included among the regressors. But weakening of Assumption 3(iii) has to be done together with imposing stricter requirements on the distance function d(· ·).
Suppose that Z y = (Z y Z y ), Z x = (Z x Z x ), and X = (X X ), whereZ x =X, and Z y in the main data set andX in the auxiliary data set contain common variables (e.g., discrete variables for age and gender). Suppose that the distance for the decision rule is defined in such a way that
that is, individuals j and i with different observations for age or gender cannot possibly be matched. Then instead of Assumption 3(iii), we can impose the weaker restriction
Remark 2 (k-anonymity). The description of the k-anonymity approach can be found in Samarati and Sweeney (1998) , Sweeney (2002a Sweeney ( , 2002b , among others. We describe it here for the purpose of illustrating how the k-anonymity rule would translate into the properties of the decision rule. Given the binary decision rule D N (y j z y j x i z x i ) in (5), we say that the k-anonymity property is implemented if, for each observation j in the main data set, j = 1 N y , one of the following conditions hold:
(a) We have D N (y j z y j x i z x i ) = 0 for all i = 1 N x ; that is, j cannot be combined with any individual i in the auxiliary data set.
that is, for j there are at least k equally good matches in the auxiliary data set.
Under the rule of k-anonymity, for any j from D y and any i from D x ,
Clearly, it always holds that
The binary decision rule for k-anonymity does not have to be based on infrequent observations and can use much more general ideas. One only has to guarantee that (3) holds.
Implementation of data combination and implications for identity disclosure
In this section, we characterize in more detail the class of data combination procedures that we use in this paper, introduce the formal notion of identity disclosure, and characterize a subclass of data combination procedures that are compatible with a bound for the risk of identity disclosure. We suppose henceforth that Assumptions 1-3 hold.
Implementation of data combination
In our model, the realizations of random variables Y and X are contained in disjoint data sets. After constructing identifiers Z y and Z x , we directly observe the empirical distributions of (Y Z y ) and (X Z x ). Even though these two distributions provide some information about the joint distribution of (Y X), such as Fréchet bounds, they do not fully characterize it if no data combination whatsoever is conducted, and thus, there are many joint distributions of (Y X) (or, more generally, joint distributions of (Y Z y X Z x )) consistent with the observed distributions of (Y Z y ) and (X Z x ). 7 We can hope to identify the econometric model only if the two data sets are combined for at least some observations and thus, more information becomes available about the dependence structure between vectors (Y Z y ) and (X Z x ), from which we can consequently obtain more information about the dependence structure between Y and X. The best case scenario from the identification point of view occurs if our data combination procedure allows us to learn the copula describing the true joint distribution of (Y Z y X Z x ) as a function of two separate distributions of (Y Z y ) and (X Z x ). This would automatically give us the copula describing the true joint distribution of (Y X) as a function of the marginal distributions of Y and X, and then we would be able to point identify θ 0 using (1). Whether this scenario will occur clearly depends on the quality of the data combination procedure. Now let us describe data combination procedures in more detail. Once the identifiers Z y and Z x are constructed, we have the two split data sets
Provided that the indexes of matching entries are not known in advance, the entries with the same index i and j do not necessarily belong to the same individual. We base our decision rule on the postulated properties in Assumption 3,
for a chosen α N such that 0 < α N <ᾱ. We notice that for each rate r N → ∞ there is a whole class of data combination rules D N (y j z y j x i z x i ) corresponding to all threshold sequences for which α N r N converges to a nonzero value as N y N x → ∞. As is clear from our results later in this section, the rate r N is what determines the asymptotic properties of the data combination procedure. Provided that the focus of this paper is on identification rather than estimation in the context of data combination, in the remainder of the paper, our discussion about a data combination rule refers to the whole class of data combination rules characterized by the threshold sequences with a given rate.
Consider an observation i from D x such that z x i ≥ 1/α N . If we find a data entry j from the data set D y such that d(z y j z x i ) < α N , then we consider i and j as a potential match. In other words, if identifiers z x i and z y j are both large and are close, then we consider (x i z x i ) and (y j z y j ) as observations that possibly correspond to the same individual. This seems to be a good strategy when α N is small because, according to Assumption 3, when the pair (Z x Z y ) is drawn from their true joint distribution, the conditional probability of Z x and Z y taking proximate values when Z x is large in the absolute value is close to 1. Even though the decision rule is independent of the values of x i and y j , the probability Pr(m ij = 1|D N (y j x i z y j z x i ) x i = x y j = y D x D y ) for a finite N = (N x N y ) can depend on these values (and also depend on the sizes of data sets D x and D y ) and therefore can differ across pairs of i and j.
Using the combination rule D N (·), for each j ∈ {1 N y } from the data base D y , we try to find an observation i from the data base D x that satisfies our matching criteria and thus presents a potential match for j. We can then add the "long" vector (y j z y j x i z x i ) to our combined data set if neither (y j z y j ) for this specific j nor (x i z x i ) for this specific i enters the combined data set as subvectors of other long observations. In other words, if there are several possible matches i from D x for some j in D y (or several possible matches j from D y for some i in D x ), we can put only one of them in our combined data set. Mathematically, each combined data set G N can be described by an N y × N x matrix {d ji j = 1 N y ; i = 1 N x } of 0s and 1s that satisfies the following conditions: 
, each j can be added to our combined data set with at most one i).
, each i can be added to our combined data set with at most one j).
Because some j in D y or some i in D x can have several possible matches, several different combined data sets G N can be constructed. The data curator decides which one of these combined data sets to use (e.g., it can be chosen randomly or the data curator could choose a different selection principle). Once the data curator chooses some G N , from this combined data set she deletes the data on z y j and z x i , leaving only the data on linked pairs (y j x i ). This reduced data set G xy N is released to the public along with some information about the properties of identifiers. This information is used by the researchers to conduct the identification analysis. Even though the data set D xv = {(x i v i )} is publicly available and, thus, the researcher can potentially construct some identifiers (possibly similar to z x i ) from that data set, the researcher is not given any data on w j and, thus, would not be able to construct identifiers similar to z y j (or any other identifiers for observations y j ).
Our identification approach in Section 4 takes into account all possible combined data sets and takes into account the probabilities of making data combination errors.
Consider an observation i from D x such that z x i ≥ 1/α N . Two kinds of errors can be made when finding entry i's counterpart in the data set D y .
(i) Data combination errors of the first kind occur when the decision rule links an observation j from D y to i, but in fact j and i do not correspond to the same individual. For the two given split data sets, the probability of an error of this kind is
where (X Z x ) and ( Y Z y ) are independent random vectors with the distributions F X Z x and F Y Z y , respectively.
(ii) Data combination errors of the second kind occur when observations j and i do belong to the same individual but the procedure does not identify these two observations as a potential match (we still consider i such that z x i ≥ 1/α N ). For the two given split data sets, the probability of an error of this kind is
where (Y X Z x Z y ) is distributed with F Y X Z x Z y . Assumption 3 guarantees that (6) converges to 0 as α N → 0.
While the second kind of error vanishes as one considers increasingly infrequent values, the behavior of the probability of the first kind of error depends on the rate of α N and can be controlled by the data curator. As we establish later in this section, this rate can be chosen, for example, in such a way that the probability of the first kind of error will be separated away from 0 even for arbitrarily large split data sets.
Risk of disclosure
What we notice so far is that given that there is no readily available completely reliable similarity metric between the two data bases, we rely on the probabilistic properties of the data. As a result, in estimation we have to resort to using only the pairs of combined observations. If correct matches are made with a sufficiently high probability, this may pose a potential problem if one of the two data sets contains sensitive individual-level information. The only way to avoid such an information leak is to control the accuracy of utilized data combination procedures. In particular, we consider controlling the error of the first kind.
For technical convenience, in the remainder of the paper we consider the case when Z y and Z x are random variables, and the distance d(Z y Z x ) is defined as |Z y − Z x |. Then the decision rule is
Propositions 1 and 2, which appear later in this section, give conditions on the sequence of α N , α N → 0, that are sufficient to guarantee that the probability of the error of the first kind vanishes as N y → ∞. Proposition 3 give conditions on α N , α N → 0, under which the probability of the error of the first kind is separated away from 0 as N y → ∞.
For given split data sets D y of size N y and sets D x of size N x as in (4), and given y and x, consider the conditional probability
of a successful match of (y j z
According to our discussion, potential privacy threats occur when one establishes that a particular combined data pair (y j x i z y j z x i ) is correct with a high probability. This is the idea that we use to define the notion of the risk of identity disclosure. Our definition of the risk of disclosure in possible linkage attacks is similar to the definition of the pessimistic disclosure risk in Lambert (1993) . We formalize the pessimistic disclosure risk by considering the maximum probability of a successful linkage attack over all individuals in a data base.
Since by Assumption 2(iv), N x ≥ N y , all of our asymptotic results will be formulated as those obtained when N y → ∞ since this also implies that N x → ∞. Definition 1. A bound guarantee is given for the risk of disclosure if
for all N, and there exists 0 < γ ≤ 1 such that
The value of γ is called a bound on the disclosure risk.
Our definition of the disclosure guarantee requires, first of all, that for any two finite data sets D y and D x and any matched pair, the value of p N ij (x y D x D y ) is strictly less than 1. In other words, there is always a positive probability of making a linkage mistake. However, even if probabilities p N ij (x y D x D y ) are strictly less than 1, they may turn out to be very high when N y is sufficiently large and α N is sufficiently small. Our definition of the disclosure guarantee requires that such situations do not arise. The value of γ is the extent of the nondisclosure risk guarantee.
An important practical question is whether there exist (classes of the) decision rules that guarantee a specified bound on the disclosure risk. Below we present results that indicate, first, that for a given bound on the disclosure risk, we can find sequences of thresholds such that the corresponding decision rules honor this bound, and, second, that the rates of convergence for these sequences depend on the tail behavior of identifiers used in the data combination procedure. Propositions 1 and 3 give general results. Proposition 1. Suppose Assumptions 2 and 3 hold. Suppose that for given nondecreasing and positive for α ∈ (0 ᾱ) functions φ(·) and ψ(·), the sequence of α N → 0 (as N y → ∞) is chosen in such a way that
as N y → ∞. Then
The result of Proposition 1 implies the result in Proposition 2.
Proposition 2 (Absence of nondisclosure risk guarantee). Suppose the conditions in Proposition 1 hold. Then nondisclosure is not guaranteed.
The result of Proposition 1 is stronger than that of Proposition 2 and will provide an important link between the absence of nondisclosure risk guarantees and the point identification of the parameter of interest discussed in Theorem 1.
The next proposition describes instances in which nondisclosure can be guaranteed.
Proposition 3 (Nondisclosure risk guarantee). Suppose Assumptions 2 and 3 hold. Suppose that for given nondecreasing and positive for α ∈ (0 ᾱ) functions φ(·) and ψ(·), the sequence of α N → 0 (as N y → ∞) is chosen in such a way that lim inf
Then nondisclosure is guaranteed.
The proofs of Propositions 1-3 are given in the Appendix.
Propositions 2 and 3 demonstrate that the compliance of the decision rule generated by a particular threshold sequence with a given bound guarantee for the disclosure risk depends on the rate at which the threshold sequence converges toward zero as the sizes of D y and D x increase.
The decision rules that we constructed are well defined, and there exists a nonempty class of sequences of thresholds that can be used for data combination and that guarantee the avoidance of identity disclosure with a given probability. The rate of these sequences depends on the tail behavior of the identifiers' distributions. A more detailed discussion of the choice of threshold sequences can be found in the Supplemental Material, available in a supplementary file on the journal website, http://qeconomics.org/ supp/568/supplement.pdf.
Analysis of identifiability with combined data
In the previous section, we described the decision rule that can be used to combine data and its implications for potential identity disclosure. In this section, we characterize the identification of the econometric model from the combined data set constructed using the proposed data combination procedure. We also show the implications of the bound on the disclosure risk for identification.
We emphasize that the structure of our identification argument is nonstandard. In fact, the most common identification argument in the econometrics literature is based on finding a mapping between the population distribution of the data and parameters of interest. If the data distribution leads to a single parameter value, this parameter is called point identified. However, as we explained in the previous section, the population distribution of the immediately available data in our case is not informative, because it consists of two unrelated marginal distributions corresponding to population distributions generating split samples D y and D x . Combination of these two samples and construction of a combined subsample is only possible when these samples are finite. In other words, knowing the probability that a given household may reside in a certain neighborhood is not informative to us. For correct inference we need to make sure that a combined observation contains the split pieces of information regarding the same household and does not mis-assign a household to a different neighborhood within the same region. As a result, our identification argument is based on the analysis of the limiting behavior of identified sets of parameters that are obtained by applying the (finitesample) data combination procedure to samples of an increasing size.
The proposition below brings together the conditional moment restriction (1) describing the model and our threshold-based data combination procedure. This proposition establishes that if there is a "sufficient" number of data entries that we correctly identify as matched observations, then there is "enough" knowledge about the joint distribution of (Y X) to point identify and estimate the model of interest.
Proposition 4. Suppose Assumption 3 holds. For any θ ∈ Θ and any α ∈ (0 ᾱ),
The proof of this proposition is given in the Appendix. The result in Proposition 4 is quite intuitive. Record linkage is based on Z x and Z y , which, by Assumption 3, are unrelated to Y and, hence, unrelated to ρ(Y X θ) given X. This immediately makes E[ρ(Y X θ)|X] = E[ρ(Y X θ)|X G(Z x Z y )] for any function G, so we can in particular define G to indicate a high probability of correctly matched data. In short, we can identify the parameters in the model just by using a subpopulation with relatively infrequent characteristics because they are the observations that are very likely to be correctly matched, and because information used for matching is by assumption conditionally independent of the model. Thus, if the joint distribution of Y and X is known when the constructed identifiers are compatible with the data combination rule ({|Z x | > 1 α |Z x − Z y | < α}), then, also employing Assumption 1, one can conclude that θ 0 can be identified and estimated from the moment equation
using only observations from the combined data set. This is true even for extremely small α > 0. Using this approach, we effectively ignore a large portion of observations of covariates and concentrate only on observations with extreme values of identifiers. For the population analysis based on (13) it does not matter how small the event
α } is because Assumption 3(i) and (ii) guarantee that its probability is strictly positive. In a sample, if the set of infrequent observation turns out to be very small, our recommendation to researchers would be to try increasing the dimension of Z X and Z y by employing more information contained in auxiliary vectors V and W .
A useful implication of Proposition 4 is that
Example 3. Here we continue Example 1 and illustrate the identification approach based on infrequent data attributes in a bivariate linear model. Let Y and X be two scalar random variables, and let Var[X] > 0. Suppose the model of interest is characterized by the conditional mean restriction
where θ 0 = (a 0 b 0 ) is the parameter of interest. If the joint distribution of (Y X) was known, then by applying the least squares approach, we would find θ 0 from the following system of equations for unconditional means implied by the conditional mean restriction:
. When using infrequent observations only, we can apply Proposition 4 and identify θ 0 from the "trimmed" moments. The solution can be expressed as
where X * =
It is worth noting that observations with more common values of identifiers (not sufficiently far in the tail of the distribution) have a higher probability of resulting in false matches and are thus less reliable for the purpose of model identification.
Our next step is to introduce a notion of the pseudo-identified set based on the combined data. This notion incorporates several features. First, it takes into account the result of Proposition 4, which tells us that the information obtained from the correctly linked data is enough to point identify the model. Second, it takes into consideration the fact that it is possible to make some incorrect matches, and that the extent to which the data are mismatched determines how much we can learn about the model. Third, it takes into account the fact that the data combination procedure is a finite-sample technique and identification must therefore be treated as a limiting property as the sizes of both data sets increase. We start with a discussion of the second feature and then conclude this section with a discussion of the third feature.
As before, G N denotes some combined data set of (y j z 
This value is not defined otherwise (that is, if (y j z y j ) and (x i z x i ) with y j = y, x i = x are never combined). Define π N (y x) as the mean of π N (y x {y j z
) over all possible data sets of N y observations of (y j z y j ) and all possible data sets of N x observations of (x i z x i ) that contain y j that coincide with y and x i that coincide with x. It is assumed that these data sets originated from split data sets {y j w j } In light of the result in (13), we want to consider E N [ρ(y x; θ)|X = x] and analyze how close this conditional mean is to 0 and how close it gets to 0 as α N → 0. If, for instance, π N (y x) approaches 0 almost everywhere, then in the limit we expect this conditional mean to coincide with the left-hand side in (13) and, thus, to take the value of 0 if and only if θ = θ 0 . Intuitively, the situation is going to be completely different if even for arbitrarily small thresholds the values of π N (y x) will be separated away from 0 for a positive measure of (y x).
We want to introduce a distance r(·) that measures the proximity of the conditional moment vector E N [ρ(y j x i ; θ)|x i = x] to 0. We want this distance to take only nonnegative values and to satisfy the following condition in the special case when π N (y x) is equal to 0 almost everywhere (a.e.):
The distance function r(·) can be constructed, for instance, by using the idea behind the generalized method of moments. We consider
where
with a J × J positive definite matrix W 0 , and a chosen (nonlinear)
where E X [·] denotes the expectation over the distribution of X and E * denotes the expectation taken over the distribution f Y ( y)f X (x).
Condition (14) is satisfied if and only if for π N (y x) = 0 a.e.,
In rare situations this condition can be violated for some choices of instruments h(·), 8 so h(·) has to be chosen in a way to guarantee that it holds. Hereafter we suppose that (14) is satisfied. For a given N and a known π N (y x), the minimizer (or the set of minimizers) of r(E N [ρ(y j x i ; θ)|x i = x]) is the best approximation of θ 0 under the chosen r(·). The important question, of course, is how much is known (or told by the data curator) to the researcher about the sequences of π N (y x).
Let Π N denote the information available to the researcher about the proportions π N (· ·). We can interpret Π N as the set of all functions π N (· ·) that are possible under the information available to the researcher about the data combination procedure.
For instance, the data curator could provide the researcher with the information that any value of π N (y x) is between some known π 1 and π 2 . Then any measurable function π N (· ·) that takes values between π 1 and π 2 has to be considered in Π N . The empirical evidence thus generates a set of values for θ that approximate θ 0 . We call it the N-identified set and denote it as Θ N :
The next step is to consider the behavior of sets Θ N as N → ∞, which, of course, depends on the behavior of Π N as N → ∞. Let Π ∞ denote the set of possible uniform over all y ∈ Y and over all x ∈ X limits of elements in Π N . That is, Π ∞ is the set of π(· ·) such that for each N, there exists π N (· ·) ∈ Π N such that sup y∈Y x∈X |π N (y x) − π(y x)| → 0.
The fact that the data combination procedure does not depend on the values of y and x (even though the probability of the match being correct may depend on y and x) implies that Π ∞ is a set of some constant values π. Suppose that this is known to the researcher.
Proposition 5 below shows that in this situation the following set Θ ∞ is a limit of the sequence of N-identified sets Θ N ,
Proposition 5. Suppose that Π ∞ consists of constant values and for any π ∈ Π ∞ there exists π N (· ·) ∈ Π N such that
Also suppose that for any π ∈ Π ∞ the function g π (θ) W 0 g π (θ) has a unique minimizer. Consider Θ N defined as in (16) and Θ ∞ defined as in (17). Then for any θ ∈ Θ ∞ there exists a sequence {θ N }, θ N ∈ Θ N , such that θ N → θ as N y → ∞.
The proof of this proposition is provided in the Supplemental Material. Proposition 5 can be rewritten in terms of the distances between sets Π ∞ and Π N and sets Θ ∞ and Θ N : Obviously, the size of Θ ∞ depends on the information set Π ∞ because Θ ∞ generally becomes larger if Π ∞ becomes a larger interval.
The following definition provides notions of point identification and partial pseudoidentification.
Definition 3. We say that parameter θ 0 is point identified (partially pseudo-identified) from infrequent attribute values if
Whether the model is point identified depends on the properties of the model, the distribution of the data, and the matching procedure. Definition 3 implies that if θ 0 is point identified, then at infinity we can construct only one combined data subset using a chosen matching decision rule and that all the matches are correct (Π ∞ = {0}). For a chosen h(·) in the definition of the distance r(·) parameter, if θ 0 is point identified in the sense of Definition 3, then θ 0 is point identified under any other choice of function h(·) that satisfies (14), and (15).
If the parameter of interest is only partially pseudo-identified from infrequent attribute values, then Θ ∞ is the best approximation to θ 0 in the limit in terms of the distance r(·) under a chosen h(·). In this case, Θ ∞ is sensitive to the choice of h(·) and W 0 , and in general will be different for different r(·) satisfying (14) and (15). In the case of partial pseudo-identification, 0 ∈ Π ∞ implies that θ 0 ∈ Θ 0 , but otherwise θ 0 does not necessarily belong to Θ 0 .
Our next step is to analyze identification from combined data sets obtained using a decision rule that honors a particular bound on the risk of individual disclosure. Having the bound on the risk of individual disclosure does not mean that making a correct match in a particular data set is impossible. What it implies is that there will be multiple versions of a combined data set. One of these versions can correspond to the "true" data set for which d ji = m ij (using the notation from Section 3). However, as is clear from our discussion before, in addition to this data set we can also construct combined data sets with varying fractions of incorrect matches. This implies that for any x and y, and any
that contains x as one of the values x i and any D y = {y j z y j } N y j=1 that contains y as one of the values y j , we have that inf i j π N (y j = y x i = x {y j z
) is defined. Condition (9) in the definition of the disclosure risk implies that
Taking into account Assumption 3(i) and (ii) for α N → 0 and the property of our data combination procedure-namely, that the values of y j and x i are not taken into account in matching (y j z y j ) with (x i z x i ) and it only matters whether identifiers satisfy conditions |z x i − z y j | < α N and |z x i | > 1/α N -we obtain that the limit of π N (y x) does not depend on the value of y and x. Denote this limit as π. Uniformity over x ∈ X and y ∈ Y in Assumption 3(i) and (ii) implies that π is the uniform limit of π N (y x):
If the only information released by the data curator about the disclosure risk is a bound γ, then the researcher can only infer that π ≥ γ, that is, Π ∞ = [γ 1]. This fact will allow us to establish results on point (partial pseudo-) identification of θ 0 in Theorem 1 (Theorem 2).
Theorems 1 and 2 below link point identification and partial pseudo-identification with the risk of disclosure.
is point identified from matches of infrequent values of the attributes.
Proof. Condition
can equivalently be written as
which means that for any ε > 0, when N x and N y are large enough, sup x∈X y∈Y π N (y x) < ε. Since ε > 0 can be chosen arbitrarily small, we obtain that
From here we can conclude that Π ∞ = {0} and, hence, Θ ∞ = {θ 0 }.
As we can see, Theorem 1 provides the identification result when there is no bound imposed on disclosure risk. The rates of the sequences of thresholds for which the condition of this theorem is satisfied are established in Section 3.
Theorem 2 gives a partial pseudo-identification result when data combination rules are restricted to those that honor a given bound on the disclosure risk and it follows from our discussion earlier in this section.
Theorem 2 (Absence of point identification of θ 0 ). Suppose Assumptions 1-3 hold. Let α N → 0 as N → ∞ in such a way that there is a bound γ > 0 imposed on the disclosure risk. Then θ 0 is only partially pseudo-identified from the combined data set that is constructed by applying the data combination rules that honor the bound γ > 0.
Proof. As discussed earlier in this section, in this case Π ∞ = [γ 1] and, thus,
) is minimized at different values for different π, meaning that generally Θ ∞ is not a singleton.
Using the result of Theorem 2, we are able to provide a clear characterization of the identified set in the linear case. The proof of Corollary 1 is given in the Appendix.
The matrix E[XX ] can be found from the marginal distribution of X (we write E X [ ] to emphasize this fact) and, thus, is identified without any matching procedure. The value of E[XY ], however, can be found only if the joint distribution of (Y X) is known in the limit, that is, only if there is no nondisclosure guarantee.
When we consider independent X and Y with distributions f X and f Y , we have E * [X(Y − X θ)] = 0. Solving the last equation, we obtain
which can be found from split samples without using any matching methodology. When the combined data contain a positive proportion of incorrect matches in the limit, the resulting value of θ is a mixture of two values obtained in two extreme situations: θ 0 when π = 0 and θ 1 when π = 1. The next example illustrates that the pseudo-identified set Θ ∞ , even if θ 0 / ∈ Θ ∞ , is informative about the true parameter value of θ 0 .
Example 4. As a special case, consider a bivariate linear regression model
where Var[X] > 0. Using our previous calculations, we obtain that the pseudo-identified set for the slope coefficient is
Here we can see that we are able to learn the sign of b 0 and, in addition to the sign, we can conclude that |b 0 | ≥ b π 1−γ . This result is much more than we were able to learn about b 0 in Example 1.
The pseudo-identified set for the intercept is
Thus far, we have shown that using a high quality data combination rule that selects observations with infrequent values of some attributes allows us to point identify the parameters of the econometric model. However, given that we may be using a small subset of individuals to estimate the model, the obtained estimates may reveal sensitive information on those individuals. To prevent this, the data curator can decide to conduct the data linkage in a way that guarantees a bound on the risk of disclosure. As we have seen however, in this case it is generally not possible to point identify the parameter of interest, and the pseudo-identified set that can be obtained from the data does not generally contain the true parameter value.
Computational illustration
Experiment 1. Consider the bivariate regression model
where X ∼ N (0 1), ∼ N (0 1), and (α 0 β 0 ) = (1 1). Consider the original identifiers V = W that are both generated from a Poisson distribution with parameter λ = 10 independently of X and ε. So in the "raw" design all matches are one-to-one.
We then split a sample into subsamples of the observations of Y in the first one and X in the second one.
Our goal now is to construct identifiers Z x and Z y and construct approximations for the joint distributions F N (Y X). To do so in each simulation draw we draw the raw sample of size N.
Then we consider sample
and split the interval [min i V i max i V i ] into segments of the same length. We consider three designs for this:
(A) The bin most to the right contains a single observation.
(B) The bin most to the right contains at least two observations.
(C) The bin most to the right contains at least three observations. Then we set Z x i = Z y i and equal to the average V in the bin that contains V i . By an infrequent event we understand the event when observation i is in the bin most to the right. Thus, the linkage of data will be based on observations in that bin only. We will say that the values of quasi-identifiers Z x i and Z 
respectively. Then we construct the moment vector with two equations
Then we solve this system of equations forα andβ. To construct pseudo-identified sets, in each scenario we proceed in the following way:
(A) For each simulation we construct only one bin that is most to the right-the bin with a single observation. 9 This corresponds to the case of the lower bound guarantee γ = 0 and Π N = {0}. This is the case when the identity disclosure is not guaranteed.
(B) For each simulation we consider a series of bins that are most to the right, starting from the case when that bin contain only two observations (this corresponds to the case γ = 1 2 ) and ending with the case when that bin contains all the observations (this corresponds to the case γ = 1). Overall, this describes the situation of the lower bound guarantee γ = corresponds to the case γ = 1). Overall, this described the situation of the lower bound guarantee γ = The results of the experiment are illustrated in Figure 1 . The left panel in Figure 1 shows the N-pseudo-identified sets in scenarios (A), (B), and (C), respectively, obtained for N = 1000 (with M = 200 simulations). Thus, the left panel in Figure 1 looks at the situation from the perspective of the data curator (primary user of the data set).
The right panel in Figure 1 describes what a secondary user (that is, a researcher) can learn about the true parameter in all three scenarios from just one combined data set released to her, where the proportion of correct matches is between 0 and 1 − γ in scenarios (B) and (C) (we choose this proportion randomly on [0 1 − γ]). As discussed in Example 4, we can learn the sign of b 0 , which in our example we learn to be positive, and then, in addition to the sign, we can make a conclusion about the range that b 0 ≥ b π 1−γ , and then find a respective range for α 0 . Those ranges are illustrated in the second and third graphs in the right panel in Figure 1 , for scenarios (B) and (C), respectively (in that figure the proportion of correct matches is somewhere in the middle of
Experiment 2. Now we analyze the extension of the regression model to the case of instrumental variables. We consider the regression model
where X * is not observed. What is observed is its error-ridden version X = X * + 0 1ξ, where X * ∼ N(0 1), ( ξ) T ∼ N(0 I 2 ), and ( ξ) T ⊥ X * . We want to use the instrumental variable (IV) estimator with the excluded instrument Z = 0 8X * + 0 1u, where u ∼ N(0 1), u ⊥ ξ X * . Let (α 0 β 0 ) = (1 1). Just as in Experiment 1, we consider the original identifiers V = W that are both generated from a Poisson distribution with parameter λ = 10 independently of anything in the model. So in the raw design all matches are one-to-one. We then split a sample into subsamples of the observations of Y in the first one and (X Z) in the second one.
Our goal now is to construct the quasi-identifiers Z z and Z y and construct approximations for the joint distribution F N (Y Z). We consider the same three scenarios (A), (B), and (C) as in Experiment 1, and construct blocks and quasi-identifiers in the same way as there.
In each Monte Carlo draw m we construct the empirical distribution function To construct pseudo-identified sets, in each scenario we proceed just as we did in Experiment 1. The results of the experiment are illustrated in Figure 2 . The left panel of Figure 2 shows the N-pseudo-identified sets in scenarios (A), (B), and (C), respectively, obtained for N = 1000 (with M = 200 simulations). Thus, the left panel of Figure 2 looks at the situation from the perspective of the data curator.
The right panel of Figure 2 describes what a researcher as a secondary user of the data can learn about the true parameter in all three scenarios from just one combined data set released to her, where the proportion of correct matches is between 0 and 1 − γ in scenarios (B) and (C) (we choose this proportion randomly on [0 1 − γ]). Analogously to Experiment 1, we can learn the sign of b 0 , which in our example we learn to be positive, and then, in addition to the sign, we can make a conclusion about the range that b 0 ≥ b π IV 1−γ , and then find a respective range for α 0 . These ranges are illustrated in the second and third graphs on the right side in Figure 2 , for scenarios (B) and (C), respectively (in that figure the proportion of correct matches is close to zero).
Empirical example
In our theoretical analysis we focus on the trade-off between the quality of identification of the empirical model from the combined economic data and the potential privacy threats that arise from data linkage. If it is possible to identify the model of interest, that means that there exist "high quality" links between the combined data sets.
In the context where one or both of the combined data sets contain sensitive information, the combined records can be significantly more sensitive. We illustrate this idea and demonstrate the impact of the data security constraints on the identification of the econometric model using the example of gender-based discrimination.
Anecdotal evidence from recent news publications indicates that a common practice in the Christian Orthodox religious communities in Central Russia and in the Muslim communities of the Caucasus republics of Russia is to withdraw children from schooling (which is mandatory in Russia) and common preventive medical procedures (such as vaccinations). The press reports that this practice is disproportionately applied to females. Our goal is to empirically study the presence of these practices.
The clear difficulty that would arise if we were to use aggregate data to address these questions is that there exist group effects (that are correlated with the religious affiliation) that are not accounted for that can significantly bias the analysis. As a result, for analysis we need to combine the data that contains family-level demographics with the religious census.
Our main source of household-level characteristics is the Russian Longitudinal Monitoring Survey (RLMS). 10 The RLMS is a nationally representative annual longitudinal survey that covers more than 4000 households (that include between 1900 and 3682 children), starting from 1992; the last available year is 2014. RLMS provides a survey of a broad set of variables, including a variety of individual demographic characteristics, health information, employment data, and income data. The data are collected from 33 Russian regions, which include 31 large regions (equivalents of counties in the United States), as well as the two largest cities of Moscow and St. Petersburg. The religious census (conducted by Rosstat, the equivalent of the Census Bureau in Russia) indicates that 2 out of 33 regions are dominated by individuals who identify themselves as Muslim, while in the remaining regions the majority of the population identify as Orthodox Christians. Due to extremely low population mobility in Russia, the group effects are localized geographically. In the context of the RLMS data this was documented in Yakovlev (2017) , where the group effects were associated with the "neighborhood" effects to indicate the common component in the behavior and characteristics of households from the same geographical area. To identify the neighborhood effects, we use the RLMS data on the neighborhood identifiers that were available for researchers in the initial years the survey was conducted (also referred to as rounds). These identifiers are available until 2009, while in the later rounds they were withheld due to privacy considerations. The RLMS covers households within clusters of small neighborhoods (referred to as census districts by Rosstat). The information on these small neighborhood identifiers allows one to combine the data from the RLMS with the data from Rosstat that contains neighborhood characteristics, such as the predominant religious affiliation.
The empirical question that we analyze is the impact of the religious affiliation of a family on the number of completed classes of mandatory schooling. We are particularly interested in whether the number of completed grades differs for males and females; in other words, how likely it is that females may be withheld from school by their parents for religious reasons.
From the perspective of the privacy analysis, our goal is to see how the obfuscation of small neighborhood identifiers can impact the identification of the causal effect of interest. First, we consider the status quo situation where the actual neighborhoods are aggregated to regions and thus each neighborhood can be confused with 10-15 other neighborhoods within the same region, corresponding to k-anonymity with k equal to the total number of neighborhoods in the region. Then we consider a hypothetical situation of of k = 2-anonymity: we combine the data from individual neighborhoods into pairs of neighborhoods within the same region.
In the context of model specification, we want to determine the importance of the neighborhood effects and determine the extent to which the observed disparities in schooling are affected by differential treatment of males and females in families as opposed to just reflecting the difference in school attendance across different neighborhoods. To do this, we estimate two empirical models where the unit of observation is each child. The first empirical model analyzes the number of completed grades in school as a function of child's gender, age, and religious affiliation of the family as well as demographic characteristics of the family. The second model adds neighborhood characteristics to the first model.
After we estimated the "infeasible" model that uses the neighborhood identifiers, we proceed to implement the "feasible" procedure. This application combines (i) the actual data combination procedure and (ii) the empirical characterization of functions and parameters used in the theorems and assumptions. For our data from the RLMS this implies the illustration of the actual situation where the data curator suppressed the data linkage ability of researchers due to privacy considerations.
For each household in the data we take available demographic information: size of the household, number of children, age of the head of the household, gender of the head of household, income, education, occupation. We take each region (oblast, republic, etc.) at a time and perform clustering of households using the demographic variables and known average neighborhood demographics that are delinked from the individual demographic data. The distance function that we use for such a clustering is
where K is the number of demographic variables used for clustering and σ 2 k is the overall sample variance of a given variable. The points are selected into a given cluster simply by verifying that the distance between a given household and the nearest average characteristics of the neighborhood is smaller than the prespecified threshold 1/α N . We restrict the number of clusters to be smaller than the ("infeasibly known" to us) maximum number of neighborhoods in a region. Each recovered cluster will be associated with the "inferred neighborhood."
Set constant α N such that the number of households over all clusters for which the minimum over all neighborhoods included in the region d(x x c ) < 1/α N constitutes fraction θ = 0 9 of the samples. We use this data-driven definition of α N to construct a "scale-free" measure of frequency and proximity of observations. Our notion of "infrequent" observations is slightly changed from the theoretical definition and we now focus on the set of observations that are the closest to the mean characteristics of a given neighborhood. To do this in practice, we drop all the points from each cluster for each d(x x c ) > 1/α N and for each remaining household, call its cluster identifier the inferred neighborhood. Now we rerun our main two models but using the subsample of points that satisfy d(x x c ) < 1/α N and using their inferred neighborhoods instead of the true neighborhoods.
Then we consider the case of k = 2-anonymity. To do that, take the neighborhood identifiers and randomly select pairs of neighborhoods within each region without replacement and create a new identifier that now corresponds to the pair (rather than the individual neighborhoods). If there is a neighborhood left without a pair, we randomly join it with any of the selected pairs within the region.
After that we again isolate the clusters of the neighborhoods within each aggregated neighborhood using our distance criterion. Then we estimate our two specifications of the econometric model using the data across all the clusters.
Estimation results for each model are presented in Table 1 . In our models the religious affiliations are dummies for each household, income stands for the household income, share college is the share of the individuals in the household who have a college degree, and city is the dummy indicating that a given neighborhood is within a city. We notice that in the model that does not take the group effects into account, the estimates indicate the potential adverse effect of both considered religious denominations on the school completion by women. The effect appears to be stronger for Muslim families where a female child has a lower average number of school grades completed. The model that does take the group effects into account shows a different picture. While the significant effect of religious affiliation of the household on the schooling of females is still present for Orthodox Christian households, it disappears for households that identify as Muslim. This can partly be explained by the lower overall school completion rates in the traditionally Muslim parts of Russia. Our estimate, therefore, indicate that it is important to have neighborhood identification of households to estimate the true causal effect in the econometric model.
In Table 1 the unit of observation is a child in a given round of the RLMS. The dependent variable is the number of grades completed. Models 1, 3, and 5 are estimated without accounting for the neighborhood identifiers. Models 2, 4, and 6 account for neighborhoods. Model 2 uses actual neighborhoods, while Models 4 and 6 use neighborhoods constructed from matches between the individual data and actual neighborhoods. The sample in Models 3 and 4 is restricted to the observations where the weighted Euclidean distance between the average neighborhood characteristic and individual households is smaller than the threshold that eliminates 10% of the households overall that are too distant. The sample in Models 5 and 6 is restricted to the observations where the weighted Euclidean distance between the average neighborhood characteristic and individual households is smaller than the threshold that eliminates 10% of the households overall that are too distant, but instead the data on grouped neighborhoods are available that preserve 2-anonymity.
The analysis of the results for the data combination procedure with the actual data and the case of 2-anonymity demonstrates that the previously observed pattern, where we observe a significant negative effect of a Muslim family on the years of schooling for females without controlling for neighborhood religious affiliation and do not observe this effect in the case where we control for the dominating religion of the neighborhood, remains in place. However, we also observe that the negative significant effect of the Orthodox families (observed even controlling for the neighborhood effect in the infeasible estimation) vanishes with the use of the actual data and only becomes significant in the case of 2-anonymity. This clearly indicates that privacy constraints can significantly affect the model estimates (and, therefore, the policy implications). dropped from the sample for being too far from any average neighborhood characteristics. While Table 1 reports the results for θ = 0 9, we also analyze the cases of θ = 0 5 and θ = 0 1. To illustrate the performance of our data combination procedure, we report the empirical analog of the parameter π N corresponding to the expected fraction of the correctly identified matched observations over a distribution of combined data sets. To do this for each inferred neighborhood, we count the number of households that indeed belong to the same neighborhood. On Figures 3-5 we illustrate the impact of the stringency of the data combination constraint and the degree of anonymity of the data on the quality of matches by showing the distribution of the number of correct matches across neighborhoods.
We note that, in general, with the actual data the modal number of correct matches is 1 per neighborhood. This pattern is generally preserved for all choices of the fraction of dropped observations. However, in the data set with 2-anonymity, the modal number of correctly identified matches varies between 2 and 3. 
Conclusion
In this paper we analyze an important problem of identification of econometric models from the split sample data without common numeric variables. Data combination with combined string and numeric variables requires the measures of proximity between strings, which we borrow from the data mining literature. Model identification from combined data cannot be established using the traditional machinery as the population distributions only characterize the marginal distribution of the data in the split samples without providing the guidance regarding the joint data distribution. As a result, we need to embed the data combination procedure (which is an intrinsically finite sample procedure) into the identification argument. Then the model identification can be defined in terms of the limit of the sequence of parameters inferred from the samples with increasing sizes. We discover, however, that to provide identification, one needs to establish some strong links between the two data bases. The presence of these links means that the identities of the corresponding individuals will be disclosed with a very high probability. Taking into account the relationship between g 1 (z) and φ( Clearly, the expression on the right-hand side of the last inequality is also a lower bound for 
