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Reduced Order Modeling of Linear Consensus Networks
using Weight Assignments
Xiaodong Cheng, Lanlin Yu, and Jacquelien M.A. Scherpen
Abstract— This paper studies a model reduction method
for linear consensus networks consisting of diffusively coupled
single-integrators. For a given graph clustering of an original
complex network, we construct a simplified network consisting
of fewer nodes, where the edge weights are to be determined.
An optimal weight assignment procedure is proposed to select
suitable edge weights of the reduced network, aiming for the
minimum H2 approximation error between the original net-
work and the reduced-order network model. The effectiveness
of the proposed method is illustrated by means of an example.
I. INTRODUCTION
In many applications, e.g., distributed coordination, con-
trol of power grids and chemical reaction networks, consen-
sus networks are often considered [1]–[3]. These networks
with many nodes may be modeled as high-dimensional mod-
els that are too difficult to analyze and control. Therefore, it
is desired to reduce a complex network model to a model of
lower complexity without a significant loss of accuracy. For
networks, the interconnection structures are crucial for the
analysis of stability and synchronization, which are necessary
for related applications e.g., distributed controller design
and sensor allocation. The network systems thus have to
be reduced in a manner that coupling configurations are
preserved in reduced-order models. In this paper, we aim
for a smaller-sized dynamical network that approximates the
input-output behavior of the original network.
Classical model reduction methods, e.g., balanced trunca-
tion and moment matching [4], generally do not preserve
network structures. In [5], a generalized balanced truncation
is applied, allowing for a network interpretation of reduced-
order model. However, the relation between the original
and simplified networks is no longer clear. The mainstream
approaches for simplifying dynamical networks are based
on graph clustering, see e.g., [6]–[12]. The clustering-based
approach roughly partitions a network into several nonover-
lapping clusters (subgraphs) and then merges all the nodes
in each cluster into a single node. Different approaches
to select clusters are proposed. [7] suggests to choose the
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almost equitable partition, a special graph clustering, for
simplifying a dynamical network, and [8] develops a cluster
selection method for networks with tree topology, where an
asymptotically stable edge system can be employed to iden-
tify the importance of edges. The nodes connected by less
important edges are then clustered. As a related approach,
[10] establishes a bound on the approximation error based
on the notation of reducibility, and clusters are selected to
minimize that bound. In contrast, [11], [12] propose the
pairwise dissimilarity of nodes in dynamical network, such
that clusters in dynamical networks can be found using
algorithms for static graphs. So far, all the existing clustering-
based methods put their main focus on finding a suitable
graph clustering, as reduced-order models are automatically
generated via the Petrov-Galerkin framework.
In this paper, we also reduce the model of a network
system based on graph clustering. Differently, we do not
aim to find a suitable clustering and restrict our reduced
order modeling to the Petrov-Galerkin framework. Instead,
we explore a more accurate reduced-order model for a given
clustering. To this end, a parameterized reduced-order model
is thereby established for a given clustering, where the edge
weights are free parameters to be determined. Then, we
intend to answer the question: how to obtain a reduced-order
network model with minimal approximation error by tuning
the edge weights? To obtain desired edge weights, necessary
and sufficient conditions in terms of matrix inequalities are
derived, and then an iterative algorithm is proposed to obtain
edge weights by solving the matrix inequalities. Note that the
proposed scheme can be regarded as a post process for the
clustering-based reduction algorithm in e.g., [12] to obtain
a more accurate reduced-order network model. Finally, a
numerical example is provided to illustrate the effectiveness
of the proposed model reduction method.
The rest of this paper is organized as follows. In Section II,
we recap some preliminaries in graph theory and introduce
the problem setup. The parametric reduced-order model is
formulated in Section III, and a weight assignment algorithm
is proposed in Section IV, which aim to find a set of param-
eters to minimize the approximation error. In Section V, the
proposed method is illustrated by a simulation example, and
Section VI finally makes some concluding remarks.
Notation: The symbol R denotes the set of real numbers.
In is the identity matrix of size n and 1n represents a vector
in Rn of all ones. The cardinality of a set S is denoted by
|S|.M denotes the set of diagonal positive-definite matrices.
For a given real matrix A, the columns of A⊥ form a basis
of the null space of A, that is, AA⊥ = 0.
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II. PRELIMINARIES & PROBLEM SETTING
This section provides necessary definitions and concepts
in graph theory used in this paper. We refer to [3], [13]
for more details. The model of a dynamical network is then
introduced and the model reduction problem is formulated.
A. Graph Theory
Consider a graph G that consists of a finite and nonempty
node set V := {1, 2, · · · , n} and an edge set E ⊆ V × V .
If (i, j) ∈ E , we say that the edge is directed from node i
to node j. Thereby, the incidence matrix B ∈ Rn×|E| of the
directed graph is defined by
Bij =

+1 if edge j is directed from node i,
−1 if edge j is directed to node i,
0 otherwise.
(1)
In the case of undirected graphs, each edge is specified
by an unordered pair of nodes. If each edge is assigned a
positive value (weight), an undirected graph G is weighted.
For an undirected weighted graph, the Laplacian matrix is
defined as follows.
L = BWBT , (2)
where B is an incidence matrix obtained by assigning an
arbitrary orientation to each edge of the undirected graph G,
and W := diag(w1, w2, · · · , w|E|) such that wk indicates the
weight associated to the edge k, for each k = 1, 2, · · · , |E|.
Following [13], we recap the notion of graph clustering.
Definition 1: Let G := (V, E) be a connected graph
with a finite and nonempty node set V . Then, a graph
clustering is a partition of V into r nonempty disjoint subsets
{C1, C2, · · · , Cr} covering all the elements in V . Here, Ci is
called a cluster of G.
The clustering of a graph can be characterized by a (0, 1)-
matrix, whose rows and columns are corresponding to the
nodes and clusters, respectively. Specifically, we define the
characteristic matrix Π ∈ Rn×r as
Πij :=
{
1 if node i ∈ Cj ,
0 otherwise.
(3)
For an undirected network, the matrix ΠTLΠ results in
a reduced Laplacian matrix characterizing a smaller scale
network [14]. Thus, for the model reduction of an undi-
rected network, it is possible to apply the Petrov-Galerkin
framework with the characteristic matrix of a selected graph
clustering as the projection matrix, see e.g., [6], [7], [11],
[12]. However, the reduced-order model of a network then
only depends on the graph clustering, and we lose the
freedom to construct a different reduced-order model from a
given clustering that may result in a better approximation.
B. Problem Setup
Consider a dynamical network whose interconnection
structure is characterized by a connected weighted undirected
graph G(V, E) with |V| = n. Following [12], [14], the
dynamics of the network system can be written using the
Laplacian matrix of G as
Σ :
{
Mx˙ = −Lx+ Fu,
y = Hx,
(4)
where x ∈ Rn, u ∈ Rp, and y ∈ Rq are the states, external
inputs and outputs, respectively. Furthermore, M is diagonal
and positive definite, and L ∈ Rn×n is the Laplacian matrix
characterizing the interconnection structure of the network.
This paper aims to obtain a reduced-order model that not
only approximates the input-output behavior of the original
network system with a certain accuracy but also inherits
a network structure with diffusively couplings. Thus, the
following problem is addressed.
Problem 1: Given a network system Σ as in (4) and a
clustering {C1, C2, · · · , Cr}, find a reduced-order model
Σˆ :
{
Mˆ ˙ˆx = −Lˆxˆ+ Fˆ u,
yˆ = Hˆxˆ,
(5)
with xˆ ∈ Rr, r  n, such that the approximation error
‖Σ− Σˆ‖H2 is small. Mˆ , Lˆ ∈ Rr×r, Fˆ ∈ Rr×p, Hˆ ∈ Rq×r
are matrices depending on the graph clustering. Moreover,
Mˆ ∈M, and Lˆ is an undirected graph Laplacian. 
In the later sections, we propose a novel approach to solve
the problem. The approach is taken with two steps. The fist
step constructs a parametric reduced-order network model
using graph clustering, where reduced Laplacian matrix is
parameterized with unknown edge weights. Then, the second
step aims to find an optimal edge weights such that the H2-
norm of approximation error bound is minimized.
III. MODELING OF REDUCED-ORDER DYNAMICAL
NETWORKS
The modeling of the reduced-order model is also based
on clustering. Consider an original network system of n
agents as in (4). We can find a graph clustering using various
methods, e.g., [8], [10], [12], [15]. Using the graph clustering
{C1, C2, · · · , Cr}, we then model the reduced network system
in the form of (5) with matrices Mˆ , Lˆ = LˆT , Fˆ , and Hˆ
defined by
Mˆ = ΠTMΠ, Lˆ = BˆWˆ BˆT ,
Fˆ = ΠTFWF , and Hˆ = WHHΠ,
(6)
where Bˆ is the incidence matrix of a reduced graph Gˆ
obtained by merging all the nodes in each cluster into a single
node. Bˆ actually indicates the interconnection structure of the
clusters.
Wˆ = diag(wˆ1, wˆ2, · · · , wˆm), (7)
indicates the edge weights in the reduced network Gˆ, with
wˆi > 0, i = 1, 2, · · · ,m. WF ∈ Rp×p and WH ∈ Rq×q are
diagonal matrices weighting the input and output channels
of the reduced-order network system Σˆ. Notice that Wˆ , WF
and WH are parameters that we can choose to minimize the























Fig. 1: (a) An undirected network consisting of 6 nodes, in
which node 3 is the leader and node 4 is measured. Four
clusters are indicated by different colors. (b) A clustered
network consisting of 4 nodes.
The physical interpretation of the reduced-order model is
further illustrated by the following example.
Example 1: Consider a network defined on an undirected
graph composed of 6 nodes, see Fig. 1a. An external force
u is acting on node 3, and the state of node 4 is measured
as an output signal y. The incidence matrix of the graph is
obtained by assigning arbitrary orientations to the edges.
B =
 1 1 1 0 0 0 0 0−1 0 0 1 0 0 0 00 −1 0 0 1 1 0 0
0 0 −1 −1 0 0 1 0
0 0 0 0 −1 0 0 1
0 0 0 0 0 −1 −1 −1

We assume M = I6, and the damper coefficients (edge
weights) are indicated in Fig. 1a. Hereby, the network
dynamics is captured by (4) with the Laplacian matrix, input
and output matrices as
L =
 6 −1 −3 −2 0 0−1 2 0 −1 0 0−3 0 6 0 −2 −1−2 −1 0 6 0 −3
0 0 −2 0 3 −1
0 0 −1 −3 −1 5











Suppose a graph clustering is given by C1 = {1, 2}, C2 =
{3}, C3 = {4}, C4 = {5, 6}, which results in a reduced




1 1 0 0−1 0 1 0
0 −1 0 1
0 0 −1 −1
]
,
Let Wˆ = diag(wˆ1, wˆ2, wˆ3, wˆ4) be the weights of the corre-
sponding edges. The Laplacian matrix of the reduced graph
in (6) is constructed as
Lˆ =

wˆ1 + wˆ2 −wˆ1 −wˆ2 0
−wˆ1 wˆ1 + wˆ4 0 −wˆ4
−wˆ2 0 wˆ2 + wˆ3 −wˆ3
0 −wˆ4 −wˆ3 wˆ3 + wˆ4
 ,
with wˆi > 0 the parameters to be selected. Mˆ =
diag(2, 1, 1, 2), Fˆ = WF
[
0 1 0 0
]T
, and Hˆ =
WH
[
0 0 1 0
]
. The reduced-order network system in the
form of (5) can be modeled on the basis of Lˆ, Fˆ , and Hˆ . 
The error system Σe = Σ− Σˆ is established as follows.
Σe :


















. Note that Σe is not necessarily
asymptotically stable, since the two Laplacian matrices are
singular. The following lemma however shows that with
constraints to WF and WH in (6), we ensure that Σe ∈ H2.
Lemma 1: Consider the original network system Σ in (4)
and the the clustered model Σˆ in (5) with parametric matrices
Lˆ, Fˆ , and Hˆ in (6). The approximation error ‖Σ− Σˆ‖H2 is
bounded if
Fˆ = βΠTF, Hˆ = β−1HΠ, (9)
where β is an arbitrary nonzero scalar, and Π is the charac-
teristic matrix of the graph clustering.










where ge(t) is the impulse response of Σe, i.e.,
ge(t) = He
−M−1LtM−1F − Hˆe−Mˆ−1LˆtMˆ−1Fˆ . (11)
Note that 1TM1 = 1T Mˆ1, 1TF = 1T Fˆ , and H1 = Hˆ1
are sufficient conditions for asymptotic stability of the error
system. Denote σM := 1TnM1
T
n , which indicates the sum
of the weights of the nodes in the original network. It
is straightforward to verify that 1Tr Mˆ1
T
r = σM . Then,
following [12], [14], we have
lim
















nF − Hˆ1r1Tr Fˆ
)
.
If (9) holds, i.e., WF = βIp and WH = β−1Iq , we obtain
Hˆ1r1
T
r Fˆ = βH1n1
T
nFβ
−1 = cH1n1TnF. (12)
Thus, lim
t→∞ ge(t) = 0, which implying that Σe ∈ H2.
In this paper, Mˆ , Fˆ , and Hˆ are not used as optimization
variables, since the problem could be hard to solve due to
the coupled variables, and thus it is beyond the scope of this
work. By choosing the input and output matrices Fˆ and Hˆ
as (9), we obtain the following transfer function
Gˆ(s) = HΠ(sMˆ + Lˆ)−1ΠTF. (13)
It is worth emphasizing that the input-output behavior of
Σˆ is invariant to the choice of scalar β in (9). The error
‖Σ − Σˆ‖H2 only depends on the choices of Lˆ, or more
precisely, the diagonal weight matrix Wˆ in (6). Hereby, we
further address the following problem in the next section.
Problem 2: Consider the original network system Σ in
(4). For a given graph clustering, a reduced network model
Σˆ is obtained with the transfer function (13). Find a diagonal




In this section, we propose an iterative method for select-
ing appropriate weights of the edges in the reduced network,
namely the parametric matrix Wˆ in (6). Note that the error
system Σe in (8) is semistable, whose H2 norm cannot be












which satisfy STn 1n = 0 and S
T
r 1r = 0, respectively, and
their left pseudo inverses are denoted by













σ−1M 1n 0 M
−1Sn 0








where σM = 1TnM1n = 1
T










 z˜ + [S†r Fˆ ]u,
ye =
[





where Ls = S†nLM
−1Sn, and Lˆs = S†r BˆWˆ BˆT Mˆ−1Sr.
Consider Fˆ and Hˆ in (9), we obtain the transfer function
Ge(s) = HM
−1Sn(sI + Ls)−1S†nF
−HΠ(ΠTMΠ)−1Sr(sI + Lˆs)−1S†rΠTF, (17)






























Note that the model in (18) is obtained by the modes
corresponding to the poles at the origin in (16). Ae in (18) is
Hurwitz, namely, the system in (18) is asymptotically stable.
Remark 1: Since the nonzero scalar β is canceled out in
the transfer function of the error system in (17), the choices
of β will not affect the approximation error. We choose Sr
in the form of (14) to facilitate the follow-up optimization
process, since Sr is independent from Wˆ . If the reduced
order r and the graph clustering are given, Wˆ is the only
unknown parameter to be determined. 
Lemma 2: Consider the asymptotically stable error system
(18). ‖Ge(s)‖2 < γ holds if and only if there exist matrices
Q ∈ R(n+r−2)×(n+r−2), Q = QT > 0, R ∈ Rq×q ,












tr(R) < γ, (21)
where Ae, Be, Ce are defined in (18).
Proof: A similar proof can be found in e.g., [16].
The following theorem provides necessary and sufficient
conditions for the construction of a solution to Problem 2.
Theorem 1: Given γ > 0, r (2 ≤ r < n), and the network
system Σ in (4). There exists a reduced-order network system
Σˆ in (5) such that the asymptotically stable error system (18)
satisfies ‖Ge(s)‖2 < γ if and only if there exist matrices
Q ∈ R(n+r−2)×(n+r−2), Q = QT > 0, R ∈ Rq×q , R =
RT > 0, K ∈ R(2(n+r−2)+p)×(r−1), Wˆ ∈M, such that the
inequalities (20) and (21) hold and the following inequality
is satisfied.










[−Ir−1 0(r−1)×(n−1) −Lˆs βS†rΠTF ] ,
Z =
0 Q 0Q 0 0
0 0 −Ip
 .
Proof: The inequality (19) can be rewritten as
(V ⊥)TZV ⊥ < 0, with V ⊥ =
 Ae BeIn+r−2 0
0 Ip
 , (23)
the columns of V ⊥ form a basis of the null space of matrix
V =
[−In+r−2 Ae Be].
According to Finsler’s Lemma [17], the inequality (23) is
equivalent to
Z +KV + (KV)T < 0, (24)
where K ∈ R(2(n+r−2)+p)×(n+r−2). Partitioning K and V
into blocks, yields





[−In−1 0 −Ls 0 S†nF ], and V =[
0 −Ir−1 0 −Lˆs S†rΠTF
]
. Combing (25) and (24)
leads to Z + K¯V¯ + KV + (K¯V¯ + KV )T < 0, which,
according to Finsler’s Lemma, is equivalent to
(V¯ ⊥)TZV¯ ⊥ + (V¯ ⊥)TKV V¯ ⊥ + ((V¯ ⊥)TKV V¯ ⊥)T < 0. (26)
Choosing V¯ ⊥ , T , one obtains that Σ = V T . Thus, the
inequality (26) can be rewritten as (22), which implies that
the inequalities (19) and (22) are equivalent.
2008
Based on Theorem 1, Problem 2 can be transformed as
the following optimization problem
min γ
s.t. (20)− (22)
Wˆ ∈M, Q > 0, R > 0.
(27)
Remark 2: We use (22) instead of (19) in Lemma 2, since
Q in (22) is not coupled with Lˆs. It is beneficial for solving
the optimization problem (27). The inequality (22) is not
linear with respect to the parameters Q, Wˆ and K. However,
if the parameter K is fixed, the inequality (22) becomes
linear. Then, the optimization problem (27) is convex and
can be solved efficiently. 
The following iterative algorithm is provided to solve the
optimization problem (27).
Algorithm 1 H2 Model Reduction for Network Systems
Input: Sn, S†n, Sr, S†r , Π, β, m > 0, 1 ≤ r < n, ε > 0,
Bˆ ∈ Rr×m, L, F , H .
Output: Wˆ ∈M, Lˆ, γ∗.
1: Initialization
2: Let Ls = S†nLM
−1Sn, Mˆ = ΠTMΠ, and Ce =[
HM−1Sn −β−1HΠMˆ−1Sr
]
. Set i = 1 and γ(0)
to be a sufficiently large number. Choose some initial
Wˆ (0) ∈M for matrix Wˆ .
3: repeat
4: Fix Wˆ = Wˆ (i−1) and γ = γ(i−1), solve the inequali-
ties (20)-(22) for Q, R and K. Denote K(i) and R(i)
as the obtained K and R.
5: Fix K = K(i), solve the following optimization
problem for Q, Wˆ , R in (27). Denote Wˆ (i) as the
obtained Wˆ . Set γ(i) = tr(R(i)) and i = i+ 1.
6: until |γ(i) − γ(i−1)| ≤ ε or i ≥ i∗ with i∗ being the
maximum number iterations, output Wˆ (i),
γ∗ = γ(i), Lˆ = BˆWˆ (i)BˆT .
Remark 3: In Algorithm 1, for the fixed K, the opti-
mization problem is convex and can be solved effectively.
With the increasing iteration numbers, γ is guaranteed to be
reduced, that is, it is expected to reduce the approximation
error bound as the iteration number increases.
Remark 4: In the following section, we compare our
method with the clustering-based projection method in [7],
in which the considered model is a special case of (4)
with M = I . The resulting reduced-order model in [7],
xˆ = −(ΠTΠ)−1ΠTLΠ + (ΠTΠ)−1ΠTFu, can be rewritten
in the form of (5) with Mˆ = ΠTΠ.
V. ILLUSTRATIVE EXAMPLE
In this section, an example is provided to illustrate the
effectiveness of the proposed model reduction method for
the network systems. We make the comparisons with the
projection-based method in [7]. The optimization problem is
solved by the LMI solver YALMIP [18].
Following [7], we consider a network system consisting
of 10 nodes which are linearly diffusively coupled. External
inputs are injected into the nodes 6 and 7. The network
topology is illustrated in Fig. 2. The Laplacian and the input
matrices are given by
L =

5 0 0 0 0 −5 0 0 0 0
0 5 0 0 −3 −2 0 0 0 0
0 0 6 −1 −2 −3 0 0 0 0
0 0 −1 6 −5 0 0 0 0 0
0 −3 −2 −5 25 −2 −6 −7 0 0
−5 −2 −3 0 −2 25 −6 −7 0 0
0 0 0 0 −6 −6 15 −1 −1 −1
0 0 0 0 −7 −7 −1 15 0 0
0 0 0 0 0 0 −1 0 1 0
0 0 0 0 0 0 −1 0 0 1













We choose the same graph clustering as in [7], where an
almost equitable partition is adopted, i.e.,
C1 = {1, 2, 3, 4}, C2 = {5, 6}, C3 = {7},
C4 = {8}, C5 = {9, 10},
A reduced network is then obtained by aggregating all the
nodes in each cluster. The interconnection structure of the
reduced network is shown in Fig. 1b, whose incidence matrix
is formulated as
Bˆ =
[ 1 0 0 0 0−1 1 0 1 0
0 −1 1 0 1
0 0 −1 −1 0
0 0 0 0 −1
]
.
Different from [7], we model the reduced-order network
model with parametric weights wˆ1, wˆ2, wˆ3, wˆ4, wˆ5. In the
rest of this section, we choose different output matrices for
the original network and compare the reduction results of the
proposed methods in the current paper and [7].
Case 1. Choosing the output matrix as H =[
0 0 0 0 0 1 0 0 0 −1] , which is different
with the output given in [7]. Note that in this case, the
error bound in [7] does not hold any more. For comparison,
we reduce the original network using the projection-based
model reduction method in [7] and the proposed method
in this paper, respectively, while we choose the same graph
clustering for both methods. In our method, we let β = 1. By
using Algorithm 1, a sub-optimal Wˆ can be obtained as Wˆ =
diag(11.7976, 9.7164, 13.156, 0.03258, 2.0232), resulting in
a reduced-order network system in the form of (5) with
matrices Mˆ = diag(4, 2, 1, 1, 2), and
Lˆ =
[ 11.7976 −11.7976 0 0 0
−11.7976 21.5465 −9.7164 −0.0325 0
0 −9.7164 24.8956 −13.1560 −2.0232
0 −0.0325 −13.156 13.1885 0





0 1 0 0 0




0 1 0 0 −1
]
.
Moreover, the relative H2 approximation errors obtained by
the proposed model reduction method and the projection-
based method [7] are given in Table I. It can be seen from
this table that the proposed method has a clearly better
performance in the sense of H2 approximation error.
TABLE I: The H2 error comparison in Case 1




























Fig. 2: An undirected network with 10 nodes, in which nodes









Fig. 3: The reduced undirected network with 5 nodes, in
which nodes 2 and 3 are leaders.
TABLE II: The H2 error comparison in Case 2




Case 2. Choosing the same output matrix as in [7]:
H = W
1
2BT , where W ∈ R15×15 and B ∈ R10×15 denote
the edge weights and the incidence matrix of the original
network in Fig. 2. Let β = 1. Using the almost equitable
partition, Algorithm 1 then delivers a sub-optimal Wˆ as
Wˆ = diag(19.575, 12.0784, 0.89, 14.1376, 1.98). Thus, the
reduced Laplacian matrix is obtained:
Lˆ =
[ 19.575 −19.575 0 0 0
−19.575 45.791 −12.0784 −14.1376 0
0 −12.0784 14.9484 −0.89 −1.98
0 −14.1376 −0.89 15.0276 0
0 0 −1.98 0 1.98
]
.
The relative H2 approximation error is compared in Table
II, showing that the reduced-order network system obtained
by the proposed model reduction method gives a slightly
better approximation of the original network system. Note
that the approximation error obtained by [7] has been already
very close to the optimum, and our method, which is not
based on clustering-based projection, can also achieve similar
approximation accuracy. With this output matrix and the
almost equitable partition, it is rather difficult to acquire a
better approximation.
VI. CONCLUSION
In this paper, the H2 model reduction problem for linear
consensus networks has been formulated as a minimization
problem, in which the edge weights in the reduced network
are parameters to be chosen. Necessary and sufficient con-
ditions have been proposed for constructing a set of optimal
edge weights. An iterative algorithm has been provided
to search for the desired edge weights such that the H2
norm of the approximation error is small. Finally, compared
with the projection-based method in [7], the feasibility of
this method is illustrated by an example. The advantage
of this proposed model reduction method is that not only
the structure of the original network has been preserved but
also the approximation error has been optimized. For future
works, we will improve the effectiveness of the iterative
algorithm such that the obtained solution is not restricted
to a local optimum. Moreover, an extension to networked
high-order linear subsystems is also of interest.
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