We consider a co-variate shift problem where one has access to several marginally different training datasets for the same learning problem and a small validation set which possibly differs from all the individual training distributions. This covariate shift is caused, in part, due to unobserved features in the datasets. The objective, then, is to find the best mixture distribution over the training datasets (with only observed features) such that training a learning algorithm using this mixture has the best validation performance. Our proposed algorithm, Mix&Match , combines stochastic gradient descent (SGD) with optimistic tree search and model re-use (evolving partially trained models with samples from different mixture distributions) over the space of mixtures, for this task. We prove simple regret guarantees for our algorithm with respect to recovering the optimal mixture, given a total budget of SGD evaluations. Finally, we validate our algorithm on two real-world datasets.
Introduction
The problem of covariate shift -where the distribution of the validation set has shifted and does not exactly match that of the training set -has long been appreciated as an issue of central importance for real-world problems (e.g., [28] , [10] and references therein). Covariate shift is often ascribed to a changing population or underlying dynamics, bias in selection, or imperfect or noisy or missing measurements. Across these settings, a number of approaches to mitigate covariate shift attempt to re-weight the samples of the training set in order to match the target set distribution [28, 32, 14, 10] . For example, [14, 10] use unlabelled data in order to compute a good kernel re-weighting.
We consider a setting where covariate shift is due to unobserved variables in different populations (datasets). A motivating example is the setting of predictive health care in different regions of the world. Here, the unobserved variables may represent, for example, prevalence and expression of different conditions, genes, etc. in the makeup of the population. Another key example, and one for which we have real-world data (see Section 6) , is predicting what insurance plan a customer will purchase, in a given state. The unobserved variables in this setting might include employment information (security at work), risk-level of driving, or state-specific factors such as weather or other driving-related features.
Motivated by such applications, we consider the setting where the joint distribution (of observed, unobserved variables and labels) may differ across populations, but the conditional distribution of the label (conditioned on both observed and unobserved variables) remains invariant. This motivates our point of departure from other approaches in the literature: rather than searching over possible reweightings of the training samples, we instead search over different mixing weights of the training populations, in order to optimize performance on the validation set.
The main algorithmic contribution of this paper is Mix&Match -an algorithm that is built on SGD and a variant of optimistic tree-search (closely related to Monte Carlo Tree Search). Given a budget on the total number of SGD iterations, Mix&Match adaptively allocates this budget to different population reweightings through an iterative tree-search procedure. Importantly, Mix&Match expends a majority of the SGD iteration budget on reweightings that are "close" to the optimal reweighting mixture by using two important ideas: (i) Parsimony in expending iterations: For a reweighting distribution that we have low confidence of being "good", Mix&Match expends only a small number of SGD iterations to train the model; doing so, however, results in biased and noisy evaluation of this model, due to early stopping in training.
(ii) Re-use of models: Rather than train a model from scratch, Mix&Match reuses and updates a partially trained model from past reweightings that are "close" to the currently chosen reweighting (effectively re-using SGD iterations from the past).
The analysis of Mix&Match requires a new concentration bound on error of SGD subject to early stopping (which we believe is of independent interest). We accomplish this by first using a coarse bound on the martingale difference in the SGD evolution to bound the SGD iterate. The SGD evolution is then reanalyzed in light of this coarse bound to derive a much finer bound on the iterate, providing tighter concentrations on SGD evolution that are especially useful in the early-stopping regime. Combining this new bound with bandit analysis of optimistic tree-search, we provide regret guarantees with respect to the optimal mixture distribution. Finally in Section 6, we empirically validate the benefits of Mix&Match with respect to a genie baseline.
Related Work
Transfer learning has assumed an increasingly important role, especially in settings where we are either computationally limited, or data-limited, and yet we have the opportunity to leverage significant computational and data resources yet on domains that differ slightly from the target domain [22, 21, 7] . This has become an important paradigm in neural networks and other areas [31, 20, 3, 16 ].
An important related problem is that of covariate shift [28, 32, 10] . The problem here is that the target distribution may be different from the training distribution. A common technique for addressing this problem is by reweighting the samples in the training set, so that the distribution better matches that of the training set. There have been a number of techniques for doing this. An important recent thread has attempted to do this by using unlabelled data [14, 10] . Other approaches have considered a related problem of solving a weighted log-likelihood maximization [28] , or by some form of importance sampling [29, 30] or bias correction [32] . In [17] , the authors study a related problem of learning from different datasets, but provide mini-max bounds in terms of an agnostically chosen test distribution.
Our work is related to, but differs from all the above. As we explain in Section 3, we share the goal of transfer learning: we have access to enough data for training, but from a family of distributions that are different than the validation distribution (from which we have only enough data to validate). Under a model of covariate shift due to unobserved variables, we show that a target goal is finding an optimal reweighting of populations rather than data points. We use optimistic tree search to address precisely this problem -something that, as far as we know, has not been undertaken.
A key part of our work is working under a computational budget, and then designing an optimistic tree-search algorithm under uncertainty. We use a single SGD iteration as the currency denomination of our budget -i.e., our computational budget requires us to minimize the number of SGD steps in total that our algorithm computes. Enabling MCTS requires a careful understanding of SGD dynamics, and the error bounds on early stopping. There have been important SGD results studying early stopping, e.g., [12, 4] and generally results studying error rates for various versions of SGD and recentered SGD [19, 8, 24] . Our work requires a new high probability bound, which we obtain in the Supplemental material, Section B. In [19] , the authors have argued that a uniform norm bound on the stochastic gradients is not the best assumption, however the results in that paper are in expectation. In this paper, we derive our SGD high-probability bounds under the mild assumption that the SGD gradient norms are bounded only at the optimal weight w * .
There are several papers [13, 23] which derive high probability bounds on the suffix averaged and final iterates returned by SGD for non-smooth strongly convex functions. However, both papers operate under the assumption of uniform bounds on the stochastic gradient. Although these papers do not directly report a dependence on the diameter of the space, since they both consider projected gradient descent, one could easily translate their constant dependence to a sum of a diameter dependent term and a stochastic noise term (by using the bounded gradient assumption from [19] , for example). However, as the set into which the algorithm would project is unknown to our algorithm (i.e., it would require knowing w * ), we cannot use projected gradient descent in our analysis. As we see in later sections, we need a high-probability SGD guarantee which characterizes the dependence on diameter of the space and noise of the stochastic gradient. It is not immediately clear how the analysis in [13, 23] could be extended in this setting under the gradient bounded assumption in [19] . In Section 5, we instead develop the high probability bounds that are needed in our setting.
Optimistic tree search makes up the final important ingredient in our algorithm. These ideas have been used in a number of settings [6, 11] . Most relevant to us, is a recent extension of these ideas to a setting with biased search [25, 26] .
Problem Setting and Model
Covariate shift is a fundamental problem, with diverse origins. We consider the setting where we have multiple populations from which we can learn, and then a population to which we wish to generalize, but have only limited data -enough to validate. Our point of departure from prior work is our model for covariate shift. Specifically, we consider the setting where the cause of covariate shift is the presence of unobserved variables in training and validation populations. As an example (see also the Introduction), suppose that a firm has insurance purchase data for several states (each with observed and unobserved features), and wishes to move into a new market (e.g. a new state). Small-scale market studies in the new state provides validation data for a model, but the dataset size does not suffice for actually training a model. With this motivation, the formal setting for our problem, and the relationship to covariate shift, are as follows.
Data Model:
We consider a setting where we are given K datasets (aka populations) for training {D 1 , D 2 , · · · , D K } and a (smaller) test dataset D (te) for validation, consisting of samples {z i = (x i , y i ) ∈ D k , k ∈ K}, where x i is the observed feature, and y i the corresponding label. Traditionally, we would regard data set D k as governed by the distribution p k (x, y). However, we consider the setting where these samples are projections from corresponding data sets consisting of samples {(x i , u i , y i )}, where u i is the unobserved feature, that together with the observed feature x i , influences the label y i ; the corresponding distribution describing the data is given by p k (x, u, y) and the conditional distribution is given by p(y|x, u).
In this paper, we are motivated by problems where the underlying distribution p(y|x, u) (which we cannot directly observe or estimate) is invariant across the training and validation datasets. We refer to this property as the conditional shift invariance property. Note however that other distributions such as the marginal distributions p k (x) of the observed features (aka the observed covariate distribution), or the relation between the observed and unobserved features p k (u|x) can vary (aka shift) across the training and validation sets.
Our goal in this paper is to train a learning algorithm whose parameters are encoded as w ∈ W which is high-dimensional. The training is performed through minimizing a loss function f (w, z), where w ∈ W and z is drawn from a mixture distribution over the K training datasets. Specifically, let be the k − 1 dimensional simplex. For any α ∈ , let p (α) be a mixture distribution with {D 1 , D 2 , · · · , D k } as the components, and α i being the weight of D i .
Why search over mixture distributions? Our approach of searching over mixture distributions over the training datasets (parameterized by the simplex α ∈ ) is motivated by the following. Suppose that p (te) (x, u, y), the true joint distribution over the validation dataset, lies in the convex hull of the corresponding distributions over the training datasets {p k (x, u, y), k ∈ K}. Then, from the conditional shift invariance property, it immediately follows 2 that p (te) (x, u) = k α * k p k (x, u) for some α * ∈ . Further, let w * ∈ W parameterize the model that minimizes the test cross-entropy (CE) loss:
between p (te) (y|x) and the corresponding model induced label distribution p (w * ) (y|x). Further, let p (α) (y|x) be the conditional distribution over labels induced by the mixture distribution α over the training datasets. The following proposition can be shown to hold using the conditional shift invariance property. Proposition 1.
Thus, it follows that if the model class is rich enough to result in a global minimizer of cross-entropy loss with respect to the validation distribution (i.e., zero KL divergence), searching over mixture distributions over the training sets recovers the true model w * .
Loss Function Model
, be the averaged loss function w.r.t. to the distribution p (α) . In the course of this paper, we drop α from F (w; α) whenever it is clear from context. Let w * (α) denote the optimal choice of w w.r.t. to the distribution p (α) i.e.,
be the mean test error of the weight w. Finally, let us define G(α) = F (te) (w * (α)) as the test loss surface as a function of the mixture weights.
Assumptions on the Loss Function: For our theoretical results, we make the following standard assumptions on the loss function. Assumption 1. We have the following assumptions similar to [19] ,
Note that we make some more specialized assumptions on the loss function in addition to Assumption 1 in some of our theoretical results.
We additionally assume the following bound on the gradient of f at w * along every sample path:
We note that this assumption is weaker than the typical universal bound assumed in [23, 13] , and is taken from [19] .
Evaluation and Feedback Model:
We assume that we are given a budget of performing a total of Λ stochastic gradient descent (SGD) steps using the loss function f (w, z) where z is drawn from some mixture distribution over the training datasets. We are given the freedom to choose any mixture distribution p (α) , α ∈ A, perform n > 1 SGD steps using samples drawn from p (α) and starting at an initial w 0 (see Algorithm 2 for a description of the SGD algorithm). Then the resulting weight vector w(α) can be evaluated on the validation set. We assume oracle access for the evaluation i.e., given a weight vector w we directly get to observe the exact mean test error F (te) (w). We can do as many such evaluations, each such evaluation with a different α and a different n number of SGD. iterations, as the cumulative budget Λ allows us to perform. Remark 1 (Oracle Access). Note that the number of evaluations performed by our algorithm is dependent on the properties of the loss surface over the simplex of the mixture weights. We assume that k (the number of mixtures) is much smaller than the dimension of w. Due to this dimensionality reduction, it is justified to assume that the validation set is big enough to give accurate estimate of the test error, for the small number of evaluations we perform, but it is not big enough to directly train the learning algorithm and find an optimal w * .
Hierarchical Partitions over the Simplex: We assume that one can construct a hierarchical partition over the simplex of mixture weights A, in the form of an binary tree (potentially of infinite depth). Similar assumptions have been made in a long line of tree-search based approaches for black-box optimization [18, 6, 11, [25] [26] [27] . The hierarchical partition P is composed of cells (h, i) which partition the domain A into nested subsets. Here, h is a depth/height parameter while i is an index. For any depth h ≥ 0, the cells {(h, i)} 1≤i≤I h denote a partitioning of the space A. We use the notation (h, i) as the index of a cell/node, but we overload the notation to also indicate the region (subset of A) itself. To initialize the tree at depth 0, we place a single node whose domain is the entire simplex, i.e., (0, 1) = A. A cell (h, i) is partitioned into a pair of nodes (the child nodes) at depth level h + 1 whose indices are (h + 1, 2i − 1) and (h + 1, 2i) respectively (note that this is for ease of notation; we can implement other non-binary splits as well, as we do in our empirical evaluations). A cell at (h, i) is evaluated when: (i) a fixed mixture weight α h,i ∈ (h, i), is chosen and some specified number of SGD steps starting from a specified initial w 0 , using samples from the distribution D(α h,i ) are performed to obtain w h,i := w(α h,i ), and (ii) w h,i is finally evaluated on the validation set, returning F (te) (w h,i ). We also define w * h,i = w * (α h,i ) to be the optimal learning parameter for the weights α h,i representing the cell (h, i).
We require the following joint condition on the test loss surface G(α) (defined above) and the hierarchical partitions. Condition 1. There exists ν 1 and ρ ∈ (0, 1) such that for all cells (h, i), we have
Note that weaker versions of Condition 1 are required for tree-search based black-box optimization methods [11, 25, 27] . However, our guarantees are a combination of SGD analysis over the w space as well as black-box optimization over the α space and therefore requires the above condition. Finally, we note that we provably justify the condition above in Theorem 1.
We also require the standard near-optimality dimension definition from the tree-search literature [11, 25] . Definition 1. The near-optimality dimension of G with respect to parameters (ν 2 , ρ) is given by,
Here, we assume that there is a unique optimal α * such that α * = arg min α G(α). The lower the near-optimality dimension, the easier is the black-box optimization problem [11] .
Algorithm
In this section, we present our main algorithm Mix&Match (Algorithm 1). Our algorithm progressively goes down the hierarchical partition tree to select promising mixture distribution nodes over the simplex. During each tree iteration, a leaf node (h, i) is selected according to the optimistic criterion in Algorithm 1. Then the two children (h, 2i) and (h, 2i − 1) are evaluated using Algorithm 2. The evaluation of a node involves training the learning weight w using SGD samples drawn from the node's mixture distribution. The algorithm allocates a budget of λ(h) for expanding any node at height h, where λ(·) is a carefully chosen increasing function motivated by the theory in Corollary 1. Thus the tree-search uses less SGD iterations at lower depths and uses more budget on nodes that are deeper in the tree where more accuracy is required. Moreover, a crucial feature of the algorithm is that the starting iterate w 0 when a child node (h, 2i) is being evaluated, is set as the ending iterate of its parent i.e., w h,i . We show in Theorem 2 and Corollary 1, that this model re-use leads to a more judicious use of the total SGD iteration budget.
Algorithm 1 Mix&Match : Tree-Search over the mixtures of training datasets Input: Real numbers ν 2 > 0, ρ ∈ (0, 1), hierarchical partition P, SGD step budget Λ ≥ 0 1: Expand the root node using Algorithm 2 and form two leaf nodes
5:
Expand this node; add to T t the 2 children of (h, j) by querying them using Algorithm 2. 6 :
Algorithm 2 ExpandNode : Optimize over the current mixture and evaluate Input: Let α := α h ,i and w 0 := w .
3:
end for 6:
Obtain test error and set b h ,i = F (te) (w T ) − 2ν 2 ρ h . 7: end for
Theoretical Results
In this section, we present our main theoretical results. Our first result shows that the optimal weights with respect to the two distributions p (α1) and p (α2) are close, if the mixture weights α 1 and α 2 are close. This is a justification for Condition 1. Theorem 1. If the loss function f (w, z) is L-Lipschitz, µ-strongly convex and β-smooth in terms of w, for all z, then we have
The above theorem is under stronger conditions than Assumption 1 and in fact follows the assumptions and proof techniques similar to Theorem 3.9 in [12] . Theorem 1 implies that, if the partitions are such that for any cell (h, i) at height h,
It is reasonable to assume that the size of the hierarchical partitions over the simplex decrease geometrically in terms of 1 -norm diameter, as we go down the tree.
We next seek to understand how to allocate our SGD budget as we explore new nodes in the search tree. To begin, let us consider how the solution to the optimization problem on F (.; α) at some node with corresponding mixture α could be used to solve the optimization problem F (.; α ) at one of its children with mixture α . Under Condition 1, and assuming the distance between any α at node height h and corresponding child with mixture α decays geometrically as a function of h, the distance between the corresponding optimal models w * (α) and w * (α ) also decays geometrically as a function of height in the tree. This leads us to hope that, if we were to obtain a good enough estimate to the problem at the parent node, and used that final iterate as the starting point for solving the optimization problem at the child node, we might only have to pay a constant number of SGD steps in order to find a solution sufficiently close to w(α ), instead of a geometrically increasing (with tree height) number of SGD steps.
To further investigate this intuition and develop a budget allocation strategy, we need to understand how the error on the final iterate of SGD scales with the noise of the stochastic gradient and the initial distance from the optimal w * . We thus derive a high-probability bound on the error of the last iterate of SGD that captures the dependence on the diameter of the space and the noise of the stochastic gradient. This result, and in particular its dependence on the initial distance from the optimal solution, is crucial in allowing Mix&Match to carefully allocate our total SGD budget (denoted as Λ) as we roll out the search tree. Theorem 2. Consider a sequence of samples z 1 , ...., z T drawn from a distribution p(z).
We are interested in analyzing the iterates of SGD starting at a initial point w 1 with d 1 = w 1 − w * 2 and evolving as w t+1 = w t − η t ∇f (w t ; z t ). Here, w * is the optimum of F (·). If f and F satisfy Assumptions 1 and 2 with L ≥ 1 for all t and taking η t = 1/(2βκ 2 t), we have
provided we have,
Here, we have the diameter-dependent term
and, the noise-dependent term
andC is a large enough constant which depends on the noise floor G * and a uniform bound on the distance d t between each iterate and the optimal w * .
Theorem 2 is a general high probability bound on SGD iterates without assuming a universal (i.e., over all w t ) global bound on the stochastic noise gradient as usually done in the literature [4, 5, 9] . The concentration results in Theorem 2 are under similar assumptions to the recent work in [19] , but in that work only expected bounds are obtained. The bound precisely captures the dependence on the initial diameter d 1 and the noise floor G * . This is key in our next theorem as detailed in the next corollary. The proof of Theorem 2 is given in Appendix B. We use Theorem 2 in order to understand how to allocate the SGD budget at a particular node. Corollary 1. Consider a tree node (h, i) with mixture weights α h,i and optimal learning parameter w * h,i . Assuming we start at a initial point w 1 such that w 1 − w * h,i 
with δ = δ/Λ, for δ ∈ (0, 1) in the expressions in Theorem 2, then w.p. at least 1 − (δ/Λ 4 ) we have ||w t − w * h+1,2i || 2 2 ≤ ν 1 ρ h+1 .
The above corollary is a direct consequence of Theorem 2 and the fact that w 1 −w * h+1,2i 2 2 ≤ 2ν 1 ρ h by a triangle inequality. Thus, if we start from a good ending weight w of a parent node at height h and proceed with SGD with the child's distribution (re-use of parent model), we need λ(h) iterations to converge to an accuracy of the order of ν 1 ρ h , which is what is needed for our tree-search to succeed. Thus, when the tree is not that deep i.e., the ζ(2ν 1 ρ h ) dominates in the above expression we only need O(ζ(2ν 1 ρ h )/(ν 1 ρ h+1 )) for a node expansion at height h, thus being parsimonious with our SGD iteration budget.
Going back to the discussion preceding Theorem 2, we note that the expression given in Corollary 1 does not achieve a height-independent budget schedule due to the terms which appear due to the noise of the stochastic gradients. Indeed, if only the first term in ζ(.) with diameter squared dependence were present in the numerator, then the step size schedule would indeed be independent of height. However, the introduction of the stochastic gradient introduces the second term in ζ(.) and the χ(.) term.
Now we are at a position to present our final bound that characterizes the performance of Algorithm 1 as Theorem 3. In the deterministic black-box optimization literature [18, 25] , the quantity of interest is generally simple regret which is the difference in function value between the point returned by an algorithm (given a budget) and the optimal point in the search-space. Theorem 3 provides a similar simple regret bound on G(α(Λ)) − G(α * ), where α(Λ) is the mixture weight vector returned by the algorithm given a total SGD steps budget of Λ and α * is the optimal mixture. Theorem 3. Let h be the smallest number h such that
With probability at least 1 − δ, the tree in Algorithm 1 grows to a height of at least h(Λ) = h + 1 and returns a mixture weight α(Λ) s.t,
Theorem 3 shows that given a total budget of Λ SGD steps, the tree-search recovers a mixture α(Λ), such that we are only 4ν 2 ρ h(Λ)−1 away from the optimal test error, if we perform optimization using that mixture. The parameter h(Λ) depends on the number of steps needed for a node expansion at different heights and crucially makes use of the fact that the starting iterate for each new node can be borrowed from the parent's last iterate. The tree search also progressively allocates more samples to deeper nodes, as we get closer to the optimum. Similar simple regret scalings have been recently shown in the context of deterministic multi-fidelity black-box optimization [25] .
Empirical Results
We evaluate the effectiveness of Algorithm 1 on three real-world datasets. All experiments were run in python:3.7.3 Docker containers (see https://hub.docker.com/_/python) managed by Google Kubernetes Engine running on Google Cloud Platform on n1-standard-4 instances. The code used to create the testing infrastructure can be found at https://github.com/matthewfaw/ mixnmatch-infrastructure, and the code used to run experiments can be found at https: //github.com/matthewfaw/mixnmatch.
For the simulations considered below, we divide the data into training, validation, and testing datasets. Hyperparameter tuning is performed using the Katib framework (https://github.com/ kubeflow/katib) using the validation error as the objective, and results reported in the figures below is the test error. In all figures displayed below, each data point is the average of 10 experiments, and the error bars displayed are 1 standard deviation. Note that while all error bars are displayed for all experiments, some error bars are too small to see in the plots.
Allstate Purchase Prediction Challenge
We begin our experimental evaluation by evaluating the efficacy of Algorithm 1 under a co-variate shift between the training and validation/test data. We consider an Allstate insurance dataset [1] with entries from customers across different states in the US. Provided in this dataset are features Table 2 : The proportions of data from each state used in training, validation, and testing for Figure 2 about the customers (e.g. car age, state of residence, whether the customer is a homeowner) and the insurance plan the customer decides to purchase. This insurance plan is divided into 7 coverage options, and each option has either 2, 3, or 4 possible ordinal values. For simplicity, we consider predicting only one of these coverage options (given as G in the dataset, taking four ordinal values). Note that the original Kaggle dataset is provided in a time-series format, with entries corresponding to customers' intermediate coverage plan selections, as well as their final selections. We collapse all entries corresponding to a customer into a single entry, and add a few summary statistics about intermediate selections in each collapsed entry.
We construct two experiments from this dataset. In the first (see Figure 1 ), we consider only customers from Florida (FL) and Connecticut (CT) as training data. Validation data consists solely of data from CT, and testing data has most (approximately 80%) of data from CT, with an additional approximately 150 entries from Ohio (OH) added as a random seed. In the second (see Figure 2 ), we consider again customers from FL, CT, and OH, except now there are a small number of entries from FL in the validation and testing sets, and also a small equal proportions of OH data in validation and testing sets, as well as a small number of entries added to the training set. The proportions of each state's dataset used in these experiments are given in shown in Tables 1 and 2, respectively.
In this section, we refer to α * as the vector whose ith entry corresponds to the proportion of the validation set corresponding to region i's data.
We first consider the uniform sampling algorithm, which spends its entire SGD budget sampling from each available data source with equal probability, as a simple baseline.
At the other extreme, we consider a Genie algorithm that has access to α * . This genie algorithm draws samples for SGD iteration from a mixture distribution that matches the validation data distribution, and thus provides the best-case scenario to compare against.
In addition, we consider algorithms which sample exclusively from individual datasets. These are labeled in the figures as OnlyX (where X is replaced by one of the states used in the experiment).
During hyperparameter tuning, we consider several variants of the Mix&Match algorithm. In particular, we consider several simple budget allocation functions: one which allocates the same budget to each node, one which allocates budget as a linear function of node height, and one which allocates budget as the square root of the node height. In addition, we also consider running Mix&Match with one of the above budget functions for half of the total SGD budget, and then spending the second half of the SGD budget sampling according to the mixture returned by the best node from Mix&Match . Finally, we consider two different α simplex partitioning strategies: one being the Delaunay partitioning strategy which produces K children at each split node (where K here corresponds to the number of states in the training set), and the other being a random coordinate halving simplex partitioning strategy, which produces two children at each split node. For both experiments in this section, Mix&Match uses a constant budget function with the random coordinate halving simplex partitioning strategy, and split Mix&Match 's budget so that the best returned mixture from tree search is used for half of the total SGD budget.
We compare the performance of these algorithms using a fully connected neural network model with 1 hidden layer and classification accuracy (number of correctly classified samples normalized by the total number of classified samples). For training this neural network model, we use a batch size of 25 samples to approximate the gradient at each SGD step for the first experiment, and a batch size of 50 for the second experiment (determined by hyperparameter tuning), and Mix&Match runs each evaluated node using a constant 500 samples.
Recall however that as the tree grows, there is an effective increase in the number of iterations because of model re-use. Specifically, each child node initializes SGD with the weight from its parent, thus, effectively the number of iterations for the model at a node is linear in the depth of the tree.
In Figures 1 and 2, we have plotted the test accuracy for these algorithms for a range of total number of samples (denoted as SGD Iteration budget in the figures). Each data point is averaged over 10 separate runs, and error bars represent one standard deviation.
In both experiments, we observe that Mix&Match outperforms uniform sampling and approaches the performance of the Genie algorithm and the OnlyCT algorithm, despite having access to a large portion of the FL dataset, which exhibits poor test accuracy. Additionally, we observe from the first experiment that Mix&Match is able to perform well relative to the baselines despite having a small amount of data in the test set from a new state which was not present in either training or validation sets.
Wine Ratings
In this section, we consider the effectiveness of using Algorithm 1 to make predictions on a new dataset by training on similar data from other regions. For this experiment, we use another Kaggle dataset [2] , in which we are provided binary labels indicating the presence of particular tasting notes France  17776  100  0  0  Italy  16914  100  0  0  Spain  6573  100  0  0  Chile  4416  0  50  50  Table 3 : The proportions of data from each state used in training, validation, and testing for Figure 3 Country Total Size % Train % Validate % Test  US  54265  100  0  0  France  17776  100  0  0  Italy  16914  100  0  0  Spain  6573  100  0  0  Chile  4416  0  50  50  Table 4 : The proportions of data from each state used in training, validation, and testing for Figure 4 of the wine, as well as a point score of the wine and the price quartile of the wine, for a number of wine-producing countries. The objective is to predict the price of the wine, given these labels.
Similarly to [33] , we use a four-layer neural network with sigmoid activations in the inner layers, and use the Mean Squared Error loss function.
We use the same algorithms for comparison as considered in Section 6.1, except Mix&Match uses the Delaunay partitioning strategy, the entire SGD budget is used for Mix&Match (so the budget is not split in half, as was done in the Section 6.1), and the Genie algorithm is not run, as a mixture of countries which make up Chile is not a priori known. As before, OnlyX (where X now represents a country from the training set) is the algorithm which uses its entire SGD budget sampling only from the data from country X.
In both experiments (shown in Figures 3 and 4 ), we use a batch size of 100 to approximate each stochastic gradient, and Mix&Match runs 10 SGD steps at each evaluated node, independent of the height of the search tree. We plot each result averaged over 10 runs, and show error bars of one standard deviation.
The objective in the first experiment (Figure 3) is to train a model to predict the price of wine from Chile, given only data from France, Italy, and Spain. The results seem to indicate that Spanish wine and Chilean wine may share similar qualities, as Mix&Match produces a model which has test error comparable to test error when training a model using only data from Spain, while models trained only on data from Italian or French wine perform more poorly.
The objective of the second experiment (Figure 4) is the same as the objective in the first, except we may now use data from the US also. Interestingly, while the data on Spanish wine still appears to be the best dataset to use individually to train a model, adding the data from US wine allows Mix&Match to have better average performance than models trained on any of the four datasets individually.
In both experiments, we observe that Mix&Match outperforms uniform sampling as well as the algorithms which sample only from US, France, or Italy.
A Smoothness with Respect to α
In this section we prove Theorem 1. The analysis is an interesting application of an idea from Theorem 3.9 in [12] . The key technique is to create a total variational coupling between α 1 and α 2 . Then using this coupling we prove that SGD iterates from the two distributions cannot be too far apart in expectation. Therefore, because the two sets of iterates converge to their respective optimal solutions, we can conclude that the optimal weights w * (α 1 ) and w * (α 2 ) are close. Lemma 1. Under conditions of Theorem 1, let w n (α 1 ) and w n (α 1 ) be the random variables representing the weights after performing n steps of online SGD using the data distributions represented by the mixtures α 1 and α 2 respectively, starting from the same initial weight w 0 . Then we have the following bound,
Proof. We closely follow the proof of Theorem 3.9 in [12] . Let G (1) t denote the SGD operator while processing the t-th example from α 1 and G (2) t denote the SGD operator while processing the t-th example from α 2 . Let I, J be two random variables whose joint distribution follows the variational coupling between α 1 and α 2 . Thus the marginals of I and J are α 1 and α 2 respectively, while P(I = J) = d T V (α 1 , α 2 ). At each time I t ∼ I and J t ∼ J are drawn. If I t = J t , then we draw a data sample Z t from D It and set Z
Therefore, following the analysis in [12] 
for t > t 0 = β/µ, where we will use the decreasing step-size α t = 1/(µt).
Thus we have the following expression for t > t 0 :
By taking expectation on both sides, we obtain:
Assuming that δ t0 = 0, we get the following result from the recursion,
Letw n (α i ) = (1/n) n t=1 w t (α i ). Note that the above result also implies that,
Proof of Theorem 1. First, note that by definition w * (α) is not a random variable i.e it is the optimal weight with respect to the distribution corresponding to α. On the other hand, w n (·) andw n (·) are random variables, where the randomness is coming from the randomness in SGD sampling. By the triangle inequality, we have the following:
The expectation in the middle of the r.h.s. is bounded as in Eq. (5) . We can use Corollary 6 in [15] to bound each of the two other terms on the r.h.s. as,
where D is a global diameter bound. We can now choose n large enough to satisfy the bound in Theorem 1.
B New High-Probability bounds on SGD
Further, let f (w; z) be a β smooth function for every z. Consider the stochastic gradient iteration:
. Then, iterates satisfy the following inequality:
Proof.
where the last line follows from strong convexity (see equation 4.12 in [4] ). Now, subtracting F (w t ) − F (w * ) from both sides and rearranging, we find:
Applying the sample version of Lemma 2 of ( [19] ) which uses the fact that g(w t ; z t ) 2 ≤ 4βκ(F (w t ) − F (w * )) + 2G * for functions f and F such F is µ-strongly convex while f (w; z) is β-smooth for every random realization z (Assumptions 1 and 2 as in [19] ). Here κ = β µ .
Observe that E[M t ] = 0. Since F is µ-strongly convex and L-Lipschitz and f (w; z) is β-smooth for every z, we have:
where the last line follows from the sample-path, centered version of Lemma 2 of [19] , which we state and prove here for completeness:
Lemma 3 (Adapted version of Lemma 2 from [19] ). Under Assumptions 1 and 2, for any random realization of z, the following bound holds almost surely:
Proof. Using the inequality derived in [19] :
we may derive the following bound:
Now, rearranging terms, and recalling that E[∇f (w * ; z)] = ∇F (w * ) = 0, we have ∇f (w t ; z) − ∇F (w t ; z) 2 = ∇f (w t ; z) − E[∇f (w t ; z)] 2 ≤ 8β 2 w t − w * 2 + 2 ∇f (w * ; z) 2 ≤ 8β 2 w t − w * 2 + 2G * as desired.
We also have a looser upper bounds on the absolute value of M t , i.e., |M t | ≤ L 8β 2 w t − w * 2 + 2G * ≤ L 8β 2 D 2 + 2G * where D is a global diameter bound. Note that if we do not assume a constant bound, D scales, in the worst case, at most as O(d 1 poly(log(n))) over n iterations because the step size scales as 1/t; thus the results hold with minor modifications.
In the Theorem 2 below, we denote:C = L 8β 2 D 2 + 2G * .
Now, let us focus on the following recursion:
where χ t = 2µη t − 2β 2 κη 2 t . We now restate and prove Theorem 2. Recall that Λ represents the total SGD budget for the entire tree search procedure. Theorem 2. Consider a sequence of samples z 1 , ...., z T drawn from a distribution p(z). Let F (w) = E z∼p(z) [f (w, z)]. We are interested in analyzing the iterates of SGD starting at a initial point w 1 with d 1 = w 1 − w * 2 and evolving as w t+1 = w t − η t ∇f (w t ; z t ). Here, w * is the optimum of F (·). If f and F satisfy Assumptions 1 and 2 with L ≥ 1 for all t and taking η t = 1/(2βκ 2 t), we have
Here, we have the diameter-dependent term ζ(d 2 1 ) = 2κd 2 1 + 8 2 κ 2 L 2 b µ K(b)(2 log(Λ 4 /δ ))(2d 1 ) = 2d 2
Azuma-Hoeffding to (16) , we get:
Now,
2C(ν 2 , ρ)λ(l)ρ −d(ν,ρ)l .
Since the above number is greater than to Λ − 2λ(h + 1) another set of children at height h + 1 is expanded and then the algorithm terminates because of the check in the while loop in step 4 of Algorithm 1. Therefore, the resultant tree has a height of at least h + 1.
Proof of Theorem 3. Given that event A in Lemma 4 holds, Lemma 5 shows that at least one node at height h (say (h , i)) is expanded and one of that node's children say α h +1,i is returned by the algorithm. Note that (h , i) is in J h and therefore G(α h ,i ) − 3ν 2 ρ h ≥ G(α * ). Invoking the smoothness property in Condition 1, we get that
D Conditional Shift Invariance
We now restate Proposition 1 for convenience, and provide a proof. Proposition 1. The last step follows from the conditional shift invariance property (i.e., p(y|x, u) is invariant across datasets). Suppose that p (te) (x, u, y), the true joint distribution over the validation dataset, lies in the convex hull of the corresponding distributions over the training datasets {p k (x, u, y), k ∈ K}. Then, from the conditional shift invariance property, it immediately follows that p (te) (x, u) = k α * k p k (x, u) = p (α * ) (x, u) for some α * ∈ . Thus, substituting in the above, we have The result now follows.
