Nominal rigidities are generally viewed as important for the transmission of monetary policy.
Introduction
A widely held view following the seminal papers by Gray (1976) , Fischer (1977) , Phelps and Taylor (1977) , and Taylor (1980) is that, rational espectations notwithstanding, nominal rigidities greatly matter for the transmission of monetary policy shocks. This view is also shared by the recent DSGE literature such as Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2007) , among others. However, the real business cycle (RBC) revolution launched by Kydland and Prescott (1982) suggests that business cycles are mainly driven by technology shocks, for which nominal rigidities are of little relevance. Would this be true, macroeconomists would be left with a dilemma: different types of business cycle models would be well suited for the analysis of certain types of shocks, not all. 1
In a provocative study, Galí (1999) presents evidence that a positive technology shock leads to persistent declines in hours. He argues that a dynamic stochastic general equilibrium (DSGE) model incorporating sticky prices and a weakly accommodative monetary policy to the technology shock accounts well for the evidence, while the standard RBC model does not. In response to Galí's (1999) critique of RBC models, Francis and Ramey (2005) show that an RBC model augmented with real frictions in the forms of habit formation and investment adjustment costs can generate a short-run decline in hours following a positive technology shock. Therefore, judging a particular model based on its ability to deliver a fall in hours following a technology improvement does not seem to be useful in assessing the empirical importance of alternative transmission mechanisms. 2 In this paper, we argue that examining the joint dynamics of hours and real wages following a technology shock helps better evaluate competing transmission mechanisms in different models.
We first summarize the empirical evidence on the responses of hours and real wages to technology shocks. We show that, although the empirical studies differ in their estimation methods, sample periods, and identification strategies, a consensus emerging from the empirical literature suggests that, following a positive technology shock, hours decline persistently and real wages rises modestly on impact and continues rising until reaching a new steady state level (e.g., Francis and Ramey, 2005; Basu, Fernald and Kimball, 2006; Liu and Phaneuf, 2007) .
1 See the early exchange between Summers (1986) and Prescott (1986) . 2 Christiano, Eichenbaum and Vigfusson (2004) provide evidence that a positive technology shock can lead to a rise in hours if log levels of hours instead of log differences in hours enter the structural vector autoregression (SVAR) model. Fernald (2007) offers a plausible reconciliation between these apparently conflicting results. He shows that if statistically significant and economically plausible trend breaks in hours and productivity are accounted for, a technology improvement unambiguously leads to a short-run decline of hours.
We then examine the ability of a few alternative models in explaining the joint dynamics of hours and real wages observed in the data. We show that an RBC model augmented with real frictions may deliver a short-run decline of hours worked, but it also implies that the real wage responds strongly to a technology shock in the impact period and thus fails to generate the observed gradual rise in the real wage.
A sticky-price model similar to that studied by Galí (1999) also has difficulty in explaining the joint dynamics of hours and real wages. With a relatively weak accommodation of monetary policy to the technology shock, the sticky-price model can generate the short-run decline in hours.
However, we show that the same conditions that lead to a decline in hours also lead to a short-run decline in the real wage, which is at odds with data.
We show that, in the sticky-price model, the sign of the real wage response on impact of a technology shock is determined by three factors. The real wage will fall on impact of a technology improvement if policy accommodation is not too strong, the Frisch elasticity of labor supply is relatively small, and the strategic complementarity in firms' pricing decisions is relatively strong.
This link between policy accommodation, the Frisch elasticity of hours and the decline in the real wage can be explained as follows. With sticky prices, a low Frisch elasticity of hours and a weak policy accommodation to the technology shock, the initial adjustments in consumption, and thus in the marginal utility of consumption are small. With a decline in hours and a rise in leisure, the marginal utility of leisure falls. Thus, the marginal rate of substitution between leisure and consumption falls on impact, and so does the real wage. For the real wage to increase following a positive technology shock, the degree of monetary policy accommodation to the technology shock and the Frisch elasticity of labor supply needs to be high. But the Frisch elasticity of hours is low according to micro level studies (e.g., Pencavel, 1985) whereas, the degree of policy accommodation to the technology shock, as we later show, is low for the postwar U.S. period.
The difficulty for the sticky-price model to explain the real wage responses to technology shocks leads us to extend Galí's (1999) framework by including monopolistically competitive households and sticky wages in our analytical model. In one version of the extended model, wages are sticky and prices are flexible. With sticky wages as the only source of nominal rigidities, we find that the real wage rises on impact of the technology shock, representing a step in the right direction relative to the sticky-price model. Nonetheless, a pure sticky-wage model does not predict a decline in hours worked. Since prices are flexible, the technology shock leads to a one-for-one decline in the price level and, in the absence of monetary policy accommodation (i.e., constant money supply), a one-for-one increase in output with the productivity so that hours stay constant. If monetary policy is partially accommodative to the shock, money supply increases and output rises even further so that hours also rise. Thus, regardless of the extent of monetary policy accommodation, the pure sticky-wage model does not predict a fall in hours.
The model with both sticky prices and sticky wages can generate the observed joint dynamics of hours and the real wage following a technology shock. The inability of a pure sticky-price model to generate an increase in the real wage is amended by allowing some nominal wage rigidity. We show that with sticky wages and sticky prices, a positive technology shock leads to a modest increase in the real wage on impact, as observed in the data. This result is robust to various values of the Frisch elasticity of labor supply and the degree of policy accommodation. On the other hand, the inability of a pure sticky-wage model to generate the observed decline in hours is overcome by introducing some nominal price rigidity, but then the degree of policy accommodation matters. If monetary policy is weakly accommodative, hours fall when technology improves, whereas if policy accommodation is relatively high, hours rise.
This leads us to examine whether monetary policy accommodation to the technology shock has been high or low during the postwar period. To answer this question, we provide evidence based on an examination of the relation between the U.S. money aggregates (M1 and M2) and two alternative measures of technology shocks. One is Basu, Fernald and Kimball's (2006) "purified" Solow residual which controls for non-technological factors such as variable input utilization rates, non-constant returns, and imperfect competition. The other is a measure constructed by Galí and Rabanal (2004) , who use long-run restrictions in a SVAR model to identify the technology shock.
With both measures, we show the degree of monetary policy accommodation to the technology shock is weak at best. We conclude that both nominal wage and price rigidities are crucial to understand the effects of a technology shock on hours and the real wage.
We report one last substantive finding. We show that with a high frequency of price reoptimization as suggested by recent micro level studies (e.g., Bils and Klenow, 2004; Klenow and Kryvtsov, 2008; Nakamura and Steinsson, 2008) , the responses of hours and the real wage to a technology shock implied by the model with sticky wages and sticky prices remain consistent with empirical evidence. Therefore, our findings and the recent strand of literature on the transmission of monetary policy shocks both deliver a coherent message: nominal wage and price rigidities are of primary importance for the transmission of monetary policy and technology shocks in DSGE settings.
The paper is organized as follows. Section 2 summarizes some empirical evidence about the effects of technology shocks on hours and real wages. Section 3 presents a real business cycle (RBC) model with habit formation to illustrate the inability of an RBC model in capturing the observed labor market responses to technology shocks. Section 4 develops a DSGE model with sticky prices.
There, we derive closed-form solutions and assess the plausibility of the sticky-price model to match empirical evidence on hours and real wages. Section 5 examines the role of sticky nominal wages in the transmission of technology shocks. We begin with a pure sticky-wage model to illustrate the mechanism and then assess the ability of the model with both sticky prices and sticky wages in replicating the empirical evidence on hours and real wages. Section 6 presents evidence about the extent of monetary policy accommodation to technology shocks. Section 7 concludes.
The Adjustments of Hours and Real Wages Following Technology Shocks
Technology shocks are shown to be important for business cycles, not just in the RBC literature but also in the recent DSGE literature (e.g., Smets and Wouters, 2007; Justiniano and Primiceri, 2008; Liu, Waggoner, and Zha, 2011) . To document what happens after a technology shock, we summarize the relevant findings in the recent empirical literature. We argue that, despite of different estimation approaches, different sample periods, and different identification strategies, a consensus emerges from these empirical studies concerning the responses of hours worked and the real wage to a technology shock.
A first piece of evidence about the response of employment following a technology shock can be found in the early work of Shapiro and Watson (1988) on SVAR models. Using quarterly U.S. postwar data from 1951:1 to 1985:4, they estimate SVAR models in which long-run restrictions serve to identify a technology shock. They provide two sets of estimates: one from a SVAR with a stochastic trend in hours, and the other from a SVAR with a deterministic trend in hours. In both cases, they find evidence of a short-run decline of hours following a technology improvement. 4 However, they do not discuss the implications of their findings for alternative macroeconomic theories.
3 Smets and Wouters (2007) report that productivity shocks explain more than 30 percent of the forecast error variance decomposition of output at the 10-quarter horizon. Ireland's (2011) estimates suggest that technology shocks contribute to over 60 percent of output fluctuations at the same horizon. Galí, Smets and Wouters (2011) Basu, Fernald and Kimball (2006) also offer evidence of a short-run decline in hours following a positive technology shock using a "purified Solow residual" controlling for non-technological factors that may affect measured total factor productivity. While their approach does not require the use of long-run identifying restrictions, their findings are nonetheless consistent with Galí's results:
technology improvements have short-run contractionary effects on employment.
Galí's (1999) approach has been questioned by Christiano, Eichenbaum and Vigfusson (2004) on the basis that hours worked should enter the SVAR in levels rather than first-differences. Imposing the same long-run restrictions as in Galí to identify the technology shock, they show that hours rise in response to a positive technology shock with hours in levels in the SVAR. They show that in the wake of a one-percent positive technology shock, the real wage increases by only 0.4 percent and then gradually rises to its new long-run level. Basu, Fernald and Kimball (2006) report similar evidence about real wages using their "purified" measure of aggregate technology change.
Going a step further, Liu and Phaneuf (2007) estimate SVARs with long-run identifying restrictions and examine how the real wage responds to a technology shock depending on the treatment of hours worked in the SVAR. They conclude that whether hours are in levels or first-differences, the real wage modestly rises on impact of a positive technology shock, and continues rising thereafter.
To conclude this section, we present evidence summarizing the consensus view about the effects of technology shocks on hours and the real wage. We estimate a four-variable SVAR model that includes the log-difference of labor productivity, the log-difference of nominal wages, the log- The evidence presented in this section suggests that hours decline persistently following a positive one-percent technology shock, while the real wage increases modestly on impact, and continues rising until reaching a permanently higher steady state level.
Technology Shocks in a Real Business Cycle Model With Habit Formation
This section examines an RBC model augmented with habit formation. 5 Habit formation slows the adjustment of consumption and thus helps generate a decline in labor hours following a positive technology shock (e.g., Francis and Ramey, 2005) . However, the RBC model with habit formation fails to generate the observed gradual rise in real wages.
To see this, consider a representative-agent economy, in which the household has the utility
where β ∈ (0, 1) is a subjective discount factor, C t is the household's individual consumption,C t is aggregate consumption, N t is labor hours, and b > 0 measures the importance of habit formation.
Suppose, for simplicity, that the production technology takes the form C t = A t N t , where A t is a technology shock and follows a random walk process so that
where ε t is a mean-zero, iid normal process, with a finite variance σ 2 a . The optimal labor-leisure decision implies that
where w t denotes the real wage. In equilibrium, the real wage equals the marginal product of labor.
Thus, we have
Dividing through by A t and using the technology shock process, we obtain
This equation gives a unique solution for labor hours in equilibrium. In the special case with no habit formation (i.e., with b = 0), a technology shock has no effect on hours since under our preference and technology specifications (log-utility in consumption and constant returns technology), the income effect and the substitution effect exactly offset. With habit formation (i.e., with b > 0),
Eq. (4) shows that a positive technology shock leads to a decline in hours on impact. Thus, an RBC model augmented with habit formation is capable of generating the observed contractionary employment effect of technology shocks. 6
In this example, the real wage rises one-for-one with the technology shock (since w t = A t ). In contrast, in the data, the real wage rises modestly on impact and continues to increase until reaching a permanently higher steady state. In a more general RBC model with capital accumulation and investment adjustment costs such as the one studied by Francis and Ramey (2005) , one can still obtain a decline in labor hours. However, the real wage in that model overshoots its steady state level on impact. Thus, although an RBC model with real rigidities can potentially explain the contractionary effects of technology shocks on employment, it has difficulties explaining the observed responses of real wages following a technology shock.
The Transmission of Technology Shocks in the Sticky-Price Model
This section presents a stylized monetary business-cycle model with sticky prices and examine the model's predicted effects of technology shocks on hours and the real wage.
The Model Economy
The economy is populated by a large number of identical, infinitely-lived households, and a large number of firms, each producing a differentiated product. The representative household is endowed with one unit of time and derives utility from consumption, real money balances, and leisure time.
The consumption good is a composite of the differentiated products. Production of each type of differentiated good requires labor as the only input and is subject to a productivity shock. While the labor market is perfectly competitive, the goods market is monopolistically competitive. Firms' pricing decisions are staggered in the spirit of Calvo (1983) , although our main results do not hinge upon this specific form of price rigidity.
The Representative Household
The representative household has preferences defined by the following utility function:
where E is an expectations operator, β ∈ (0, 1) is a subjective discount factor, C t denotes consumption, M t /P t denotes real money balances, and N t denotes labor hours.
In each period t, the household faces a budget constraint
where P t is the price level, W t is the nominal wage rate, Π t is a claim to all firms' profits, and T t is a lump-sum tax. The term B t+1 denotes the holdings of a one-period state-contingent nominal bond that pays one unit of currency in period t + 1 if a particular event is realized, D t,t+1 is the period-t price of such a bond divided by the probability of the appropriate state, so that E t D t,t+1 B t+1 is the total cost of state-contingent bonds.
The consumption basket is given by
where Y t (j) denotes the output of type-j good and ε p > 1 is the elasticity of substitution between differentiated products. The household's expenditure-minimization problem results in a demand schedule for a type-j good:
where P t (j) denotes the price of good j, and the price level P t is related to individual prices through
Solving the household's utility-maximization problem results in a labor supply equation, an intertemporal Euler equation, and a money demand equation, given respectively by
and
Firms and Optimal Price-Setting
A good of type j ∈ [0, 1] is produced using labor as the input, with a production function given by
where A t denotes a productivity shock that is common to all firms, and N t (j) is the homogeneous labor used by firm j. The shock follows the stochastic process described in Eq (2).
Firms are price-takers in the input markets and monopolistic competitors in the product markets. They set prices in a staggered fashion in the spirit of Calvo (1983) . In particular, in period t, all firms receive an iid random signal that determines whether or not they can set a new price. The probability that firms can adjust prices is 1 − α p . By the law of large numbers, a fraction 1 − α p of firms can set new prices in any given period.
If firm j can set a new price in period t, it chooses a price P t (j) to maximize an expected present value of its profits
where V τ = W τ /A τ is the unit production cost, and Y d τ (j) is the demand schedule described in (8). Solving the profit maximizing problem results in an optimal pricing decision rule
where µ p = ε p /(ε p − 1) measures the steady-state markup. The optimal price is thus a markup over a weighted average of the marginal costs in the current and future periods during which the price is expected to remain in effect.
Solving the cost-minimizing problem of firm j yields the demand for labor
The aggregate demand for labor is then given by
where
Thus, if the rise in aggregate demand cannot catch up with productivity improvement, the aggregate demand for labor will fall.
Monetary Policy
Following Galí (1999) , we assume that the monetary authority is allowed, but not required to adjust the growth rate of money stock in response to changes in productivity shocks. Specifically, we assume
where µ t = log(M s t /M s t−1 ) denotes the growth rate of money supply,μ is the mean money growth, and γ ̸ = 0 implies a systematic response of monetary policy to technology shocks.
Equilibrium
Given the monetary policy described in (16), an equilibrium consists of allocations C t , N t , B t+1 , and M t for the representative household; allocations Y t (j) and N t (j), and price P t (j) for producer j ∈ [0, 1]; together with prices D t,t+1 ,P t , and wage W t , that satisfy the following conditions: (i) taking the prices and the wage as given, the household's allocations solve its utility maximizing problem; (ii) taking the wage and all prices but its own as given, each producer's allocations and price solve its profit maximizing problem; and (iii) markets for bonds, money, labor, and the composite goods clear.
We focus on a symmetric equilibrium in which all firms who can adjust prices in a given period make identical pricing decisions. Thus, we do not have to keep track of the firm-specific index j and we can write the pricing decisions as P * t in place of P * t (j).
The Sticky-Price Channel
We now examine the sticky-price channel for the transmission of technology shocks. We examine, both analytically and numerically the responses of hours and real wages following a technology shock.
Theoretical Properties of the Sticky-Price Model
We first examine the theoretical properties of the sticky-price model for the adjustment of hours and the real wage following a technology shock and we assess the plausibility of these theoretical implications in light of the empirical evidence we have discussed earlier in the paper. In the next subsection, we evaluate the model's performance along these dimensions under empirically plausible values of the parameters.
For our purpose, we consider small shocks so that the equilibrium conditions can be approximated by log-linearizing around a zero-inflation steady state. 7 Further, for analytical convenience, we set ρ = 0 in the money growth rule (16), so that deviations of the money growth rate from its steady state level is proportional to productivity growth. Or equivalently, given that the productivity shock follows a random walk process, so does the money stock under the assumption that ρ = 0. This allows us to characterize the equilibrium dynamics using a closed-form solution. We relax this assumption when we assess the quantitative implications of the sticky-price model in the next subsection.
We begin with the Phillips-curve relation obtained from log-linearizing the optimal pricing decision rule (14)
where lower-case variables denote the log-deviations of the upper-case variables from steady state, π t = p t − p t−1 denotes the inflation rate,c t = a t is the natural rate of output. The parameter κ p = λ p (1 + η) determines the response of real marginal cost to changes in output, where η =
is the inverse labor-supply elasticity and λ p = (1−βα p )(1−α p )/α p is the elasticity of pricing decisions with respect to real marginal cost. Note that κ p increases with η, the inverse labor supply elasticity. A smaller labor supply elasticity implies a larger value of η and thus a larger κ p , so that the marginal cost is more responsive to changes in aggregate demand, and there is less endogenous nominal price rigidity.
Next, we log-linearize the intertemporal money demand decision (11) to obtain
7 Allowing for positive steady-state inflation does not change the qualitative results (not reported).
Under our assumption that ρ = 0 in the monetary policy rule (16), the money supply follows a random-walk process, as does the technology shock. Then, (18) reduces to
Note that, this apparently static aggregate demand relation is not an ad hoc assumption, but rather an equilibrium outcome. It is obtained under the assumptions of separable period-utility function, log-utilities in consumption and real money balances, and the random-walk property of money stocks inherited from the technology shock process.
The system of equilibrium conditions (17) and (19), along with the monetary policy rule m t = γa t can be combined to obtain a solution for the dynamics of the price level. This is given by
where θ p is the stable root of the quadratic polynomial βθ 2 − (1 + β + κ p )θ + 1 = 0. Thus, the price level falls on impact of a positive technology shock as long as γ < 1. A larger θ p implies greater strategic complementarity in firms' pricing and thus more persistence in the price (and inflation) dynamics and a smaller response of the price level (and of inflation) to technology shocks.
Given the solution for p t , we obtain the solution for c t by using (19). It then follows from n t = c t − a t that the solution for employment is given by
Therefore, as stated by Galí (1999) , a technology improvement leads to a fall in employment if and only if γ < 1. Further, for a larger value of θ p , employment becomes more persistent and, for any given γ ̸ = 1, more responsive to the technology shock.
As a point of departure from Galí (1999) , we also examine the response of the real wage to a technology shock. Using the method of undetermined coefficients, we obtain the initial response of the real wage on impact of a technology shock which we denote ω 0 :
The impact effect of a technology shock on the real wage is thus ambiguous, depending on the parameter values. The real wage falls on impact if monetary policy accommodation to the technology shock is weak (i.e., γ is small), the Frisch elasticity of hours is small (i.e., η is large), or the strategic complementarity is strong (i.e., θ p is large).
Thus, in response to a positive technology shock, the stickiness in price-setting implies sluggishness in output adjustment as long as γ is relatively small. For a small value of γ, output adjustment cannot catch up with the technology improvement, leading to a lower demand for labor at any given real wage. The lower demand for labor puts a downward pressure on the equilibrium real wage.
Since c t rises, there is also an income effect on labor supply that tends to offset the fall in the real wage, so that the net effect is ambiguous. Specifically, the net effect on the real wage depends on the strength of the income effect (that depends negatively on the endogenous price stickiness measured by θ p and positively on the degree of monetary policy accommodation measured by γ)
relative to that of the substitution effect (that depends positively on the curvature coefficient of the labor supply curve η).
For plausible parameter values, as we show below, the real wage indeed falls along with employment in the sticky-price model. As the price level falls (for γ < 1), the decline in the real wage after the shock implies an even stronger decline in the nominal wage, making it difficult for the sticky-price model, by itself, to explain the modest rise in the real wage on impact of the technology shock.
Calibration
We now assess the quantitative predictions of the sticky-price model under empirically plausible parameter values. We first consider a set of baseline calibrated parameters, and then examine the robustness of the results.
The parameters to be calibrated include β, the subjective discount factor; α p , the Calvo probability of price non-reoptimization; ε p , the elasticity of substitution between differentiated products; η, the inverse elasticity of labor supply; and the monetary policy parameters ρ and γ. The calibrated values are summarized in Table 1 .
Since we have a quarterly model in mind, we set β = 0.99 so that the steady state annual real interest rate is 4 percent. We set α p = 0.75 so that the average duration of the price contracts is 4 quarters. The parameter ε p determines the steady-state markup of prices over marginal cost, with the markup given by µ p = ε p /(ε p − 1). Recent studies by Basu and Fernald (2002) suggest that the value-added markup, controlling for factor capacity utilization rates, is about 1.05; whereas without any utilization correction, the value-added markup is about 1.12. Some other studies suggest a higher value-added markup of about 1.2 (without corrections for factor utilization) (e.g., Rotemberg and Woodford, 1997 ). Since we do not focus on variations in factor utilization, in light of these studies, we set ε p = 10 so that µ p = 1.1. The parameter η corresponds to the inverse labor supply elasticity. Most empirical studies suggest that this elasticity is small and lies well below one, so that η is above one. We set η = 2 as a benchmark value and also consider a range of η between 1 and 5, corresponding to a labor supply elasticity in the range between 0.2 and 1, consistent with evidence on the elasticity of labor supply obtained from micro data (e.g., Pencavel, 1986) . 8 For the purpose of illustration, we set ρ = 0.6 and γ = 0 as a benchmark. In our sensitivity analysis, we allow γ to vary in the broad range between 0 and 1. Figure 2 plots the impulse responses of hours and the real wage following a positive technology shock under the calibrated parameters. Evidently, the real wage falls along with employment. The fall in hours is supported by empirical evidence, but the decline in the real wages is not. Figure 3 plots the impact effects of the shock on hours and the real wage as the policy parameter γ varies from 0 to 1 and the inverse labor supply elasticity η varies from 1 to 5. The figure reveals that the sticky-price model consistently predicts the fall in hours under all configurations of these parameters. The impact effect on the real wage is more ambiguous. Consistent with our analytical solutions, the impact effect on the real wage tends to be more negative if γ is small or η is large.
Given the smallest value of η we consider plausible (i.e., η = 1), the sticky-price model is able to generate a rise in the real wage if γ is about 0.3 or higher. However, to be able to generate an initial increase in the real wage of about the size we have documented in the section 2, γ would have to be at least 0.5. With a higher η, γ would have to be even higher, so that monetary policy would be quite accommodative to the technology shock. We provide in section 6 empirical evidence about the extent of accommodation of monetary policy to the technology shock.
The Role of Nominal Wage Rigidities
We now introduce sticky nominal wages in the model and examine the sticky-wage channel in the transmission of technology shocks.
We assume that the labor market, like the goods market, is monopolistically competitive. There is a continuum of households, each endowed with a differentiated labor skill indexed by i ∈ [0, 1], with a utility function similar to (5) (with all variables in the utility function indexed by i).
Production of goods requires a composite labor as the input, and is subject to a productivity shock. The production function is the same as in (12), with the composite labor given by
where ε w > 1 is the elasticity of substitution between differentiated skills. Solving firms' costminimizing problem results in a demand schedule for labor skill of type i. It is given by
where W t (i) is the nominal wage for a type i labor skill, and W t is the wage index that is related to individual wages by
In each period, each household receives an iid random signal that enables it to adjust its nominal wage with probability 1 − α w , taking the demand schedule for labor skill (24) as given. It follows from the law of large numbers that, in each period, a fraction 1 − α w of all households can set new wages. The optimal wage decision rule is given by
where µ w = ε w /(ε w − 1) measures the steady-state wage markup, and M RS = V ′ (N )C denotes the marginal rate of substitution between leisure and consumption. The optimal wage is thus a constant markup over a weighted average of the MRS's in the current and future periods during which the wage is expected to remain in effect.
We focus on log-linearized equilibrium conditions around a zero-inflation steady state. In the model with both sticky prices and sticky wages, the equilibrium conditions are summarized below:
(
along with the monetary policy rule (16). In these expressions, π wt = w t − w t−1 denotes the wage inflation rate,ω t denotes the real-wage gap,c t denotes the output gap,m t denotes the real-balance gap, and λ w = (1 − βα w )(1 − α w )/α w is a parameter that determines the responsiveness of wagesetting decisions to the marginal rate of substitution between leisure and consumption. Equations (26) and (27) are derived from optimal price-and wage-setting decisions and are sometimes known as the price-Phillips curve and the wage-Phillips curve, respectively. Equation (28) describes the law of motion of the real-wage gap. Equation (29) is derived from the money demand relation.
Finally, (30) describes the law of motion of the real-balance gap.
The Sticky-Wage Channel
To examine the potential ability of the model with nominal wage rigidity in explaining the evidence about the response of hours and the real wage to a technology shock, we consider various degrees of price rigidity. We begin with the extreme case of perfectly flexible price decisions (i.e., α p = 0).
In this case, the pricing decision is given by p t = w t − a t , so that the real wage rises one-for-one with the technology shock, and the real-wage gap is closed. The sharp increase in the real wage is inconsistent with the evidence of a much smaller percentage increase in the real wage following a technology shock.
To help obtain the equilibrium dynamics of hours, the price level, and the nominal wage, we assume that the monetary authority follows the money growth rule (16) and that ρ = 0.
First, since the real-wage gap is closed under flexible prices, we can rewrite the wage-Phillips curve relation (27) as
where κ w = λ w (1 + η)/(1 + ηε w ). Using the pricing decision equation p t = w t − a t , this equation
can be rewritten in terms of price inflation:
Solving for the price level, we obtain
where θ w ∈ (0, 1) is the stable root of the quadratic polynomial βθ 2 − (1 + β + κ w )θ + 1 = 0. Given the solution for p t , we use the aggregate demand relation (19) to obtain c t , and the production function to obtain n t . The solution for hours is given by
Thus, with perfectly flexible prices and sticky nominal wages, the hours response to technology shocks is non-negative as long as γ ≥ 0. A pure sticky-wage cannot be consistent with the evidence of a short-run decline in hours worked following a positive technology shock.
We conclude that the sticky-wage model's predicted adjustment in the real wage does not align well with the empirical evidence. In the data, the real wage rises modestly on impact, and continues rising thereafter until reaching the new steady state. In the model, the real wage rises instantaneously to the new steady state on impact of the shock. This problem occurs mainly because price adjustments are assumed to be perfectly flexible. Moreover, the sticky-wage model fails to generate a fall in hours when technology improves.
The Joint Implications of Sticky Wages and Sticky Prices
We now consider the more general case with some price rigidity along with the nominal wage rigidity. In this case, the equilibrium dynamics are the solution to the system of equilibrium conditions (26)- (30), along with the monetary policy rule (16) . To solve the model, we use the calibrated parameter described in the previous section, and calibrate two additional parameters that are unique to nominal wage rigidity: we set α w = 0.75 so that the average duration of nominal wage contract is four quarters, as suggested by empirical evidence (e.g., Taylor (1999) ), and ε w = 4, so that a 1 percent rise in relative nominal wages would result in a 4 percent fall in relative hours worked, in light of the microeconomic evidence presented by Griffin (1992 Griffin ( , 1996 (see also Huang and Liu (2002) ). Again, we consider η = 2 and γ = 0 as a baseline calibration. In light of the microeconomic evidence that prices change fairly frequently, we also consider a shorter price-contract duration of 2 quarters as well as the standard calibration of 4 quarters. In this sense, the model with nominal wage rigidity, along with some price rigidity, is potentially more successful than a RBC model augmented with real frictions, a pure sticky-price model or a pure sticky-wage in explaining the evidence about the adjustment of hours and the real wage to a technology shock.
The Extent of Monetary Accommodation
Since the predictions of both the sticky-price model and the model with sticky wages and sticky prices depend on how accommodative monetary policy is, it is important get a sense of how large γ has been during the postwar period. Figure 6 presents scatter plots of M2 growth rate and the two alternative measures of technology shocks, with appropriate data frequencies and sample periods. The plots suggest a weak correlation between the money growth rate and the technology measures. In other words, γ is likely to be small.
To obtain a formal estimate of γ, we run an OLS regression of the M2 growth rates on the technology shock series. In particular, we estimate the monetary policy rule specified in (16), which, for ease of reference, is rewritten here: 
Conclusion
Ever since the seminal work of Lucas and Rapping (1969) , accounting for fluctuations in employment and the real wage has been considered a decisive test for macroeconomic models. We have taken up this challenge from the perspective of a DSGE model driven by productivity (neutral technology)
shocks. Our main message is clear: neither the standard RBC model nor a RBC model augmented with real frictions passes this test, but a DSGE model featuring both nominal wage and nominal price rigidities does.
Put in the broader context of current research with DSGE models, our findings could have other important implications. For a long time, macroeconomists have considered that certain types of models were better suited for the analysis of certain types of shocks. RBC models for which nominal rigidities had little practical relevance were believed to be the main vehicle from which the transmission of technology shocks could be analyzed. On the other hand, New Keynesian models built around nominal rigidities were thought to be particularly useful to improve our understanding of the monetary transmission mechanism.
We believe the findings presented in this paper regarding the transmission of productivity shocks and those from the recent DSGE literature on monetary transmission speak of a single voice. Working from a money-driven DSGE model, Christiano, Eichenbaum and Evans (2005) have shown that nominal wage and nominal price rigidities are both important to understand the macroeconomic effects of monetary policy shocks: with sticky prices only, the effects of a monetary policy shock on output are weak at best, while with sticky wages only, an expansionary policy shock is followed by a sharp decline of inflation that lasts about a year. Therefore, the research program on monetary policy and productivity shocks has now come full circle: nominal rigidities matter to understand the sources of business cycle fluctuations. 
