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Introduction
Pour des raisons e´conomiques dans plusieurs domaines (couˆt de mate´riau, stockage,
production), on recherche a` utiliser des structures tridimensionnelles dont l’une des
grandeurs est plus petite par rapport aux autres. Cette e´conomie ne devant pas se faire
au de´triment de la re´sistance de la structure, il apparaˆıt alors ne´cessaire de mener une
e´tude approfondie de ces coques minces. Elles peuvent se repre´senter ge´ome´triquement
comme une surface moyenne qui est e´paissie le long de sa normale.
Le sujet de cette the`se est l’e´tude du spectre de coques minces axisyme´triques
dans le cadre de l’e´lasticite´ line´aire tridimensionnelle de Lame´ introduit par Ciarlet
[13]. On suppose que le mate´riau constituant la coque est isotrope et homoge`ne et
que son e´paisseur est le petit parame`tre ε. L’ope´rateur associe´ au syste`me de Lame´
agit entre espaces de Sobolev sur la coque et de´pend de ε. Dans le cas ou` la coque
posse`de une courbure non identiquement nulle, des phe´nome`nes appele´s sensitifs ont
e´te´ mis en e´vidence par Sanchez-Hubert et Sanchez-Palencia [39] et dans les expe´riences
nume´riques de Chapelle et Bathe [12] et de Dauge, Faou et Yosibash [19].
Il existe peu de re´sultats concernant le spectre de l’ope´rateur de Lame´ en fonction
de ε et le comportement de la plus petite valeur propre. Le cas des plaques ou` la surface
moyenne est plane a e´te´ e´tudie´ par Dauge, Djurdjevic, Faou et Ro¨ssle [17].
Le proble`me tridimensionnel de Lame´ e´tant de´licat a` e´tudier, on s’inte´resse au
mode`le bidimensionnel de Koiter [32] obtenu par homoge´ne´isations formelles dans la
variable transverse a` la coque. Celui-ci est un mode`le de perturbation singulie`re et
s’e´crit pour une coque S de demi-e´paisseur ε sous forme matricielle comme somme de
deux ope´rateurs :
K(ε) =M+
ε2
3
B.
ou` M est l’ope´rateur de membrane d’ordre 2 et K l’ope´rateur de flexion d’ordre 4.
On de´compose le de´placement selon les coordonne´es normales en deux composantes
tangentes a` la surface moyenne et l’autre normale a` celle-ci. Nous ne conside´rerons ici
que le cas de coques entie`rement encastre´es le long de leurs bords.
La justification et la convergence du mode`le de Koiter vers la solution du proble`me
de Lame´ ont e´te´ etudie´es par Ciarlet et Lods [16] et Dauge et Faou [18]. Dans le cas
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des plaques, le spectre de K(ε) se de´compose en le spectre de M inde´pendant de ε et
le spectre de B. Dans le cas ge´ne´ral, le spectre de K(ε) est discret comme ope´rateur
elliptique alors que le spectre de M contient du spectre essentiel [39]. Si la coque est
elliptique c’est-a`-dire que sa courbure est strictement positive, le spectre essentiel de
M est de la forme [a, b] avec a > 0 et il est de la forme [0, b] avec b ≥ 0 dans les autres
cas.
Dans cette the`se nous nous restreignons au cas d’une coque axisyme´trique obtenue
a` partir de la rotation d’une courbe autour d’un axe et e´paissie de chaque cote´ de ε
selon la normale en chaque point. Cette syme´trie nous permet de re´duire la dimension
du proble`me. En notant k ∈ Z la variable de Fourier angulaire, l’ope´rateur K(ε) se
de´compose apre`s transformation de Fourier en la famille d’ope´rateurs :
K(ε)[k] =M[k] +
ε2
3
B[k], k ∈ Z (1)
ou`M[k] et B[k] sont les ope´rateursM etK apre`s cette transformation de Fourier. Pour
k fixe´, on s’inte´resse d’abord a` l’ope´rateur M[k] qui est un ope´rateur unidimensionnel
agissant sur un de´placement a` trois composantes. On calcule son spectre essentiel qui
est en ge´ne´ral plus haut que le bas du spectre essentiel de l’ope´rateur M. On retrouve
donc le spectre essentiel de l’ope´rateurM uniquement par passage a` la limite du spectre
discret des ope´rateurs M[k] lorsque |k| → +∞. Les ope´rateurs mis en jeu e´tant des
polynoˆmes en ik a` coefficients re´els, les valeurs propres pour k et −k sont identiques
et les vecteurs propres associe´s sont conjugue´s. On se limite alors a` l’e´tude du cas k ≥ 0.
L’ope´rateur M[k] est assez complexe en pre´sence de courbure dans la direction de
l’axe de la coque. En particulier l’e´tude de son spectre a` k fixe´ est tre`s diffe´rente dans le
cas ou` la coque est elliptique (un tonneau), hyperbolique (une tour de refroidissement)
ou bien cylindrique. Le spectre discret de l’ope´rateur M[k] est constitue´ des couples
(Λ,u) satisfaisant l’e´quation
M[k]u = ΛAu , (2)
ou` A est une matrice diagonale dont les termes de´pendent de la me´trique de la coque.
Dans une de´marche constructive suivant celle de Faou [22, 24, 23, 25], on cherche le
couple (u,Λ) sous forme de se´ries formelles :
Λ[k] =
∑
n≥0
k−nΛn, Λn ∈ R
et
u[k] =
∑
n≥0
k−nun,
ou` un sont des de´placements tridimensionnels. On veut que (Λ[k],u[k]) soit solution
du proble`me :
M[k]u[k] = Λ[k]Au[k] . (3)
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On peut construire des solutions au proble`me (3) par la re´solution d’un proble`me aux
valeurs propres (en se´ries formelles) scalaire graˆce au the´ore`me de re´duction suivant :
il existe
– une se´rie formelle
L[k] = L0 +
1
k
L1 +
1
k2
L2 + · · · , (4)
ou` les ope´rateurs scalaires Ln(z, ∂z), n ≥ 0 agissent sur la composante transverse
a` la coque et de´pendent de la variable axiale z, et
– une se´rie formelle V[k] =
∑
n≥0
k−nVn d’ope´rateurs de reconstruction qui envoie
une fonction scalaire dans l’espace des de´placements tridimensionnels. Plus par-
ticulie`rement V0 est l’injection canonique ζ 7→ (0, ζ) envoyant une fonction sur
la composante transverse a` la coque en coordonne´es normales,
ve´rifiant l’e´quation
M[k]V[k]− Λ[k]AV[k] = V0 ◦ (L[k]− Λ[k]). (5)
Ainsi la re´solution du proble`me en se´ries formelles scalaire
L[k]ζ[k] = Λ[k]ζ[k] (6)
ou` ζ[k] =
∑
n≥0
k−nζn est une se´rie formelle dont les coefficients ζn sont des fonctions
scalaires nous donne des solutions au proble`me (3) : Si (ζ[k],Λ[k]) satisfait (6) alors
u[k] = V[k]ζ[k] satisfait (3) en vertu de (5), et pour la meˆme se´rie formelle Λ[k].
On effectue alors le calcul des ope´rateurs mis en jeu et on montre que l’ope´rateur L0
est une simple multiplication par une fonction de´pendant de z.
On applique ensuite ce the´ore`me de re´duction formelle valable pour une ge´ome´trie
arbitraire de la coque axisyme´trique au cas de´ge´ne´re´ d’une coque cylindrique pour la-
quelle la courbure est identiquement nulle dans la direction axiale. Ceci implique l’annu-
lation des ope´rateurs L0,L1,L2 et L3 construits dans le the´ore`me pre´ce´dent. L’ope´rateur
L4 est lui un bilaplacien dont on calcule le spectre de manie`re explicite. On obtient
alors que pour toute valeur propre de l’ope´rateur L4 muni des conditions au bord de
Dirichlet associe´e au vecteur propre v
L4v = λv
il existe un couple de se´ries formelles (Λ[k], ζ[k]) solution de (6) de la forme
ζ[k] = v +
1
k
ζ1 + · · · et Λ[k] = 1
k4
λ+
1
k5
Λ5 + · · ·
Tronquant alors le couple de se´ries formelles (Λ[k],u[k]) avec u[k] = V[k]ζ[k], on
construit des quasimodes a` tout ordre en puissances de k−1. D’autre part une estimation
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d’e´nergie montre que le bas du spectre de M[k] admet une borne infe´rieure de l’ordre
de O(k−4) lorsque k → +∞. Ceci nous montre alors le comportement en k−4 des plus
petites valeurs propres de l’ope´rateur M[k]. Des simulations nume´riques effectue´es a`
l’aide de la librairie d’e´le´ments finis Me´lina de´veloppe´e par Martin [33] ont confirme´
nos re´sultats the´oriques.
La strate´gie ge´ne´rale pour e´tudier ensuite le bas du spectre de l’ope´rateur K(ε)
consiste donc a` e´tudier le spectre de l’ope´rateur a` deux parame`tres (1) dans un re´gime
ε → 0 et k → ∞. Certaines justifications formelles du comportement spectral de
K(ε) ont e´te´ obtenues re´cemment par Artioli, Beira˜o da Veiga, Hakula et Lovadina
[3, 2] dans les trois cas typiques : elliptique, hyperbolique et cylindrique. Pour chaque
e´paisseur ε, la base du spectre de K(ε) est le minimum sur k des premie`res valeurs
propres des ope´rateurs K(ε)[k] (1). On cherche alors a` caracte´riser pour chaque ε la
fre´quence k qui re´alise le minimum afin d’obtenir une asymptotique en ε de la valeur
propre correspondante.
Compte-tenu du re´sultat obtenu sur le spectre de la membrane, on peut s’attendre
a` ce que le bas du spectre de l’ope´rateur K(ε)[k] se situe dans la zone e´quilibrant le
bas du spectre de M[k] en k−4 avec celui de ε2B[k] qui se comporte en ε2k4 dans la
composante normale a` la coque. Pour une e´paisseur ε fixe´e, ce re´gime correspondrait
alors a` une fre´quence k ≃ ε−1/4 en variable de Fourier angulaire.
Partant de cette ide´e – corrobore´e par les re´sultats de Artioli, Beira˜o da Veiga,
Hakula et Lovadina [3, 2] – on introduit un parame`tre de couplage C et on e´tudie
l’ope´rateur K(ε)[k] dans le re´gime k = Cε−1/4, c’est-a`-dire l’ope´rateur
K(ε)[Cε−1/4]
qui se de´veloppe en puissances de ε1/4, et de´pend du parame`tre C. De la meˆme manie`re
que pour la membrane, on construit des quasi-modes en puissances de ε1/4, et dont la
plus basse valeur propre se comporte en
Λ(C)[ε] = εΛ4(C) + ε
5/4Λ5(C) + · · ·
ou` Λn(C) de´pend du parame`tre C. Pour construire ceux-ci, il est ne´cessaire d’intro-
duire des termes de couches limites qui n’e´taient pas pre´sents dans le cas de l’e´tude de
l’ope´rateur de membraneM[k], ce qui introduit un niveau de complexite´ supple´mentaire.
Le re´sultat de cette construction est l’existence de spectre pour K(ε)[Cε−1/4] dans un
voisinage de εΛ4(C) modulo ε
5/4, et ceci pour toute valeur du parame`tre de couplage
C.
On calcule ensuite la valeur Cmin de la constante C telle que la valeur propre Λ4(C)
soit minimale. Alors finalement
Λ(Cmin)[ε] = εΛ4(Cmin) + ε
5/4Λ5(Cmin) + · · · (7)
est un bon candidat pour le bas du spectre de l’ope´rateur K(ε). De plus k = Cminε
−1/4
serait la fre´quence a` laquelle ce minimum est atteint. La de´pendance non triviale par
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rapport a` ε de cette fre´quence fait apparaˆıtre clairement le phe´nome`ne de sensitivite´
dans le cas des coques cylindriques encastre´es.
Pour comple´ter l’e´tude pre´ce´dente, il reste a` prouver que Λ(Cmin)[ε] correspond bien
a` la premie`re valeur propre de K(ε). Ceci n’ayant pu eˆtre de´montre´ the´oriquement, on
a comple´te´ notre investigation dans le cas du cylindre par des simulations nume´riques
effectue´es a` l’aide de la librairie d’e´le´ments finis Me´lina de´veloppe´e par Martin [33].
On a alors pu constater que l’asymptotique (7) obtenue pour le mode`le de Koiter a
e´te´ valide´e non pas par le calcul du spectre deK(ε) – rendu difficile par la pre´sence d’un
terme d’ordre 4 – mais directement sur le mode`le tridimensionnel de Lame´ de´compose´
en variable de Fourier. Il s’agit donc de calculs bidimensionnels sur une ”tranche”
de coque. En particulier, la constante Cmin obtenue the´oriquement a e´te´ retrouve´e
nume´riquement et elle de´crit bien la premie`re valeur propre. Ceci justifie l’approche
pre´ce´dente utilisant le re´gime k = Cε−1/4, et apporte une preuve supple´mentaire de la
bonne approximation du mode`le tridimensionnel par le mode`le de Koiter.
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Chapitre 1
Rappels d’e´le´ments de the´orie des
coques
1.1 Introduction
Dans ce chapitre nous revisitons la the´orie des coques du point de vue de la
ge´ome´trie des surfaces.
Le mode`le tridimensionnel de Lame´ peut eˆtre approche´ par un mode`le bidimen-
sionnel pose´ sur la surface moyenne. Plusieurs mode`les existent dont ceux de Koiter
(1959-1970) [32], John [30], Naghdi (1963) [34], Budianski et Sanders (1967) [10] et
Novozhilov [37] et s’e´crivent sous la forme :
K(ε) =M+ ε2B.
Les auteurs cite´s sont unanimes pour l’expression de la membrane ; mais celle de
l’ope´rateur de flexion porte a` controverse. Dans [12], diffe´rents mode`les hie´rarchiques
de coques et leur traitement nume´rique par les e´le´ments finis sont de´taille´s. D’un point
de vue ge´ome´trique et me´canique c’est le mode`le de Koiter [32] qui paraˆıt le plus na-
turel. Nous ne conside´rerons que ce mode`le par la suite.
La limite du de´placement pour le proble`me de chargement quand ε tend vers 0 a
e´te´ e´tudie´ par Sanchez-Palencia en 1990 [40] et Ciarlet, Lods et Miara en 1996 [16],
Ciarlet [14].
D’autre part Faou a effectue´ des de´veloppements asymptotiques multi-e´chelles pour
le mode`le de Koiter dans [24], [23], [25].
Concernant le proble`me aux valeurs propres, le plus ancien travail est celui de
Ciarlet et Kesavan [15] dans le cas des plaques isotropes encastre´es ou` ils mettent
en e´vidence le comportement dominant de la flexion pour les plus petites fre´quences.
Nazarov et Zorin [36], Nazarov [35], Dauge, Djurdjevic, Faou, Ro¨ssle [17] e´tudient aussi
des de´veloppements asymptotiques des e´le´ments propres dans le cas des plaques.
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Dans le cas des coques, l’e´cole de Goldenveizer a e´tudie´ leurs proprie´te´s spec-
trales dans Aslanian et Lidskii [4], Goldenveizer, Lidskii et Tovstik [28],Vassiliev [41].
Plus tard Sanchez-Hubert et Sanchez-Palencia en 1997 [39] ont montre´ que les valeurs
propres de l’ope´rateur de Koiter sont attire´es par celles de la membrane. Dans [19],
Dauge, Faou et Yosibash ont fait des expe´riences nume´riques pour calculer les plus
petites valeurs propres de l’e´lasticite´ dans le cas de trois types de coques diffe´rents.
L’article [2] rassemble les re´sultats de Artioli, Beira˜o da Veiga, Hakula et Lovadina
obtenus en utilisant la the´orie de l’interpolation. Ils donnent le comportement de la
plus petite valeur propre de l’ope´rateur de Koiter en fonction de ε pour les 3 types de
coques : parabolique, hyperbolique, elliptique. Les articles [2] et [3] font des expe´riences
nume´riques qui valident les re´sultats the´oriques de [8] et [7]. L’article [6] de´montre
the´oriquement les re´sultats dans le cas du mode`le shallow shell du cylindre.
On va explorer la question des valeurs propres dans le cas des coques axisyme´triques
et y re´pondre partiellement en utilisant les quasimodes et en s’appuyant sur des
re´sultats nume´riques qui corroboreront la the´orie.
Dans ce chapitre nous rappelons et rede´montrons les proprie´te´s de base des co-
ordonne´es normales et de´rive´es covariantes pour une surface S de R3 munie de son
parame´trage. On de´montre les e´quations de Codazzi-Minardi qui servent au calcul
pratique par la suite. Ensuite nous rappelons les tenseurs qui interviennent dans la
formulation variationnelle de Koiter et nous recalculons apre`s inte´gration par parties
les matrices d’ope´rateurs correspondantes.
1.2 Ele´ments de ge´ome´trie
1.2.1 Les coordonne´es normales
On introduit les e´le´ments de la ge´ome´trie Riemannienne et le syste`me de coor-
donne´es normales non pas dans le cas le plus ge´ne´ral mais pour une surface S de R3
munie de son parame´trage.
La pre´sentation suit celle du livre de Do Carmo [21] pour les de´monstrations et nota-
tions.
On conside`re une surface S de R3 et son parame´trage local C∞
−→
X de´fini sur un atlas
de cartes U de R2 : −→
X : U ⊂ R2 → S ⊂ R3
(x1, x2) 7→ −→X (x1, x2)
.
On note les de´rive´es partielles :
−→
X 1 =
∂
−→
X
∂x1
= ∂1
−→
X,
−→
X 2 =
∂
−→
X
∂x2
= ∂2
−→
X
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x1
x2
U ⊂ R2 S ⊂ R3
!X
Figure 1.1 – Parame´trisation d’une surface.
et dans la suite, les lettres grecques α, β,γ ... repre´senteront alors 1 ou 2.
La notation suivante sera alors utilise´e :
−→
Xα =
∂
−→
X
∂xα
,
−→
Xαβ =
∂2
−→
X
∂xα∂xβ
.
On de´finit la normale unitaire a` la surface
−→
N et sa de´rive´e partielle par :
−→
N =
−→
X 1 ∧ −→X 2
||−→X 1 ∧ −→X 2||
,
−→
N α =
∂
−→
N
∂xα
.
On fait l’hypothe`se que les vecteurs
−→
X 1 et
−→
X 2 ne sont pas lie´s ; alors le triplet (
−→
X 1,
−→
X 2,
−→
N )
constitue une base locale. Les vecteurs de R3 pourront alors eˆtre de´compose´s dans cette
base.
De´finition 1.1. Soit
−→
V un vecteur de R3, ses composantes dans la base locale (
−→
X 1,
−→
X 2,
−→
N )
note´es (V 1, V 2, V 3) sont appele´es composantes contravariantes :
−→
V = V 1
−→
X 1 + V
2−→X 2 + V 3−→N .
Pour simplifier les e´critures, on introduit la notation suivante :
Notation 1.2. On e´crit :
V 1
−→
X 1 + V
2−→X 2 = V γ−→X γ
ou` l’indice γ re´pe´te´ en haut et en bas signifie que l’on effectue la somme sur γ = 1, 2.
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De´finition 1.3. On de´finit le tenseur me´trique par :
aαβ = 〈−→Xα,−→X β〉
et on note aαβ son inverse, c’est-a`-dire que :
aαβa
βγ = δγα
ou` δγα de´signe le symbole de Kronecker.
Le de´terminant du tenseur me´trique est |a| = det(aαβ) = a11a22 − a12a21.
On a les formules suivantes :
a11 =
a22
|a| , a
12 = −a12|a| , a
21 = −a21|a| , a
22 =
a11
|a| .
Les symboles de Christoffel Γγαβ et le tenseur de courbure bαβ sont les composantes
contravariantes de
−→
Xαβ : −→
Xαβ = Γ
γ
αβ
−→
X γ + bαβ
−→
N .
Notation 1.4. On note les composantes contravariantes du tenseur de courbure :
bβα = bαγa
γβ
ou` l’indice γ re´pe´te´ indique que l’effectue la somme sur γ=1, 2.
Notation 1.5. On note (
−→
X 1,
−→
X 2,
−→
N ) la base duale de la base (
−→
X 1,
−→
X 2,
−→
N ).
De´finition 1.6. Les composantes covariantes d’un vecteur
−→
V note´es (V1, V2, V3) sont
ses composantes dans la base (
−→
X 1,
−→
X 2,
−→
N ) et les composantes covariantes et contrava-
riantes sont relie´es par les e´galite´s :
V 3 = V3, V
α = aαβVβ.
Proprie´te´ 1.7. Les composantes Γγαβ et bαβ et le tenseur me´trique sont syme´triques
en α et β :
Γγαβ = Γ
γ
βα, bαβ = bβα, et aαβ = aβα.
Preuve. D’apre`s le the´ore`me de Schwarz, on a :
−→
X 12 =
−→
X 21, les e´galite´s en de´coulent
puisque (
−→
X 1,
−→
X 2,
−→
N ) constitue une base locale.
Pour le tenseur me´trique cela provient de la syme´trie du produit scalaire.
On peut exprimer les symboles de Christoffel uniquement a` partir du tenseur
me´trique :
Proposition 1.8. On a la formule :
Γγαβ =
1
2
aγδ(∂αaβδ + ∂βaαδ − ∂δaαβ)
ou` l’indice δ indique que l’on fait la somme sur δ = 1, 2.
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Preuve. Comme :
∂αaβγ = ∂α〈−→X β,−→X γ〉 = 〈∂α−→X β,−→X γ〉+ 〈−→X β, ∂α−→X γ〉 = 〈−→Xαβ,−→X γ〉+ 〈−→X β,−→Xαγ〉 (1.1)
on peut exprimer 〈−→Xαβ,−→X γ〉 en fonction uniquement du tenseur me´trique :
〈−→X 11,−→X 1〉 = 12∂1a11 〈
−→
X 11,
−→
X 2〉 = ∂1a12 − 12∂2a11
〈−→X 12,−→X 1〉 = 12∂2a11 〈
−→
X 12,
−→
X 2〉 = 12∂1a22
〈−→X 22,−→X 1〉 = ∂2a12 − 12∂1a22 〈
−→
X 22,
−→
X 2〉 = 12∂2a22.
D’autre part, puisque
−→
Xαβ = Γ
γ
αβ
−→
X γ + bαβ
−→
N et
−→
Xα⊥−→N ,
il s’en suit :
〈−→Xαβ,−→X γ〉 = 〈Γδαβ
−→
X δ + bαβ
−→
N ,
−→
X γ〉 = Γδαβaδγ.
En inversant le syste`me d’e´quations obtenu , on obtient les coefficients Γγαβ en fonction
du tenseur me´trique. Par exemple pour Γ111, on obtient :
Γ111 =
1
|a|(
1
2
a22∂1a11 − a12∂1a12 + 1
2
a12∂2a11).
On ne de´montre la proposition que pour Γ111 mais le principe est le meˆme pour les
autres quantite´s. Posons :
dγαβ =
1
2
aγδ(∂αaβδ + ∂βaαδ − ∂δaαβ),
et de´veloppons d111 :
d111 =
1
2
a1δ(∂1a1δ + ∂1a1δ − ∂δa11)
=
1
2
a11(∂1a11 + ∂1a11 − ∂1a11) + 1
2
a12(∂1a12 + ∂1a12 − ∂2a11).
Par de´finition de l’inverse du tenseur me´trique, on obtient :
d111 =
1
|a|(
1
2
a22∂1a11 − a12∂1a12 + 1
2
a12∂2a11) = Γ
1
11.
On montre alors :
∀ α, β, γ, Γγαβ = dγαβ.
Proposition 1.9. La de´composition de
−→
N α selon la base locale (
−→
X 1,
−→
X 2,
−→
N ) est donne´e
par :
−→
N α = −bβα
−→
X β
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Preuve. Par de´finition du tenseur de courbure, on a :
bαβ = 〈−→N ,−→Xαβ〉.
Mais puisque
−→
N et
−→
Xα sont orthogonaux, on peut e´crire :
0 = ∂β〈−→N ,−→Xα〉 = 〈−→Nβ,−→Xα〉+ 〈−→N ,−→Xαβ〉 = 〈−→Nβ,−→Xα〉+ bαβ.
Donc :
〈−→Nβ,−→Xα〉 = −bαβ.
Notons (hγα, h
3) les composantes contravariantes de
−→
N α :
−→
N α = h
γ
α
−→
X γ + h
3−→N ,
on a :
〈−→N α,−→X β〉 = hγα〈
−→
X γ,
−→
X β〉.
Or par de´finition des composantes contravariantes et de l’inverse du tenseur me´trique,
on a :
〈−→N α,−→X β〉 = hγαaγβ = hαδaδγaγβ = hαβ.
D’ou` :
hαβ = −bαβ et donc hβα = −bβα.
Puisque 〈−→N ,−→N 〉 = 1, on peut e´crire que :
0 = ∂β〈−→N ,−→N 〉 = 〈−→N β,−→N 〉+ 〈−→N ,−→N β〉 = 2〈−→N β,−→N 〉 = 2h3.
Les composantes contravariantes de
−→
N α sont alors (−b1α,−b2α, 0).
1.2.2 De´rive´e covariante
On rappelle et de´montre les proprie´te´s de base de la de´rive´e covariante.
De´finition 1.10. Pour
w ∈ C∞(U,R), v = (vβ)β∈{1,2} ∈ C∞(U,R2) et c = (cβγ)(β,γ)∈{1,2} ∈ C∞(U,R4),
on de´finit les de´rive´es covariantes suivantes :
Dαw = ∂αw, Dαvβ = ∂αvβ − Γδαβvδ
et Dαcβγ = ∂αcβγ − Γδαβcδγ − Γδαγcβδ,
ainsi que pour les composantes contravariantes :
Dαv
β = ∂αv
β + Γδαβv
δ
et Dαc
γ
β = ∂αc
γ
β + Γ
δ
αβc
γ
δ − Γδαγcδβ.
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Notation 1.11. Comme pre´ce´demment on note : Dαvβ = a
αγDγvβ.
Proprie´te´ 1.12. On a les relations suivantes : pour tout v,v′ ∈ C∞(U,R2) :
i) Dα(vβv
′
γ) = vβDαv
′
γ + v
′
γDαvβ.
ii) Dαaβγ = 0.
iii) Dαaβηvγ = aβηDαvγ.
Preuve.
i) Ceci de´coule de la de´finition 1.10.
ii) On a aαβa
βγ = δβα et en utilisant la proposition 2.1, on obtient :
Dαaβγ = ∂αaβγ − Γδαβaδγ − Γδαγaβδ
= ∂αaβγ − 12aδτ (∂αaβτ + ∂βaατ − ∂τaαβ)aδγ − 12aδτ (∂αaγτ + ∂γaατ − ∂τaαγ)aβδ
= ∂αaβγ − 12aδτaδγ(∂αaβτ + ∂βaατ − ∂τaαβ)− 12aδτaβδ(∂αaγτ + ∂γaατ − ∂τaαγ)
= ∂αaβγ − 12aδτaδγ∂αaβτ − 12aδτaδγ∂βaατ + 12aδτaδγ∂τaαβ − 12aδτaβδ∂αaγτ
− 1
2
aδτaβδ∂γaατ +
1
2
aδτaβδ∂τaαγ.
Par syme´trie du tenseur me´trique et de son inverse, on a :
Dαaβγ = ∂αaβγ − 12δτγ∂αaβτ − 12δτγ∂βaατ + 12δτγ∂τaαβ − 12δτβ∂αaγτ − 12δτβ∂γaατ + 12δτβ∂τaαγ
= ∂αaβγ − 12∂αaβγ − 12∂βaαγ + 12∂γaαβ − 12∂αaγβ − 12∂γaαβ + 12∂βaαγ = 0.
iii) D’apre`s la de´finition 1.10, on a :
Dα(cβγvτ ) = vτDαcβγ + cβγDαvτ
En utilisant ii), on obtient :
Dαaβηvγ = vγDαaβη + aβηDαvγ = aβηDαvγ.
Ces proprie´te´s nous seront utiles par la suite pour faire des inte´grations par parties
dans la formulation variationnelle de Koiter.
Proprie´te´ 1.13. La de´rive´e covariante et le tenseur de courbure ve´rifient les e´quations
de Codazzi-Mainardi :
Dαbβγ = Dβbαγ.
Preuve. Par de´finition, on a :
Dαbβγ = ∂αbβγ − Γδαβbδγ − Γδαγbβδ et Dβbαγ = ∂βbαγ − Γδβαbδγ − Γδβγbαδ.
Par syme´trie du symbole de Christoffel, on a : Γδαβbδγ = Γ
δ
βαbδγ.
Il s’agit alors de montrer que :
∂αbβγ − Γδαγbβδ = ∂βbαγ − Γδβγbαδ. (1.2)
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- Les cas α = β = 1 et α = β = 2 sont triviaux.
- Dans le cas ou` α = γ = 1 et β = 2, il s’agit de montrer l’e´galite´ :
∂1b21 − Γδ11b2δ = ∂2b11 − Γδβ1b1δ. (1.3)
D’apre`s le the´ore`me de Schwarz, on a la relation suivante :
∂2
−→
X 11 − ∂1−→X 12 = 0.
De´veloppons alors le membre de gauche avec les composantes contravariantes de
−→
Xαβ :
∂2
−→
X 11 − ∂1−→X 12 = ∂2(Γ111
−→
X 1) + ∂2(Γ
2
11
−→
X 2 + ∂2(b11
−→
N )− ∂1(Γ112
−→
X 1)− ∂1(Γ212
−→
X 2)− ∂1(b12−→N )
= ∂2Γ
1
11
−→
X 1 + Γ
1
11
−→
X 12 + ∂2Γ
2
11)
−→
X 2 + Γ
2
11
−→
X 22 + ∂2b11
−→
N + b11∂2
−→
N
− ∂1Γ112
−→
X 1 − Γ112
−→
X 11 − ∂1Γ212
−→
X 2 − Γ212
−→
X 21 − ∂1b12−→N − b12∂1−→N .
Puis recommencons a` nouveau :
∂2
−→
X 11 − ∂1−→X 12 = ∂2Γ111
−→
X 1 + Γ
1
11(Γ
1
12
−→
X 1 + Γ
2
12
−→
X 2 + b12
−→
N ) + ∂2Γ
2
11
−→
X 2
+ Γ211(Γ
1
22
−→
X 1 + Γ
2
22
−→
X 2 + b22
−→
N ) + ∂2b11
−→
N + b11(−b12
−→
X 1 − b22
−→
X 2)
− ∂1Γ112
−→
X 1 − Γ112(Γ111
−→
X 1 + Γ
2
11
−→
X 2 + b11
−→
N )− ∂1Γ212
−→
X 2
− Γ212(Γ121
−→
X 1 + Γ
2
21
−→
X 2 + b21
−→
N )− ∂1b12−→N − b12(−b11
−→
X 1 − b21
−→
X 2).
Puisque (
−→
X 1,
−→
X 2,
−→
N ) forme une base, la composante selon
−→
N est nulle :
Γ111b12 + Γ
2
11b22 + ∂2b11 − Γ112b11 − Γ212b21 − ∂1b12 = 0,
ce qui montre (1.3).
- Dans le cas ou` α = 1 et β = γ = 2, il s’agit de montrer l’e´galite´ :
∂1b22 − Γδ12b2δ = ∂2b12 − Γδ22b1δ.
D’apre`s le the´ore`me de Schwarz, on a la relation suivante :
∂1
−→
X 22 − ∂2−→X 21 = 0.
En proce´dant alors comme pre´ce´demment on montre l’e´galite´ voulue.
- Les cas α = 2, β = γ = 1 et α = γ = 2, β = 1 sont aussi vrais par syme´trie en α, β.
Remarque 1.14. Les proprie´te´s 1.12 et 1.13 sont aussi vraies lorsque l’on monte les
indices en multipliant par la me´trique.
1.3 Ele´ments de the´orie des coques
On e´tudie la de´formation de la surface comme dans le livre de Sanchez-Hubert,
Sanchez-Palencia [39] page 115 et le cours de Garrigues [26] .
On conside`re un point P de la surface S indexe´ par sa position ~X(x1, x2) et qui subit
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un de´placement u. On note sa nouvelle position ~Xu :
~Xu = ~X + u.
Le tenseur me´trique subit alors lui aussi une modification et devient auαβ. On peut faire
un de´veloppement limite´ du tenseur me´trique pour un de´placement u infinite´simal :
De´finition 1.15. Le tenseur de changement de me´trique ou tenseur du taux de de´formation
de la surface γαβ est de´fini par l’e´quation :
auαβ = aαβ + 2γαβ(u) +O(||u||2).
Nous allons essayer de trouver une autre expression pour ce tenseur. Pour cela nous
utiliserons le lemme suivant.
Lemme 1.16. On a la relation suivante :
aβδ∂α(a
βτ ) = −aβτΓγβαaγδ − Γτδα.
Preuve. En utilisant la de´finition de l’inverse du tenseur me´trique, on peut e´crire :
aβδ∂α(a
βτ ) = ∂α(aβδa
βτ )− aβτ∂αaβδ = −aβτ∂αaβδ.
or par de´finition du tenseur me´trique et des symboles de Christoffel :
∂αaβδ = ∂α〈 ~Xβ, ~Xδ〉 = 〈 ~Xβα, ~Xδ〉+ 〈 ~Xβ, ~Xδα〉 = Γγβαaγδ + Γγδαaγβ.
Donc :
aβδ∂α(a
βτ ) = −aβτ (Γγβαaγδ + Γγδαaγβ) = −aβτΓγβαaγδ − Γτδα.
Proposition 1.17. Le tenseur du taux de de´formation de la surface a pour expression :
γαβ(u) =
1
2
(Dαuβ +Dβuα)− bαβu3.
Preuve. Par de´finition, on a :
auαβ = 〈∂α ~Xu, ∂β ~Xu〉.
D’ou` :
auαβ = 〈 ~Xα + ∂αu, ~Xβ + ∂βu〉
= 〈 ~Xα, ~Xβ〉+ 〈 ~Xα, ∂βu〉+ 〈∂αu, ~Xβ〉+O(||u||2)
= aαβ + 〈 ~Xα, ∂βu〉+ 〈∂αu, ~Xβ〉+O(||u||2).
Il s’en suit :
γαβ(u) =
1
2
(〈 ~Xα, ∂βu〉+ 〈∂αu, ~Xβ〉).
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En utilisant les composantes contravariantes de u, on obtient :
∂αu = ∂α(u
γ ~Xγ + u
3 ~N) = ∂αu
γ ~Xγ + u
γ ~Xγα + ∂αu
3 ~N + u3 ~Nα.
Or on a :
~Xγα = Γ
β
γα
~Xβ + bγα ~N et ~Nα = −bβα ~Xβ.
Donc :
∂αu = ∂αu
γ ~Xγ + u
γ(Γβγα ~Xβ + bγα ~N) + ∂αu
3 ~N − u3bβα ~Xβ.
Au final :
∂αu = (∂αu
β + uγΓβγα − bβαu3) ~Xβ + (uγbγα + ∂αu3) ~N. (1.4)
Puisque ~Xδ et ~N sont orthogonaux et en revenant aux composantes covariantes, on a :
〈∂αu, ~Xδ〉 = (∂αuβ + uγΓβγα − bβαu3)aβδ = (∂α(aβτuτ ) + aγτuτΓβγα − bβαu3)aβδ
= aβδ∂α(a
βτuτ ) + aβδa
γτuτΓ
β
γα − aβδbαγaγβu3
= aβδuτ∂αa
βτ + aβδa
βτ∂αuτ + aβδa
γτuτΓ
β
γα − bαδu3.
Mais comme :
aβδa
γβ = δγδ ,
ceci nous donne :
〈∂αu, ~Xδ〉 = aβδuτ∂αaβτ + ∂αuδ + aβδaγτuτΓβγα − bαδu3.
D’apre`s le lemme 1.16 :
〈∂αu, ~Xδ〉 = (−aβτΓγβαaγδ − Γτδα)uτ + ∂αuδ + aβδaγτuτΓβγα − bαδu3
= −Γτδαuτ + ∂αuδ − bαδu3
= Dαuδ − bαδu3.
Le tenseur du taux de de´formation s’e´crit alors :
γαβ(u) =
1
2
(〈 ~Xα, ∂βu〉+ 〈∂αu, ~Xβ〉)
=
1
2
(Dβuα − bβαu3 +Dαuβ − bαβu3)
=
1
2
(Dαuβ +Dβuα − 2bαβu3).
On obtient bien la proposition.
Le tenseur de courbure devient buαβ suite au de´placement du point P . On peut faire
un de´veloppement limite´ du tenseur me´trique pour un de´placement u infinite´simal :
De´finition 1.18. Le tenseur des variations de courbure ραβ est de´fini par :
buαβ = bαβ + ραβ(u) +O(||u||2).
De meˆme on peut obtenir une expression plus explicite.
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Proposition 1.19. Le tenseur des variations de courbure a pour expression :
ραβ(u) = DαDβu3 +Dα(b
η
βuη) + b
η
αDβuη − bηαbβηu3.
Preuve. En utilisant les formules du produit mixte et du double produit vectoriel, on
a :
|| ~X1 ∧ ~X2||2 = 〈 ~X1 ∧ ~X2, ~X1 ∧ ~X2〉 = [ ~X1, ~X2, ~X1 ∧ ~X2]
= 〈 ~X1, ~X2 ∧ ( ~X1 ∧ ~X2)〉
= 〈 ~X1, 〈 ~X2, ~X2〉 ~X1 − 〈 ~X2, ~X1〉 ~X2〉
= a11a22 − a12a21 = |a|.
On a de meˆme :
|| ~Xu1 ∧ ~Xu2 ||2 = |au|.
Mais d’apre`s ce qui pre´ce`de,
auαβ = aαβ + 2γαβ(u) +O(||u||2),
donc on montre facilement que :
|au| = |a|+ 2a11γ22(u) + 2a22γ11(u)− 4a12γ12(u) +O(||u||2).
Il s’ensuit que :
1
|au|1/2 =
1
|a|1/2 (1−
1
|a|(a11γ22(u) + a22γ11(u)− 2a12γ12(u) +O(||u||
2)),
1
|au|1/2 =
1
|a|1/2 (1− (a
22γ22(u) + a
11γ11(u) + 2a
12γ12(u)) +O(||u||2).
Par de´finition,
~Nu =
~Xu1 ∧ ~Xu2
|| ~Xu1 ∧ ~Xu2 ||
=
~Xu1 ∧ ~Xu2
|au|1/2 ,
et
~Xu1 ∧ ~Xu2 = ( ~X1 + ∂1u) ∧ ( ~X2 + ∂2u) = ~X1 ∧ ~X2 + ∂1u ∧ ~X2 + ~X1 ∧ ∂2u+O(||u||2).
Il s’en suit alors que :
~Nu =
1
|a|1/2 [1− (a
22γ22(u) + a
11γ11(u) + 2a
12γ12(u))][ ~X1 ∧ ~X2 + ∂1u ∧ ~X2 + ~X1 ∧ ∂2u]
+O(||u||2)
=
1
|a|1/2 [
~X1 ∧ ~X2 + ∂1u ∧ ~X2 + ~X1 ∧ ∂2u− (a22γ22(u) + a11γ11(u) + 2a12γ12(u)) ~X1 ∧ ~X2]
+O(||u||2)
= ~N +
1
|a|1/2 (∂1u ∧
~X2 + ~X1 ∧ ∂2u)− (a22γ22(u) + a11γ11(u) + 2a12γ12(u)) ~N +O(||u||2).
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Les composantes contravariantes de ∂βu sont :
∂βu = 〈∂βu, ~Xγ〉 ~Xγ + 〈∂βu, ~N〉 ~N,
donc
∂βu ∧ ~Xα = 〈∂βu, ~Xγ〉 ~Xγ ∧ ~Xα + 〈∂βu, ~N〉 ~N ∧ ~Xα.
En remplac¸ant les α, β on a :
∂1u ∧ ~X2 + ~X1 ∧ ∂2u = 〈∂1u, ~Xγ〉 ~Xγ ∧ ~X2 + 〈∂1u, ~N〉 ~N ∧ ~X2 − 〈∂2u, ~Xγ〉 ~Xγ ∧ ~X1
− 〈∂2u, ~N〉 ~N ∧ ~X1
= 〈∂1u, ~X1〉|a|1/2 ~N + 〈∂1u, ~N〉 ~N ∧ ~X2 + 〈∂2u, ~X2〉|a|1/2 ~N
− 〈∂2u, ~N〉 ~N ∧ ~X1,
d’ou` :
∂1u ∧ ~X2 + ~X1 ∧ ∂2u = 〈∂αu, ~Xα〉|a|1/2 ~N + 〈∂1u, ~N〉 ~N ∧ ~X2 − 〈∂2u, ~N〉 ~N ∧ ~X1.
Mais
〈∂αu, ~Xα〉 = 〈∂αu, aαβ ~Xβ〉 = 〈∂1u, a11 ~X1〉+ 〈∂1u, a12 ~X2〉+ 〈∂2u, a21 ~X1〉+ 〈∂2u, a22 ~X2〉
= a11γ11(u) + 2a
12γ12(u) + a
22γ22(u),
d’ou` au final :
~Nu = ~N +
1
|a|1/2 (〈∂1u,
~N〉 ~N ∧ ~X2 − 〈∂2u, ~N〉 ~N ∧ ~X1) +O(||u||2).
D’autre part, les composantes covariantes de ~N∧ ~Xα sont en utilisant le produit mixte :
~N ∧ ~Xα = 〈 ~N ∧ ~Xα, ~Xγ〉 ~Xγ + 〈 ~N ∧ ~Xα, ~N〉 ~N
= [ ~N, ~Xα, ~Xγ] ~X
γ + [ ~N, ~Xα, ~N ] ~N
= [ ~Xα, ~Xγ, ~N ] ~X
γ + [ ~N, ~N, ~Xα] ~N
= 〈 ~Xα ∧ ~Xγ, ~N〉 ~Xγ,
donc
〈∂1u, ~N〉 ~N ∧ ~X2 − 〈∂2u, ~N〉 ~N ∧ ~X1 = −〈∂1u, ~N〉|a|1/2 ~X1 − 〈∂2u, ~N〉|a|1/2 ~X2.
En remplac¸ant, on obtient :
~Nu = ~N +
1
|a|1/2 (−〈∂1u,
~N〉|a|1/2 ~X1 − 〈∂2u, ~N〉|a|1/2 ~X2) +O(||u||2)
= ~N − 〈∂αu, ~N〉 ~Xα +O(||u||2).
Par ailleurs, d’apre`s l’e´quation (1.4)
∂βu = (∂βu
δ + uγΓδγβ − bδβu3) ~Xδ + (uγbγβ + ∂βu3) ~N,
donc
〈∂βu, ~N〉 = (uγbγβ + ∂βu3),
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et au final :
~Nu = ~N − (∂δu3 + bδγuγ) ~Xδ.
Par de´finition du tenseur de courbure, on a :
bαβ = 〈 ~N, ~Xαβ〉 = −〈 ~Nα, ~Xβ〉 car ∂α〈 ~N, ~Xβ〉 = 0,
et de meˆme :
buαβ = −〈 ~Nuα , ~Xuβ 〉,
d’autre part,
~Xuβ = ~Xβ + ∂βu.
Donc :
〈 ~Nuα , ~Xuβ 〉 =〈 ~Nα − ∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ + ∂βu〉
=〈 ~Nα, ~Xβ〉+ 〈 ~Nα, ∂βu〉 − 〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ + ∂βu〉.
Il s’ensuit que :
buαβ = bαβ − 〈 ~Nα, ∂βu〉+ 〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ + ∂βu〉,
et que
ραβ(u) = −〈 ~Nα, ∂βu〉+ 〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ〉.
D’une part, d’apre`s l’e´quation (1.4)
∂βu = (∂βu
δ + uγΓδγβ − bδβu3) ~Xδ + (uγbγβ + ∂βu3) ~N,
et d’apre`s la proposition 1.9
~Nα = −bθα ~Xθ,
d’ou` :
〈 ~Nα, ∂βu〉 = −bθα(∂βuδ + uγΓδγβ − bδβu3)aδθ.
Revenons aux composantes covariantes :
〈 ~Nα, ∂βu〉 = −bθα(∂β(aδτuτ ) + aγτuτΓδγβ − bδβu3)
= −bθα(aδθ∂β(aδτ )uτ + aδθaδτ∂βuτ + aδθaγτuτΓδγβ − aδθbδβu3).
Puis on utilise le lemme 1.16 :
〈 ~Nα, ∂βu〉 = −bθα(−aτδΓγδβaγθuτ − Γτθβuτ + ∂βuθ + aδθaγτuτΓδγβ − aδθbδβu3)
= −bθα(−Γτθβuτ + ∂βuθ − aδθbδβu3)
= bθαΓ
τ
θβuτ − bθα∂βuθ + bθαaδθbδβu3,
d’ou` :
〈 ~Nα, ∂βu〉 = bθαΓτθβuτ − bθα∂βuθ + bθαbβθu3. (1.5)
D’autre part :
∂α((∂δu3 + bδγu
γ) ~Xδ) = ∂α(∂δu3 + bδγu
γ) ~Xδ + (∂δu3 + bδγu
γ)∂α ~X
δ
= (∂αδu3 + ∂α(bδγu
γ)) ~Xδ + (∂δu3 + bδγu
γ)∂α ~X
δ,
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et en revenant aux composantes covariantes :
∂α((∂δu3 + bδγu
γ) ~Xδ) = (∂αδu3 + ∂α(bδγa
γηuη))a
δθ ~Xθ + (∂δu3 + bδγa
γηuη)∂α(a
δθ ~Xθ)
= (∂αδu3 + ∂α(b
η
δuη))a
δθ ~Xθ + (∂δu3 + b
η
δuη)[∂α(a
δθ) ~Xθ + a
δθ∂α ~Xθ]
= (∂αδu3 + ∂α(b
η
δuη))a
δθ ~Xθ + (∂δu3 + b
η
δuη)[∂α(a
δθ) ~Xθ + a
δθ ~Xθα]
= (∂αδu3 + ∂α(b
η
δuη))a
δθ ~Xθ + (∂δu3 + b
η
δuη)[∂α(a
δθ) ~Xθ + a
δθ(Γγθα
~Xγ + bθα ~N)].
On a alors
〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ〉 = (∂αδu3 + ∂α(bηδuη))aδθaθβ + (∂δu3 + bηδuη)[∂α(aδθ)aθβ + aδθΓγθαaγβ]
= ∂αβu3 + ∂α(b
η
βuη) + (∂δu3 + b
η
δuη)[∂α(a
δθ)aθβ + a
δθΓγθαaγβ].
Or ∂α(a
δθ)aθβ = −aδθΓγθαaγβ − Γδβα d’apre`s le lemme 1.16, d’ou` :
〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ〉 = ∂αβu3 + ∂α(bηβuη)− (∂βu3 + bηδuη)Γδβα. (1.6)
Au final en rassemblant les e´galite´s (1.5) et (1.6) on obtient :
ραβ(u) = −〈 ~Nα, ∂βu〉+ 〈∂α((∂δu3 + bδγuγ) ~Xδ), ~Xβ〉
= −bθαΓτθβuτ + bθα∂βuθ − bθαbβθu3 + ∂αβu3 + ∂α(bηβuη)− (∂δu3 + bηδuη)Γδβα
= −bθαΓτθβuτ + bθα∂βuθ − bθαbβθu3 + ∂αβu3 + ∂α(bηβuη)− ∂δu3Γδβα − bηδuηΓδβα
ραβ(u) = ∂αβu3 − Γδβα∂δu3 + ∂α(bηβuη)− bηδuηΓδβα + bθα∂βuθ − bθαΓτθβuτ − bθαbβθu3.
Puisque
DαDβu3 = ∂αDβu3 − ΓγαβDγu3 = ∂α∂βu3 − Γγαβ∂γu3,
il vient au final :
ραβ(u) = DαDβu3 +Dα(b
η
βuη) + b
θ
αDβuθ − bθαbβθu3.
Proprie´te´ 1.20. Les tenseurs γαβ et ραβ sont syme´triques :
γαβ(u) = γβα(u) et ραβ(u) = ρβα(u).
Preuve.
- La premie`re relation provient de la syme´trie de bαβ.
- Par de´finition, on a :
ραβ(u) = DαDβu3 − bγαbγβu3 + bγαDβuγ +Dαbγβuγ
et ρβα(u) = DβDαu3 − bγβbγαu3 + bγβDαuγ +Dβbγαuγ.
D’apre`s le the´ore`me de Schwarz, on a : DαDβu3 = DβDαu3.
Par la syme´trie du tenseur de courbure et du tenseur me´trique, on a :
bγαbγβ = bαδa
δγbγβ = bαδa
δγbβγ = bαδa
γδbβγ = bαδb
δ
β = b
δ
βbδα = b
γ
βbγα.
1.4. LE MODE`LE DE KOITER 27
De plus :
bγαDβuγ +Dαb
γ
βuγ = b
γ
αDβuγ + b
γ
βDαuγ + uγDαb
γ
β,
et graˆce aux proprie´te´s 1.12 iii) et 1.13, on a :
Dαb
γ
β = Dαbβδa
δγ = aδγDαbβδ = a
δγDβbαδ = Dβbαδa
δγ = Dβb
γ
α.
D’ou` :
bγαDβuγ +Dαb
γ
βuγ = b
γ
αDβuγ + b
γ
βDαuγ + uγDβb
γ
α = b
γ
βDαuγ + b
γ
αDβuγ + uγDβb
γ
α
= bγβDαuγ +Dβb
γ
αuγ.
Ceci nous donne : ραβ(u) = ρβα(u).
Notation 1.21. On notera sur le meˆme principe que pre´ce´demment :
γβα(u) = γαδ(u)a
δβ et ρβα(u) = ραδ(u)a
δβ.
Remarque 1.22. γβα(u) et ρ
β
α(u) ne sont pas syme´triques en α, β.
1.4 Le mode`le de Koiter
1.4.1 De´finitions
D’apre`s la loi de Hooke et par re´duction sur la surface, on peut exprimer le comporte-
ment de la coque soumise a` une de´formation e´lastique de faible amplitude en utilisant
la de´finition suivante.
De´finition 1.23. On de´finit le tenseur de rigidite´ surfacique du mate´riau isotrope :
Mαβγη =
νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ)
ou` E et ν sont le module de Young et le coefficient de Poisson.
Les espaces variationnels et les formes biline´aires suivants sont introduits dans Koi-
ter [32].
De´finition 1.24. On de´finit les espaces variationnels suivants :
H1(S) = {u ∈ L2(S) tel que ∂αu ∈ L2(S) pour α = 1, 2}
H2(S) = {u ∈ L2(S) tel que ∂αu ∈ L2(S), ∂2αβu ∈ L2(S) pour α, β = 1, 2}.
W (S) = {u ∈ H1 ×H1 ×H2(S), tel que u|Γ0 = 0 et ∂αu3|Γ0 = 0 pour α = 1, 2}
Wm(S) = {u ∈ H1 ×H1 × L2(S), tel que uα|Γ0 = 0 pour α = 1, 2}.
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On de´signe par dS la 2-forme riemannienne de volume et son expression est :
dS =
√
|a|dx1dx2 avec |a| = det(aαβ).
De´finition 1.25. On appelle forme biline´aire de membrane l’application de Wm(S)×
Wm(S) dans R de´finie par :
am(u,v) =
∫
S
Mαβσδγαβ(u)γσδ(v)dS.
La forme biline´aire de flexion (ou bending) est l’application de W (S)×W (S) dans R
de´finie par :
ab(u,v) =
∫
S
Mαβσδραβ(u)ρσδ(v)dS.
La forme biline´aire de Koiter est l’application de W (S)×W (S) dans R de´finie par :
aK(ε)(u,v) = am(u,v) +
ε2
3
ab(u,v).
Bernadou et Ciarlet [9] ont montre´ que les formes biline´aires am et ab sont continues
syme´triques positives respectivement sur Wm(S) et W (S) et que aK(ε) est coercive.
Remarque 1.26. Lorsqu’on e´tudie la forme biline´aire de membrane seule, on ne se
place pas sur le meˆme espace fonctionnel que lorsqu’on e´tudie la forme biline´aire de
Koiter.
La formulation variationnelle du proble`me aux valeurs propres de Koiter s’e´crit :
On cherche λε ∈ R et uε ∈ W (S) \ {0} tels que :
∀v ∈ W (S),
∫
S
aK(ε)(u
ε,v)dS = λε
∫
S
aαβuεαvβ + u
ε
3v3 dS. (1.7)
ou` uε = (uεα, u
ε
3), v = (vα, v3) sont des de´placements bidimensionnels dans le syste`me
de coordonne´es normales sur S.
1.4.2 Ecriture sous forme matricielle
On va e´crire le proble`me sous forme matricielle en inte´grant par parties graˆce a` la
proposition suivante :
Proposition 1.27. Pour v nul au bord, on a :∫
S
DαT
αβvβ dS = −
∫
S
T αβDαvβ dS.
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Preuve. Ceci revient a` montrer que :∫
S
Dα(T
αβvβ) dS = 0
et donc que : ∫
S
Dα(T
α) dS = 0
pour T α nul au bord.
Par de´finition de la de´rive´e covariante :
Dα(T
α) = ∂αT
α + ΓααβT
β
donc ∫
S
Dα(T
α) dS =
∫
S
[∂αT
α + ΓααβT
β)]
√
|a|dx1dx2.
Puisque T α est nul au bord, on a par inte´gration par parties,∫
S
Dα(T
α) dS =
∫
S
[−∂α
√
|a|T α +
√
|a|ΓααβT β)]dx1dx2.
Il nous suffit alors de montrer l’e´galite´ :
∂α
√
|a| = 1
2
√|a|∂α|a| = Γγγα
√
|a|,
ou encore
1
2|a|∂α|a| = Γ
γ
γα.
Or d’apre`s la proposition 2.1,
Γγγα =
1
2
aγδ(∂γaαδ + ∂αaγδ − ∂δaγα) = 1
2
(aγδ∂γaαδ + a
γδ∂αaγδ − aγδ∂δaγα),
par somme, en e´changeant les indices δ et γ dans le dernier terme, on a :
Γγγα =
1
2
(aγδ∂γaαδ + a
γδ∂αaγδ − aδγ∂γaδα) = 1
2
aγδ∂αaγδ.
D’ou` :
Γγγα =
1
2
(a11∂αa11 + a
22∂αa22 + a
12∂αa12 + a
21∂αa21).
Par de´finition de l’inverse du tenseur me´trique, on peut e´crire :
Γγγα =
1
2|a|(a22∂αa11 + a11∂αa22 − a12∂αa12 − a21∂αa21).
D’autre part,
|a| = det(aαβ) = a11a22 − a12a21,
donc
1
2|a|∂α|a| = Γ
γ
γα.
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On applique la proposition pre´ce´dente au membre de gauche de l’e´quation (1.7), ce
qui nous donne les matrices ope´rateurs suivantes :
De´finition 1.28. On de´finit l’ope´rateur matriciel de membrane par la relation :
am(u,v) =
∫
S
Mu v dS =
∫
S
Mαu vα +M
3u v3 dS
l’ope´rateur matriciel de flexion par la relation :
ab(u,v) =
∫
S
Bu v dS =
∫
S
Bαu vα + B
3u v3 dS
et l’ope´rateur matriciel de Koiter par la relation :
aK(ε)(u,v) =
∫
S
K(ε)u v dS =
∫
S
Kα(ε)u vα +K
3(ε)u v3 dS.
De´finition 1.29. On de´finit la matrice de masse :
A =

azz 0 00 aϕϕ 0
0 0 1

 .
Le proble`me (1.7) s’e´crit alors :
On cherche λε ∈ R et uε ∈ W (S) \ {0} tels que :
Muε + ε2Buε = λεAuε. (1.8)
Le proble`me aux valeurs propres membranaire associe´ s’e´crit :
On cherche λm ∈ R et um ∈ Wm(S) \ {0} tels que :
Mum = λmAum. (1.9)
Proposition 1.30. L’ope´rateur de membrane a pour composantes :

Mη(u) = −Dγ(Mαβγηγαβ(u))
M3(u) = −Mαβγηγαβ(u)bγη
(1.10)
et l’ope´rateur de flexion a pour composantes :

Bδ(u) = −Dη(Mαβγηραβ(u)bδγ)−Dγ(Mαβγηραβ(u))bδη
B3(u) = DγDη(M
αβγηραβ(u))−Mαβγηραβ(u)bτγbτη
(1.11)
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Preuve.
- Par de´finition du tenseur de changement de me´trique, on a :∫
S
Mαβγηγαβ(u)γγη(v)dS =
∫
S
Mαβγηγαβ(u)(
1
2
(Dγvη +Dηvγ)− bγηv3)dS.
Par inte´gration par parties, on obtient :∫
S
Mαβγηγαβ(u)γγη(v)dS =
∫
S
− 1
2
Dγ(M
αβγηγαβ(u))vη − 1
2
Dη(M
αβγηγαβ(u))vγ
−Mαβγηγαβ(u)bγηv3 dS.
Or Mαβγη = Mαβηγ par syme´trie du tenseur me´trique, donc :
Dγ(M
αβγηγαβ(u))vη +Dη(M
αβγηγαβ(u))vγ = Dγ(M
αβγηγαβ(u))vη +Dη(M
αβγηγαβ(u))vγ
= 2Dγ(M
αβγηγαβ(u))vη.
D’ou` :∫
S
Mαβγηγαβ(u)γγη(v)dS =
∫
S
−Dγ(Mαβγηγαβ(u))vη −Mαβγηγαβ(u)bγηv3 dS.
Ceci nous donne les expressions de Mη(u) et M3(u) :
Mη(u) = −Dγ(Mαβγηγαβ(u))
M3(u) = −Mαβγηγαβ(u)bγη.
- Par de´finition du tenseur de changement de courbure, on a :∫
S
Mαβγηραβ(u)ργη(v)dS =
∫
S
Mαβγηραβ(u)(DγDηv3 − bτγbτηv3 + bδγDηvδ +Dγbδηvδ)dS.
Par inte´gration par parties, on obtient :∫
S
Mαβγηραβ(u)ργη(v)dS =
∫
S
DγDη(M
αβγηραβ(u))v3 −Mαβγηραβ(u)bτγbτηv3
−Dη(Mαβγηραβ(u)bδγ)vδ −Dγ(Mαβγηραβ(u))bδηvδ dS.
Ceci nous donne les expressions de Bδ(u) et B3(u) :
Bδ(u) = −Dη(Mαβγηραβ(u)bδγ)−Dγ(Mαβγηραβ(u))bδη
et
B3(u) = DγDη(M
αβγηραβ(u))−Mαβγηραβ(u)bτγbτη.
Proposition 1.31. L’ope´rateur de membrane a pour composantes :
Mη = − νE
1− ν2D
ηγαα −
E
1 + ν
Dτγητ
M3 = − νE
1− ν2 b
γ
γγ
α
α −
E
1 + ν
bβγγ
γ
β
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et l’ope´rateur de flexion :
Bδ = − νE
1− ν2a
τδDη(b
η
τρ
α
α)−
E
1 + ν
aτδDη(b
β
τ ρ
η
β)−
νE
1− ν2a
τδbγτDγρ
α
α −
E
1 + ν
aτδbβτDγρ
γ
β
B3 =
νE
1− ν2D
ηDηρ
α
α +
E
1 + ν
DτDηρ
η
τ −
νE
1− ν2ρ
α
αb
τ
γb
γ
τ −
E
1 + ν
ργβb
τ
γb
β
τ .
Preuve.
- D’apre`s le syste`me (1.10), on a :
Mη(u) = −Dγ(Mαβγηγαβ(u))
M3(u) = −Mαβγηγαβ(u)bγη.
Par de´finition du tenseur de rigidite´, on a :
Mη(u) = −Dγ(( νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ))γαβ(u))
= −Dγ( νE
1− ν2γ
α
α(u)a
γη +
E
2(1 + ν)
γγβ(u)a
βη + µγηβ(u)a
βγ)
= − νE
1− ν2a
γηDγγ
α
α(u)−
E
2(1 + ν)
Dγa
βηγγβ(u)−
E
2(1 + ν)
aβγDγγ
η
β(u)
= − νE
1− ν2D
ηγαα(u)−
E
2(1 + ν)
Dγa
βηγβτ (u)a
τγ − E
2(1 + ν)
Dβγηβ(u)
= − νE
1− ν2D
ηγαα(u)−
E
2(1 + ν)
Dγγ
η
τ (u)a
τγ − E
2(1 + ν)
Dβγηβ(u)
= − νE
1− ν2D
ηγαα(u)−
E
2(1 + ν)
aτγDγγ
η
τ (u)−
E
2(1 + ν)
Dβγηβ(u)
= − νE
1− ν2D
ηγαα(u)−
E
2(1 + ν)
Dτγητ (u)−
E
2(1 + ν)
Dβγηβ(u)
Mη(u) = − νE
1− ν2D
ηγαα(u)−
E
1 + ν
Dτγητ (u)
et
M3(u) = −[ νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ)]γαβ(u)bγη
= − νE
1− ν2γ
α
α(u)b
γ
γ −
E
2(1 + ν)
γγβ(u)b
β
γ −
E
2(1 + ν)
γηβ(u)b
β
η
M3(u) = − νE
1− ν2γ
α
α(u)b
γ
γ − 2
E
2(1 + ν)
γγβ(u)b
β
γ .
- D’apre`s le syste`me (1.11), on a :
Bδ(u) = −Dη(Mαβγηραβ(u)bδγ)−Dγ(Mαβγηραβ(u))bδη
et
B3(u) = DγDη(M
αβγηραβ(u))−Mαβγηραβ(u)bτγbτη.
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Par de´finition du tenseur de rigidite´, on a :
Dη(M
αβγηραβ(u)b
δ
γ) = Dη((
νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ)ραβ(u)b
δ
γ)
= Dη(
νE
1− ν2ρ
α
α(u)a
γηbδγ +
E
2(1 + ν)
ργβ(u)a
βηbδγ +
E
2(1 + ν)
ρηβ(u)a
βγbδγ)
= Dη(
νE
1− ν2ρ
α
α(u)a
γηbγτa
τδ +
E
2(1 + ν)
ργβ(u)a
βηbδγ
+
E
2(1 + ν)
ρηβ(u)a
βγbγτa
τδ)
= Dη(
νE
1− ν2ρ
α
α(u)b
η
τa
τδ +
E
2(1 + ν)
ρβτ (u)a
τγaβηbγηa
ηδ
+
E
2(1 + ν)
ρηβ(u)b
β
τ a
τδ)
= Dη(
νE
1− ν2ρ
α
α(u)b
η
τa
τδ +
E
2(1 + ν)
ρητ (u)b
τ
ηa
ηδ +
E
2(1 + ν)
ρηβ(u)b
β
τ a
τδ)
= Dη(
νE
1− ν2ρ
α
α(u)b
η
τa
τδ + 2
E
2(1 + ν)
ρηβ(u)b
β
τ a
τδ),
et
Dγ(M
αβγηραβ(u))b
δ
η = Dγ((
νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ)ραβ(u))b
δ
η
= Dγ(
νE
1− ν2ρ
α
α(u)a
γη +
E
2(1 + ν)
ργβ(u)a
βη +
E
2(1 + ν)
ρηβ(u)a
βγ)bητa
τδ
= Dγ(
νE
1− ν2ρ
α
α(u)a
γηaτδ)bητ +Dγ(
E
2(1 + ν)
ργβ(u)a
βηaτδ)bητ
+Dγ(
E
2(1 + ν)
ρηβ(u)a
βγaτδ)bητ
= Dγ(
νE
1− ν2ρ
α
α(u))b
γ
τa
τδ +Dγ(
E
2(1 + ν)
ργβ(u))b
β
τ a
τδ
+Dγ(
E
2(1 + ν)
ρηβ(u)a
βγ)bητa
τδ
= Dγ(
νE
1− ν2ρ
α
α(u))b
γ
τa
τδ +Dγ(
E
2(1 + ν)
ργβ(u))b
β
τ a
τδ
+Dγ(
E
2(1 + ν)
ρβα(u)a
αηaβγ)bητa
τδ
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Dγ(M
αβγηραβ(u))b
δ
η = Dγ(
νE
1− ν2ρ
α
α(u))b
γ
τa
τδ +Dγ(
E
2(1 + ν)
ργβ(u))b
β
τ a
τδ
+Dγ(
E
2(1 + ν)
ργη(u))b
η
τa
τδ
= Dγ(
νE
1− ν2ρ
α
α(u))b
γ
τa
τδ + 2Dγ(
E
2(1 + ν)
ργβ(u))b
β
τ a
τδ.
D’ou` au final :
Bδ(u) = [− νE
1− ν2Dη(ρ
α
α(u)b
η
τ )− 2
E
2(1 + ν)
Dη(ρ
η
β(u)b
β
τ )−
νE
1− ν2Dγ(ρ
α
α(u))b
γ
τ
− 2 E
2(1 + ν)
Dγ(ρ
γ
β(u))b
β
τ ]a
τδ.
Par ailleurs,
DγDη(M
αβγηραβ(u)) = DγDη((
νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ)ραβ(u))ραβ(u))
= DγDη(
νE
1− ν2a
αβaγηραβ(u) +
E
2(1 + ν)
aαγaβηραβ(u)
+
E
2(1 + ν)
aαηaβγραβ(u))
= DγDη(
νE
1− ν2a
γηραα(u) +
E
2(1 + ν)
aβηργβ(u) +
E
2(1 + ν)
aβγρηβ(u))
=
νE
1− ν2a
γηDγDηρ
α
α(u) +
E
2(1 + ν)
aβηDγDηρ
γ
β(u)
+
E
2(1 + ν)
aβγDγDηρ
η
β(u)
=
νE
1− ν2D
ηDηρ
α
α(u) + 2
E
2(1 + ν)
aβηDγDηρ
γ
β(u)
=
νE
1− ν2D
ηDηρ
α
α(u) + 2
E
2(1 + ν)
aβηDγDηρβτ (u)a
τγ
=
νE
1− ν2D
ηDηρ
α
α(u) + 2
E
2(1 + ν)
DτDηρ
η
τ (u),
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et
Mαβγηραβ(u)b
τ
γbτη = (
νE
1− ν2a
αβaγη +
E
2(1 + ν)
(aαγaβη + aαηaβγ))ραβ(u)b
τ
γbτη
=
νE
1− ν2a
αβaγηραβ(u)b
τ
γbτη +
E
2(1 + ν)
aαγaβηραβ(u)b
τ
γbτη
+
E
2(1 + ν)
aαηaβγραβ(u)b
τ
γbτη
=
νE
1− ν2ρ
α
α(u)b
τ
γb
γ
τ +
E
2(1 + ν)
ργβ(u)b
τ
γb
β
τ +
E
2(1 + ν)
ργα(u)b
τ
γb
α
τ
=
νE
1− ν2ρ
α
α(u)b
τ
γb
γ
τ + 2
E
2(1 + ν)
ργβ(u)b
τ
γb
β
τ .
D’ou` au final :
B3(u) =
νE
1− ν2D
ηDηρ
α
α(u)+2
E
2(1 + ν)
DτDηρ
η
τ (u)−
νE
1− ν2ρ
α
α(u)b
τ
γb
γ
τ−2
E
2(1 + ν)
ργβ(u)b
τ
γb
β
τ .
1.5 Spectre de l’ope´rateur de Koiter
L’immersion de l’espace variationnelW (S) sur lequel l’ope´rateur de Koiter est de´fini
est compacte dans (L2(S))3 d’apre`s le the´ore`me de Rellich. L’ope´rateur de Koiter est
alors a` re´solvante compacte et a une infinite´ de valeurs propres re´elles positives admet-
tant +∞ comme point d’accumulation.
The´ore`me 1.32. Le spectre essentiel de l’ope´rateur de Koiter est vide :
σess(K(ε)) = ∅.
Sanchez-Hubert et Sanchez-Palencia [39, Chap. X] ont montre´ que les valeurs propres
de l’ope´rateur de Koiter sont attire´es vers celles de l’ope´rateur de membrane lorsque ε
tend vers 0.
Remarque 1.33. Le spectre essentiel de la membrane est non vide par de´faut de
compacite´ de l’espace fonctionnel sur lequel il est de´fini. Il sera explicite´ dans le chapitre
suivant.
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Chapitre 2
La membrane dans le cas d’une
coque axisyme´trique
2.1 Introduction
Dans ce chapitre, on introduit la classe des surfaces moyennes axisyme´triques qui ad-
mettent une parame´trisation en fonction de la variable axiale et on calcule explicitement
les coordonne´es normales associe´es. Nous donnons les formules des tenseurs me´trique
et de courbure ainsi que les composantes de la membrane du chapitre pre´ce´dent dans le
cas de cette coque axisyme´trique. On e´tudie ensuite le spectre essentiel de la membrane
en utilisant la the´orie de Agmon, Douglis et Nirenberg [1]. Apre`s une partie explica-
tive sur la transforme´e de Fourier angulaire, on re´duit la dimension de notre proble`me
en utilisant son axisyme´trie. On donne l’expression de l’ope´rateur unidimensionnel de
membrane a` la fre´quence angulaire k et on calcule e´galement son spectre essentiel en
s’appuyant sur l’article de Atkinson [5].
2.2 L’axisyme´trique
2.2.1 Les coordonne´es cylindriques
On utilise le syste`me de coordonne´es cylindriques suivant :
(r, φ, z) ∈ R+×]− π, π]× R.
re´pre´sente´ graphiquement par le dessin ci-dessous :
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×
z
y
x
r
φ
M
z
er
ez
eφ
Figure 2.1 – Coordonne´es cylindriques
Le lien entre les coordonne´es carte´siennes et les coordonne´es cylindriques est rappele´
dans le tableau suivant :
coordonne´es carte´siennes coordonne´es cylindriques
(x, y, z) (r, φ, z)


x = r cos(φ)
y = r sin(φ)
z = z


r =
√
x2 + y2
φ = arctan( y
x
)
z = z
Les coordonne´es cylindriques sont :
– r la distance a` l’axe des z
– φ l’angle de rotation autour de l’axe des z
– z la coordonne´e le long de l’axe des z.
2.2.2 Coque axisyme´trique
On conside`re le segment I = [−1, 1] de R et une fonction
z 7→ f(z) ∈ C∞(I¯ ,R∗+).
Donc
∃ r0, r1 > 0, ∀z ∈ I, f(z) ∈ [r0, r1].
On e´tudie alors la surface axisyme´trique S obtenue a` partir de la rotation de la courbe
z 7→ f(z) autour de l’axe des z. On note Γ0 le bord de S correspondant a` z ∈ ∂I. On
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pose :
x1 = ϕ ∈ [0, 2π], x2 = z ∈ I.
Le lien avec les coordonne´es cylindriques est le suivant :
r = f(z), z = z, φ = ϕ.
La surface axisyme´trique a alors pour parame´trage :
−→
X (ϕ, z) = (f(z) cos(ϕ), f(z) sin(ϕ), z), z ∈ I, ϕ ∈ [0, 2π].
Le domaine me´ridien de la surface est obtenu pour ϕ = 0 et a pour parame´trage :
z 7→ (f(z), z), z ∈ I.
z
y = f(z)
ϕ
Figure 2.2 – Surface axisyme´trique et son domaine me´ridien
Notation 2.1. Pour des raisons de commodite´ d’e´criture, nous allons adopter la no-
tation suivante :
s : z ∈ I 7→
√
1 + f ′(z)2.
Les coordonne´es normales associe´es a` ce parame´trage et de´finies dans la partie
pre´ce´dente ont pour expression :
−→
X z(ϕ, z) = (f
′(z) cos(ϕ), f ′(z) sin(ϕ), 1),−→
Xϕ(ϕ, z) = (−f(z) sin(ϕ), f(z) cos(ϕ), 0),
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et la normale sortante a` la surface s’e´crit :
−→
N (ϕ, z) =
−→
Xϕ ∧ −→X z
||−→Xϕ ∧ −→X z||
=
1
s(z)
(cos(ϕ), sin(ϕ),−f ′(z)).
On de´finit alors la coque axisyme´trique Sε construite a` partir de la surface axisyme´trique
S et e´paissie de ε de chaque cote´ de la ligne ge´ne´ratrice selon la normale en chaque
point :
(ϕ, z, x3) ∈ I × [0, 2π]× [−ε, ε]→ −→X (ϕ, z) + x3−→N (z, ϕ).
×
2ε
z
y = f(z)
ϕ
N
Xz
Xϕ
Figure 2.3 – Coque axisyme´trique
2.3 L’ope´rateur de membrane en axisyme´trique
Nous allons d’abord nous inte´resser a` l’ope´rateur de membrane M qui approche le
proble`me de Koiter lorsque la demi-e´paisseur de la coque ε est petite.
2.3.1 Tenseurs me´triques et de courbure
On applique les formules du chapitre 1 dans le cas de notre coque axisyme´trique.
Les de´rive´es partielles secondes du parame´trage ~X ont pour formules :
~Xzz(ϕ, z) = (f
′′(z) cos(ϕ), f ′′(z) sin(ϕ), 0),
~Xzϕ(ϕ, z) = (−f ′(z) sin(ϕ), f ′(z) cos(ϕ), 0),
~Xϕϕ(ϕ, z) = (−f(z) cos(ϕ),−f(z) sin(ϕ), 0).
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Par de´finition cf 1.3, le tenseur me´trique et son inverse ont pour formules :
azz = s(z)
2, azϕ = 0, aϕϕ = f(z)
2,
azz =
1
s(z)2
, azϕ = 0, aϕϕ =
1
f(z)2
,
et le tenseur de courbure s’e´crit :
bzz =
f ′′(z)
s(z)
, bzϕ = 0, bϕϕ = −f(z)
s(z)
.
Les symboles de Christoffel calcule´s graˆce a` la proposition 1.8 valent :
Γzzz =
f ′(z)f ′′(z)
s(z)2
, Γϕzϕ =
f ′(z)
f(z)
, Γzϕϕ = −
f(z)f ′(z)
s(z)2
, Γϕzz = Γ
z
zϕ = Γ
ϕ
ϕϕ = 0.
Les de´rive´es covariantes ont par de´finition 1.10 pour formules :
Dzuz = ∂zuz − f
′(z)f ′′(z)
s(z)2
uz, Dzuϕ = ∂zuϕ − f
′(z)
f(z)
uϕ,
Dϕuz = ∂ϕuz − f
′(z)
f(z)
uϕ, Dϕuϕ = ∂ϕuϕ +
f(z)f ′(z)
s(z)2
uz.
D’apre`s 1.17, le tenseur du taux de de´formation s’e´crit :
γzz(u) = ∂zuz − f ′(z)f ′′(z)s(z)2 uz − f
′′(z)
s(z)
u3
γzϕ(u) =
1
2
(∂zuϕ + ∂ϕuz)− f ′(z)f(z) uϕ
γϕϕ(u) = ∂ϕuϕ +
f(z)f ′(z)
s(z)2
uz +
f(z)
s(z)
u3.
(2.1)
D’apre`s 1.19, le tenseur de changement de courbure s’e´crit :
ρzz(u) = ∂
2
zu3 − f
′′(z)2
s(z)4
u3 + 2
f ′′(z)
s(z)3
∂zuz +
f (3)(z)s(z)2−5f ′(z)f ′′(z)2
s(z)5
uz
ρϕϕ(u) = ∂
2
ϕu3 − 1s(z)2u3 − 2 1f(z)s(z)∂ϕuϕ − 2 f
′(z)
s(z)3
uz
ρzϕ(u) = ∂zϕu3 +
f ′′(z)
s(z)3
∂ϕuz − 1f(z)s(z)∂zuϕ + 2 f
′(z)
f(z)2s(z)
uϕ.
(2.2)
Par la de´finition 1.23, le tenseur de rigidite´ du mate´riau isotrope a pour formule :
M zzzz =
E
(1− ν2)s(z)4 , M
ϕϕϕϕ =
E
(1− ν2)f(z)4 , M
zzϕϕ =
νE
(1− ν2)s(z)2f(z)2 ,
M zzzϕ = M zzϕz = M zϕzz = Mϕzzz = Mϕϕϕz = Mϕzϕϕ = Mϕϕzϕ = M zϕϕϕ = 0,
M zϕϕz = M zϕzϕ = Mϕzzϕ = Mϕzϕz =
E
2(1 + ν)s(z)2f(z)2
.
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2.3.2 La membrane
On applique les formules de la membrane de la proposition 1.31 et on obtient les
formules suivantes :
Proposition 2.2. La membrane d’une coque axisyme´trique de ge´ne´ratrice z 7→ f(z) a
pour composantes :
Mz(u) =
E
1− ν2 [−
1
s(z)4
∂2zuz −
1− ν
2f(z)2s(z)2
∂2ϕuz −
ν + 1
2s(z)2f(z)2
∂ϕ∂zuϕ +
2
s(z)2
f ′(z)
f(z)3
∂ϕuϕ
− ν
f(z)s(z)3
∂zu3 +
f ′(z)2
f(z)2s(z)4
uz − f
′(z)
f(z)s(z)4
∂zuz +
f ′
f(z)2s(z)3
u3]
Mϕ(u) =
E
(1− ν2) [−
1
f(z)4
∂2ϕuϕ −
1− ν
2
1
f(z)2s(z)2
∂2zuϕ −
1 + ν
2
1
f(z)2s(z)2
∂ϕ∂zuz
+
1− ν
2
f ′(z)
f(z)3s(z)2
∂zuϕ − 3− ν
2
f ′(z)
f(z)3
1
s(z)2
∂ϕuz − 1
f(z)3s(z)
∂ϕu3]
M3(u) =
E
1− ν2 [
1
f(z)3s(z)
∂ϕuϕ +
ν
f(z)s(z)3
∂zuz +
f ′(z)
f(z)2s(z)3
uz +
1
f(z)2s(z)2
u3].
2.4 Spectre essentiel de la membrane
On rappelle des e´le´ments de the´orie spectrale pour calculer le spectre essentiel de
l’ope´rateur de membrane.
2.4.1 The´orie spectrale
On rede´finit le spectre d’un ope´rateur ainsi que la notion de spectre essentiel.
On conside`re A un ope´rateur line´aire auto-adjoint sur un espace de Hilbert H.
De´finition 2.3. L’ensemble re´solvant de A est :
ρ(A) := {Λ ∈ C, A− ΛI est inversible}
et le spectre de A est :
σ(A) := C \ ρ(A).
Dans le cas des ope´rateurs autoadjoints on a la proprie´te´ suivante :
Proposition 2.4. Soit A un ope´rateur autoadjoint, on a alors :
σ(A) ⊂ R.
Le spectre contient des e´le´ments particuliers appele´s valeurs propres :
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De´finition 2.5. λ est une valeur propre de A s’il existe u 6= 0 tel que :
Au = λu
On appelle sous-espace propre associe´ a` Λ le sous-espace :
EΛ := {u ∈ H,Au = λu}.
La multiplicite´ de λ est la dimension de Eλ.
On note σdisc(A) l’ensemble des valeurs propres isole´es de A de multiplicite´ finie.
Une autre partie du spectre est le spectre essentiel de´fini ge´ne´ralement avec la notion
d’ope´rateur de Fredholm.
De´finition 2.6. L’ope´rateur A est un ope´rateur de Fredholm si :
- Ker(A) est de dimension finie
- Im(A) est ferme´e de codimension finie.
De´finition 2.7. Le spectre essentiel de A est :
σess(A) := {λ ∈ C, A− λI n’est pas un ope´rateur de Fredholm}.
On a une de´finition e´quivalente utilisant la notion de suite singulie`re dans le livre
de Kato [31].
De´finition 2.8. La suite (un) est une suite singulie`re pour (A,Λ) si :
- ||un||H = 1
- ||(A− λI)un|| → 0
- un → 0 faiblement.
Proposition 2.9.
σess(A) = {λ ∈ C, il existe une suite singulie`re pour (A, λ)}.
Proposition 2.10.
σess(A) ⊔ σdisc(A) = σ(A).
Autrement dit, le spectre essentiel de A contient tous les e´le´ments du spectre qui ne
sont pas valeurs propres isole´es de multiplicite´ finie.
2.4.2 Rappels the´oriques
On rappelle les de´finitions et notations sur les syste`mes d’e´quations elliptiques in-
troduites par Agmon, Douglis et Nirenberg dans [1].
On conside`re un syste`me L(x, ∂
x
) de n e´quations a` n inconnues sur un ouvert borne´
de Rn avec n ∈ N ainsi que ses conditions au bord B(x, ∂
x
) de m e´quations avec :
x = (x1, ..., xn) ∂x = (∂x1 , ..., ∂xn)
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Pour 1 ≤ i, j ≤ n, on note lij l’ope´rateur de la i-e`me composante agissant sur la j-e`me
inconnue et on associe a` chaque e´quation un entier si et a` chaque inconnue un entier
tj tels que l’on ait :
∀i, j deg lij ≤ si + tj.
La partie principale L′ du syste`me correspond au syste`me ou` l’on ne garde que les
termes l′ij d’ordre si + tj dans les ope´rateurs lij. Le symbole principal du syste`me note´
L est la matrice obtenue a` partir de la partie principale en remplac¸ant les termes ∂
∂xk
par iξxk avec ξ = (ξ1, ..., ξn) ∈ Rn.
De´finition 2.11. Le syste`me L est dit elliptique au sens de Douglis et Nirenberg si on
a :
detL(x, iξ) 6= 0 ∀ξ ∈ Rn \ {0}, ∀x ∈ U.
De meˆme que pour le syste`me d’e´quations sur U , on note bij l’ope´rateur de la i-e`me
composante agissant sur la j-e`me inconnue apparaissant dans le syste`me B sur ∂U et
on associe a` chaque e´quation sur le bord un entier ri tels que l’on ait :
∀i, j deg bij ≤ ri + tj.
La partie principale B′ du syste`me B correspond au syste`me ou` l’on ne garde que les
termes b′ij d’ordre ri + tj dans les ope´rateurs bij.
La condition de Shapiro-Lopatinskii que doivent satisfaire les conditions limites sont
introduites par Agmon, Douglis et Nirenberg [1] et Goldenveizer, Lidskii et Tovstik
[27]. Elles sont re´-explique´es dans la the`se de Anne-Lorraine Pellerin [38].
On prend y un point du bord ∂U et on remplace le bord par son plan tangent a` U en
y et U par le demi-espace correspondant. On regarde la partie principale L′ de L ainsi
que la partie principale B′ de B au point y.
On translate l’origine en ce point et on effectue le changement de coordonne´es de
manie`re a` avoir y1 comme normale inte´rieure au domaine I et les autres coordonne´es
y2, ..., yn tangentielles. On appelle U
′ le demi-espace de´limite´ par le plan tangent a` y
et contenant U et on note L˜′ = (l˜′ij) et B˜
′ = (b˜′ij) les ope´rateurs L
′ et B′ apre`s le
changement de variables.
On effectue ensuite formellement la transforme´e de Fourier tangentielle en remplac¸ant :
∂yi par iξi pour 2 ≤ i ≤ n.
Le syste`me devient alors un syste`me d’e´quations ordinaires en y1 avec une condition
au bord en y1 = 0 :

l˜′ijuj(y1) = 0 sur [0,+∞[ , i = 1..n
b˜′ijuj(0) = 0 i = 1..m
(2.3)
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On note t les solutions du syste`me (2.3) exponentiellement de´croissantes pour
y1 → +∞ de la forme :
t(y1, ξ
′) = veiζy1 avec v constant, ξ′ = (ξ2, ..., ξn) 6= 0
et ou` les ζ sont des racines de l’e´quation :
det(B˜′(y, iζ, iξ2, ..., iξn)) = 0 ve´rifiant Im(ζ) > 0.
De´finition 2.12. La condition de Shapiro-Lopatinskii est satisfaite en y si pour tout
ξ′ 6= 0, le syste`me (2.3) admet u = 0 comme unique solution combinaison line´aire des
fonctions de la forme t.
La condition de Shapiro-Lopatinskii est une proprie´te´ locale traduisant l’absence de
solution oscillante en les variables tangentielles et exponentiellement de´croissante en la
variable normale inte´rieure (ondes de Rayleigh).
On utilise alors la the´orie de Grubb et Geymonat [29] qui de´crit le spectre essentiel
pour ces ope´rateurs :
The´ore`me 2.13. Le spectre essentiel d’un ope´rateur L elliptique au sens de Douglis
et Nirenberg sur un ouvert U muni de conditions au bord B se de´compose de la fac¸on
suivante :
σess(L) = σ
U
ess(L) ∪ σ∂Uess(L)
ou`
σUess(L) = {λ ∈ C, λI − L n’est pas elliptique au sens de Douglis et Nirenberg
en au moins un point de U.}
et
σ∂Uess(L) = {λ ∈ C, B ne satisfait pas la condition de Shapiro-Lopatinskii
en au moins un point de ∂U.}
2.4.3 Spectre essentiel de la membrane
On applique alors la the´orie pre´ce´dente au proble`me aux valeurs propres bidimen-
sionnel de la membrane M d’une coque axisyme´trique. On rappelle d’apre`s la formule
(1.10) qu’il peut s’e´crire ainsi :

−Dγ(Mαβγηγαβ(u)) = λaητuτ
−Mαβγηγαβ(u)bγη = λu3
(2.4)
Au vu des diffe´rents ordres de de´rivation, on prend les indices associe´s aux inconnues :
t1 = t2 = 1, t3 = 0
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et ceux associe´s aux e´quations :
s1 = s2 = 1, s3 = 0.
Le symbole principal du syste`me (2.4) vaut :
M =

 Mαzβzξαξβ Mαzβϕξαξβ iMαzζηbζηξαMαzβϕξαξβ Mαϕβϕξαξβ iMαϕζηbζηξα
iMαzζηbζηξα iM
αϕζηbζηξα λ−Mαβζηbαβbζη


On rede´montre alors le re´sultat suivant obtenu dans l’article de Campbell [11] dans le
cas des coques axisyme´triques ou` les calculs sont plus simples.
The´ore`me 2.14. Dans le cas de la membrane d’une coque axisyme´trique parame´tre´e
par la coordonne´e axiale, on a :
σSess(M) =
{
E
a2(ξz, ξϕ)
2
a1(ξz, ξϕ)2
, (ξz, ξϕ) ∈ R2\{0}, z ∈ I
}
ou` a1 et a2 de´signent les premie`re et deuxie`me formes fondamentales :
a1(ξz, ξϕ) = aαβξαξβ, a2(ξz, ξϕ) = bαβξαξβ.
Preuve. Pour de´velopper le de´terminant du symbole principal et calculer les e´le´ments
du spectre essentiel, on s’appuie sur l’article de Campbell [11].
Puisque l’on se place dans le cas des coques axisyme´triques, on a :
M zzzϕ = Mϕϕzz = 0, azϕ = 0, bzϕ = 0.
Graˆce au logiciel de calcul formel Maple on montre que :
det M =− detM[b2ϕϕξ4z + (2bzzbϕϕ)ξ2zξ2ϕ + b2zzξ4ϕ] + λ[c22ξ4z + (c33 + 2c12)ξ2zξ2ϕ + c11ξ4ϕ]
ou` les cij sont les cofacteurs de la matrice M :
M =

M zzzz M zzϕϕ M zzzϕM zzϕϕ Mϕϕϕϕ M zϕϕϕ
M zzzϕ M zϕϕϕ M zϕzϕ

 =

M zzzz M zzϕϕ 0M zzϕϕ Mϕϕϕϕ 0
0 0 M zϕzϕ.


D’autre part, on a par la re`gle de Sarrus la formule suivante :
det M =M zzzzMϕϕϕϕM zϕzϕ − (M zzϕϕ)2M zϕzϕ
et les cofacteurs de la matrice M valent :
c11 = M
zϕzϕMϕϕϕϕ − (M zϕϕϕ)2 c12 = −M zzϕϕM zϕzϕ +M zzzϕM zϕϕϕ
c13 = 0 c22 = M
zzzzM zϕzϕ − (M zzzϕ)2
c23 = 0 c33 = M
zzzzMϕϕϕϕ − (M zzϕϕ)2
.
La seconde forme fondamentale de la surface a2 est de´finie par :
a2(ξz, ξϕ) = bαβξαξβ = bzzξ
2
z + bϕϕξ
2
ϕ.
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On peut alors e´crire :
det M = −detM a2(ξz, ξϕ)2 + λ[c22ξ4z + (c33 + 2c12)ξ2zξ2ϕ + c11ξ4ϕ].
D’apre`s la de´finition 1.23 on a la formule :
Mαβγη =
E
1− ν2 (νa
αβaγη +
1− ν
2
(aαγaβη + aαηaβγ)).
Ceci nous permet alors de calculer la matrice M en fonction du tenseur me´trique :
M = E
1− ν2

 (azz)2 νazzaϕϕ 0νazzaϕϕ (aϕϕ)2 0
0 0 1−ν
2
azzaϕϕ

 .
On peut alors donner une autre expression du de´terminant et des cofacteurs de M :
detM = E
3
(1− ν2)2
1− ν
2
(azzaϕϕ)3, (2.5)
c11 =
E2
(1−ν2)2
1−ν
2
(aϕϕ)2(azzaϕϕ) c12 = − E2(1−ν2)2 1−ν2 ν(azzaϕϕ)2
c13 = 0 c22 =
E2
(1−ν2)2
1−ν
2
(azz)2(azzaϕϕ)
c23 = 0 c33 =
E2
(1−ν2)2
(1− ν2)(azzaϕϕ)2
.
On peut ensuite simplifier le de´terminant de M :
detM = −detM a2(ξz, ξϕ)2+λ E
2
(1− ν2)2 (1−ν)
azzaϕϕ
2
[(azz)2ξ4z+2(a
zzaϕϕ)ξ2zξ
2
ϕ+(a
ϕϕ)2ξ4ϕ].
Par de´finition des coefficients aαβ et graˆce a` la formule (2.5) pre´ce´dente, on a :
det M = −det M a2(ξz, ξϕ)2 + λ E
2
(1− ν2)2
1− ν
2(azzaϕϕ)3
[(aϕϕ)
2ξ4z + 2azzaϕϕξ
2
zξ
2
ϕ + (azz)
2ξ4ϕ]
= −det M a2(ξz, ξϕ)2 + λdetM
E
[(aϕϕ)
2ξ4z + 2azzaϕϕξ
2
zξ
2
ϕ + (azz)
2ξ4ϕ].
La premie`re forme fondamentale de la surface est donne´e par :
a1(ξz, ξϕ) = aαβξαξβ = azzξ
2
z + aϕϕξ
2
ϕ.
On peut alors e´crire :
det M = −det M a2(ξz, ξϕ)2 + λdet M
E
a1(ξz, ξϕ)
2.
Puisque det M 6= 0, on a alors l’e´quivalence suivante :
det M = 0⇔ λ = E a2(ξz, ξϕ)
2
a1(ξz, ξϕ)2
.
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On peut donc en conclure d’apre`s le the´ore`me 2.13 que :
σSess(M) =
{
E
a2(ξz, ξϕ)
2
a1(ξz, ξϕ)2
, (ξz, ξϕ) ∈ R2\{0}, z ∈ I
}
Le spectre essentiel de la membrane est alors l’image de cette fonction et de´pend donc
uniquement de la ge´ome´trie de la coque et du module de Young E mais est inde´pendant
du coefficient de Poisson ν.
Toute notre e´tude se fait avec les conditions au bord de Dirichlet homoge`ne :
uα|∂S = 0.
Proposition 2.15. Dans le cas de la membrane d’une coque encastre´e axisyme´trique
parame´tre´e par la coordonne´e axiale, on a :
σ∂Sess(M) = ∅.
Dans le cas des conditions au bord de Dirichlet homoge`ne, le spectre essentiel de
la membrane d’une coque axisyme´trique est alors constitue´ uniquement des e´le´ments
λ ∈ R tels qu’il existe (ξz, ξϕ) ∈ R2\{0} annulant le de´terminant du symbole principal
M.
Preuve. On s’inspire des travaux de Pellerin [38].
Soit y un point du bord ∂S. On translate l’origine en ce point et on effectue le chan-
gement de coordonne´es de manie`re a` avoir y1 normale inte´rieure au domaine S et y2
tangentielle. On appelle S ′ le demi-espace de´limite´ par le plan tangent a` y et contenant
S.
La condition de Shapiro-Lopatinskii est satisfaite en y s’il n’existe pas de solution os-
cillante en y2 et exponentiellement de´croissante en y1 au syste`me principal M sur S
′
muni des conditions au bord Dirichlet homoge`ne.
Par l’absurde posons pour ξ ∈ R∗ et ζ ∈ C tel que Im ζ > 0 :
u(y1, y2) = ve
i(ξy1+ζy2) v constant
une solution de M et telle que uα|y1=0 = 0.
La condition de Dirichlet homoge`ne au bord implique que :
uα(0, y2) = 0 donc vαe
iζy2 = 0.
Puisque Im ζ > 0, ceci implique :
uα = vα = 0 sur S
′.
D’apre`s (2.4), la composante u3 ve´rifie alors les e´quations :

∂γ(M
αβγηbαβu3) = 0
Mαβγηbαβu3bγη = λu3
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On suppose que u n’est pas nulle donc ceci ne´cessite d’avoir u3 6= 0. Puisque u est
d’une forme particulie`re, la premie`re e´quation entraˆıne :

Mαβzzbαβξ +M
αβϕzbαβζ = 0
Mαβzϕbαβξ +M
αβϕϕbαβζ = 0
On a :
Mαβγηbαβξ ∈ R et ζ /∈ R
ceci implique alors :
Mαβγηbαβ = 0
Mais dans le cas d’une coque axisyme´trique, le tenseur de courbure n’est pas identi-
quement nul car
bϕϕ = −f(z)
s(z)
.
Donc u = 0 est la seule solution oscillante en les variables tangentielles et exponentiel-
lement de´croissante en la variable normale inte´rieure. Le spectre essentiel qui provient
des conditions au bord est donc vide.
Remarque 2.16. Les re´sultats pre´ce´dents ne s’appliquent pas dans le cas des plaques
axisyme´triques.
2.4.4 Spectre essentiel de la membrane d’une coque axisyme´trique
On conside`re toujours une coque axisyme´trique de surface moyenne ayant pour pa-
rame´trage : −→
X (z, ϕ) = (f(z) cos(ϕ), f(z) sin(ϕ), z).
On rappelle les tenseurs me´trique et de courbure :
azz = s(z)
2, azϕ = 0, aϕϕ = f(z)
2
bzz =
f ′′(z)
s(z)
, bzϕ = 0, bϕϕ = −f(z)
s(z)
.
D’apre`s le the´ore`me 2.14 et la proposition 2.15, le spectre essentiel de la membrane
d’une coque axisyme´trique est donne´ par :
σess(M) =
{
E
a2(ξz, ξϕ)
2
a1(ξz, ξϕ)2
, (ξz, ξϕ) ∈ R2\{0}, z ∈ I
}
.
Proposition 2.17. Le spectre essentiel de la membrane d’une coque encastre´e axi-
syme´trique parame´tre´e par la coordonne´e axiale est compose´ de :
σess(M) =
{ E
s(z)2
(f ′′(z)ξ2z − f(z)ξ2ϕ)2
(s(z)2ξ2z + f(z)
2ξ2ϕ)
2
, (ξz, ξϕ) ∈ R2\{0}, z ∈ I
}
.
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On s’inte´resse a` la base du spectre essentiel qui est positif ou nul et qui est le
plus facile a` voir nume´riquement. Celle-ci de´pend de la nature de la coque e´tudie´e ; on
introduit alors la de´finition suivante :
De´finition 2.18. La coque est dite :
− parabolique si f ′′ = 0
− elliptique si f ′′ < 0
− hyperbolique si f ′′ > 0
On retrouve le re´sultat e´nonce´ dans [19] :
Proposition 2.19. Dans le cas d’une coque encastre´e axisyme´trique parame´tre´e par
la coordonne´e axiale, le spectre essentiel de la membrane est :
– [0, b], b ≥ 0 si la coque est hyperbolique ou parabolique.
– [a, b], a > 0 si la coque est elliptique.
Preuve. D’apre`s la proposition pre´ce´dente, on a :
σess(M) =
{ E
(1 + f ′(z)2)f(z)2
(f
′′(z)
f(z)
ξ2z − ξ2ϕ)2
(1+f
′(z)2
f(z)2
ξ2z + ξ
2
ϕ)
2
, z ∈ [−1, 1], (ξz, ξϕ) ∈ R2\{0}, z ∈ I
}
On introduit la fonction g de´finie sur R2\{0} par :
g(x, y) =
(αx2 − y2)2
(βx2 + y2)2
avec
α =
f ′′(z)
f(z)
et β =
1 + f ′(z)2
f(z)2
> 0.
On cherche le minimum de la fonction g. Pour cela, on calcule ses de´rive´es partielles :
∂g
∂x
(x, y) = 4x(αx
2−y2)(βx2+y2)(α+β)y2
(βx2+y2)4
∂g
∂x
(x, y) = −4y(αx
2−y2)(βx2+y2)(α+β)x2
(βx2+y2)4
.
Si α + β = 0, c’est-a`-dire dans le cas ou` g = 1, alors le minimum de g est 1.
Si α+β 6= 0, les points critiques sont alors (x, 0), (0, y), et les couples (x, y) tels que y2 =
αx2 ou y2 = −βx2.
Puisque β > 0, les points critiques ve´rifiant y2 = −βx2 sont alors exclus.
Le signe de α de´pend de celui de f ′′(z).
• Si α < 0, alors les seuls points critiques sont les (x, 0), (0, y) avec :
g(x, 0) =
α2
β2
et g(0, y) = 1.
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Le minimum de g est alors strictement positif et vaut :
min
R2\{0}
(g) = min(min
z∈I
f ′′(z)2f(z)2
(1 + f ′(z)2)2
, 1)
Dans le cas d’une coque axisyme´trique elliptique, la base du spectre essentiel de la
membrane est un nombre strictement positif.
• Si α ≥ 0, alors il existe des couples (x, y) 6= (0, 0) tels que y2 = αx2 et le minimum
de g est donc 0 puisque α + β 6= 0.
Dans le cas d’une coque axisyme´trique hyperbolique ou parabolique, la base du spectre
essentiel de la membrane est alors 0.
2.5 Transformation de Fourier angulaire
On utilise la syme´trie du domaine axisyme´trique pour diminuer la dimension du
proble`me. Pour cela on applique la the´orie des se´ries de Fourier.
Soit u ∈ L2(I × R/(2πZ))3, pour k ∈ Z appele´e fre´quence angulaire, on de´finit le
coefficient de Fourier de u par :
ck(u) :=
1
2π
∫ 2π
0
u(ϕ)e−ikϕdϕ.
On a la proprie´te´ suivante :
∀j ∈ N, ck(∂jϕu) = (ik)jck(u).
On peut e´crire l’ope´rateur de membrane sous la forme :
M =
2∑
l=0
ml(z, ∂z) ∂
l
ϕ
ou` les ml(z, ∂z) sont des matrices de taille 3× 3 d’ope´rateurs diffe´rentiels en z.
Puisque lesml(z, ∂z) sont inde´pendants de ϕ, on peut calculer le symbole de Fourier
de M :
ck(Mu) =
2∑
l=0
ml(z, ∂z)ck(∂
l
ϕu) =
2∑
l=0
ml(z, ∂z)(ik)
l ck(u) =M[k]ck(u)
ou` on a pose´
M[k] =
2∑
l=0
ml(z, ∂z)(ik)
l.
Pour re´soudre le proble`me aux valeurs propres (1.9) :
Mu = λAu. (2.6)
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on calcule les coefficients de Fourier de chacun des deux membres de l’e´quation, alors
puisque A est inde´pendante de ϕ, on obtient que pour tout k ∈ Z, on a :
ck(Mu) =M[k]ck(u) = λAck(u). (2.7)
On utilise la notation simplifie´e uk = ck(u).
Si (λ,uk) est une solution du proble`me (2.7), alors le couple(
λ, (z, ϕ) 7→ ck(uk(z)eikϕ)
)
est solution de (2.6).
Ceci de´montre l’inclusion suivante :⋃
k∈Z
σdisc(M[k]) ⊂ σ(M).
Re´ciproquement, si (λ,u) est solution de (2.6), alors (λ, ck(u)) est solution de (2.7)
pour tout k.
Remarque 2.20. Par la suite, nous ne conside´rerons que le cas k ∈ N, car puisque
l’ope´rateur M[k] peut se´crire comme un polynoˆme en ik a` coefficients re´els, les valeurs
propres en k sont e´gales aux valeurs propres en −k et leurs vecteurs propres sont
conjugue´s.
On va e´tudier le comportement de la plus petite valeur propre de l’ope´rateur M[k]
en fonction de k. Dans notre cas pre´cis, nous allons voir que la plus petite valeur
propre de M est atteinte pour un mode angulaire k arbitraire. Ceci est assez contraire
a` l’intuition et diffe´rent de ce qui se passe dans le cas par exemple du laplacien ou` la
plus petite valeur propre est atteinte pour k = 0.
2.6 La membrane a` fre´quence k
La formulation variationnelle du proble`me aux valeurs propres de la membrane a`
la fre´quence k s’e´crit :
On cherche λ ∈ R et u ∈ Wm(I) \ {0} tels que :
∀v ∈ Wm(I),
∫
I
Mαβσδγαβ[k](u)γσδ[k](v)s(z)f(z)dz = λ
∫
I
[aαβuαvβ+u3v3] s(z)f(z)dz.
(2.8)
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Les tenseurs me´trique et de courbure a` la fre´quence k sont les meˆmes que ceux de la
membrane 2D et le tenseur de changement de me´trique a` la fre´quence k obtenu a` partir
des formules (2.1) en remplac¸ant ∂ϕ par ik s’e´crit :
γzz[k](u) = ∂zuz − f ′(z)f ′′(z)s(z)2 uz − f
′′(z)
s(z)
u3
γzϕ[k](u) =
1
2
(∂zuϕ + ikuz)− f ′(z)f(z) uϕ
γϕϕ[k](u) = ikuϕ +
f(z)f ′(z)
s(z)2
uz +
f(z)
s(z)
u3.
(2.9)
L’e´criture matricielle du proble`me (2.8) est :
On cherche λ ∈ R et u ∈ Wm(I) \ {0} tels que :
M[k]u = λAu. (2.10)
On calcule alors la matrice de la membrane a` la fre´quence k graˆce a` la proposition 2.2
en remplac¸ant ∂ϕ par ik .
Proposition 2.21. Dans le cas d’une surface axisyme´trique de parame´trage
−→
X (z, ϕ) = (f(z) cos(ϕ), f(z) sin(ϕ), z),
la matrice de membrane a` la fre´quence k s’e´crit sous la forme :
M[k] = k2M0 + kM1 +M2
avec
M0 =
E
1− ν2


1−ν
2s(z)2f(z)2
0 0
0 1
f(z)4
0
0 0 0


M1 =
E
1− ν2


0 i 2f
′(z)
s(z)2f(z)3
0
− 1+ν
2s(z)2f(z)2
i∂z
i( (−3+ν)f
′(z)
2f(z)3s(z)2
+ (1+ν)f
′(z)f ′′(z)
2f(z)2s(z)4
) 0 −i 1
f(z)3(1+f ′(z)2)1/2
− 1+ν
2f(z)2s(z)2
i∂z +iν
f ′′(z)
f(z)2s(z)3
0 i 1
f(z)3s(z)
0
−iν f ′′(z)
f(z)2s(z)3


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M2 =
E
1− ν2


− 1
s(z)4
∂2z
f ′(z)f ′′(z)+f(z)f ′′′(z)
f(z)s(z)5
+(3f
′(z)f ′′(z)
s(z)6
− f ′(z)
f(z)s(z)4
)∂z −3f ′(z)f ′′(z)2s(z)7
+f
′′(z)2+f ′(z)f ′′′(z)
s(z)6
− 4f ′(z)2f ′′(z)2
s(z)8
0 + f
′(z)
f(z)2s(z)3
− νf ′′(z)
f(z)s(z)4
+ (1+ν)f
′2f ′′(z)
f(z)s(z)6
+f
′′(z)
s(z)5
∂z
+ f
′(z)2
f(z)2s(z)4
− ν
f(z)s(z)3
∂z
− 1−ν
2f(z)2s(z)2
∂2z
+ (1−ν)f
′(z)f ′′(z)
2f(z)2s(z)4
∂z
0 + (1−ν)f
′(z)
2f(z)3s(z)2
∂z 0
+ (1−ν)f
′′(z)
f(z)3s(z)2
− (1−ν)f ′(z)2f ′′(z)
f(z)3s(z)4
(−f ′′(z)
s(z)5
+ ν
f(z)s(z)3
)∂z
f ′′(z)2
s(z)6
+f
′(z)f ′′(z)2
s(z)7
+ f
′(z)
f(z)2s(z)3
0 + 1
f(z)2s(z)2
−2νf ′(z)f ′′(z)
f(z)s(z)5
− 2νf ′′(z)
f(z)s(z)4


.
2.7 Spectre essentiel de la membrane a` fre´quence k
Dans le cas ou` l’on re´duit la dimension du proble`me en prenant la transforme´e de
Fourier angulaire, on obtient un syste`me en dimension 1. On utilise les re´sultats de
l’article de Atkinson [5] pour de´terminer le spectre essentiel de l’ope´rateur M[k].
The´ore`me 2.22. Pour k ∈ Z, le spectre essentiel de l’ope´rateur M[k] est :
σess(M[k]) =
{
E
1
(1 + f ′(z)2)f(z)2
, z ∈ [−1, 1]
}
.
Preuve. La matrice M[k] est de la forme :(
A B
C D
)
ou`
A : v ∈ {H1 ×H1(I), v(±1) = 0} 7→
2∑
j=0
aj∂
2−j
z v, aj ∈M2(F(R,R)),
B : w ∈ L2(I) 7→
1∑
j=0
bj∂
1−k
z w, bj ∈M2,1(F(R,R)),
C : v ∈ {H1 ×H1(I), v(±1) = 0} 7→
2∑
j=0
cj∂
2−j
z v, cj ∈M1,2(F(R,R))
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et D est un ope´rateur de multiplication :
D : w ∈ L2(I) 7→ dw.
On applique le the´ore`me 4.5 de l’article [5] avec :
a0(z) =
E
1− ν2
(
− 1
(1+f ′(z)2)2 0
0 − 1−ν
2f(z)2(1+f ′(z)2
)
,
b0(z) =
E
1− ν2
(
f ′′(z)
(1+f ′(z)2)5/2 − νf(z)(1+f ′(z)2)3/2
0
)
, c0(z) = −bT0 (z),
d(z) =
f ′′(z)2
(1 + f ′(z)2)3
+
1
(1 + f ′(z)2)2
− 2ν
f(z)(1 + f ′(z)2)2
.
On a :
d(z)− c0(z)a−10 (z)b0(z)− λI =
E
f(z)2(1 + f ′(z)2)
− λ
Le spectre essentiel de M[k] est alors :
σess(M[k]) = { E
f(z)2(1 + f ′(z)2)
, z ∈ I}.
Remarque 2.23. La base du spectre essentiel de M[k] n’est pas 0 alors que la base du
spectre essentiel de M est 0 pour certains types de coques d’apre`s la proposition 2.19.
On de´cide alors de regarder le comportement des valeurs propres de M[k] lorsque
k tend vers +∞ dans le cas du cylindre.
Dans le cas d’une coque elliptique, on peut se demander s’il peut y avoir du spectre
sous le spectre essentiel et si l’on peut justifier l’asymptotique pour k grand.
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De´veloppement a` haute fre´quence
de la membrane
Au vu des diffe´rences entre les spectres essentiels de la membrane et de la membrane
a` la fre´quence k, on s’inte´resse au comportement des plus petites valeurs propres de
M[k] lorsque k tend vers +∞.
On effectue alors un de´veloppement de M[k] en k :
M[k] = k2M0 + kM1 +M2.
On rappelle que le proble`me aux valeurs propres de la membrane a` la fre´quence k (2.10)
M[k]u = λAu,
dans le cas d’une coque axisyme´trique avec domaine me´ridien de parame´trage :
~X(z, ϕ) = (f(z) cos(ϕ), f(z) sin(ϕ), z), z ∈ I = [−1, 1], ϕ ∈ [0, 2π]
peut s’e´crire d’apre`s la proposition 2.21 sous forme matricielle avec :
A =


1
s(z)2
0 0
0 1
f(z)2
0
0 0 1

 , M0 = E
1− ν2


1−ν
2s(z)2f(z)2
0 0
0 1
f(z)4
0
0 0 0

 ,
M1 =
E
1− ν2


0 i 2f
′(z)
s(z)2f(z)3
0
− 1+ν
2s(z)2f(z)2
i∂z
i( (−3+ν)f
′(z)
2f(z)3s(z)2
+ (1+ν)f
′(z)f ′′(z)
2f(z)2s(z)4
) 0 −i 1
f(z)3(1+f ′(z)2)1/2
− 1+ν
2f(z)2s(z)2
i∂z +iν
f ′′(z)
f(z)2s(z)3
0 i 1
f(z)3s(z)
0
−iν f ′′(z)
f(z)2s(z)3


,
57
58
CHAPITRE 3. DE´VELOPPEMENT A` HAUTE FRE´QUENCE DE LA
MEMBRANE
M2 =
E
1− ν2


− 1
s(z)4
∂2z
f ′(z)f ′′(z)+f(z)f ′′′(z)
f(z)s(z)5
+(3f
′(z)f ′′(z)
s(z)6
− f ′(z)
f(z)s(z)4
)∂z −3f ′(z)f ′′(z)2s(z)7
+f
′′(z)2+f ′(z)f ′′′(z)
s(z)6
− 4f ′(z)2f ′′(z)2
s(z)8
0 + f
′(z)
f(z)2s(z)3
− νf ′′(z)
f(z)s(z)4
+ (1+ν)f
′2f ′′(z)
f(z)s(z)6
+f
′′(z)
s(z)5
∂z
+ f
′(z)2
f(z)2s(z)4
− ν
f(z)s(z)3
∂z
− 1−ν
2f(z)2s(z)2
∂2z
+ (1−ν)f
′(z)f ′′(z)
2f(z)2s(z)4
∂z
0 + (1−ν)f
′(z)
2f(z)3s(z)2
∂z 0
+ (1−ν)f
′′(z)
f(z)3s(z)2
− (1−ν)f ′(z)2f ′′(z)
f(z)3s(z)4
(−f ′′(z)
s(z)5
+ ν
f(z)s(z)3
)∂z
f ′′(z)2
s(z)6
+f
′(z)f ′′(z)2
s(z)7
+ f
′(z)
f(z)2s(z)3
0 + 1
f(z)2s(z)2
−2νf ′(z)f ′′(z)
f(z)s(z)5
− 2νf ′′(z)
f(z)s(z)4


.
Notation 3.1. On notera par la suite M(i, j) l’ope´rateur du coefficient de la i-e`me
ligne et j-e`me colonne de la matrice ope´rateur M.
On rappelle l’espace variationnel sur lequel la membrane est de´finie :
Wm(I) = {u ∈ H1 ×H1 × L2(I), et uα|∂I = 0}.
On va chercher un de´veloppement en se´rie formelle associe´ a` l’e´quation aux valeurs
propres (2.10) sous la forme :
M[k]u[k] = Λ[k]Au[k] (3.1)
avec
u[k] =
∑
n≥0
unk
−n et Λ[k] =
∑
n≥0
Λnk
−n.
On rappelle que pour des se´ries formelles :
a[k] =
∑
n≥0
ank
−n, b[k] =
∑
n≥0
bnk
−n, et d[k] =
∑
n≥0
dnk
−n
on a l’e´quivalence suivante :
a[k]b[k] = d[k]⇔ ∀n ≥ 0, dn =
n∑
l=0
albn−l.
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On verra que le syste`me 3× 3 (3.1) peut se re´duire a` un proble`me scalaire graˆce a`
des ope´rateurs de reconstruction
V[k] =
∑
n≥0
Vnk
−n
avec
Vn = (Vn,z,Vn,ϕ,Vn,3)
T : C∞(R)→ C∞(R)3
comme dans Dauge, Gruais et Ro¨ssle [20].
Et u sera trouve´ sous la forme :
u[k] = V[k]ζ[k]
ou` ζ[k] est une se´rie formelle scalaire :
ζ[k] =
∑
n≥0
ζnk
−n, ζn ∈ C∞(I,R).
Alors (3.1) se re´duit au proble`me :
M[k]V[k]ζ[k]− Λ[k]AV[k]ζ[k] = 0. (3.2)
Comme on va le voir, un choix judicieux de V[k] permet une re´duction du proble`me
(3.2) a` un proble`me scalaire en ζ[k] du type :
L[k]ζ[k]− Λ[k]ζ[k] = 0.
3.1 Re´duction formelle sans conditions aux limites
Notre de´marche est constructive et suit celle utilise´e par Faou dans sa the`se [22] et
dans [24],[23],[25].
Puisque l’ope´rateurM0 contient du noyau dans la troisie`me composante, on de´finit
l’ope´rateur suivant qui sera le moteur de notre re´solution :
De´finition 3.2. On de´finit l’ope´rateur V0 : C∞(R)→ C∞(R)3 tel que :
V0 = (0, 0, Id)
T . (3.3)
Proposition 3.3. On a la relation suivante :
M0V0 = 0.
Par la re´solution formelle du proble`me matriciel pre´ce´dent, on le re´duit a` un proble`me
scalaire que l’on cherchera a` re´soudre par la suite.
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The´ore`me 3.4. Soit une se´rie formelle a` coefficients re´els :
Λ[k] =
∑
n≥0
k−nΛn.
Il existe pour n ≥ 1 des ope´rateurs Vn,z,Vn,ϕ : C∞(R) → C∞(R) d’ordre n − 1, po-
lynoˆmiaux en Λj, pour j ≤ n− 3, et pour n ≥ 0 des ope´rateurs Ln : C∞(R) → C∞(R)
d’ordre n, polynoˆmiaux en Λj, pour j ≤ n− 2 tels que en posant :
V[k] =
∑
n≥0
Vnk
−n, Vn = (Vn,z,Vn,ϕ, 0)
T ,
et
L[k] =
∑
n≥0
Lnk
−n
on ait :
M[k]V[k]− Λ[k]AV[k] = V0 ◦ (L[k]− Λ[k]).
Preuve. On identifie les puissances de k dans l’e´quation aux se´ries formelles :
M[k]V[k]− Λ[k]AV[k] = V0 ◦ (L[k]− Λ[k])
avec
L[k] =
∑
k≥0
Lnk
−n.
Ce qui s’e´crit encore :
(k2M0 + kM1 +M2)
∑
n≥0
Vnk
−n −
∑
n≥0
n∑
j=0
ΛjAVn−jk
−n
= V0 ◦ (
∑
n≥0
Lnk
−n −
∑
n≥0
Λnk
−n).
En de´veloppant, on obtient :∑
n≥0
M0Vnk
−n+2 +
∑
n≥0
M1Vnk
−n+1 +
∑
n≥0
M2Vnk
−n −
∑
n≥0
n∑
j=0
ΛjAVn−jk
−n
= V0 ◦ (
∑
n≥0
Lnk
−n −
∑
n≥0
Λnk
−n).
On change l’indexation des indices dans les sommes :
∑
n≥0
M0Vnk
−n+2 +
∑
n≥1
M1Vn−1k
−n+2 +
∑
n≥2
M2Vn−2k
−n+2 −
∑
n≥0
n−2∑
j=0
ΛjAVn−2−jk
−n+2
= V0 ◦ (
∑
n≥0
Ln−2k
−n+2 −
∑
n≥0
Λn−2k
−n+2).
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• Le terme en k2 dans l’e´quation pre´ce´dente est nul puique d’apre`s la proposition 3.3,
on a :
M0V0 = 0.
• Le terme en k s’e´crit :
M0V1 +M1V0 = 0.
Ceci s’e´crit encore :
M0

V1,zV1,ϕ
0

+M1

00
1

 = 0.
D’ou` les ope´rateurs V1,z et V1,ϕ valent :
V1,z = 0, V1,ϕ = −1− ν
2
E
f(z)4M1(2, 3).
• Le terme en k0 s’e´crit :
M0V2 +M1V1 +M2V0 − Λ0AV0 = V0 ◦ (L0 − Λ0).
Puisque A(3, 3) = 1, le terme en Λ0 disparaˆıt et on a :
M0

V2,zV2,ϕ
0

+M1

V1,zV1,ϕ
0

+M2

00
1

 =

00
1

 ◦ L0.
D’ou` V2,z et V2,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2s(z)2f(z)2
V2,z = −M1(1, 2)V1,ϕ −M2(1, 3)
et
E
1− ν2
1
f(z)4
V2,ϕ = −M1(2, 1)V1,z.
Et l’ope´rateur L0 vaut :
L0 =M1(3, 2)V1,ϕ +M2(3, 3).
• Pour tout n > 2, le terme en k−n+2 s’e´crit :
M0Vn +M1Vn−1 +M2Vn−2 −
n−2∑
j=0
ΛjAVn−2−j = V0 ◦ (Ln−2 −AΛn−2).
Puisque A(3, 3) = 1, le terme en Λn−2 disparaˆıt et on a :
M0

Vn,zVn,ϕ
0

+M1

Vn−1,zVn−1,ϕ
0

+M2

Vn−2,zVn−2,ϕ
0

− n−3∑
j=0
ΛjA

Vn−2−j,zVn−2−j,ϕ
0

 =

00
1

 ◦ Ln−2.
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D’ou` Vn,z et Vn,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2s(z)2f(z)2
Vn,z = −M1(1, 2)Vn−1,ϕ −M2(1, 1)Vn−2,z +
n−3∑
j=0
Λj
1
s(z)2
Vn−2−j,z
(3.4)
E
1− ν2
1
f(z)4
Vn,ϕ = −M1(2, 1)Vn−1,z −M2(2, 2)Vn−2,ϕ +
n−3∑
j=0
Λj
1
f(z)2
Vn−2−j,ϕ. (3.5)
Et l’ope´rateur Ln−2 est de´termine´ par l’e´quation :
Ln−2 =M1(3, 2)Vn−1,ϕ +M2(3, 1)Vn−2,z. (3.6)
Montrons alors par re´currence que pour n ≥ 2, les ope´rateurs Vn,α sont d’ordre n− 1
polynoˆmiaux en Λj, j < n− 2 et que l’ope´rateur Ln−2 est d’ordre n− 2 et polynoˆmial
en Λj, j < n− 3.
- pour n = 2 ceci est vrai d’apre`s les formules ci-dessus.
- soit n ≥ 2 tel que la proprie´te´ soit vraie pour tous les rangs plus petits que n. D’apre`s
les formules de re´currence trouve´es pre´ce´demment, on a :
E
1− ν2
1− ν
2s(z)2f(z)2
Vn,z = −M1(1, 2)Vn−1,ϕ −M2(1, 1)Vn−2,z +
n−3∑
j=0
Λj
1
s(z)2
Vn−2−j,z.
PuisqueM1(1, 2) est un ope´rateur d’ordre 1,M2(1, 1) est un ope´rateur d’ordre 2 et que
Vn−1,ϕ est d’ordre n− 2 et Vn−2,z d’ordre n− 3 par hypothe`se de re´currence, alors Vn,z
est bien d’ordre n−1. De plus les Vn−2−j,z sont polynoˆmiaux en Λj pour j < n−2−j−2
par hypothe`se de re´currence donc Vn,z est bien polynoˆmial en Λj pour j < n− 2.
En ce qui concerne Vn,ϕ, il est donne´ par la formule :
E
1− ν2
1
f(z)4
Vn,ϕ = −M1(2, 1)Vn−1,z −M2(2, 2)Vn−2,ϕ +
n−3∑
j=0
Λj
1
f(z)2
Vn−2−j,ϕ.
Donc les meˆmes arguments s’appliquent.
D’autre part, on a :
Ln−2 =M1(3, 2)Vn−1,ϕ +M2(3, 1)Vn−2,z.
Puisque M1(3, 2) est un ope´rateur d’ordre 0, M2(3, 1) est un ope´rateur d’ordre 1 et
que Vn−1,ϕ est d’ordre n− 2 et Vn−2,z d’ordre n− 3 par hypothe`se de re´currence, alors
Ln−2 est bien un ope´rateur d’ordre n − 2. De plus Vn−1,ϕ est polynoˆmial en Λj pour
j < n − 1 − 2 et Vn−2,z est polynoˆmial en Λj pour j < n − 2 − 2 par hypothe`se de
re´currence donc Ln−2 est bien polynoˆmial en Λj pour j < n− 3.
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3.2 Calcul des ope´rateurs
On calcule les premiers ope´rateurs et leur coefficient de plus grand ordre en tant que
de´rive´e de z qui apparaissent dans le the´ore`me pre´ce´dent. Pour cela, on de´compose les
ope´rateurs Vn,α et Ln en polynoˆmes en ∂z :
Ln =
n∑
j=0
Ljn(z)∂
j
z , Vn,α =
n−1∑
j=0
Vjn,α(z)∂
j
z
ou` Ljn est polynoˆmial en Λl pour l ≤ n− 2 et Vjn,α est polynoˆmial en Λl pour l ≤ n− 3.
Nous donnons ci-apre`s les expressions comple`tes des ope´rateurs L0,L1,L2,L3 et
V1,α, V2,α, V3,α et les expressions partielles (leur terme dominant) des ope´rateurs L4,
V4,α et V5,ϕ.
The´ore`me 3.5. Dans le cas d’une coque axisyme´trique parame´tre´e par la courbe z 7→
f(z), les ope´rateurs Ln pour n ≤ 4 et Vn,α pour n ≤ 5 s’e´crivent :
L[k] = L0(z) +
1
k
L1(z, ∂z) +
1
k2
L2(z, ∂z) +
1
k3
L3(z, ∂z) +
1
k4
L4(z, ∂z) + ... (3.7)
avec
L0(z) = E
f ′′(z)2
s(z)6
L1(z, ∂z) = 0
L2(z, ∂z) = E
(
2f(z)f ′′(z)
s(z)6
+ 2f
′′(z)2f(z)2
s(z)8
)
∂2z + E
(
4f ′(z)f ′′(z)
s(z)6
+ 2f
′′′(z)f(z)
s(z)6
−4f(z)f ′(z)f ′′(z)2
s(z)8
+ 4f(z)
2f ′′(z)f ′′′(z)
s(z)8
− 14f(z)2f ′(z)f ′′(z)3
s(z)10
)
∂z
+E
(
10f ′(z)2f ′′(z)2
s(z)8
+ 4f
′(z)f ′′′(z)
s(z)6
+ 2f
′(z)2f ′′(z)
f(z)s(z)6
− (ν−2)f(z)f ′(z)2f ′′(z)3
s(z)10
−5f(z)f ′(z)f ′′(z)f ′′′(z)
s(z)8
+ 3f(z)f
(4)(z)
s(z)6
+ 36f(z)
2f ′(z)2f ′′(z)4
s(z)12
+ (ν−2)f(z)f
′′(z)3
s(z)8
−6f(z)2f ′′(z)4
s(z)10
− 20f(z)2f ′(z)f ′′(z)2f ′′′(z)
s(z)10
)
− Λ0
(
ν2f ′′(z)2f(z)2
s(z)6
− 1
s(z)2
)
L3(z, ∂z) =
(
− 1
s(z)2
+ 2νf(z)f
′′(z)
s(z)4
− ν2f(z)2f ′′(z)2
s(z)6
)
Λ1
L4(z, ∂z) = E
(
4f(z)3f ′′(z)
s(z)8
+ 3f(z)
4f ′′(z)2
s(z)10
+ f(z)
2
s(z)6
)
∂4z +
3∑
j=0
Lj4(z)∂
j
z ,
64
CHAPITRE 3. DE´VELOPPEMENT A` HAUTE FRE´QUENCE DE LA
MEMBRANE
et :
V1,z = 0
V1,ϕ =
if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
V2,z = −f(z)s(z)∂z − (ν+2)f(z)
2f ′′(z)
s(z)3
∂z +
f ′(z)
s(z)
+ 3(ν+2)f(z)
2f ′′(z)2f ′(z)
s(z)5
− (ν+2)f(z)2f ′′′(z)
s(z)3
− (2ν+1)f(z)f ′(z)f ′′(z)
s(z)3
V2,ϕ = 0
V3,z = 0
V3,ϕ =
if ′(z)2f(z)
s(z)3
+ (ν
2+19ν+19)if ′′(z)2f ′(z)2f(z)3
s(z)7
− (6ν+6)if ′(z)f ′′′(z)f(z)3
s(z)5
− (5ν+3)if ′(z)2f ′′(z)f(z)2
s(z)5
− (36ν+18)if ′′(z)3f ′(z)2f(z)4
s(z)9
+ (20ν+10)if
′(z)f ′′(z)f ′′′(z)f(z)4
s(z)7
+ iνf
′′(z)f(z)2
s(z)3
+ (6ν+3)if
′′(z)3f(z)4
s(z)7
− (2ν+1)if (4)(z)f(z)4
s(z)5
− (ν2+ν+1)if ′′(z)2f(z)3
s5
+
(
− (4ν+6)if ′(z)f ′′(z)f(z)3
2s(z)5
− i (4ν+2)f ′′′(z)f(z)4
s(z)5
+ 7i(2ν+1)f
′(z)f ′′(z)2f(z)4
s(z)7
− if ′(z)f(z)2
s(z)3
)
∂z
+
(
− iνf(z)3
s(z)3
− (1+2ν)if ′′(z)f(z)4
s(z)5
)
∂2z +
1−ν2
E
Λ0
(
if(z)3
s(z)
− iνf ′′(z)f(z)4
s(z)3
)
.
V34,z = − (ν+2)f(z)
3
s(z)3
− (2ν+3)f(z)4f ′′(z)
s(z)5
V4,ϕ =
1−ν2
E
Λ1[
if(z)3
s(z)
− iνf ′′(z)f(z)4
s(z)3
]
V45,ϕ = −i (2ν+1)f(z)
5
s(z)5
− i (3ν+2)f(z)6f ′′(z)
s(z)7
.
Preuve. On applique les formules de la preuve du the´ore`me pre´ce´dent avec les matrices
du de´but du chapitre.
• Les termes en k2 et k nous donnent les e´quations :
V1,z = 0, V1,ϕ =
if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
.
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• V2,z et V2,ϕ sont de´termine´s par les e´quations :
V2,z = −1−ν2E 2s(z)
2f(z)2
1−ν
[M1(1, 2)V1,ϕ +M2(1, 3)]
= −2s(z)2f(z)2
1−ν
[( 2if
′(z)
s(z)2f(z)3
− 1+ν
2s(z)2f(z)2
i∂z)(
if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
)
+ f
′(z)f ′′(z)+f(z)f ′′′(z)
f(z)s(z)5
− 3f ′(z)f ′′(z)2
s(z)7
+ f
′(z)
f(z)2(s(z)3
+ f
′′(z)
s(z)5
∂z − νf(z)s(z)3∂z]
= −2s(z)2f(z)2
1−ν
[− 2f ′(z)
f(z)2s(z)3
+ 2νf
′(z)f ′′(z)
f(z)s(z)5
+ 1+ν
2s(z)2f(z)2
f ′(z)s(z)−f(z)s′(z)
s(z)2
+ 1+ν
2f(z)s(z)3
∂z − (1+ν)ν2 (f
′′′(z)f(z)+f ′′2f ′)s(z)3−3s(z)2s′(z)f ′′(z)f(z)2
f(z)2s(z)8
− 1+ν
2
νf ′′(z)
s(z)5
∂z
+ f
′(z)f ′′(z)+f(z)f ′′′(z)
f(z)s(z)5
− 3f ′(z)f ′′(z)2
s(z)7
+ f
′(z)
f(z)2s(z)3
+ f
′′(z)
s(z)5
∂z − νf(z)s(z)3∂z]
V2,z =
f ′(z)
s(z)
+ 3(ν+2)f(z)
2f ′′(z)2f ′(z)
s(z)5
− (ν+2)f(z)2f ′′′(z)
s(z)3
− (2ν+1)f(z)f ′(z)f ′′(z)
s(z)3
− f(z)
s(z)
∂z − (ν+2)f(z)2f ′′(z)s(z)3 ∂z
et
V2,ϕ =
1−ν2
E
f(z)4[−M1(2, 1)V1,z] = 0.
Et l’ope´rateur L0 est de´termine´ par l’e´quation :
L0 =M1(3, 2)V1,ϕ +M2(3, 3)
= E
1−ν2
( i
f(z)3s(z)
− iνf ′′(z)
f(z)2s(z)3
)[ if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
] + E
1−ν2
(f
′′(z)2
s(z)6
+ 1
f(z)2s(z)2
− 2νf ′′(z)
f(z)s(z)4
)
= Ef
′′(z)2
s(z)6
.
• V3,z et V3,ϕ sont de´termine´s par les e´quations :
V3,z =
1−ν2
E
2s(z)2f(z)2
1−ν
[−M1(1, 2)V2,ϕ −M2(1, 1)V1,z +
0∑
j=0
Λj
1
s(z)2
V3−2−j,z] = 0
et
V3,ϕ =
1−ν2
E
f(z)4[−M1(2, 1)V2,z −M2(2, 2)V1,ϕ +
0∑
j=0
Λj
1
f(z)2
V3−2−j,ϕ]
= f(z)4[−(i( (−3+ν)f ′(z)
2f(z)3s(z)2
+ (1+ν)f
′(z)f ′′(z)
2f(z)2s(z)4
)− 1+ν
2f(z)2s(z)2
i∂z)(
f ′(z)
s(z)
+ 3(ν+2)f(z)
2f ′′(z)2f ′(z)
s(z)5
− (ν+2)f(z)2f ′′′(z)
s(z)3
− (2ν+1)f(z)f ′(z)f ′′(z)
s(z)3
− f(z)
s(z)
∂z − (ν+2)f(z)2f ′′(z)s(z)3 ∂z)− (− 1−ν2f(z)2s(z)2∂2z
+ (1−ν)f
′(z)f ′′(z)
2f(z)2s(z)4
∂z +
(1−ν)f ′(z)
2f(z)3s(z)2
∂z +
(1−ν)f ′′(z)
f(z)3s(z)2
− (1−ν)f ′(z)2f ′′(z)
f(z)3s(z)4
)( if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
)
+ 1−ν
2
E
Λ0
1
f(z)2
( if(z)
s(z)
− iνf ′′(z)f(z)2
s(z)3
)].
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Le calcul nous donne :
V3,ϕ =
if ′(z)2f(z)
s(z)3
+ (ν
2+19ν+19)if ′′(z)2f ′(z)2f(z)3
s(z)7
− (6ν+6)if ′(z)f ′′′(z)f(z)3
s(z)5
− (5ν+3)if ′(z)2f ′′(z)f(z)2
s(z)5
− (36ν+18)if ′′(z)3f ′(z)2f(z)4
s(z)9
+ (20ν+10)if
′(z)f ′′(z)f ′′′(z)f(z)4
s(z)7
+ iνf
′′(z)f(z)2
s(z)3
+ (6ν+3)if
′′(z)3f(z)4
s(z)7
− (2ν+1)if (4)(z)f(z)4
s(z)5
− (ν2+ν+1)if ′′(z)2f(z)3
s5
+
(
− (4ν+6)if ′(z)f ′′(z)f(z)3
2s(z)5
− i (4ν+2)f ′′′(z)f(z)4
s(z)5
+ 7i(2ν+1)f
′(z)f ′′(z)2f(z)4
s(z)7
− if ′(z)f(z)2
s(z)3
)
∂z
+
(
− iνf(z)3
s(z)3
− (1+2ν)if ′′(z)f(z)4
s(z)5
)
∂2z +
1−ν2
E
Λ0
(
if(z)3
s(z)
− iνf ′′(z)f(z)4
s(z)3
)
.
Et l’ope´rateur L1 est de´termine´ par l’e´quation :
L1 =M1(3, 2)V2,ϕ +M2(3, 1)V1,z = 0.
• V4,z est de´termine´ par l’e´quation :
V4,z =
1−ν2
E
2s(z)2f(z)2
1−ν
[−M1(1, 2)V3,ϕ −M2(1, 1)V2,z +
1∑
j=0
Λj
1
s(z)2
V4−2−j,z].
On ne calcule que V34,z.
V34,z =
2s(z)2f(z)2
1−ν
[ 1+ν
2f(z)2s(z)2
i[−iνf(z)3
s(z)3
+ (−1−2ν)if(z)
4f ′′(z)
s(z)5
]
+ 1
s(z)4
[−f(z)
s(z)
− (ν+2)f(z)2f ′′(z)
s(z)3
]]
= 2(1+f
′(z)2)f(z)2
1−ν
[1+ν
2
νf(z)
s(z)5
− 1+ν
2
(−1−2ν)f(z)2f ′′(z)
s(z)7
− f(z)
s(z)5
− (ν+2)f(z)2f ′′(z)
s(z)7
]
V34,z = − (ν+2)f(z)
3
s(z)3
− (2ν+3)f(z)4f ′′(z)
s(z)5
.
D’autre part, V4,ϕ est de´termine´ par l’e´quation :
V4,ϕ =
1−ν2
E
f(z)4[−M1(2, 1)V3,z −M2(2, 2)V2,ϕ +
1∑
j=0
Λj
1
f(z)2
V4−2−j,ϕ]
V4,ϕ =
1−ν2
E
f(z)4Λ1
1
f(z)2
V1,ϕ =
1−ν2
E
Λ1[
if(z)3
s(z)
− iνf ′′(z)f(z)4
s(z)3
].
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Et l’ope´rateur L2 est de´termine´ par l’e´quation :
L2 =M1(3, 2)V3,ϕ +M2(3, 1)V2,z
= E
1−ν2
( i
f(z)3s(z)
− iνf ′′(z)
f(z)2s(z)3
)[ if
′(z)2f(z)
s(z)3
+ (ν
2+19ν+19)if ′′(z)2f ′(z)2f(z)3
s(z)7
− (6ν+6)if ′(z)f ′′′(z)f(z)3
s(z)5
− (5ν+3)if ′(z)2f ′′(z)f(z)2
s(z)5
− (36ν+18)if ′′(z)3f ′(z)2f(z)4
s(z)9
+ (20ν+10)if
′(z)f ′′(z)f ′′′(z)f(z)4
s(z)7
+ iνf
′′(z)f(z)2
s(z)3
+ (6ν+3)if
′′(z)3f(z)4
s(z)7
− (2ν+1)if (4)(z)f(z)4
s(z)5
− (ν2+ν+1)if ′′(z)2f(z)3
s5
+ (− (4ν+6)if ′(z)f ′′(z)f(z)3
2s(z)5
− i (4ν+2)f ′′′(z)f(z)4
s(z)5
+ 7i(2ν+1)f
′(z)f ′′(z)2f(z)4
s(z)7
− if ′(z)f(z)2
s(z)3
)∂z
+ (− iνf(z)3
s(z)3
− (1+2ν)if ′′(z)f(z)4
s(z)5
)∂2z +
1−ν2
E
Λ0(
if(z)3
s(z)
− iνf ′′(z)f(z)4
s(z)3
)]
+ E
1−ν2
((−f ′′(z)
s(z)5
+ ν
f(z)s(z)3
)∂z +
f ′(z)f ′′(z)2
s(z)7
+ f
′(z)
f(z)2s(z)3
− 2νf ′(z)f ′′(z)
f(z)s(z)5
)[f
′(z)
s(z)
+ 3(ν+2)f(z)
2f ′′(z)2f ′(z)
s(z)5
− (ν+2)f(z)2f ′′′(z)
s(z)3
− (2ν+1)f(z)f ′(z)f ′′(z)
s(z)3
− f(z)
s(z)
∂z − (ν+2)f(z)2f ′′(z)s(z)3 ∂z].
Le calcul nous donne :
L2 = E
(
2f(z)f ′′(z)
s(z)6
+ 2f
′′(z)2f(z)2
s(z)8
)
∂2z + E
(
4f ′(z)f ′′(z)
s(z)6
+ 2f
′′′(z)f(z)
s(z)6
− 4f(z)f ′(z)f ′′(z)2
s(z)8
+ 4f(z)
2f ′′(z)f ′′′(z)
s(z)8
− 14f(z)2f ′(z)f ′′(z)3
s(z)10
)
∂z
+ E
(
10f ′(z)2f ′′(z)2
s(z)8
+ 4f
′(z)f ′′′(z)
s(z)6
+ 2f
′(z)2f ′′(z)
f(z)s(z)6
− (ν−2)f(z)f ′(z)2f ′′(z)3
s(z)10
− 5f(z)f ′(z)f ′′(z)f ′′′(z)
s(z)8
+ 3f(z)f
(4)(z)
s(z)6
+ 36f(z)
2f ′(z)2f ′′(z)4
s(z)12
+ (ν−2)f(z)f
′′(z)3
s(z)8
− 6f(z)2f ′′(z)4
s(z)10
− 20f(z)2f ′(z)f ′′(z)2f ′′′(z)
s(z)10
)
− Λ0
(
ν2f ′′(z)2f(z)2
s(z)6
− 1
s(z)2
)
• V5,z et V5,ϕ sont de´termine´s par les e´quations :
V5,z =
1−ν2
E
2s(z)2f(z)2
1−ν
[−M1(1, 2)V4,ϕ −M2(1, 1)V3,z +
2∑
j=0
Λj
1
s(z)2
V5−2−j,z]
= 1−ν
2
E
2s(z)2f(z)2
1−ν
[−M1(1, 2)Λ1[ if(z)s(z) − iνf
′′(z)
s(z)3
] + Λ1
1
s(z)2
V2,z]
et
E
1−ν2
1
f(z)4
V5,ϕ = −M1(2, 1)V4,z −M2(2, 2)V3,ϕ +
2∑
j=0
Λj
1
f(z)2
V5−2−j,ϕ.
On ne calcule que V45,ϕ.
V45,ϕ = f(z)
4[−i (3ν+2+ν2)f(z)
2s(z)5
− i (5ν+3+2ν2)f(z)2f ′′(z)
2s(z)7
− 1−ν
2
iνf(z)
s(z)5
− (1+ν−2ν2)if(z)2f ′′(z)
2s(z)7
]
V45,ϕ = −i (2ν+1)f(z)
5
s(z)5
− i (3ν+2)f(z)6f ′′(z)
s(z)7
.
Et l’ope´rateur L3 est de´termine´ par l’e´quation :
L3 =M1(3, 2)V4,ϕ +M2(3, 1)V3,z = [− 1s(z)2 + 2νf(z)f
′′(z)
s(z)4
− ν2f(z)2f ′′(z)2
s(z)6
]Λ1.
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• L’ope´rateur L4 est de´termine´ par l’e´quation :
L4 =M1(3, 2)V5,ϕ +M2(3, 1)V4,z.
On ne calcule que L44.
L44 =
E
1−ν2
( i
f(z)3s(z)
− iνf ′′(z)
f(z)2s(z)3
)[−i (2ν+1)f(z)5
s(z)5
− i (3ν+2)f(z)6f ′′(z)
s(z)7
]
+ E
1−ν2
(−f ′′(z)
s(z)5
+ ν 1
f(z)s(z)3
)[− (ν+2)f(z)3
s(z)3
− (2ν+3)f(z)4f ′′(z)
s(z)5
]
L44 =
4Ef(z)3f ′′(z)
s(z)8
+ 3Ef(z)
4f ′′(z)2
s(z)10
+ Ef(z)
2
s(z)6
.
Chapitre 4
La membrane du cylindre
On e´tudie plus pre´cise´ment le cas du cylindre de parame´trisation :
~X(z, ϕ) = (R cos(ϕ), R sin(ϕ), z), z ∈ [−1, 1], ϕ ∈ [0, 2π]
Ceci correspond a` f(z) = R.
×
R
Xr
Xz
Xϕ
Figure 4.1 – Surface cylindrique
Dans ce chapitre on applique les re´sultats du chapitre pre´ce´dent dans le cas du
cylindre. On va voir que l’ope´rateur principal est le bilaplacien et on va calculer les
valeurs propres de cet ope´rateur sur I. Ensuite nous allons introduire les quasimodes
et en exhiber pour la membrane du cylindre. Puis nous corroborerons nos re´sultats
the´oriques graˆce a` une estimation d’e´nergie et a` des re´sultats nume´riques.
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4.1 De´veloppement pour k grand de la membrane
pour le cylindre
4.1.1 Re´duction formelle sans conditions aux limites
Dans le cas du cylindre ou` f(z) = R, la matrice de la membrane a` la fre´quence k
se de´compose selon les puissances de k :
M[k] = k2M0 + kM1 +M2 (4.1)
avec
M0 =
E
1− ν2


1−ν
2R2
0 0
0 1
R4
0
0 0 0

 , M1 =
E
1− ν2


0 −1+ν
2R2
i∂z 0
−1+ν
2R2
i∂z 0 − iR3
0 i
R3
0

 ,
M2 =
E
1− ν2


−∂2z 0 − νR∂z
0 −1−ν
2R2
∂2z 0
ν
R
∂z 0
1
R2

 , A =

 1 0 00 1
R2
0
0 0 1


et on utilise le the´ore`me 3.4 qui nous ame`ne a` e´tudier le proble`me aux se´ries formelles :
M[k]V[k]− Λ[k]AV[k] = V0 ◦ (L[k]− Λ[k]).
Pour le cylindre, on a :
f(z) = R, f ′′(z) = f ′(z) = 0, s(z) = 1,
donc en particulier on a :
bzz = 0.
Dans le cas du cylindre le the´ore`me 3.5 s’e´crit :
The´ore`me 4.1. Dans le cas d’une coque axisyme´trique cylindrique de courbe z →
f(z) = R, les ope´rateurs Ln pour n ≤ 4 et Vn,α pour n ≤ 5 s’e´crivent :
L[k] = L0(z) +
1
k
L1(z, ∂z) +
1
k2
L2(z, ∂z) +
1
k3
L3(z, ∂z) +
1
k4
L4(z, ∂z) + ...
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avec
L0(z) = 0
L1(z, ∂z) = 0
L2(z, ∂z) = −Λ0
L3(z, ∂z) = −Λ1
L4(z, ∂z) = ER
2∂4z + (1 + 2ν)Λ0R
2∂2z − Λ20 1−ν
2
E
R2 − Λ2
L5(z, ∂z) =
−1−2ν+ν2+3ν3
1−ν2
R2Λ1∂
2
z − 2(1−ν
2)
E
Λ0Λ1R
2 − Λ3.
et :
V1,z = 0 V1,ϕ = iR
V2,z = −R∂z V2,ϕ = 0
V3,z = 0 V3,ϕ = −iνR3∂2z + 1−ν
2
E
Λ0iR
3.
V4,z = −(ν + 2)R3∂3z − (1+ν)(3+ν)E R3Λ0∂z V4,ϕ = 1−ν
2
E
Λ1iR
3
V5,z = − (3+ν)(1+ν)E R3Λ1∂z V5,ϕ = −(2ν + 1)iR5∂4z + ν
3−6ν2−9ν−2
2E
Λ0R
5i∂2z
+ (1−ν
2)2
E2
Λ20iR
5 + 1−ν
2
E
Λ2R
3i
.
Preuve. Pour calculer V1,α,V2,α,V3,α,L0,L1,L2 et L3, on applique les formules du
the´ore`me 3.5 avec :
f(z) = R, f ′(z) = f ′′(z) = f ′′′(z) = f (4)(z) = 0.
Ensuite pour calculer V4,α, V5,α, V6,ϕ, L4 et L5, on utilise les formules de re´currence
(3.4), (3.5) et (3.6) de la preuve du the´ore`me 3.4 qui s’e´crivent dans le cas du cylindre
comme suit :
Vn,z =
2R2
1− ν [
1 + ν
2R2
i∂zVn−1,ϕ + ∂
2
zVn−2,z +
1− ν2
E
n−3∑
j=0
ΛjVn−2−j,z],
Vn,ϕ = R
4[
1 + ν
2R2
i∂zVn−1,z +
1− ν
2R2
∂2zVn−2,ϕ +
1− ν2
E
n−3∑
j=0
Λj
1
R2
Vn−2−j,ϕ]
et
Ln−2 =
E
1− ν2
i
R3
Vn−1,ϕ +
E
1− ν2
ν
R
∂zVn−2,z.
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• V4,z est de´termine´ par l’e´quation :
V4,z =
2R2
1−ν
[1+ν
2R2
i∂z(−iνR3∂2z + 1−ν
2
E
Λ0iR
3) + ∂2z (−R∂z) + 1−ν
2
E
Λ0(−R∂z)]
= 2R
2
1−ν
[ (1+ν)R
2
ν∂3z −
1 + ν
2
R 1−ν
2
E
Λ0∂z −R∂3z − 1−ν
2
E
Λ0R∂z]
V4,z = −(ν + 2)R3∂3z − (1+ν)(3+ν)E R3Λ0∂z.
V4,ϕ est de´termine´ par l’e´quation :
V4,ϕV
ϕ
4 =
1−ν2
E
R4Λ1
1
R2
V1,ϕ =
1−ν2
E
Λ1iR
3.
• V5,z est de´termine´ par l’e´quation :
V5,z =
2R2
1−ν
[1+ν
2R2
i∂z
1−ν2
E
Λ1iR
3 + 1−ν
2
E
Λ1(−R∂z)]
V5,z = − (3+ν)(1+ν)E R3Λ1∂z.
V5,ϕ est de´termine´ par l’e´quation :
V5,ϕ = R
4[
1 + ν
2R2
i∂z(−(ν + 2)R3∂3z − (1+ν)(3+ν)E R3Λ0∂z) +
1− ν
2R2
∂2z (−iνR3∂2z + 1−ν
2
E
Λ0iR
3)
+ 1−ν
2
E
Λ0
1
R2
(−iνR3∂2z + 1−ν
2
E
Λ0iR
3) + 1−ν
2
E
Λ2
1
R2
iR]
= R4[− (1+ν)(ν+2)
2
iR∂4z − i (1+ν)
2(3+ν)
2E
RΛ0∂
2
z − iν
1− ν
2R2
R3∂4z +
1− ν
2
1−ν2
E
Λ0iR∂
2
z
− 1−ν2
E
Λ0Riν∂
2
z +
(1−ν2)2
E2
Λ20iR +
1−ν2
E
Λ2
1
R
i]
= −(2ν + 1)iR5∂4z + ν
3−3ν2−5ν−2
E
Λ0R
5i∂2z +
(1−ν2)2
E2
Λ20iR
5 + 1−ν
2
E
Λ2R
3i
Et l’ope´rateur L4 est de´termine´ par l’e´quation :
L4 =
E
1−ν2
i
R3
(−(2ν + 1)iR5∂4z + ν
3−3ν2−5ν−2
E
Λ0R
5i∂2z +
(1−ν2)2
E2
Λ20iR
5 + 1−ν
2
E
Λ2R
3i)
+ E
1−ν2
ν
R
∂z(−(ν + 2)R3∂3z − (3+ν)(1+ν)E R3Λ0∂z)
= (2ν + 1) E
1−ν2
R2∂4z − ν
3−3ν2−5ν−2
(1−ν2)
Λ0R
2∂2z − 1−ν
2
E
Λ20iR
2 − Λ2 − Eν(ν+2)1−ν2 R2∂4z
− ν(3+ν)(1+ν)
1−ν2
R2Λ0∂
2
z
L4 = ER
2∂4z + (1 + 2ν)Λ0R
2∂2z − Λ20 1−ν
2
E
R2 − Λ2.
• V6,ϕ est de´termine´ par l’e´quation :
V6,ϕ = R
4[
1 + ν
2R2
i∂z(− (3+ν)(1+ν)E R3Λ1∂z) +
1− ν
2R2
∂2z (
1−ν2
E
Λ1iR
3) + 1−ν
2
E
Λ0
1
R2
1−ν2
E
Λ1iR
3
+ 1−ν
2
E
Λ1
1
R2
(−iνR3∂2z + 1−ν
2
E
Λ0iR
3) + 1−ν
2
E
Λ3
1
R2
iR]
= −1+5ν+3ν2−2ν3
E
R5Λ1i∂
2
z +
2(1−ν2)2
E2
Λ0Λ1iR
5 + 1−ν
2
E
Λ3iR
3
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Et l’ope´rateur L5 est de´termine´ par l’e´quation :
L5 =
E
1−ν2
i
R3
(−1+5ν+3ν2−2ν3
E
R5Λ1i∂
2
z +
2(1−ν2)2
E2
Λ0Λ1iR
5 + 1−ν
2
E
Λ3iR
3)
+ E
1−ν2
ν
R
∂z(− (3+ν)(1+ν)E R3Λ1∂z)
L5 =
−1−2ν+ν2+3ν3
1−ν2
R2Λ1∂
2
z − 2(1−ν
2)
E
Λ0Λ1R
2 − Λ3.
Dans la re´solution du proble`me scalaire par la suite, nous verrons que nous obtien-
drons :
Λj = 0 ∀j < 4.
Dans la formule :
L[k] = L0(z) +
1
k
L1(z, ∂z) +
1
k2
L2(z, ∂z) +
1
k3
L3(z, ∂z) +
1
k4
L4(z, ∂z) + ...
nous verrons que les quatre premiers termes sont alors nuls. Le cas du cylindre est en
effet un cas tre`s de´ge´ne´re´.
D’apre`s le the´ore`me 3.4, si (Λ[k], ζ[k]) ve´rifie l’e´quation :
L[k]ζ[k] = Λ[k]ζ[k]
alors
u[k] = V[k]ζ[k]
est solution du proble`me aux valeurs propres en se´ries formelles :
M[k]u[k] = Λ[k]Au[k].
4.1.2 Re´solution du proble`me scalaire
On cherche a` re´soudre le proble`me scalaire obtenu dans le the´ore`me pre´ce´dent
auquel on ajoute les conditions aux limites de Dirichlet pour les deux premie`res com-
posantes en z = ±1 pour obtenir une solution dans l’espace variationnel Wm(I) sur
lequel est de´finie la membrane M[k].
The´ore`me 4.2. Pour tout couple (λ, w) solution du proble`me
ER2∂4zw = λw w(±1) = ∂zw(±1) = 0, (4.2)
il existe des se´ries formelles
Λ[k] = λk−4 +
∑
n≥6
k−nΛn et ζ[k] = w +
∑
n≥2
k−nζn (4.3)
telles que 

L[k]ζ[k]− Λ[k]ζ[k] = 0
Vα[k]ζ[k] = 0 sur Γ0, α = z, ϕ
. (4.4)
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Remarque 4.3. Les se´ries formelles de (4.3) ve´rifient :
Λ5 = 0, et ζ1 = 0. (4.5)
Preuve. Le syste`me : 

L[k]ζ[k]− Λ[k]ζ[k] = 0
Vα[k]ζ[k] = 0 sur Γ0
.
est e´quivalent au syste`me :
∀n ≥ 0


n∑
j=0
Ljζn−jk
−n −
n∑
j=0
Λjζn−jk
−n = 0
n∑
j=0
Vj,αζn−jk
−n = 0 sur Γ0
.
On regarde chacune des puissances de k dans la formule pre´ce´dente.
On a d’apre`s l’hypothe`se (4.3) :
Λ0 = Λ1 = Λ2 = Λ3 = 0, Λ4 = λ, et ζ0 = w. (4.6)
• n = 0 : 

L0ζ0 − Λ0ζ0 = 0
V0,αζ0 = 0 sur Γ0
D’apre`s le the´ore`me 4.1, on a L0 = 0, et d’apre`s (4.6), Λ0 = 0, de plus par la de´finition
(3.3), on a V0,α = 0, le syste`me est alors ve´rifie´.
• n = 1 : 

L0ζ1 + L1ζ0 − Λ0ζ1 − Λ1ζ0 = 0
V1,αζ0 +V0,αζ1 = 0 sur Γ0
Puisque d’apre`s le the´ore`me 4.1, on a L0 = L1 = 0,V1,z = 0,V1,ϕ = iR et d’apre`s (4.6)
Λ0 = Λ1 = 0 et par de´finition (3.3) V0,α = 0, ce syste`me donne alors seulement la
condition au bord ζ0(±1) = 0.
• n = 2 : 

L0ζ2 + L1ζ1 + L2ζ0 − Λ0ζ2 − Λ1ζ1 − Λ2ζ0 = 0
V2,αζ0 +V1,αζ1 +V0,αζ2 = 0 sur Γ0
D’apre`s le the´ore`me 4.1 et (4.6), on a L0 = L1 = 0, L2 = −Λ0 = 0, V2,z = −R∂z,V2,ϕ =
0 et Λ2 = 0, ceci implique ∂zζ0(±1) = ζ1(±1) = 0.
• n = 3 : 

L0ζ3 + L1ζ2 + L2ζ1 + L3ζ0 − Λ0ζ3 − Λ1ζ2 − Λ2ζ1 − Λ3ζ0 = 0
V3,αζ0 +V2,αζ1 +V1,αζ2 +V0,αζ3 = 0 sur Γ0
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D’apre`s le the´ore`me 4.1, on a L0 = L1 = L2 = 0, L3 = −Λ1 = 0, V3,z = 0,V3,ϕ =
−iνR3∂2z + 1−ν
2
E
Λ0iR
3 etet d’apre`s (4.6) on a Λ3 = 0, ceci implique alors
−νR2∂2zζ0(±1) + ζ2(±1) = ∂zζ1(±1) = 0.
• n = 4 :

L0ζ4 + L1ζ3 + L2ζ2 + L3ζ1 + L4ζ0 − Λ0ζ4 − Λ1ζ3 − Λ2ζ2 − Λ3ζ1 − Λ4ζ0 = 0
V4,αζ0 +V3,αζ1 +V2,αζ2 +V1,αζ3 +V0,αζ4 = 0 sur Γ0
Puisque Λ0 = Λ1 = Λ2 = Λ3 d’apre`s (4.6) il vient d’apre`s le the´ore`me 4.1 L0 = L1 =
L2 = L3 = 0 et
L4 = ER
2∂4z ,
alors (λ, w) = (Λ4, ζ0) ve´rifie l’e´quation :
L4ζ0 − Λ4ζ0 = 0,
c’est-a`-dire :
ER2∂4zζ0 − Λ4ζ0 = 0.
De plus les conditions au bord sont donne´es dans la re´solution pour n = 1 : ζ0(±1) = 0
et pour n = 2 : ∂zζ0(±1) = 0 et sont bien ve´rifie´es par ζ0 = w d’apre`s (4.2).
D’apre`s le the´ore`me 4.1, on a V4,z = −(ν+2)R3∂3z ,V4,ϕ = 0, donc la deuxie`me e´quation
du syste`me s’e´crit :
(ν + 2)R2∂3zζ0(±1) + ∂zζ2(±1) = −νR2∂2zζ1(±1) + ζ3(±1) = 0.
• n = 5 :

L0ζ5 + L1ζ4 + L2ζ3 + L3ζ2 + L4ζ1 + L5ζ0 − Λ2ζ3 − Λ3ζ2 − Λ4ζ1 − Λ5ζ0 = 0
V5,αζ0 +V4,αζ1 +V3,αζ2 +V2,αζ3 +V1,αζ4 +V0,αζ5 = 0 sur Γ0
Puisque Λ5 = 0 d’apre`s (4.5) et d’apre`s le the´ore`me 4.1, L5 = 0, ceci implique que ζ1
ve´rifie l’e´quation :
ER2∂4zζ1 − Λ4ζ1 = 0
avec les conditions au bord donne´es par les re´solutions pre´ce´dentes :
ζ1(±1) = ∂zζ1(±1) = 0.
On choisit de prendre ζ1 = 0.
D’apre`s le the´ore`me 4.1, V5,z = 0,V5,ϕ = −(2ν + 1)iR5∂4z , la deuxie`me e´quation du
syste`me nous donne donc :
(1 + 2ν)R4∂4zζ0(±1) + νR2∂2zζ2(±1)− ζ4(±1) = (ν + 2)R2∂3zζ1(±1) + ∂zζ3(±1) = 0.
• n > 5 quelconque : on suppose construits tous les Λj et ζj pour j < n − 4 et on
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cherche a` re´soudre le syste`me :

n∑
j=0
Ljζn−j −
n∑
j=0
Λjζn−j = 0
n∑
j=0
Vj,αζn−j = 0 sur Γ0
.
Puisque d’apre`s (4.6) et le the´ore`me 4.1, on a Λj = 0 et Lj = 0 pour j < 4, on re´sout :
(L4 − Λ4)ζn−4 = −
n∑
j=5
Ljζn−j +
n−1∑
j=5
Λjζn−j + Λnζ0.
avec les conditions aux bords sur ζn−4 de´termine´es pre´ce´demment aux rangs n − 2 et
n− 3 :
n−2∑
j=0
Vj,zζn−2−j =
n−3∑
j=0
Vj,ϕζn−3−j = 0 sur Γ0.
On rappelle que par de´finition (3.3) V0,α = 0 et que d’apre`s le the´ore`me 4.1, on a :
V1,z = 0, V1,ϕ = iR, V2,z = −R∂z, V2,ϕ = 0.
Ecrivons alors le syste`me sous la forme :

(L4 − Λ4)ζn−4 = Λnζ0 + R(ζj<n−4)
−R∂zζn−4(±1) = −
n−2∑
j=3
Vj,zζn−2−j(±1), et iRζn−4(±1) = −
n−3∑
j=2
Vj,ϕζn−3−j(±1)
.
(4.7)
D’apre`s la premie`re e´quation, on a :
〈(L4 − Λ4)ζn−4, ζ0〉L2 = 〈Λnζ0 + R(ζj<n−4), ζ0〉L2 .
Par inte´gration par parties, il vient :
[ER4∂3zζn−4ζ0]
1
−1 − 〈ER4∂3zζn−4, ∂zζ0〉L2 − 〈Λ4ζn−4, ζ0〉L2 = 〈Λnζ0 + R(ζj<n−4), ζ0〉L2 .
Mais puisque d’apre`s (4.2),
ζ0(±1) = ∂zζ0(±1) = 0,
en inte´grant a` nouveau par parties, on obtient :
〈ER4∂2zζn−4, ∂2zζ0〉L2 − 〈Λ4ζn−4, ζ0〉L2 = 〈Λnζ0 + R(ζj<n−4), ζ0〉L2 .
En recommenc¸ant deux fois, il vient :
[ER4∂zζn−4∂
2
zζ0]
1
−1 − [ER4ζn−4∂3zζ0]1−1+〈ER4ζn−4, ∂4zζ0〉L2 − 〈Λ4ζn−4, ζ0〉L2
= 〈Λnζ0 + R(ζj<n−4), ζ0〉L2 .
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Puisque d’apre`s (4.2), ζ0 ve´rifie l’e´quation :
(ER4∂4z − Λ4)ζ0 = 0,
on en de´duit que :
[ER4∂zζn−4∂
2
zζ0]
1
−1 − [ER4ζn−4∂3zζ0]1−1 = 〈Λnζ0 + R(ζj<n−4), ζ0〉L2 ,
c’est-a`-dire :
ER4∂zζn−4(1)∂
2
zζ0(1)− ER4∂zζn−4(−1)∂2zζ0(−1)− ER4ζn−4(1)∂3zζ0(1)
+ ER4ζn−4(−1)∂3zζ0(−1) = Λn||ζ0||2L2 + 〈R(ζj<n−4), ζ0〉L2 .
Par les conditions au bord sur ζn−4 donne´es dans (4.7), Λn est de´termine´ par l’e´quation :
Λn =
1
||ζ0||2L2
(
ER3
n−2∑
j=3
Vj,zζn−2−j(1)∂
2
zζ0(1)− ER3
n−2∑
j=3
Vj,zζn−2−j(−1)∂2zζ0(−1)
− 〈R(ζj<n−4), ζ0〉L2 − ER3i
n−3∑
j=2
Vj,ϕζn−3−j(1)∂
3
zζ0(1)
+ ER3i
n−3∑
j=2
Vj,ϕζn−3−j(−1)∂3zζ0(−1)
)
.
Cette condition e´tant remplie, le second membre Λnζ0 + R(ζj<n−4) est orthogonal au
noyau de L4 − Λ4 muni des conditions aux bords dans le syste`me (4.7) et d’apre`s
l’alternative de Fredholm, ζn−4 existe et est unique.
Corollaire 4.4. Soit (Λ[k], ζ[k]) une se´rie formelle solution du syste`me (4.4) sous la
condition (4.3), alors en posant :
u[k] = V[k]ζ[k]
on a :
M[k]u[k] = Λ[k]Au[k], uα[k](±1) = 0.
De plus on a l’expression de u[k] :
u[k] =

 00
ζ0

+ 1
k

 0iRζ0
0

+ 1
k2

 −R∂zζ00
ζ2

+ 1
k3

 0−iνR3∂2zζ0 + iRζ2
ζ3

+ ...
(4.8)
On voit dans la preuve du the´ore`me 4.2 que les ζl sont construits a` partir de ζ0.
Corollaire 4.5. Soit (Λ[k], ζ[k]) une se´rie formelle solution du syste`me (4.4) sous la
condition (4.3), alors pour tout n ∈ N, il existe une constante cn telle que :
||ζn||L2 ≤ cn||ζ0||L2 . (4.9)
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Preuve. D’apre`s le syste`me (4.7), pour tout n ∈ N∗, il existe un exposant fini sn ∈ N
et une constante γ tels que :
||ζn||L2 ≤ γ||ζ0||Hsn .
Mais puisque ζ0 est un vecteur propre, il est analytique et il existe alors une constante
cn telle que :
||ζn||L2 ≤ cn||ζ0||L2 .
4.2 Valeurs propres du bilaplacien
Dans le the´ore`me 4.2, la paire propre (λ, w) ve´rifie l’e´quation (4.2) qui fait ap-
paraˆıtre le bilaplacien homoge`ne sur [−1, 1]. On cherche alors a` re´soudre le proble`me
aux valeurs propres : 

∂4zw(z) = µw(z) sur [−1, 1]
w(±1) = 0
∂zw(±1) = 0
.
• On suppose µ = 0. Alors w s’e´crit :
w(z) = αz3 + βz2 + γz + δ.
Les conditions aux bords impliquent que le quadruplet (α, β, γ, δ) est dans le noyau de
la matrice : 

1 1 1 1
−1 1 −1 1
3 2 1 0
3 −2 1 0

 .
Celle-ci e´tant inversible, ceci implique f = 0 donc µ = 0 n’est pas une valeur propre.
• On suppose µ < 0. L’e´quation caracte´ristique associe´e a` l’e´quation diffe´rentielle est :
r4 = µ.
Posons :
σ = |µ|1/4.
Ses racines sont :
σeiπ/4, σe3iπ/4, σe5iπ/4, σe7iπ/4.
Donc w s’e´crit sous la forme :
w(z) = α exp(σeiπ/4z) + β exp(σe3iπ/4z) + γ exp(σe5iπ/4z) + δ exp(σe7iπ/4z).
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Les conditions aux bords impliquent que le quadruplet (α, β, γ, δ) est dans le noyau de
la matrice :

exp(σeiπ/4) exp(σe3iπ/4) exp(σe5iπ/4) exp(σe7iπ/4)
exp(−σeiπ/4) exp(−σe3iπ/4) exp(−σe5iπ/4) exp(−σe7iπ/4)
σeiπ/4 exp(σeiπ/4) σe3iπ/4 exp(σe3iπ/4) σe5iπ/4 exp(σe5iπ/4) σe7iπ/4 exp(σe7iπ/4)
σeiπ/4 exp(−σeiπ/4) σe3iπ/4 exp(−σe3iπ/4) σe5iπ/4 exp(−σe5iπ/4) σe7iπ/4 exp(−σe7iπ/4)

 .
Son de´terminant vaut :
4σ2[−2 + cosh(2
√
2σ) + 2 cos(2
√
2σ)].
Il ne s’annule qu’en 0. Donc le bilaplacien homoge`ne n’a pas de valeur propre ne´gative.
• On suppose µ > 0. L’e´quation caracte´ristique associe´e a` l’e´quation diffe´rentielle est :
r4 = µ.
Ses racines sont :
µ1/4,−µ1/4, iµ1/4,−iµ1/4.
Donc w s’e´crit sous la forme :
w(z) = αeµ
1/4z + βe−µ
1/4z + γeiµ
1/4z + δe−iµ
1/4z.
Les conditions aux bords impliquent que le quadruplet (α, β, γ, δ) est dans le noyau de
la matrice : 

eµ
1/4
e−µ
1/4
eiµ
1/4
e−iµ
1/4
eµ
−1/4
eµ
1/4
e−iµ
1/4
eiµ
1/4
µ1/4eµ
1/4 −µ1/4e−µ1/4 iµ1/4eiµ1/4 −iµ1/4e−iµ1/4
µ1/4e−µ
1/4 −µ1/4eµ1/4 iµ1/4e−iµ1/4 −iµ1/4eiµ1/4

 .
Pour que µ soit une valeur propre, il faut que 0 ne soit pas le seul e´le´ment du noyau
de cette matrice, donc que son de´terminant soit nul. Celui-ci vaut :
8iµ1/2[1− cosh(2µ1/4) cos(2µ1/4)].
Les valeurs propres du bilaplacien homoge`ne sur [−1, 1] sont donc les ze´ros non nuls
de la fonction :
µ 7→ 1− cosh(2µ1/4) cos(2µ1/4).
Notation 4.6. On note µ1, µ2, ... les valeurs propres du proble`me de Dirichlet pour le
bilaplacien sur [−1, 1] range´es dans l’ordre croissant. Nume´riquement on trouve :
µ1 ≃ 31.285, µ2 ≃ 237.721, µ3 ≃ 913.602, µ4 ≃ 2496.487.
Corollaire 4.7. Dans le the´ore`me 4.2, on peut prendre :
Λj[k] = Λj,4k
−4 + Λj,6k
−6 +
∑
n≥7
Λj,nk
−n
avec
Λj,4 = ER
2µj.
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4.3 Quasimodes
4.3.1 De´finition
On introduit alors la notion de quasimode comme dans [17] . Elle permet d’estimer
la distance entre la valeur propre obtenue par l’algorithme pre´ce´dent et le spectre de
M[k].
De´finition 4.8. Soit A un ope´rateur auto-adjoint non borne´ de domaine D(A) sur un
espace de Hilbert H. Pour h > 0 fixe´, une paire (λ, u) ∈ R × D(A) \ {0} est appele´e
h-quasimode si elle ve´rifie :
||(A− λ)u||H ≤ h||u||H .
Si (λ, u) est un h-quasimode, alors Λ est proche du spectre de A d’une distance
plus petite que h. On a e´galement un lemme sur la distance entre u et des sous-espaces
propres de A :
Lemme 4.9. Soit A un ope´rateur auto-adjoint non borne´ sur un espace de Hilbert H de
domaine D(A) inclus de manie`re compacte dans H. Soient (λj)j∈N les valeurs propres
distinctes de A et Ej les sous-espaces propres associe´s. Si (Λ, u) est un h-quasimode de
A, alors on a :
d(Λ, (λj)j∈N) ≤ h.
Soit K = {j ∈ N, |Λ− λj| ≤ h} et M = minj /∈K |Λ− λj| alors :
min
w∈⊕Ej
||u− w||H
||u||H ≤
h
M
.
4.3.2 Re´sultat
The´ore`me 4.10. Soit (Λ[k], ζ[k]) ∈ R × C∞(I) solution du syste`me (4.4) sous les
hypothe`ses (4.2) et (4.3).
Alors pour tout N ≥ 0, si l’on pose :
Λ[N ][k] =
N∑
j=0
k−jΛj
et
u[N ][k] =
N∑
j=0
k−juj =
N∑
j=0
k−j
j∑
l=0
Vlζj−l
la paire (Λ[N ][k],u[N ][k]) est un quasimode d’ordre O(k−N+1) de M[k] :
Il existe une constante C = C(N) ∈ R+ inde´pendante de k telle que pour tout k :
||(M[k]− Λ[N ][k]A)u[N ][k]||(L2)3 ≤ Ck−N+1||u[N ][k]||(L2)3
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Preuve. Par construction, u[N ][k] appartient a` l’espace variationnel Wm(I) = H
1
0 ×
H10 × L2(I) .
Puisque
M[k]u[k] = Λ[k]Au[k]
et
u[N ][k] =
N∑
j=0
k−j
j∑
l=0
Vlζj−l
et d’apre`s l’ine´galite´ (4.9), les ζl e´tant analytiques, on a :
||(M[k]− Λ[N ][k]A)u[N ][k]||(L2)3 ≤ C
kN−1
||ζ0||L2 .
Pour k assez grand, graˆce a` (4.8), il existe cN est inde´pendant de k telle que :
||ζ0||L2 ≤ cN ||u[N ]||(L2)3 .
Donc au final, il vient :
||(M[k]− Λ[N ][k]A)u[N ][k]||(L2)3 ≤ C
kN−1
||u[N ]||(L2)3 .
La paire (Λ[N ](k),u[N ](k)) est bien un quasimode d’ordre O(k−N+1) de M[k].
Remarque 4.11. Les valeurs propres de l’ope´rateur de membrane M[k] ont comme
point d’accumulation 0 lorsque k tend vers +∞ ; ce qui est cohe´rent avec la proposition
2.17 qui nous donne le spectre essentiel de la membrane du cylindre M :
σess(M) = [0,
E
R2
].
On note µ1, ..., µl, ... les valeurs propres de l’ope´rateur L4 muni des conditions de
Dirichlet sur I et on pose :
Λ
[N ]
l [k] = k
−4µl + k
−5Λ5,l + ...+ k
−NΛN,l.
The´ore`me 4.12. Il existe Cl,N ∈ R+ telle que pour tout k :
dist(Λ
[N ]
l [k], σ(M[k])) ≤ Cl,Nk−N+1
Il y a alors du vrai spectre autour du quasimode que l’on a exhibe´.
Pour k assez grand, Λ
[N ]
l se trouve sous le spectre essentiel de M[k].
4.4 Estimation d’e´nergie
Pour ve´rifier que la famille de quasimodes construite pre´ce´demment approche bien
la plus petite valeur propre de l’ope´rateur de membrane, on cherche une estimation
d’e´nergie pour de´terminer le quotient de Rayleigh.
On a l’estimation d’e´nergie suivante :
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Proposition 4.13. Pour u ∈ H10 ×H10 × L2([−1, 1]), il existe C ∈ R+ telle que pour
tout k ≤ 1 :
am[k](u,u) ≥ C
k4
||u||2H1×H1×L2 .
Preuve. Puisque am est une forme biline´aire coercive, on a l’ine´galite´ suivante :
am(u,u) ≥ C(E, ν)||γ(u)||2
avec ||γ(u)||2L2 = ||γzz(u)||2L2 + ||γzϕ(u)||2L2 + ||γϕϕ(u)||2L2 .
On applique la formule a` ueikϕ et on obtient :
am[k](u,u) ≥ C(E, ν)||γ(u)[k]||2.
Pour le cylindre de rayon R, on a d’apre`s les e´quations (2.9) :
γzz[k](u) = ∂zuz, γzϕ[k](u) =
1
2
(∂zuϕ + ikuz), γϕϕ[k](u) = ikuϕ +Ru3.
• En utilisant l’ine´galite´ de Poincare´, il s’en suit :
||∂zuz||2L2 ≥ C||uz||2L2 donc ||∂zuz||2L2 ≥ C1||uz||2H1
de plus ∂zuz = γzz[k](u) d’ou` ||γzz[k](u)||2L2 ≥ C1||uz||2H1 .
• On a ∂zuϕ = 2γzϕ[k](u)− ikuz, ceci implique que :
||∂zuϕ||L2 ≤ 2||γzϕ[k](u)||L2 + k||uz||L2 ≤ 2||γzϕ[k](u)||L2 + k||uz||H1
et en utilisant l’ine´galite´ pre´ce´dente, on obtient :
||∂zuϕ||L2 ≤ 2||γzϕ[k](u)||L2 + k√
C1
||γzz[k](u)||L2
Comme (a+ b)2 ≤ 2(a2 + b2) puisque (a− b)2 ≥ 0, alors :
||∂zuϕ||2L2 ≤ 2(4||γzϕ[k](u)||2L2 +
k2
C1
||γzz[k](u)||2L2)
Finalement on a :
||uϕ||2H1 ≤ C2||∂zuϕ||2L2 ≤ 8C2||γzϕ[k](u)||2L2 +
2k2C2
C1
||γzz[k](u)||2L2
• On a : u3 = 1R(γϕϕ[k](u)− ikuϕ) donc :
||u3||L2 ≤ k
R
||uϕ||L2 + 1
R
||γϕϕ[k](u)||L2
En utilisant les meˆmes arguments que pre´ce´demment on montre que :
||u3||2L2 ≤ 2
k2
R2
||uϕ||2L2 +
2
R2
||γϕϕ[k](u)||2L2 ≤ 2
k2
R2
||uϕ||2H1 +
2
R2
||γϕϕ[k](u)||2L2
4.4. ESTIMATION D’E´NERGIE 83
Par les ine´galite´s prouve´es au-dessus, on obtient :
||u3||2L2 ≤ 2
k2
R2
(8C2||γzϕ[k](u)||2L2 +
2k2C2
C1
||γzz[k](u)||2L2) +
2
R2
||γϕϕ[k](u)||2L2
||u3||2L2 ≤
16k2
R2
C2||γzϕ[k](u)||2L2 +
4k4C2
R2C1
||γzz[k](u)||2L2 +
2
R2
||γϕϕ[k](u)||2L2
En additionnant :
||u||2H1×H1×L2 ≤ max(
1
C1
+
2k2C2
C1
+
4k4C2
R2C1
,
2
R2
, 8C2 +
16k2
R2
C2)||γ(u)||2L2
Pour k ≥ 1, on a alors :
||u||2H1×H1×L2 ≤ C(R)k4||γ[k](u)||2L2
Donc au final :
am[k](u,u) ≥ C(E, ν)||γ[k](u)||2L2 ≥
C(E, ν)
C(R)k4
||u||2H1×H1×L2
D’apre`s le quotient de Rayleigh, on a :
Λmin = min
am[k](u,u)
||u||2H1×H1×L2
La plus petite valeur propre n’est donc pas plus grande que l’ordre k−4.
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4.5 Re´sultats nume´riques
On imple´mente la formulation variationnelle de l’ope´rateur M[k] pour le cylindre
donne´e par les formules (2.9) qui s’e´crit :
E
1−ν2
∫
S
∂zuz∂zvz +
1−ν
2R2
∂zuϕ∂zvϕ − νR(∂zuzvr + ur∂zvz) + 1R2urvr
+ k2(1−ν
2R2
uzvz +
1
R4
uϕvϕ)
+ ik[ ν
R2
(uϕ∂zvz − ∂zuzvϕ) + 1−ν2R2 (uz∂zvϕ − ∂zuϕvz) + 1R3 (urvϕ − uϕvr)]R dz
=λ
∫
S
(urvr +
1
R2
uϕvϕ + uzvz)R dz
avec les conditions au bord
uz(±1) = uϕ(±1) = 0.
On choisit I = [−1, 1] que l’on de´coupe en 2 e´le´ments re´guliers :
Figure 4.2 – Maillage du segment I
On prend les donne´es suivantes :
R = 2, E = 1, ν = 0.3.
Les calculs nume´riques ont e´te´ faits avec la librairie d’e´le´ments finisMe´lina de´velop-
pe´e par Martin [33]. On fait de l’interpolation de Lagrange aux points de Gauss-Lobatto
avec les e´le´ments Q6 pour calculer les 4 plus petites valeurs propres ainsi que les vec-
teurs propres associe´s.
Notation 4.14. On note les valeurs propres nume´riques Λ1,num(k),Λ2,num(k), ... range´es
par ordre croissant.
4.5. RE´SULTATS NUME´RIQUES 85
On regarde le comportement des 4 plus petites valeurs propres lorsque k augmente
de 0 a` 100 et on obtient le graphique suivant :
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Figure 4.3 – Comportement des 4 premie`res valeurs propres en fonction de k
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Pour mieux observer le comportement des valeurs propres pour k grand, on trace
le graphique log− log des 4 plus petites valeurs propres lorsque k augmente de 0 a` 100
et on observe des droites paralle`les dont on va chercher la pente.
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Membrane R=2 log10(vp) vs log10(k)
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Figure 4.4 – Graphique log− log du comportement des 4 premie`res valeurs propres
en fonction de k
On trace le graphe log− log des quatres premie`res valeurs propres pour k allant de
100 a` 1000 sur la figure 4.5. On obtient des droites, on effectue alors une re´gression
line´aire de degre´ 1 et on retrouve le comportement de la plus petite valeur propre en
k−4 au premier ordre comme dans le the´ore`me 4.2 :
Λj,num = ajk
−ρj + bjk
−σj + o(k−σj),
avec
ρj ≃ 4, σj ≃ 6.
En appliquant la formule du the´ore`me 4.7 et la valeur nume´rique des premie`res va-
leurs propres du bilaplacien homoge`ne sur [−1, 1] donne´e dans la proposition 4.6, on
obtient les valeurs the´oriques de Λj,4 pour les quatres premie`res valeurs propres de la
membrane :
Λj,4 = ER
2µj.
On a rassemble´ dans un tableau les donne´es the´oriques et nume´riques obtenues.
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1e`re vp 2e`me vp 3e`me vp 4e`me vp
Λj,4 125.14 950.88 3654.40 9985.94
aj 121.607 895.28 3310.99 8628.96
ρj 3.996 3.991 3.985 3.978
Voici ce qu’on obtient nume´riquement lors de la re´gression line´aire d’ordre 1 pour
chacun des segments de la figure 4.5 :
Λj,4
1e`re vp 116.36 122.02 123.50 124.12 124.44 124.63 124.75 124.83 124.88 125.14
2e`me vp 817.11 901.98 925.06 934.77 939.81 942.78 944.68 945.97 946.89 950.88
3e`me vp 2844.2 3347.4 3490.7 3551.9 3583.8 3602.7 3614.8 3623.0 3628.9 3654.40
4e`me vp 6891.8 8762.7 9326.5 9571.0 9699.6 9775.8 9824.8 9858.3 9882.2 9985.94
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Figure 4.5 – Graphique log− log du comportement des quatres premie`res valeurs
propres en fonction de k
On retrouve alors bien la convergence des plus petites valeurs propres vers les valeurs
the´oriques calcule´es avec les meˆmes ordres de grandeur. Ceci nous permet de valider
notre e´tude the´orique.
On e´tudie aussi le comportement au second ordre des valeurs propres. Pour cela on
trace en diagramme log− log :
Λj,num − Λj,4k−4
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en fonction de k. On obtient des droites de pente −6 et on retrouve le comportement
des plus petites valeurs propres en k−6 au second ordre comme dans la preuve du
the´ore`me 4.2 :
λnum =
1
k4
λ4,num +
1
k6
λ6,num + o(
1
k6
).
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Membrane R=2 Gauss−Lobatto  log10(vp−lamb4*k−4) vs log10(k)
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Figure 4.6 – Graphique log− log du comportement des quatres premie`res valeurs
propres en fonction de k au second ordre
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On regarde e´galement le comportement des vecteurs propres lorsque le mode angu-
laire k devient grand. On observe que la norme des vecteurs propres diminue lorsque
k augmente.
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Figure 4.7 – Composantes du premier vecteur propre pour k = 10
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Figure 4.8 – Composantes du premier vecteur propre pour k = 100
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Figure 4.9 – Composantes du premier vecteur propre pour k = 1000
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Pour pouvoir comparer les diffe´rentes composantes des vecteurs propres, on calcule
la valeur du quotient
max(uα)
max(ur)
, α = z, ϕ.
On regarde le comportement de ce quotient lorsque k augmente puis on trace le graphe
dans une e´chelle log− log 4.11 et on retrouve le comportement de la composante uz en
k−2 et de la composante uϕ en k
−1 qui sont en accord avec la formule (4.8) du corollaire
4.4 :
u[k] =

 00
ζ0

+ 1
k

 0iRζ0
0

+ 1
k2

 −R∂zζ00
ζ2

+ 1
k3

 0−iνR3∂2zζ0 + iRζ2
ζ3

+ ...
100 200 300 400 500 600 700 800 900 1000
0
0.005
0.01
0.015
0.02
0.025
k 
m
a
x
(u
a
lp
h
a
).
/m
a
x
(u
r)
Membrane R=2  max(u
alpha
)./max(u
r
) vs k
 
 
u
z
u_{\varphi}
Figure 4.10 – Graphique des rapports des maxima des vecteurs propres en fonction
de k
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Figure 4.11 – Graphique log− log des rapports des maxima des vecteurs propres en
fonction de k au premier ordre
Notre e´tude nume´rique a bien valide´ notre e´tude the´orique dans le cas de la mem-
brane d’une coque cylindrique.
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Chapitre 5
L’ope´rateur de Koiter pour le
cylindre
5.1 Introduction
La membrane est le mode`le limite de l’ope´rateur de Koiter lorsque l’e´paisseur de la
coque est nulle. Nous nous inte´ressons ici a` l’ope´rateur de Koiter complet avec ε 6= 0.
Le spectre de l’ope´rateur est alors discret et ne contient pas de spectre essentiel. Nous
allons essayer de comprendre le lien entre la plus petite valeur propre de la membrane
et la plus petite valeur propre de l’ope´rateur de Koiter.
On attire l’attention du lecteur sur le fait que l’espace variationnel sur lequel est de´fini
l’ope´rateur de Koiter est diffe´rent de celui sur lequel est de´fini l’ope´rateur de membrane :
W (S) = {u ∈ H1 ×H1 ×H2(S), et u|Γ0 = ∂zu3|Γ0 = 0}.
5.2 L’ope´rateur de flexion
On applique les formules de la flexion de la proposition 1.31 en utilisant (2.2) dans
le cas du cylindre de rayon R et on obtient la matrice de la flexion :
B =
E
1− ν2


0 0 0
0 −4k2
R6
∂2ϕ − 2(1−ν)R4 ∂2z − 2R3∂ϕ∂2z − 2R5∂3ϕ + 2R5∂ϕ
0 2
R3
∂ϕ∂
2
z +
2
R5
∂3ϕ − 2R5∂ϕ ∂4z + 2R2∂2ϕ∂2z + 1R4∂4ϕ − 2R4∂2ϕ + 1R4 − 2νR2∂2z


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ainsi que la matrice de la flexion a` fre´quence k en remplac¸ant ∂ϕ par ik :
B[k] =
E
1− ν2


0 0 0
0 4k
2
R6
− 2(1−ν)
R4
∂2z −2ikR3 ∂2z + 2ik
3
R5
+ 2ik
R5
0 2ik
R3
∂2z − 2ik
3
R5
− 2ik
R5
∂4z − 2k
2
R2
∂2z +
k4
R4
+ 2k
2
R4
+ 1
R4
− 2ν
R2
∂2z

 .
(5.1)
5.3 Ansatz
On regarde le syste`me complet de Koiter (membrane + flexion) 2D du cylindre sur
[−1, 1] a` la fre´quence k. D’apre`s les formules (4.1) et (5.1), il s’e´crit matriciellement
ainsi :
K(ε)[k] =M[k] +
ε2
3
B[k] =
E
1− ν2×

−∂2z + 1−ν2R2 k2 −1+ν2R2 ik∂z − νR∂z
−1+ν
2R2
ik∂z
1
R4
k2 − 1−ν
2R2
∂2z +
4ε2
3
( k
2
R6
− 1−ν
2R4
∂2z ) − ikR3 − ε
2
3
(2ik
R3
∂2z − 2ik
3
R5
− 2ik
R5
)
ν
R
∂z
ik
R3
+ ε
2
3
(2ik
R3
∂2z − 2ik
3
R5
− 2ik
R5
) 1
R2
+ ε
2
3
(∂4z − 2k
2
R2
∂2z +
k4
R4
+2k
2
R4
+ 1
R4
− 2ν
R2
∂2z )


En particulier, on a :
K(ε)[k]

 00
ζ0

 = E
1− ν2


− ν
R
∂zζ0
(− ik
R3
− ε2
3
(2ik
R3
∂2z − 2ik
3
R5
− 2ik
R5
))ζ0
( 1
R2
+ ε
2
3
(∂4z − 2k
2
R2
∂2z +
k4
R4
+ 2k
2
R4
+ 1
R4
− 2ν
R2
∂2z ))ζ0


Pour k grand, le terme pre´ponde´rant de la matrice de flexion est le terme en ε2k4
dans la composante B(3, 3). On peut s’attendre a` ce que la plus petite valeur propre
de l’ope´rateur de Koiter soit alors de la forme :
Λ4
k4
+ cε2k4.
Le minimum de cette fonction en k est obtenu lorsque les deux termes sont du meˆme
ordre ce qui correspond a` k4 de l’ordre de ε. On effectue alors l’Ansatz suivant :
k = Cε−1/4 (5.2)
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avec C un coefficient de proportionnalite´ (que l’on de´terminera plus tard) et on s’inte´resse
au comportement des valeurs propres lorsque ε tend vers 0. Cet Ansatz est aussi cor-
robore´ par les re´sultats de Artioli, Beira˜o da Veiga, Hakula et Lovadina [3, 2] et de
Beira˜o da Veiga, Hakula et Pitka¨ranta [6].
On verra par la suite que les expe´riences nume´riques permettront de valider cet Ansatz.
En remplac¸ant k par cette valeur, on obtient la matrice de flexion modifie´e suivante :
K[ε] := K(ε)[Cε−1/4] = E
1− ν2×

−∂2z + 1−ν2R2C2ε−1/2 −1+ν2R2 iCε−1/4∂z − νR∂z
−1+ν
2R2
iCε−1/4∂z
1
R4
ε−1/2 − 1−ν
2R2
∂2z − iCε
−1/4
R3
− 2iCε7/4
3R3
∂2z
+4
3
ε3/2
R6
− 2(1−ν)ε2
3R4
∂2z +
2iC3ε5/4
3R5
+ 2iCε
7/4
3R5
ν
R
∂z
iCε−1/4
R3
+ 2iCε
7/4
3R3
∂2z
1
R2
+ ε
2
3
∂4z − 2C
2ε3/2
3R2
∂2z +
C4ε
3R4
−2iC3ε5/4
3R5
− 2iCε7/4
3R5
+2C
2ε3/2
3R4
+ ε
2
3R4
− 2νε2
3R2
∂2z


.
On de´compose alors K[ε] selon les puissances de ε :
K[ε] = ε−1/2K0+ε−1/4K1+K2+ε1/4K3+ε1/2K4+ε3/4K5+εK6+ε5/4K7+ε3/2K8+ε7/4K9+ε2K10
avec :
K0 = C2M0 = E
1− ν2


1−ν
2R2
C2 0 0
0 1
R4
C2 0
0 0 0

 ,
K1 = CM1 = E
1− ν2


0 −1+ν
2R2
iC∂z 0
−1+ν
2R2
iC∂z 0 − iCR3
0 iC
R3
0

 ,
K2 = E
1− ν2


−∂2z 0 − νR∂z
0 −1−ν
2R2
∂2z 0
ν
R
∂z 0
1
R2

 , K3 = K4 = K5 =


0 0 0
0 0 0
0 0 0

 ,
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K6 = E
1− ν2


0 0 0
0 0 0
0 0 C
4
3R4

 , K7 =
E
1− ν2


0 0 0
0 0 2iC
3
3R5
0 −2iC3
3R5
0

 ,
K8 = E
1− ν2


0 0 0
0 4
3R6
0
0 0 −2C2
3R2
∂2z +
2C2
3R4

 ,
K9 = E
1− ν2

 0 0 00 0 − 2iC
3R3
∂2z +
2iC
3R5
0 2iC
3R3
∂2z − 2iC3R5 0

 ,
K10 = E
1− ν2


0 0 0
0 −2(1−ν)
3R4
∂2z 0
0 0 1
3
∂4z +
1
3R4
− 2ν
3R2
∂2z

 .
Dans une premie`re e´tape, on va chercher un de´veloppement en se´rie formelle sous
la forme :
K[ε]u[ε] = Λ[ε]Au[ε]. (5.3)
avec
u[ε] =
∑
n≥0
unε
n/4 et Λ[ε] =
∑
n≥0
Λnε
n/4.
On verra que comme dans le cas de la membrane, le syste`me 3 × 3 (5.3) peut se
re´duire a` un proble`me scalaire graˆce a` des ope´rateurs de reconstruction
V [ε] =
∑
n≥0
Vnεn/4
avec
Vn = (Vn,z,Vn,ϕ,Vn,3)T : C∞(R)→ C∞(R)3
comme dans Dauge, Gruais et Ro¨ssle [20].
Et u sera trouve´ sous la forme :
u[ε] = V [ε]ζ[ε]
ou` ζ[ε] est une se´rie formelle scalaire :
ζ[ε] =
∑
n≥0
ζnε
n/4, ζn ∈ C∞(I,R).
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Alors (5.3) se re´duit au proble`me :
K[ε]V [ε]ζ[ε]− Λ[ε]AV [ε]ζ[ε] = 0. (5.4)
Comme on va le voir, un choix judicieux de V [ε] permet une re´duction du proble`me
(5.4) a` un proble`me scalaire en ζ[ε] du type :
L[ε]ζ[ε]− Λ[ε]ζ[ε] = 0.
5.4 Re´duction formelle sans conditions aux limites
Comme dans le cas de la membrane dans la section 3.1, puisque l’ope´rateur K0
contient du noyau dans la troisie`me composante, on de´finit l’ope´rateur suivant qui sera
le moteur de notre re´solution :
De´finition 5.1. On de´finit l’ope´rateur V0 : C∞(R)→ C∞(R)3 tel que :
V0 = (0, 0, Id)T . (5.5)
Proposition 5.2. On a la relation suivante :
K0V0 = 0.
On obtient alors un the´ore`me semblable au the´ore`me 3.4 dans le cas de la mem-
brane :
The´ore`me 5.3. Soit une se´rie formelle a` coefficients re´els :
Λ[ε] =
∑
n≥0
εn/4Λn.
Il existe pour n ≥ 1 des ope´rateurs Vn,z,Vn,ϕ : C∞(R) → C∞(R) d’ordre n − 1, po-
lynoˆmiaux en Λj, pour j ≤ n− 3, et pour n ≥ 0 des ope´rateurs Ln : C∞(R)→ C∞(R)
d’ordre n, polynoˆmiaux en Λj, pour j ≤ n− 2 tels que :
V [ε] =
∑
n≥0
Vnεn/4, Vn = (Vn,z,Vn,ϕ, 0)T ,
et
L[ε] =
∑
n≥0
Lnεn/4,
on ait
K[ε]V [ε]− Λ[ε]V [ε] = V0 ◦ (L[ε]−AΛ[ε]).
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On a :
L[ε] = L0(z) + ε1/4L1(z, ∂z) + ε1/2L2(z, ∂z) + ε3/4L3(z, ∂z) + εL4(z, ∂z) + ... (5.6)
et les ope´rateurs Ln pour n ≤ 4 et Vn,α pour n ≤ 5 s’e´crivent :
L0(z) = 0
L1(z, ∂z) = 0
L2(z, ∂z) = −Λ0C2
L3(z, ∂z) = −Λ1C2
L4(z, ∂z) = E1−ν2 C
4
3R4
+ ER
2
C4
∂4z
L5(z, ∂z) = E1−ν2 iCR3R6,ϕ(Λj<4) + E1−ν2 νR∂zR5,z(Λj<2)
et :
V1,z = 0 V1,ϕ = iRC
V2,z = − RC2∂z V2,ϕ = 0
V3,z = 0 V3,ϕ = − iνR3C3 ∂2z + 1−ν
2
E
Λ0
iR3
C3
V4,z = − (ν+2)R3C4 ∂3z +R4,z(Λj<1) V4,ϕ = 1−ν
2
E
Λ1
iR3
C3
V5,z = R5,z(Λj<2) V5,ϕ = − (2ν+1)R5C5 i∂4z +R5,ϕ(Λj<3)
V6,z = −(2ν + 3)R5C6∂5z +R6,z(Λj<3) V6,ϕ = R6,ϕ(Λj<4)
.
Preuve. Elle fonctionne sur le meˆme principe que la preuve du the´ore`me 3.4.
On identifie les puissances de ε dans l’e´quation aux se´ries formelles :
K[ε]V [ε]− Λ[ε]AV [ε] = V0 ◦ (L[ε]− Λ[ε])
avec
L[ε] =
∑
k≥0
Lnεn/4.
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Ce qui s’e´crit encore :
ε−1/2
10∑
j=0
Kjεj/4
∑
n≥0
Vnεn/4 −
∑
n≥0
n∑
j=0
ΛjAVn−jεn/4 = V0 ◦ (
∑
n≥0
Lnεn/4 −
∑
n≥0
Λnε
n/4).
En de´veloppant, on obtient :
∑
n≥0
10∑
j=0
KjVnεn/4+j/4−1/2 −
∑
n≥0
n∑
j=0
ΛjAVn−jεn/4 = V0 ◦ (
∑
n≥0
Lnεn/4 −
∑
n≥0
Λnε
n/4).
On change l’indexation des indices dans les sommes :
∑
n≥0
min(n,10)∑
j=0
KjVn−jεn/4−1/2 −
∑
n≥2
n−2∑
j=0
ΛjAVn−2−jεn/4−1/2
= V0 ◦ (
∑
n≥2
Ln−2εn/4−1/2 −
∑
n≥2
Λn−2ε
n/4−1/2).
Pour n fixe´ plus grand que 2, on a alors :
min(n,10)∑
j=0
KjVn−j −
n−2∑
j=0
ΛjAVn−2−j = V0 ◦ (Ln−2 − Λn−2).
• Le terme en ε−1/2 dans l’e´quation pre´ce´dente est nul puique d’apre`s la proposition
5.2, on a :
K0V0 = 0.
• Le terme en ε−1/4 s’e´crit :
K0V1 +K1V0 = 0.
Ceci s’e´crit encore :
K0

V1,zV1,ϕ
0

+K1

00
1

 = 0.
D’ou` V1,z et V1,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2R2
C2V1,z = 0, E
1− ν2
1
R4
C2V1,ϕ = −K1(2, 3).
V1,z = 0, V1,ϕ = iR
C
.
• Le terme en ε0 s’e´crit :
K0V2 +K1V1 +K2V0 − Λ0AV0 = V0 ◦ (L0 − Λ0).
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Puisque A(3, 3) = 1, le terme en Λ0 disparaˆıt et on a :
K0

V2,zV2,ϕ
0

+K1

V1,zV1,ϕ
0

+K2

00
1

 =

00
1

 ◦ L0.
D’ou` V2,z et V2,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2R2
C2V2,z = −K1(1, 2)V1,ϕ −K2(1, 3)
E
1− ν2
1
R4
C2V2,ϕ = −K1(2, 1)V1,z.
On a donc
V2,z = − R
C2
∂z, V2,ϕ = 0.
Et l’ope´rateur L0 est de´termine´ par l’e´quation :
L0 = K1(3, 2)V1,ϕ +K2(3, 3) = − E
1− ν2
1
R2
+
E
1− ν2
1
R2
= 0.
• Le terme en ε−1/4 s’e´crit puisque K3 = 0 :
K0V3 +K1V2 +K2V1 − Λ0AV1 − Λ1AV0 = V0 ◦ (L1 − Λ1).
Puisque A(3, 3) = 1, le terme en Λ1 disparaˆıt et on a :
K0

V3,zV3,ϕ
0

+K1

V2,zV2,ϕ
0

+K2

V1,zV1,ϕ
0

− Λ0A

V1,zV1,ϕ
0

 =

00
1

 ◦ L1.
D’ou` V3,z et V3,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2R2
C2V3,z = −K1(1, 2)V2,ϕ −K2(1, 1)V1,z + Λ0V1,z
E
1− ν2
1
R4
C2V3,ϕ = −K1(2, 1)V2,z −K2(2, 2)V1,ϕ + Λ0 1
R2
V1,ϕ.
V3,z = 0, V3,ϕ = −νR
3
C3
i∂2z + Λ0
1− ν2
E
iR3
C3
.
Et l’ope´rateur L1 est de´termine´ par l’e´quation :
L1 = K1(3, 2)V2,ϕ +K2(3, 1)V1,z = 0.
• Le terme en ε−1/2 puisque K4 = 0 donne les e´quations :
E
1− ν2
1− ν
2R2
C2V4,z = −K1(1, 2)V3,ϕ −K2(1, 1)V2,z + Λ0V2,z + Λ1V1,z.
Ecrivons cela sous la forme :
V4,z = −(ν + 2)R
3
C4
∂3z +R4,z(Λj<1),
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et
E
1− ν2
1
R4
C2V4,ϕ = −K1(2, 1)V3,z −K2(2, 2)V2,ϕ + Λ0 1
R2
V2,ϕ + 1
R2
Λ1V1,ϕ
V4,ϕ = Λ1 iR
3
C3
.
Et l’ope´rateur L2 est de´termine´ par l’e´quation :
L2 = K1(3, 2)V3,ϕ +K2(3, 1)V2,z
L2 = E
1− ν2
iC
R3
V3,ϕ + E
1− ν2
ν
R
∂zV2,z = −Λ0
C2
.
• Le terme en ε−3/4 puisque K5 = 0 donne les e´quations :
E
1− ν2
1− ν
2R2
C2V5,z = −K1(2, 1)V4,z −K2(2, 2)V3,ϕ + Λ0V3,z + Λ1V2,z + Λ2V1,z
V5,z = R5,z(Λj<2),
et
E
1− ν2
1
R4
C2V5,ϕ = −K1(2, 1)V4,z −K2(2, 2)V3,ϕ + Λ0 1
R2
V3,ϕ + Λ1 1
R2
V2,ϕ + Λ2 1
R2
V1,ϕ.
V5,ϕ = −(2ν + 1)R
5
C5
i∂4z +R5,ϕ(Λj<3).
Et l’ope´rateur L3 est de´termine´ par l’e´quation :
L3 = E
1− ν2
iC
R3
V4,ϕ + E
1− ν2
ν
R
∂zV3,z = −Λ1
C2
.
• Le terme en ε−1 donne les e´quations :
E
1− ν2
1− ν
2R2
C2V6,z = −K1(2, 1)V5,z −K2(2, 2)V4,ϕ + Λ0V4,z + Λ1V3,z + Λ2V2,z + Λ3V1,z
V6,z = −(2ν + 3)R
5
C6
∂5z +R6,z(Λj<3)
et
E
1− ν2
1
R4
C2V6,ϕ = −K1(2, 1)V5,z−K2(2, 2)V4,ϕ+Λ0 1
R2
V4,ϕ+Λ1 1
R2
V3,ϕ+Λ2 1
R2
V2,ϕ+Λ3 1
R2
V1,ϕ.
V6,ϕ = R6,ϕ(Λj<4).
Et l’ope´rateur L4 est de´termine´ par l’e´quation :
L4 = E
1− ν2
iC
R3
V5,ϕ + E
1− ν2
ν
R
∂zV4,z + E
1− ν2
C4
3R4
donc
L4 = E
1− ν2
C4
3R4
+
ER2
C4
∂4z .
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• Le terme en ε−5/4 donne les e´quations :
E
1− ν2
1
R4
C2V7,ϕ = −K1(2, 1)V6,z −K2(2, 2)V5,ϕ −K7(2, 3)V30 + Λ0
1
R2
V5,ϕ + Λ1 1
R2
V4,ϕ
+Λ2
1
R2
V3,ϕ + Λ3 1
R2
V2,ϕ + Λ4 1
R2
V1,ϕ.
V7,ϕ = −i(3ν + 2)R
7
C7
∂6z +
2iC
3R
+ Λ4
iR3
C3
1− ν2
E
+R7,ϕ(Λj<3).
Et l’ope´rateur L5 est de´termine´ par l’e´quation :
L5 = E
1− ν2
iC
R3
V6,ϕ + E
1− ν2
ν
R
∂zV5,z = E
1− ν2
iC
R3
R6,ϕ(Λj<4) + E
1− ν2
ν
R
∂zR5,z(Λj<2).
• Le terme en ε−3/2 donne l’e´quation :
L6 = E
1− ν2
iC
R3
V7,ϕ + E
1− ν2
ν
R
∂zV6,z + E
1− ν2
2iC3
3R5
iR
C
− E
1− ν2
2C2
3R2
∂2z +
E
1− ν2
2C2
3R4
.
L6 = 2ER
4
C6
∂6z −
E
1− ν2
2C2
3R2
∂2z −
E
1− ν2
2C2
3R4
− Λ4 1
C2
+
E
1− ν2
iC
R3
R7,ϕ(Λj<3)
+
E
1− ν2
ν
R
∂zR6,z(Λj<3).
• Pour tout n > 2, le terme en ε−n/4−1/2 s’e´crit :
min(n,10)∑
j=0
KjVn−j −
n−2∑
j=0
ΛjAVn−2−j = V0 ◦ (Ln−2 −AΛn−2).
Puisque A(3, 3) = 1, le terme en Λn−2 disparaˆıt et on a :
K0

Vn,zVn,ϕ
0

+ min(n,10)∑
j=1
Kj

Vn−j,zVn−j,ϕ
0

− n−3∑
j=0
ΛjA

Vn−2−j,zVn−2−j,ϕ
0

 =

00
1

 ◦ Ln−2.
D’ou` Vn,z et Vn,ϕ sont de´termine´s par les e´quations :
E
1− ν2
1− ν
2R2
C2Vn,z = −
min(n,10)∑
j=1
Kj(1, 1)Vn−j,z +Kj(1, 2)Vn−j,ϕ −
n−3∑
j=0
ΛjVn−2−j,z
E
1− ν2
1− ν
R4
C2Vn,ϕ = −
min(n,10)∑
j=1
Kj(2, 1)Vn−j,z +Kj(2, 2)Vn−j,ϕ −
n−3∑
j=0
Λj
1
R2
Vn−2−j,ϕ
Et l’ope´rateur Ln−2 est de´termine´ par l’e´quation :
Ln−2 =
min(n,10)∑
j=1
Kj(3, 1)Vn−j,z +Kj(3, 2)Vn−j,ϕ.
De la meˆme manie`re que dans la preuve du the´ore`me pour la membrane 3.4, on montre
5.5. RE´SOLUTION DU PROBLE`ME SCALAIRE 105
que pour n ≥ 2, les ope´rateurs Vn,α sont d’ordre n − 1 polynoˆmiaux en Λj, j < n − 2
et que l’ope´rateur Ln−2 est d’ordre n− 2 et polynoˆmial en Λj, j < n− 3.
5.5 Re´solution du proble`me scalaire
Dans une deuxie`me e´tape, on re´sout le proble`me scalaire obtenu dans le the´ore`me
pre´ce´dent en ajoutant les conditions au bord. Cependant il y a trop de conditions au
bord donc on commence par le re´soudre avec les conditions au bord de la membrane :
uα|Γ0 = 0. Les conditions aux limites restantes u3|Γ0 = 0 et ∂zu3|Γ0 = 0 seront traite´es
dans la section suivante en ajoutant des couches limites a` l’ope´rateur de l’Ansatz.
The´ore`me 5.4. Pour tout couple (λ, w) solution du proble`me
( E
1− ν2
C4
3R4
+
ER2
C4
∂4z
)
w = λw, w(±1) = ∂z(±1) = 0, (5.7)
il existe des se´ries formelles
Λ[ε] = λε+
∑
n≥6
εn/4Λn et ζ[ε] = w +
∑
n≥2
εn/4ζn ∈ C∞([−1, 1]) (5.8)
telles que 

L[ε]ζ[ε]− Λ[ε]ζ[ε] = 0
Vα[ε]ζ[ε] = 0 sur Γ0, α = z, ϕ
. (5.9)
Remarque 5.5. Les se´ries formelles de (5.8) ve´rifient :
Λ5 = 0, et ζ1 = 0. (5.10)
Preuve. La preuve est similaire a` celle du the´ore`me 4.2.
Le syste`me : 

L[ε]ζ[ε]− Λ[ε]ζ[ε] = 0
Vα[ε]ζ[ε] = 0 sur Γ0
est e´quivalent a` :
∀n ≥ 0,


n∑
j=0
Ljζn−j −
n∑
j=0
Λjζn−j = 0
n∑
j=0
Vαj ζn−j = 0 sur Γ0
.
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On a d’apre`s l’hypothe`se (5.8) :
Λ0 = Λ1 = Λ2 = Λ3 = 0, Λ4 = λ, et ζ0 = w. (5.11)
On re´sout alors le syste`me pour chaque n.
• n = 0 : 

L0ζ0 − Λ0ζ0 = 0
V0,αζ0 = 0 sur Γ0
.
Puisque L0 = 0 d’apre`s les formules du the´ore`me 5.3 et Λ0 = 0 d’apre`s (5.11) et
V0,α = 0 par la de´finition (5.5), le syste`me est ve´rifie´.
• n = 1 : 

L0ζ1 + L1ζ0 − Λ0ζ1 − Λ1ζ0 = 0
V1,αζ0 + V0,αζ1 = 0 sur Γ0
.
On a L0 = L1 = 0, V1,z = 0, V1,ϕ = iRC d’apre`s les formules du the´ore`me 5.3 et Λ1 = 0
d’apre`s (5.11). Ceci implique alors seulement la condition au bord ζ0(±1) = 0.
• n = 2 : 

L0ζ2 + L1ζ1 + L2ζ0 − Λ0ζ2 − Λ1ζ1 − Λ2ζ0 = 0
V2,αζ0 + V1,αζ1 + V0,αζ2 = 0 sur Γ0
.
On a L2 = −Λ0C2 = 0, V2,z = − RC2∂z,V2,ϕ = 0 d’apre`s les formules du the´ore`me 5.3 et
Λ2 = 0 d’apre`s (5.11). Ceci implique alors les conditions au bord : ζ1(±1) = ∂zζ0(±1) =
0.
• n = 3 : 

L0ζ3 + L1ζ2 + L2ζ1 + L3ζ0 − Λ0ζ3 − Λ1ζ2 − Λ2ζ1 − Λ3ζ0 = 0
V3,αζ0 + V2,αζ1 + V1,αζ2 + V0,αζ3 = 0 sur Γ0
On a d’apre`s les formules du the´ore`me 5.3 :
L3 = −Λ1
C2
, V3,z = 0,V3,ϕ = − iνR3C3 ∂2z + 1−ν
2
E
Λ0
iR3
C3
et Λ0 = Λ1 = Λ3 = 0 d’apre`s (5.11). Ceci implique alors les conditions au bord :
−νR2∂2zζ0(±1) + C2ζ2(±1) = ∂zζ1(±1) = 0.
• n = 4 :

L0ζ4 + L1ζ3 + L2ζ2 + L3ζ1 + L4ζ0 − Λ0ζ4 − Λ1ζ3 − Λ2ζ2 − Λ3ζ1 − Λ4ζ0 = 0
V4,αζ0 + V3,αζ1 + V2,αζ2 + V1,αζ3 + V0,αζ4 = 0 sur Γ0
Puisque d’apre`s les formules du the´ore`me 5.3,
L4 = E
1− ν2
C4
3R4
+
ER2
C4
∂4z ,
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ceci implique que (Λ4, ζ0) ve´rifie l’e´quation :( E
1− ν2
C4
3R4
+
ER2
C4
∂4z
)
ζ0 − Λ4ζ0 = 0.
De plus les conditions au bord sont donne´es dans la re´solution pour n = 1 : ζ0(±1) = 0
et pour n = 2 : ∂zζ0(±1) = 0.
D’apre`s les formules du the´ore`me 5.3, on a :
V4,z = − (ν+2)R3C4 ∂3z +R4,z(Λj<1), V4,ϕ = 1−ν
2
E
Λ1
iR3
C3
.
Les conditions au bord s’e´crivent donc :
(ν + 2)R2∂3zζ0(±1) + C2∂zζ2(±1) = −νR2∂2zζ1(±1) + C2ζ3(±1) = 0.
• n = 5 :

L0ζ5 + L1ζ4 + L2ζ3 + L3ζ2 + L4ζ1 + L5ζ0 − Λ2ζ3 − Λ3ζ2 − Λ4ζ1 − Λ5ζ0 = 0
V5,αζ0 + V4,αζ1 + V3,αζ2 + V2,αζ3 + V1,αζ4 + V0,αζ5 = 0 sur Γ0
.
D’apre`s les formules du the´ore`me 5.3, on a :
L5 = E
1− ν2
iC
R3
R6,ϕ(Λj<4) + E
1− ν2
ν
R
∂zR5,z(Λj<2)
donc L5 = 0 et Λ5 = 0 d’apre`s (5.10). Ceci implique que ζ1 est solution de l’e´quation :( E
1− ν2
C4
3R4
+
ER2
C4
∂4z
)
ζ0 − Λ4ζ1 = 0
avec les conditions au bord donne´es par les re´solutions pre´ce´dentes :
ζ1(±1) = ∂zζ1(±1) = 0.
On choisit de prendre ζ1=0.
D’apre`s les formules du the´ore`me 5.3, on a :
V5,z = R5,z(Λj<2), V5,ϕ = −(2ν + 1)R
5
C5
i∂4z +R5,ϕ(Λj<3).
La deuxie`me e´quation du syste`me nous donne donc :
(1+2ν)R4∂4zζ0(±1)+νC2R2∂2zζ2(±1)−C4ζ4(±1) = (ν+2)R2∂3zζ1(±1)+C2∂zζ3(±1) = 0.
• n > 5 quelconque : on suppose construits tous les Λj et ζj pour j < n − 4 et on
cherche a` re´soudre le syste`me :

n∑
j=0
Ljζn−j −
n∑
j=0
Λjζn−j = 0
n∑
j=0
Vj,αζn−j = 0 sur Γ0
.
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Puisque d’apre`s (5.11) et le the´ore`me 5.3, on a Λj = 0 et Lj = 0 pour j < 4, on re´sout :
(L4 − Λ4)ζn−4 = −
n∑
j=5
Ljζn−j +
n−1∑
j=5
Λjζn−j + Λnζ0.
avec les conditions aux bords sur ζn−4 ont e´te´ de´termine´es pre´ce´demment aux rangs
n− 2 et n− 3 :
n−2∑
j=0
Vj,αζn−2−j =
n−3∑
j=0
Vj,αζn−3−j = 0 sur Γ0.
On rappelle que par de´finition (5.5), V0,α = 0 et que d’apre`s le the´ore`me 5.3 on a :
V1,z = 0, V1,ϕ = iR
C
, V2,z = − R
C2
∂z, V2,ϕ = 0.
Ecrivons alors le syste`me sous la forme :

(L4 − Λ4)ζn−4 = Λnζ0 +R(ζj<n−4)
R
C2
∂zζn−4(±1) =
n−2∑
j=3
Vj,zζn−2−j(±1), et iR
C
ζn−4(±1) = −
n−3∑
j=2
Vj,ϕζn−3−j(±1)
.
(5.12)
D’apre`s la premie`re e´quation de (5.12), on a :
〈(L4 − Λ4)ζn−4, ζ0〉L2 = 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 ,
ce qui s’e´crit encore :〈
(
E
1− ν2
C4
3R4
+
ER2
C4
∂4z − Λ4)ζn−4, ζ0
〉
L2
= 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 .
Par inte´gration par parties, il vient :[
E
R2
C4
∂3zζn−4ζ0
]1
−1
−
〈
E
R2
C4
∂3zζn−4, ∂zζ0
〉
L2
+
〈
(
E
1− ν2
C4
3R4
− Λ4)ζn−4, ζ0
〉
L2
= 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 .
Mais puisque d’apre`s (5.7),
ζ0(±1) = ∂zζ0(±1) = 0,
et en inte´grant a` nouveau par parties, on obtient :〈
E
R2
C4
∂2zζn−4, ∂
2
zζ0
〉
L2
+
〈
(
E
1− ν2
C4
3R4
− Λ4)ζn−4, ζ0
〉
L2
= 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 .
En recommenc¸ant deux fois, il vient :[
E
R2
C4
∂zζn−4∂
2
zζ0
]1
−1
−
[
E
R2
C4
ζn−4∂
3
zζ0
]1
−1
+
〈
E
R2
C4
ζn−4, ∂
4
zζ0
〉
L2
+
〈
(
E
1− ν2
C4
3R4
− Λ4)ζn−4, ζ0
〉
L2
= 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 .
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Puisque d’apre`s (5.7), ζ0 ve´rifie l’e´quation :
(L4 − Λ4)ζ0 =
( E
1− ν2
C4
3R4
+
ER2
C4
∂4z − Λ4
)
ζ0 = 0,
on en de´duit que :[
E
R2
C4
∂zζn−4∂
2
zζ0
]1
−1
−
[
E
R2
C4
ζn−4∂
3
zζ0
]1
−1
= 〈Λnζ0 +R(ζj<n−4), ζ0〉L2 ,
c’est-a`-dire :
E
R2
C4
∂zζn−4(1)∂
2
zζ0(1)− E
R2
C4
∂zζn−4(−1)∂2zζ0(−1)− E
R2
C4
ζn−4(1)∂
3
zζ0(1)
− ER
2
C4
ζn−4(−1)∂3zζ0(−1) = Λn||ζ0||2L2 + 〈R(ζj<n−4), ζ0〉L2 .
Puisque ||ζ0||L2 = 1 et par les conditions au bord sur ζn−4 donne´es dans (5.12) , Λn est
de´termine´ par l’e´quation :
Λn =E
R
C2
n−2∑
j=3
Vj,zζn−2−j(1)∂2zζ0(1)− E
R
C2
n−2∑
j=3
Vj,zζn−2−j(−1)∂2zζ0(−1)− 〈R(ζj<n−4), ζ0〉L2
− E R
C3
i
n−3∑
j=2
Vj,ϕζn−3−j(1)∂3zζ0(1) + E
R
C3
i
n−3∑
j=2
Vj,ϕζn−3−j(−1)∂3zζ0(−1).
Cette condition e´tant remplie, le second membre Λnζ0 +R(ζj<n−4) est orthogonal au
noyau de L4 − Λ4 muni des conditions aux bords (5.12) et d’apre`s l’alternative de
Fredholm, ζn−4 existe et est unique.
Remarque 5.6. La plus petite valeur propre de l’ope´rateur K[ε] se comporte en ε
comme dans Beira˜o da Veiga, Hakula et Pitka¨ranta [6].
Corollaire 5.7. Soit (Λ[ε], ζ[ε]) une se´rie formelle solution du syste`me (5.9) sous la
condition (5.8), alors en posant :
u[ε] = V [ε]ζ[ε]
on a :
K[ε]u[ε] = Λ[ε]Au[ε], uα[ε](±1) = 0.
De plus on a l’expression de u[ε] :
u[ε] =

 00
ζ0

+ε1/4

 0iR
C
ζ0
0

+ε1/2

 −
R
C2
∂zζ0
0
ζ2

+ε3/4

 0− iνR3
C3
∂2zζ0 +
iR
C
ζ2
ζ3

+ ...
(5.13)
On voit dans la preuve du the´ore`me 5.4 que les ζl sont construits a` partir de ζ0.
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Corollaire 5.8. Soit (Λ[ε], ζ[ε]) une se´rie formelle solution du syste`me (5.9) sous la
condition (5.8), alors pour tout n ∈ N, il existe une constante cn telle que :
||ζn||L2 ≤ cn||ζ0||L2 . (5.14)
Preuve. D’apre`s le syste`me (5.12), pour tout n ∈ N∗, il existe un exposant fini sn ∈ N
et une constante γ tels que :
||ζn||L2 ≤ γ||ζ0||Hsn .
Mais puisque ζ0 est un vecteur propre, il est analytique et il existe alors une constante
cn telle que :
||ζn||L2 ≤ cn||ζ0||L2 .
5.6 Couches limites
5.6.1 Mise en place
L’espace variationnel correspondant a` l’ope´rateur K[ε] e´tant H10 ×H10 ×H20 (I), et
puisque d’apre`s (5.13)
u[ε] =

 00
ζ0

+ε1/4

 0iR
C
ζ0
0

+ε1/2

 −
R
C2
∂zζ0
0
ζ2

+ε3/4

 0− iνR3
C3
∂2zζ0 +
iR
C
ζ2
ζ3

+ ...
il faudrait que l’on ait un,3 = ζn ∈ H20 (I) pour tout n ∈ N. Or ces conditions au bord
ne sont pas satisfaites en ge´ne´ral dans l’algorithme pre´ce´dent. En effet les composantes
ζ0 et ζ1 sont bien dans l’espace H
2
0 (I) alors que ζ2 ve´rifie les conditions au bord :
ζ2(±1) = νR
2
C2
∂2zζ0(±1), et ∂zζ2(±1) = −(ν + 2)
R2
C2
∂3zζ0(±1). (5.15)
Or on a ∂2zζ0(±1) 6= 0 donc ζ2 /∈ H20 (I) en ge´ne´ral.
Notre but est alors de compenser les termes construits dans la section pre´ce´dente par
des couches limites de manie`re a` obtenir une solution dans le bon espace variationnel.
Pour travailler sur chacun des deux bords, on pose :
z+ = 1− z, z− = 1 + z.
De´finition 5.9. On de´finit une fonction de troncature χ(z) ∈ C∞ telle qu’il existe
deux nombres 0 < a < b < 1 ve´rifiant :
χ(z) = 1 pour z ∈ [0, a] et χ(z) = 0 pour z ∈ [b, 1].
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En s’inspirant de l’article de Faou [25], pour construire les couches limites, on
regarde les plus grands ordres de de´rivation en z dans les composantes (3,3) du bending
et de la membrane car c’est dans cette composante qu’est le moteur de notre algorithme
de la partie pre´ce´dente. On cherche alors a` harmoniser le terme en 1
R2
de la membrane
et le terme en ε2∂4z de la flexion.
On fait donc un changement d’e´chelle pour ramener les deux termes au meˆme ordre et
pour chacun des deux bords (en −1 et +1), on pose :
Z+ = ε−1/2z+, ∂z = −ε−1/2∂Z+ .
Z− = ε−1/2z−, ∂z = ε
−1/2∂Z− .
Ce changement de variables correspond a` une sorte de zoom en −1 et +1.
Remarque 5.10. On a :
Z± ∈ [0, 2ε−1/2]. (5.16)
On pose :
u(z+) = U+(Z+), u(z−) = U−(Z−).
On cherche a` construire x[ε] de la forme
x[ε](z) = u[ε](z) + χ(z+)U+[ε](Z+) + χ(z−)U−[ε](Z−)
avec
U±[ε] =
∑
n≥0
U±n [ε], U
±
n exponentiellement de´croissant
et u[ε] est ge´ne´re´ a` partir d’un certain ζ[ε] qui est modifie´ par rapport a` celui obtenu
dans la section pre´ce´dente.
On veut que x[ε] appartienne a` l’espace H1 × H1 × H2(S) et soit solution du
proble`me :
K[ε]x[ε] = Λ[ε]Ax[ε], x(±1) = 0, ∂zx3(±1) = 0.
On pose e´galement :
K
±[ε](Z±, ∂Z±) = K[ε](z, ∂z).
Ce changement d’e´chelle nous donne alors les matrices suivantes :
K
±[ε] =
E
1− ν2×
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

−ε−1∂2Z± + 1−ν2R2C2ε−1/2 ±1+ν2R2 iCε−3/4∂Z± ± νRε−1/2∂Z±
±1+ν
2R2
iCε−3/4∂Z±
C2
R4
ε−1/2 − 1−ν
2R2
ε−1∂2Z± − iCε
−1/4
R3
+ 2iCε
3/4
3R3
∂2Z±
+4C
2
3
ε3/2
R6
− 2(1−ν)ε
3R4
∂2Z± −2iC
3ε5/4
3R5
− 2iCε7/4
3R5
∓ ν
R
ε−1/2∂Z±
iCε−1/4
R3
− 2iCε3/4
3R3
∂2Z±
1
R2
+ 1
3
∂4Z± − 2C
2ε1/2
3R2
∂2Z± +
C4ε
3R4
+2iC
3ε5/4
3R5
+ 2iCε
7/4
3R5
+2C
2ε3/2
3R4
+ ε
2
3R4
− 2νε
3R2
∂2Z±


.
L’influence du terme M(3, 3) apre`s l’homoge´ne´isation n’intervient qu’au terme en ε0.
Comme dans [25], on de´cide donc de faire un changement d’e´chelle et ramener ce terme
au meˆme ordre en ε que le terme −ε−1∂2Z± dans le coefficient M(1, 1).
On pose alors u± de´fini par :
u
±
α = ε
−1/4U±α , u
±
3 = ε
1/4U±3
ie
u
± = DεU
± avec Dε =

 ε−1/4 0 00 ε−1/4 0
0 0 ε1/4


et on re´sout le syste`me :
K
±[ε]u± = Λ[ε]D−2ε Au
±, K±[ε] = D−1ε K
±[ε]D−1ε .
K
±[ε] =
E
1− ν2×

−ε−1/2∂2Z± + 1−ν2R2C2 ±1+ν2R2 iCε−1/4∂Z± ± νRε−1/2∂Z±
±1+ν
2R2
iCε−1/4∂Z±
C2
R4
− 1−ν
2R2
ε−1/2∂2Z± − iCε
−1/4
R3
+ 2iCε
3/4
3R3
∂2Z±
+4C
2
3
ε2
R6
− 2(1−ν)ε3/2
3R4
∂2Z± −2iC
3ε5/4
3R5
− 2iCε7/4
3R5
∓ ν
R
ε−1/2∂Z±
iCε−1/4
R3
− 2iCε3/4
3R3
∂2Z±
1
R2
ε−1/2 + 1
3
ε−1/2∂4Z± − 2C
2ε0
3R2
∂2Z± +
C4ε1/2
3R4
+2iC
3ε5/4
3R5
+ 2iCε
7/4
3R5
+2C
2ε
3R4
+ ε
3/2
3R4
− 2νε1/2
3R2
∂2Z±


.
On de´compose K± selon les puissances de ε :
K
± = ε−1/2K±0 +ε
−1/4
K
±
1 +K
±
2 +ε
1/4
K
±
3 +ε
1/2
K
±
4 +ε
3/4
K
±
5 +εK
±
6 +ε
5/4
K
±
7 +ε
3/2
K
±
8 +ε
7/4
K
±
9 +ε
2
K
±
10
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avec :
K
±
0 =
E
1− ν2


−∂2Z± 0 ± νR∂Z±
0 −1−ν
2R2
∂2Z± 0
∓ ν
R
∂Z± 0
1
R2
+ 1
3
∂4Z±

 ,
K
±
1 =
E
1− ν2


0 ±1+ν
2R2
iC∂Z± 0
±1+ν
2R2
iC∂Z± 0 − iCR3
iC
R3
0 0

 ,
K
±
2 =
E
1− ν2


1−ν
2R2
C2 0 0
0 C
2
R4
0
0 0 −2C2
3R2
∂2Z±

 ,
K
±
4 =
E
1− ν2


0 0 0
0 0 0
0 0 C
4
3R4
− 2ν
3R2
∂2Z±

 ,
K
±
5 =
E
1− ν2


0 0 0
0 0 2iC
3R3
∂2Z±
0 − 2iC
3R3
∂2Z± 0

 ,
K
±
6 =
E
1− ν2


0 0 0
0 0 0
0 0 2C
2
3R4

 , K±7 =
E
1− ν2


0 0 0
0 0 −2iC3
3R5
0 2iC
3
3R5
0

 ,
K
±
8 =
E
1− ν2


0 0 0
0 −2(1−ν)
3R4
∂2Z±
0 0 1
3R4

 ,
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K
±
9 =
E
1− ν2


0 0 0
0 0 − 2iC
3R5
0 2iC
3R5
0

 , K±10 =
E
1− ν2


0 0 0
0 4C
2
3R6
0
0 0 0

 .
Remarque 5.11. La matrice K±0 est la meˆme que celle de l’article de Faou [25].
D’apre`s (5.15), le premier terme de couche limite doit corriger la valeur de ζ2 donc
on va prendre :
U±[ε] =
√
ε

 00
U±2,3

+∑
n≥3
U±n ε
n/4
et ceci induit alors :
u
±[ε] =
√
ε


0
0
u
±
3,3

+
∑
n≥3
εn/4


u
±
n−1,z
u
±
n−1,ϕ
u
±
n+1,3

 .
On va rajouter les termes de couches limites U± a` u pour corriger les valeurs au bord
et pour ne pas de´truire ce qu’on aura construit, on prendra U± solution du syste`me :
K
±[ε]U±[ε]− Λ[ε]AU±[ε] = 0,
c’est a` dire que l’on va construire u± solution de :
K
±[ε]u±[ε]− Λ[ε]AD−2ε u±[ε] = 0. (5.17)
5.6.2 L’ope´rateur K±0
Pour re´soudre le syste`me (5.17), il nous faut e´tudier l’ope´rateur K±0 .
Puisque l’on e´tudie le re´gime ε petit, d’apre`s (5.16), on peut supposer Z± ∈ R+. Cette
me´thode est standard lors de de´veloppements asymptotiques.
On a les propositions suivantes valables aussi pour l’ope´rateur K−0 .
Proposition 5.12. Pour c3, cn ∈ R, il existe une unique fonction u+ ∈ C∞([0,+∞[)3
exponentiellement de´croissante solution du syste`me :{
K
+
0 u
+ = 0 sur [0,+∞[
u
+
3 (0) = c3, ∂Z+u
+
3 (0) = cn
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Preuve. On transforme le syste`me K+0 en syste`me triangulaire :

−∂2Z+u+z + νR∂Z+u+3 = 0
1−ν
2R2
∂2Z+u
+
ϕ = 0
− ν
R
∂2Z+u
+
z + (
1
R2
∂Z+ +
1
3
∂5Z+)u
+
3 = 0
⇔


−∂2Z+u+z + νR∂Z+u+3 = 0
1−ν
2R2
∂2Z+u
+
ϕ = 0
(1−ν
2
R2
∂Z+ +
1
3
∂5Z+)u
+
3 = 0
L’e´quation caracte´ristique associe´e a` la dernie`re e´quation est :
1− ν2
R2
τ +
1
3
τ 5 = 0
dont les racines sont :
0, eiπ/4a1/4, e−iπ/4a1/4, e3iπ/4a1/4 e−3iπ/4a1/4 ou` a =
3(1− ν2)
R2
u
+
3 s’e´crit alors sous la forme :
u
+
3 = A1e
0Z+ + A2e
eipi/4a1/4Z+ + A3e
e−ipi/4a1/4Z+ + A4e
e3ipi/4a1/4Z+ + A5e
e−3ipi/4a1/4Z+
On recherche une solution u+3 exponentiellement de´croissante donc on va choisir
A1 = A2 = A4 = 0.
De plus, les conditions au bord nous donnent :
u
+
3 = e
−
√
2
2
a1/4Z+ [c3(cos(
√
2
2
a1/4Z+) + sin(
√
2
2
a1/4Z+)) +
√
2cn sin(
√
2
2
a1/4Z+)]
La deuxie`me e´quation impose u+ϕ = 0 pour que u
+ soit exponentiellement de´croissante.
Enfin de la premie`re e´quation du syste`me, on de´duit :
u
+
z (Z
+) = − ν
R
∫ +∞
Z+
u
+
3 (t)dt
On a bien trouve´ une unique solution exponentiellement de´croissante du syste`me cherche´.
Proposition 5.13. Pour c3, cn ∈ R et G+ = (G+Z+ ,G+ϕ ,G+3 ) ∈ C∞(R+)3 exponentiel-
lement de´croissant, il existe une unique fonction u+ ∈ C∞([0,+∞[)3 exponentiellement
de´croissante solution du syste`me :{
K
+
0 u
+ = G+ sur [0,+∞[
u
+
3 (0) = c3 ∂Z+u
+
3 (0) = cn
Preuve. 

−∂2Z+u+z − νR∂Z+u+3 = G+Z+
−1−ν
2R2
∂2Z+u
+
ϕ = G
+
ϕ
ν
R
∂Z+u
+
z + (
1
R2
+ 1
3
∂4Z+)u
+
3 = G
+
3
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On applique la me´thode de la variation de la constante.
5.6.3 The´ore`me
On cherche alors a` raccorder les couches limites donc le proble`me aux se´ries formelles
s’e´crit : Trouver (ζ[ε], u±[ε]) tel que :

L[ε]ζ[ε]− Λ[ε]ζ[ε] = 0 pour z ∈ [−1, 1]
K
+[ε]u+[ε]− Λ[ε]AD−2ε u+[ε] = 0 pour Z+ ∈ R+
K
+[ε]u−[ε]− Λ[ε]AD−2ε u−[ε] = 0 pour Z− ∈ R+
V [ε]ζ[ε]|z=±1 +D−1ε u±[ε]|Z±=0 = 0
∂zV3[ε]ζ[ε]3|z=±1 −±∂Z±D−1ε u±3 [ε]|Z±=0 = 0
(5.18)
The´ore`me 5.14. Pour tout couple (λ, w) solution du proble`me
( E
1− ν2
C4
3R4
+
ER2
C4
∂4z
)
w = λw, w(±1) = ∂zw(±1) = 0, (5.19)
il existe des se´ries formelles
Λ[ε] = λε+
∑
n≥6
εn/4Λn et ζ[ε] = w +
∑
n≥2
εn/4ζn ∈ C∞([−1, 1]) (5.20)
et u±[ε] ∈ C∞(R+)3 exponentiellement de´croissante
u
±[ε] =
√
ε


0
0
u
±
3,3

+
∑
n≥3
εn/4


u
±
n−1,z
u
±
n−1,ϕ
u
±
n+1,3

 . (5.21)
telles que 

L[ε]ζ[ε]− Λ[ε]ζ[ε] = 0 pour z ∈ [−1, 1]
K
±[ε]u±[ε]− Λ[ε]AD−2ε u±[ε] = 0 pour Z± ∈ R+
V [ε]ζ[ε]|z=±1 +D−1ε u±[ε]|Z±=0 = 0
∂zV3[ε]ζ[ε]3|z=±1 −±∂Z±D−1ε u±3 [ε]|Z±=0 = 0
(5.22)
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Remarque 5.15. Les se´ries formelles de (5.20) ve´rifient :
Λ5 = 0, et ζ1 = 0. (5.23)
Preuve. On montre le re´sultat par induction.
Par de´finition (5.5),
V0,α = 0
et d’apre`s le the´ore`me 5.3,
V1,z = 0, V1,ϕ = iR
C
, V2,z = − R
C2
∂z
il faut donc aller chercher les termes V1,ϕ et V2,z pour obtenir que le syste`me (5.18) est
e´quivalent aux deux syste`mes suivants :
∀n ∈ N,


L4ζn − Λ4ζn = −
n+4∑
l=5
Llζn+4−l +
n+4∑
l=5
Λlζn+4−l pour z ∈ [−1, 1]
V1,ϕζn|z=±1 = −
n+1∑
l=2
Vl,ϕζn+1−l|z=±1 − u±n,ϕ|Z±=0
V2,zζn|z=±1 = −
n+2∑
l=3
Vl,zζn+2−l|z=±1 − u±n+1,z|Z±=0
(5.24)
et
∀n ∈ N,


K
±
0 u
±
n = −
n∑
l=1
K
±
l u
±
n−l +


A(α, α)
n−4∑
j=0
Λju
±
n−4−j,α
A(3, 3)
n∑
j=0
Λju
±
n−j,α

 pour Z± ∈ R+
u
±
n,3|Z±=0 = −ζn−1|z=±1
±∂Z±u±n,3|Z±=0 = ∂zζn−3|z=±1
.
(5.25)
On rappelle que l’on a d’apre`s (5.21) et (5.20) :
u
±
0 = u
±
1 = 0, u
±
2,3 = u
±
3,α = 0, et ζ0 = w
et
Λ0 = Λ1 = Λ2 = Λ3 = 0, Λ4 = λ
On commence par re´soudre (5.25) puis ensuite (5.24). Pour n ≤ 1, (5.25) est trivial.
• n = 0
(5.24) nous donne :
L4ζ0 − Λ4ζ0 = 0 sur [−1, 1]
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avec
V1,ϕζ0|z=±1 = 0, V2,zζ0|z=±1 = 0
ce qui est ve´rifie´ par ζ0 d’apre`s (5.19).
• n = 1
(5.24) nous donne :
L4ζ1 − Λ4ζ1 = −L5ζ0 + Λ5ζ0 sur [−1, 1]
avec
V1,ϕζ1|z=±1 = −V2,ϕζ0|z=±1, V2,zζ1|z=±1 = −V3,zζ0|z=±1
c’est-a`-dire d’apre`s les formules du the´ore`me 5.3 :
V1,ϕζ1|z=±1 = 0, V2,zζ1|z=±1 = 0.
Puisque L5 = 0 d’apre`s le the´ore`me 5.3 et Λ5 = 0 d’apre`s (5.23), on peut choisir de
prendre ζ1=0.
• n = 2
(5.25) nous donne :
K
±
0 u
±
2 = 0 sur R
+
avec
u
±
2,3|Z±=0 = −ζ1|z=±1, ±∂Z±u±2,3|Z±=0 = 0.
Comme ζ1 = 0 d’apre`s (5.23), il vient u
±
2 = 0.
Ensuite (5.24) nous donne :
L4ζ2 − Λ4ζ2 = −L6ζ0 + Λ6ζ0 sur [−1, 1]
avec
V1,ϕζ2|z=±1 = −V3,ϕζ0|z=±1 − u±2,ϕ|Z±=0, V2,zζ2|z=±1 = −V3,zζ1|z=±1 − u±2,z|Z±=0.
• Pour chaque n ≥ 3, on re´sout (5.25) sur R+ en utilisant la proposition 5.13 puis le
syste`me (5.24) sur [−1, 1].
5.7 Quasimodes
Soient Λ[ε], ζ[ε] et u[ε] ve´rifiant les hypothe`ses (5.19), (5.8) et (5.21) du the´ore`me
5.14.
On pose :
u[ε] = V [ε]ζ[ε]
d’apre`s le the´ore`me 5.3 cette se´rie formelle ve´rifie l’e´quation :
K[ε]u[ε] = Λ[ε]Au[ε].
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De´finition 5.16. On pose :
x[ε](z) =
∑
n≥0
[un(z) + χ(z
+)U+n (ε
−1/2z+) + χ(z−)U−n (ε
−1/2z−)]εn/4.
Pour N ∈ N, on de´finit la somme partielle :
x[N ][ε] =
N∑
n=0
[un(z) + χ(z
+)U+n (ε
−1/2z+) + χ(z−)U−n (ε
−1/2z−)]εn/4
= u[N ][ε] + χ(z+)U+,[N ][ε] + χ(z−)U−,[N ][ε].
Proposition 5.17. La se´rie x[N ][ε] ve´rifie les conditions au bord :
x[N ]α [ε](±1) = u±1N,α(0)ε(N+1)/4, xN3 [ε](±1) = uN,3(±1)εN/4
et
∂zx
N
3 [ε]|±1 = ∂zuN−1,3|±1ε(N−1)/4 + ∂zuN,3|±1εN/4.
Preuve. On a :
x[N ][ε](z) =
N∑
n=0
[un(z) + χ(z
+)U+n (ε
−1/2z+) + χ(z−)U−n (ε
−1/2z−)]εn/4
Or
U±α = ε
1/4
u
±
α et U
±
3 = ε
−1/4
u
±
3
donc
x[N ]α [ε](z) =
N∑
n=0
un,α(z)ε
n/4 +
N+1∑
n=1
[χ(z+)u+n−1,α(ε
−1/2z+) + χ(z−)u−n−1,α(ε
−1/2z−)]εn/4
et
x
[N ]
3 [ε](z) =
N∑
n=0
un,3(z)ε
n/4 +
N−1∑
n=−1
[χ(z+)u+n+1,3(ε
−1/2(z+)) + χ(z−)u−n+1,3(ε
−1/2(z−))]εn/4.
Il s’en suit qu’au bord on a :
x[N ]α [ε](1) =
N∑
n=0
un,α(1)ε
n/4 +
N+1∑
n=1
[χ(0)u+n−1,α(0) + χ(2)u
−
n−1,α(ε
−1/22)]εn/4
x[N ]α [ε](−1) =
N∑
n=0
un,α(−1)εn/4 +
N+1∑
n=1
[χ(2)u+n−1,α(ε
−1/42) + χ(0)u−n−1,α(0)]ε
n/4
et
x
[N ]
3 [ε](1) =
N∑
n=0
un,3(1)ε
n/4 +
N−1∑
n=−1
[χ(0)u+n+1,3(0) + χ(2)u
−
n+1,3(2)]ε
n/4
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x
[N ]
3 [ε](−1) =
N∑
n=0
un,3(−1)εn/4 +
N−1∑
n=−1
[χ(2)u+n+1,3(ε
−1/42) + χ(0)u−n+1,3(0)]ε
n/4.
Mais par de´finition de χ cf 5.9, χ(0) = 1 et χ(2) = 0 donc :
x[N ]α [ε](1) =
N∑
n=0
un,α(1)ε
n/4 +
N+1∑
n=1
u
+
n−1,α(0)ε
n/4
x[N ]α [ε](−1) =
N∑
n=0
un,α(−1)εn/4 +
N+1∑
n=1
u
−
n−1,α(0)ε
n/4
et
x
[N ]
3 [ε](1) =
N∑
n=0
un,3(1)ε
n/4 +
N−1∑
n=−1
u
+
n+1,3(0)ε
n/4
x
[N ]
3 [ε](−1) =
N∑
n=0
un,3(−1)εn/4 +
N−1∑
n=−1
u
−
n+1,3(0)ε
n/4.
Or d’apre`s (5.24) et (5.25) et puisque u[ε] = V [ε]ζ[ε], on a :
un,α|z=±1 = −u±n−1,α|Z±=0, un,3|z=±1 = −u±n+1,3|Z±=0
et de plus
u0,α|z=±1 = 0, u±0,3|Z±=0 = 0
donc il vient :
x[N ]α [ε](±1) = u±1N,α(0)ε(N+1)/4
et
x
[N ]
3 [ε](±1) = uN,3(±1)εN/4.
D’autre part on a par de´finition :
∂zx
[N ]
3 [ε](z) =
N∑
n=0
[∂zun,3(z) + ∂zχ(z
+)U+n,3(ε
−1/2z+) + ∂zχ(z
−)U−3,n(ε
−1/2z−)]εn/4
=
N∑
n=0
[∂zun,3(z)− ε−1/2∂Z+χ(z+)U+n,3(ε−1/2z+)
+ ε−1/2∂Z−χ(z
−)U−n,3(ε
−1/2z−)]εn/4
=
N∑
n=0
∂zun,3(z)ε
n/4 +
N−2∑
n=−2
[−∂Z+χ(z+)U+n+2,3(ε−1/2z+)
+ ∂Z−χ(z
−)U−n+2,3(ε
−1/2z−)]εn/4
Or
U±3 = ε
−1/4
u
±
3 donc U
±
j,3 = u
±
j+1,3 pour j ≥ 0,
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il s’en suit que :
∂zx
[N ]
3 [ε](z) =
N∑
n=0
∂zun,3(z)ε
n/4 +
N−2∑
n=−2
[−∂Z+χ(z+)u+n+3,3(ε−1/2(z+))
+ ∂Z−χ(z
−)u−n+3,3(ε
−1/2(z−))]εn/4
et au bord on a :
∂zx
[N ]
3 [ε](1) =
N∑
n=0
∂zun,3(1)ε
n/4 +
N−2∑
n=−2
[−∂Z+χ(0)u+n+3,3(0)
+ ∂Z−χ(2)u
−
n+3,3(ε
−1/22)]εn/4
∂zx
[N ]
3 [ε](−1) =
N∑
n=0
∂zun,3(−1)εn/4 +
N−2∑
n=−2
[−∂Z+χ(2)u+n+3,3(ε−1/22)
+ ∂Z−χ(0)u
−
n+3,3(0)]ε
n/4
Par de´finition de χ on a :
∂zx
[N ]
3 [ε](1) =
N∑
n=0
∂zun,3(1)ε
n/4 −
N−2∑
n=−2
∂Z+u
+
n+3,3(0)ε
n/4
∂zx
[N ]
3 [ε](−1) =
N∑
n=0
∂zun,3(−1)εn/4 +
N−2∑
n=−2
∂Z−u
−
n+3,3(0)ε
n/4
et d’apre`s (5.25) :
±∂Z±u±n+3,3|Z±=0 = ∂zζn|z=±1 = ∂zun,3|Z=±1,
et
u
±
1,3|Z±=0 = u±2,3|Z±=0 = 0
il vient
∂zx
[N ]
3 [ε](±1) = ∂zuN−1,3(±1)ε(N−1)/4 + ∂zuN,3(±1)εN/4.
On pose alors pour j = N − 1, N :
t±j :=

 0
−(∂zu3,j|±1)z±χ(z±)


et pour j = N,N + 1 :
c±j :=

u±1j−1,α(0)χ(z±)
0

 , r±j :=

 0
uj,3(±1)χ(z±)

 .
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Le champ de tenseurs
x¯[N ][ε] :=x[N ][ε] + ε(N−1)/4t+N−1 + ε
(N−1)/4t−N−1 + ε
N/4t+N + ε
N/4t−N + ε
(N+1)/4c+N+1
+ ε(N+1)/4c−N+1 + ε
N/4r+N + ε
N/4r−N
ve´rifie alors les conditions au bord de Dirichlet :
x¯[N ][ε]|±1 = 0 et ∂zx¯[N ]3 [ε]|±1 = 0.
On obtient alors un the´ore`me similaire a` celui dans le cas de la membrane 4.10.
The´ore`me 5.18. Soit (Λ[ε], ζ[ε]) ∈ R × C∞(I) solution du syste`me (5.9) sous les
hypothe`ses (5.7) et (5.8).
Alors pour tout N ≥ 0, si l’on pose :
Λ[N ][ε] =
N∑
n=0
Λnε
n/4
la paire (Λ[N ][ε], x¯[N ][ε]) est un quasimode de K[ε].
Il existe une constante γ = γ(N) ∈ R+ inde´pendante de k telle que pour tout k :
||(K[ε]− Λ[N ][ε]A)x¯[N ][ε]||(L2)3 ≤ γε(N−1)/4||x¯[N ][ε]||(L2)3 .
Preuve. Par construction, x¯[N ][k] appartient a` l’espace variationnel W (I).
Puisque
K[ε]u[ε]− Λ[ε]Au[ε] = 0
et
u[N ][ε] =
N∑
j=0
εj/4
j∑
l=0
Vlζj−l
et d’apre`s l’ine´galite´ (5.14), les ζl e´tant analytiques, on a :
||(K[ε]− Λ[N ][ε]A)u[N ][ε]||(L2)3 ≤ γε(N−1)/4||ζ0||L2 .
Pour ε assez petit, graˆce a` (5.13), il existe γN inde´pendant de ε telle que :
||ζ0||L2 ≤ γN ||u[N ]||(L2)3 .
Donc au final, il vient :
||(K[ε]− Λ[N ][ε]A)u[N ][ε]||(L2)3 ≤ γε(N−1)/4||u[N ]||(L2)3 .
D’autre part puisque
K[ε](z, ∂z) = K±[ε](Z±, ∂Z±)
on a :
||(K[ε]− Λ[N ][ε]A)U+,[N ][ε]||(L2)3 ≤ ε−1/2||(K+[ε]− Λ[N ][ε]A)U+,[N ][ε]||(L2)3
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puis comme
K
+[ε] = DεK
+[ε]Dε, et u
+ = DεU
+,
on a :
||(K[ε]− Λ[N ][ε]A)χU+,[N ][ε]||(L2)3 ≤ ε−1/2||(DεK+[ε]Dε − Λ[N ][ε]A)D−1ε χu+,[N ][ε]||(L2)3
≤ ε−1/2||DεK+[ε]χu+,[N ] − Λ[N ][ε]AD−1ε χu+,[N ][ε]||(L2)3
≤ ε−1/2||K+[ε]χu+,[N ] − Λ[N ][ε]AD−2ε χu+,[N ][ε]||(L2)3
D’autre part, u± ve´rifie l’e´quation :
K
±[ε]u±[ε]− Λ[ε]AD−2ε u±[ε] = 0
donc on a :
||K±[ε]u±,[N ][ε]− Λ[N ][ε]D−2ε Au±,[N ][ε]|| ≤ ε(N+1)/4
N+1∑
l=0
||u±l ||H2(R+)
et comme
V [ε]ζ[ε]|±1 +D−1ε u±[ε]|0 = 0
et
∂zV3[ε]ζ[ε]|±1 −±∂Z±D−1ε u±3 [ε]|0 = 0
on a d’apre`s (5.14) et puisque les ζl sont analytiques :
||u±l ||H2 ≤ ||ζ0||L2 .
De plus pour y satisfaisant les conditions au bord homoge`nes, il existe C1 et β > 0 tels
que :
|〈K+[ε](χu+,[N ][ε]),y〉(L2)3 − 〈K+[ε](u+,[N ][ε]), χy〉(L2)3 | ≤ C1e−βε−1/2 ||y||H1×H1×L2
puisque χ est C∞ a` support dans [a, b] et que u+ est exponentiellement de´croissant en
−Z+ = ε−1/2z+ d’apre`s 5.13.
D’apre`s (5.25), 

K
±
0 u
±
n = −
n∑
l=1
K
±
l un−l +


A(α, α)
n−4∑
j=0
Λju
±
n−4−j,α
A(3, 3)
n∑
j=0
Λju
±
n−j,α


u
±
n,3|Z±=0 = −ζn−1|z=±1
±∂Z±u±n,3|Z±=0 = ∂zζn−3|z=±1
u
+
n est exponentiellement de´croissante sur R
+ donc :
||u+n ||L2 ≤ γ|u+n (0)|
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De plus avec les conditions au bord et par (5.14) on a :
|u+n (0)| ≤ γ|ζ0(1)|
et puisque ζ0 est analytique, il vient :
||u+n ||L2 ≤ γ||ζ0||L2 .
On a donc
||u+,[N ]||L2 ≤ ||ζ0||L2 .
Il s’en suit que :
||(K[ε]− Λ[N ][ε]A)(ε(N−1)/4t+N−1 + ε(N−1)/4t−N−1 + εN/4t+N + εN/4t−N + ε(N+1)/4c+N+1
+ ε(N+1)/4c−N+1 + ε
N/4r+N + ε
N/4r−N)||(L2)3 ≤ γε(N−1)/4||ζ0||L2
Au final on obtient
||(K[ε]− Λ[N ][ε]A)x¯[N ][ε]||(L2)3 ≤ γε(N−1)/4||ζ||L2 .
Et pour ε assez petit, on a :
||ζ0||L2 ≤ ||x¯[N ][ε]||(L2)3
puisque
x¯[N ][ε] =

 00
ζ0

+ χ(z+)U+0 + χ(z−)U−0 +O(ε1/4)
d’ou`
||(K[ε]− Λ[N ][ε]A)x¯[N ][ε]||(L2)3 ≤ γε(N−1)/4||x¯[N ][ε]||(L2)3 .
5.8 Estimation d’e´nergie
Comme dans le cas de la membrane, on effectue une estimation d’e´nergie pour
montrer qu’il n’existe pas de valeur propre plus petite que en ε.
The´ore`me 5.19. Pour u vecteur propre de l’ope´rateur K[ε], on a :
aK[ε](u,u) ≥ C2ε||u||2H1×H1×H2
Preuve. Par de´finition, on a :
aK[ε](u,u) = am(u,u) + ε
2ab(u,u)
Puisque ab est une forme biline´aire positive, il s’en suit :
aK[ε](u,u) ≥ am(u,u)
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et d’apre`s la proposition 4.13,
aK[ε](u,u) ≥ am(u,u) ≥ C1
k4
||u||H1×H1×L2 .
Puisque l’on s’est place´ dans le mode
k = Cε−1/4
et u e´tant un vecteur propre, il est C∞ donc :
aK[ε](u,u) ≥ am(u,u) ≥ C2ε||u||H1×H1×H2 .
5.9 Feneˆtre spectrale
5.9.1 Comparaison avec la plus petite valeur propre de la
membrane
On a vu d’apre`s le the´ore`me 4.2 que pour la membrane, on a :
Λm[k] =
1
k4
Λm,4 + o(
1
k4
)
avec
Λm,4 = ER
2µ1.
Dans le chapitre 5, on a fait l’ansatz (5.2) :
k = Cε−1/4
donc on peut e´crire que :
Λm[ε] = C
−4ER2µ1ε+ o(ε).
D’apre`s le the´ore`me 5.19,
ΛK˜[ε] = ΛK˜,4ε+ o(ε)
avec
ΛK˜,4 =
ER2
C4
µ1 +
E
1− ν2
C4
3R4
.
donc dans la formule :
Λm[ε] = Λm,4ε+ o(ε).
Λm,4 est une fonction affine de ΛK˜,4.
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5.9.2 De´termination de C
On cherche la feneˆtre spectale la plus basse et on de´termine le C correspondant.
D’apre`s le the´ore`me 5.19, (Λ4, ζ0) est solution de :
( E
1− ν2
C4
3R4
+
ER2
C4
∂4z
)
ζ0 = Λ4ζ0
avec les conditions au bord trouve´es pre´ce´demment :
ζ0(±1) = ∂zζ0(±1) = 0.
Notons (µi)i≥1 les valeurs propres range´es dans l’ordre croissant du bilaplacien ∂
4
z sur
[−1, 1] muni des conditions au bord ζ(±1) = ∂zζ(±1) = 0 (Cf section 4.2). On a alors
la relation :
C4
ER2
(Λ4 − E
1− ν2
C4
3R4
) = µi,
c’est-a`-dire :
Λ4 =
ER2
C4
µi +
E
1− ν2
C4
3R4
.
Puisque que l’on recherche la plus petite valeur propre Λ4, on a :
Λ4 =
ER2
C4
µ1 +
E
1− ν2
C4
3R4
.
On regarde le minimum de cette fonction comme fonction de C :
g(C) =
ER2
C4
µ1 +
E
1− ν2
C4
3R4
, g′(C) = −4ER
2
C5
µ1 +
E
1− ν2
4C3
3R4
.
Le minimum de la fonction g est atteint pour :
argmin(g) = (3(1− ν2)R6µ1)1/8.
Or au de´but du chapitre, on a fait l’ansatz (5.2) :
k = Cε−1/4.
Donc puisque le mode angulaire k doit eˆtre un entier, on choisira C tel que Cε−1/4 soit
un entier et qui minimise la fonction g.
Chapitre 6
Le proble`me de Lame´ aux valeurs
propres
6.1 Le proble`me de Lame´
On conside`re un domaine Ω˘ ⊂ R3 et une partie de son bord Γ˘0 sur laquelle il
est encastre´. On suppose que le domaine Ω˘ est constitue´ d’un mate´riau e´lastique,
homoge`ne et isotrope (voir [13]) de caracte´ristiques physiques le module de Young E
et le coefficient de Poisson ν. 1 On se place dans le syste`me de coordonne´es carte´siennes
(x, y, z) = (t1, t2, t3) de R3 et on de´signe par u˘ = u˘idt
i la 1-forme correspondant au
de´placement.
On de´finit l’espace des de´placements admissibles lie´ aux conditions d’encastrement par :
V := {u˘ ∈ (H1(Ω˘))3, u˘ = 0 sur Γ˘0}.
Dans la suite on utilise la sommation des indices re´pe´te´s.
La formulation variationnelle du proble`me d’e´lasticite´ line´aire de Lame´ aux valeurs
propres s’e´crit dans les coordonne´es carte´siennes (x, y, z) :
Trouver λ ∈ R et u˘ ∈ V \ {0} tel que :
∀v˘ ∈ V,
∫
Ω˘
Aijkleij(u˘)ekl(v˘) dxdydz = λ
∫
Ω˘
u˘iv˘
i dxdydz
avec le tenseur de rigidite´ qui d’apre`s la loi de Hooke a pour composantes contrava-
riantes :
Aijkl =
Eν
(1 + ν)(1− 2ν)δ
ijδkl +
E
2(1 + ν)
(δikδjl + δilδkj),
1. E et ν sont relie´s avec les coefficients de Lame´ λ et µ par les relations : λ = Eν(1+ν)(1−2ν) , µ =
E
2(1+ν) .
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δij de´signe le symbole de Kronecker : δij = 1 si i = j et 0 sinon.
Le tenseur line´arise´ des de´formations est de´fini par :
eij(u˘) =
1
2
(∂iu˘j + ∂ju˘i) dans les coordonne´es carte´siennes.
The´ore`me 6.1. Le proble`me de Lame´ est a` re´solvante compacte donc les valeurs
propres sont discre`tes avec un point d’accumulation en +∞.
6.1.1 Les coordonne´es cylindriques
On utilise le syste`me de coordonne´es cylindriques :
(r, ϕ, z) ∈ R+×]− π, π]× R
×
z
y
x
r
φ
M
z
er
ez
eφ
Figure 6.1 – Coordonne´es cylindriques
et l’application associe´e :
Φ : (r, ϕ, z) 7→ (r cosϕ, r sinϕ, z).
On choisit comme vecteurs de base associe´s aux coordonne´es cylindriques les vecteurs :
Er :=
∂Φ
∂r
=

cosϕsinϕ
0

 , Eϕ := ∂Φ
∂ϕ
=

−r sinϕr cosϕ
0

 , Ez := ∂Φ
∂z
=

00
1

 .
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La relation avec le syste`me de coordonne´es cylindriques norme´es (er, eϕ, ez) du dessin
pre´ce´dent est :
Er = er, Eϕ = r
2eϕ, Ez = ez.
Le tenseur me´trique aij = 〈Ei, Ej〉, i, j = r, z, ϕ vaut :
arr = 1, arϕ = 0, aϕϕ = r
2, arz = 0, azz = 1, azϕ = 0.
On note (u˘r, u˘ϕ, u˘z) les composantes de u˘ dans la base (Er, Eϕ, Ez), on a donc :

u˘r = cos(ϕ)u˘1 + sin(ϕ)u˘2
u˘ϕ = −1r sin(ϕ)u˘1 + sin(ϕ)u˘2
u˘z = u˘3
.
Le tenseur de de´formation s’e´crit :
eij(u˘) =
1
2
(∇iu˘j +∇ju˘i)
avec la de´rive´e covariante :
∇iu˘j = ∂iu˘j − Γkiju˘k
a` partir des symboles de Christoffel :
Γkij =
1
2
akl(∂iajl + ∂jail − ∂laij).
Ceux-ci valent :
Γϕrϕ =
1
r
, Γrϕϕ = −r
et les autres sont tous nuls.
La matrice gradient (∇iu˘j) s’e´crit alors en coordonne´es cylindriques :
 ∂ru˘r ∂ϕu˘r − 1r u˘ϕ ∂zu˘r∂ru˘ϕ − 1r u˘ϕ ∂ϕu˘ϕ + ru˘r ∂zu˘ϕ
∂ru˘z ∂ϕu˘z ∂zu˘z

 .
La formulation variationnelle du proble`me d’e´lasticite´ de Lame´ aux valeurs propres
dans les coordonne´es cylindriques s’e´crit :
Trouver λ ∈ R, u˘ ∈ V \ {0} tel que :
∀v˘ ∈ V,
∫
Ω
Aijkleij(u˘)ekl(v˘) rdrdϕdz = λ
∫
u˘iv˘
i rdrdϕdz
avec le tenseur de rigidite´ qui a pour formule dans les coordonne´es cylindriques :
Aijkl =
Eν
(1 + ν)(1− 2ν)a
ijakl +
E
2(1 + ν)
(aikajl + ailakj)
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ou` (aij) est l’inverse du tenseur me´trique (aij).
L’e´lasticite´ isotrope respecte l’axisyme´trie donc on peut utiliser les coordonne´es (Er, Eϕ, Ez)
pour exprimer le syste`me de Lame´.
La formulation variationnelle du proble`me de Lame´ aux valeurs propres dans les coor-
donne´es cylindriques s’e´crit :
Trouver λ ∈ R, u˘ ∈ V \ {0} tel que :
∀v˘ ∈ V,
E
(1− ν2)
∫
Ω˘
[
(1− ν)2
1− 2ν (∂ru˘r∂rv˘r + ∂zu˘z∂zv˘z +
1
r4
(∂ϕu˘ϕ + ru˘r)(∂ϕv˘ϕ + rvr))
+
ν(1− ν)
1− 2ν
1
r2
∂ru˘r(∂ϕv˘ϕ + rv˘r) +
ν(1− ν)
1− 2ν ∂ru˘r∂zv˘z +
ν(1− ν)
1− 2ν
1
r2
(∂ϕu˘ϕ + ru˘r)∂rv˘r
+
ν(1− ν)
1− 2ν
1
r2
(∂ϕu˘ϕ + ru˘r)∂zv˘z +
ν(1− ν)
1− 2ν ∂zu˘z∂rv˘r +
ν(1− ν)
1− 2ν
1
r2
∂zu˘z(∂ϕv˘ϕ + rv˘r)
+
1− ν
2
1
r2
(∂ru˘ϕ − 1
r
u˘ϕ)(∂rv˘ϕ − 1
r
v˘ϕ) +
1− ν
2
∂ru˘z∂rv˘z +
1− ν
2
1
r2
(∂ϕu˘r − 1
r
u˘ϕ)(∂ϕv˘r − 1
r
v˘ϕ)
+
1− ν
2
1
r2
∂ϕu˘z∂ϕv˘z +
1− ν
2
∂zu˘r∂zv˘r +
1− ν
2
1
r2
∂zu˘ϕ∂zv˘ϕ
+
1− ν
2
1
r2
(∂ru˘ϕ − 1
r
u˘ϕ)(∂ϕv˘r − 1
r
v˘ϕ) +
1− ν
2
∂ru˘z∂zv˘r +
1− ν
2
1
r2
(∂ϕu˘r − 1
r
u˘ϕ)(∂rv˘ϕ − 1
r
v˘ϕ)
+
1− ν
2
1
r2
∂ϕu˘z∂zv˘ϕ +
1− ν
2
∂zu˘r∂rv˘z +
1− ν
2
1
r2
∂zu˘ϕ∂ϕv˘z] rdrdϕdz
= λ
∫
Ω˘
[u˘rv˘r +
1
r2
u˘ϕv˘ϕ + u˘zv˘z] rdrdϕdz.
6.1.2 La re´duction de la dimension du proble`me
On utilise la syme´trie du domaine axisyme´trique pour diminuer sa dimension. Pour
cela on applique la the´orie des se´ries de Fourier comme dans le chapitre 2.
6.2 Coques axisyme´triques
On conside`re une surface axisyme´trique S˘ε obtenue a` partir de la rotation d’une courbe :
z 7→ f(z), f ∈ C∞(I,R∗+)
autour de l’axe des z et e´paissie de ε de chaque cote´ de la ligne ge´ne´ratrice selon la
normale en chaque point. On pose Γ˘0 le bord de S˘
ε correspondant a` z ∈ ∂I.
Le domaine me´ridien S a pour parame´trage :
X : (ϕ, z) ∈ [0, 2π]× I → (f(z) cosϕ, f(z) sinϕ, z).
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La coque axisyme´trique S˘ε est de´finie par :
(ϕ, z, x3) ∈ I × [0, 2π]× [−ε, ε]→ X(ϕ, z) + x3N(z, ϕ).
On note Sε le domaine me´ridien obtenu a` partir de S˘ε en prenant ϕ = 0.
On utilise les coordonne´es cylindriques et on de´compose le de´placement u˘k = (u˘kr , u˘
k
ϕ, u˘
k
z)
selon la base duale des vecteurs Er, Eϕ, Ez de la partie pre´ce´dente.
2ε
z
y = f(z)
ϕ
Figure 6.2 – Coque axisyme´trique et son domaine me´ridien
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La formulation variationnelle du proble`me de Lame´ de mode de Fourier k s’e´crit :
E
1− ν2
∫
Sε
(
(1− ν)2
1− 2ν (r∂ru˘
k
r∂rv˘
k
r + r∂zu˘
k
z∂zv˘
k
z +
k2
r3
u˘kϕv˘
k
ϕ +
1
r
u˘kr v˘
k
r )
+
ν(1− ν)
1− 2ν r(∂ru˘
k
r∂zv˘
k
z + ∂zu˘
k
z∂rv˘
k
r )
+
ν(1− ν)
1− 2ν (∂ru˘
k
r v˘
k
r + u˘
k
r∂rv˘
k
r + u˘
k
r∂zv˘
k
z + ∂zu˘
k
z v˘
k
r ) +
1− ν
2
k2
r
(u˘kr v˘
k
r + u˘
k
z v˘
k
z )
+
1− ν
2
1
r
(∂ru˘
k
ϕ∂rv˘
k
ϕ −
2
r
∂ru˘
k
ϕv˘
k
ϕ −
2
r
u˘kϕ∂rv˘
k
ϕ +
4
r2
u˘kϕv˘
k
ϕ + ∂zu˘
k
ϕ∂zv˘
k
ϕ)
+
1− ν
2
r(∂ru˘
k
z∂zv˘
k
r + ∂zu˘
k
r∂rv˘
k
z + ∂ru˘
k
z∂rv˘
k
z + ∂zu˘
k
r∂zv˘
k
r )
+ ik[
(1− ν)2
1− 2ν
1
r2
(u˘kϕv˘
k
r − u˘kr v˘kϕ) +
ν(1− ν)
1− 2ν
1
r
(u˘kϕ∂rv˘
k
r − ∂ru˘kr v˘kϕ + u˘kϕ∂zv˘kz − ∂zu˘kz v˘kϕ)
+
1− ν
r2
(u˘kϕv˘
k
r − u˘kr v˘kϕ) +
1− ν
2
1
r
(u˘kz∂zv˘
k
ϕ − ∂zu˘kϕv˘kz + u˘kr∂rv˘kϕ − ∂ru˘kϕv˘kr )]) drdz
= λ
∫
Sε
[u˘kr v˘
k
r +
1
r2
u˘kϕv˘
k
ϕ + u˘
k
z v˘
k
z ] rdrdz.
(6.1)
Remarque 6.2. Dans cette formulation, la fonction f qui de´finit la ligne ge´ne´ratrice
n’apparaˆıt que dans le domaine Sε et non dans les inte´grands.
Chapitre 7
Re´sultats nume´riques pour le
syste`me de Lame´
7.1 Spectre de Lame´
L’ope´rateur unidimensionnel de Koiter comporte des de´rive´es d’ordre 2 qui im-
pliquent l’utilisation d’e´le´ments finis H2 conformes, ce qui n’e´tait pas pre´vu dans
Me´lina. On a alors de´cide´ d’imple´menter nume´riquement le syste`me bidimension-
nel de Lame´.
Les calculs nume´riques sont imple´mente´s a` l’aide de la librairie d’e´le´ments finisMe´lina
de´veloppe´e par Martin [33]. Le domaine ge´ome´trique est le rectangle 2ε × [−1, 1] que
l’on de´coupe en quadrangles re´guliers. On imple´mente la fomulation variationnelle de
Lame´ (6.1) avec les conditions au bord uz = uϕ = u3 = 0 en effectuant une interpola-
tion de Lagrange aux points de Gauss-Lobatto avec des e´le´ments Q6.
2ε
Figure 7.1 – Maillage 2D
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On prend les meˆmes donne´es que dans le cas de la membrane :
R = 2, E = 1, ν = 0.3.
On observe tout d’abord la convergence des valeurs propres du syste`me de Lame´ a`
la fre´quence k vers les valeurs propres de l’ope´rateur de membrane M[k] lorsque la
demi-e´paisseur de la coque ε tend vers ze´ro et ce pour tout mode angulaire k. Ici nous
repre´sentons les quatre premie`res valeurs propres pour le mode k = 10.
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
epsilon
v
p
R=2 k=10 vp / vp membrane vs epsilon 
 
 
vp1
vp2
vp3
vp4
Figure 7.2 – Comportement des valeurs propres quand ε→ 0
7.2 Valeurs propres
Si on regarde a` pre´sent le comportement de la plus petite valeur propre du syste`me
de Lame´ bidimensionnel en fonction de k et ε, on obtient une nappe tridimensionnelle.
Et lorsque l’on fait une coupe, on a alors le graphique suivant : Les couleurs vont du
bleu au rouge et correspondent aux valeurs extre`mes (de la plus petite a` la plus grande)
de la premie`re valeur propre.
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Figure 7.3 – Valeurs propres de Lame´
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Les points noirs correspondent aux modes k atteignant la plus petite valeur propre
pour un ε fixe´.
Lorsque la demi-e´paisseur ε est fixe´e, le mode angulaire k atteignant la plus petite
valeur propre se comporte en ε−1/4 quand ε tend vers ze´ro. Ceci est en accord avec
notre Ansatz the´orique consistant a` remplacer ε par Ck−4 dans le mode`le de Koiter
(5.2). On trace argmink(λ) en fonction de ε en diagramme log− log et on trouve une
pente nume´rique de −0.26.
!4 !3.9 !3.8 !3.7 !3.6 !3.5 !3.4 !3.3 !3.2 !3.1 !3
1.25
1.3
1.35
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1.45
1.5
1.55
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log10(epsilon)
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1
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(a
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m
in
k
(l
a
m
b
d
a
))
log10(argmin
k
(eigenvalue))  vs  log10(epsilon)
 
 
 argmin
k
(lambda)
 slope ! 0.26
Figure 7.4 – k atteignant le minimum en fonction de ε
Dans la formule :
k = Cεα,
on obtient nume´riquement les valeurs suivantes sur chacun des segments de la figure :
log(ε) −3.1,−3.2 −3.2,−3.3 −3.3,−3.4 −3.4,−3.5 −3.5,−3.6
αnum −0.21 −0.20 −0.37 −0.17 −0.33
Cnum 4.40 4.73 1.24 5.99 1.69
log(ε) −3.6,−3.7 −3.7,−3.8 −3.8,−3.9 −3.9,−4
αnum −0.31 −0.14 −0.28 −0.26
Cnum 2.06 8.27 2.58 3.00
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Une re´gression line´aire donne les nombres suivants :
α = −0.26, C ≃ 3.07.
Les re´sultats the´oriques e´taient :
k = Cε−1/4 avec C = (3(1− ν2)R6µ1)1/8,
donc
α = −0.25, C ≃ 2.932.
Ceci confirme que l’Ansatz choisi permettait d’approcher la plus petite valeur propre
de l’ope´rateur de Lame´ dont l’ope´rateur de Koiter est un mode`le simplifie´.
Si l’on regarde a` pre´sent le comportement de la premie`re valeur propre du syste`me
de Lame´ a` k fixe´ en fonction de la demi-e´paisseur ε, on obtient la figure suivante : On
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log10(eigenvalue) vs log10(epsilon) for some k
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Figure 7.5 – Valeur propre de Lame´ en fonction de ε
remarque que la plus petite valeur propre est obtenue pour un mode angulaire k grand
lorsque ε est de plus en plus petit.
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Figure 7.6 – Valeur propre de Lame´ en fonction de k
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Si l’on fait le contraire et que l’on e´tudie le comportement de la premie`re valeur
propre du syste`me de Lame´ en fonction de k pour diffe´rentes valeurs de demi-e´paisseur
ε, on a le graphe suivant : Les points correspondent aux modes angulaires atteignant
la plus petite valeur propre.
Les re´sultats the´oriques obtenus e´taient :
k = Cε−1/4
ou` C est tel que Cε−1/4 ∈ N et qui soit le plus proche de la valeur
(3(1− ν2)R6µ1)1/8 ≃ 2.932.
On obtient alors le tableau suivant :
ε 1 2.6e− 1 6e− 2 3e− 2 1e− 2 3.5e− 3 1e− 3 2.5e− 4 1e− 4
kth 3 4 6 7 9 12 16 23 29
knum 2 3 5 6 9 13 18 27 34
La pre´cision pour k est en O(1) et pour C en O(ε1/4). On a dessine´ la courbe pour la
membrane qui se situe en dessous des autres courbes.
7.3 Vecteurs propres
On repre´sente les vecteurs ur(z) cos(kϕ) pour diffe´rentes valeurs de ε et le mode
angulaire k correspondant (c’est-a`-dire atteignant la plus petite valeur propre). Le
vecteur ur(z) est le vecteur propre de la membrane qui approche le vecteur propre
ur(r, z) de Lame´ sur [R− ε, R + ε].
Figure 7.7 – ε = 10−1.5 k = 6
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Figure 7.8 – ε = 10−2 k = 9
Figure 7.9 – ε = 10−2.5 k = 13
Figure 7.10 – ε = 10−3 k = 19
Conclusions et Perspectives
Graˆce aux the´ore`mes de re´duction formelle et a` leurs re´solutions dans le cas d’une
coque cylindrique encastre´e, nous avons pu construire des quasimodes pour l’ope´rateur
de memebrane ainsi que pour l’ope´rateur de Koiter dans le re´gime k = Cε−1/4. La
de´pendance en ε de la fre´quence angulaire atteignant la plus petite valeur propre a
mis en e´vidence une nouvelle occurence de la sensitivite´ des valeurs propres. De plus
les expe´riences nume´riques nous ont permis de justier cet Ansatz et ont apporte´ une
preuve supple´mentaire de la bonne approximation du mode`le tridimensionnel de Lame´
par le mode`le de Koiter.
Le the´ore`me de re´duction formelle 3.4 ainsi que les formules du the´ore`me 3.5 e´tant
valables dans le cas d’une coque axisyme´trique quelconque, nous pouvons l’appliquer
dans le cas d’une coque elliptique comme un tonneau et chercher a` re´soudre le proble`me
scalaire correspondant.
Tonneau
Figure 7.11 – Coque elliptique : un tonneau
Nous avons commence´ ce travail et avons e´te´ amene´s a` effectuer un de´veloppement
limite´ autour du point atteignant le minimum de la fonction L2 puis a` distinguer le cas
ou` il est atteint au bord et celui ou` il est atteint a` l’inte´rieur du domaine. Il apparaˆıt
alors des couches limites dans le cas de la membrane, ce qui est nouveau par rapport
au cas de la coque cylindrique. On effectue de la meˆme manie`re que dans le chapitre
5 un Ansatz que l’on introduit dans l’ope´rateur de Koiter. Nos recherches sont encore
a` poursuivre. Nous avons e´galement commence´ a` effectuer des expe´riences nume´riques
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sur le mode`le de la membrane et sur le proble`me de Lame´.
Le cas du coˆne ainsi que celui d’une coque hyperbolique comme une cate´no¨ıde
restent a` explorer.
Figure 7.12 – Coque parabolique : un coˆne
Figure 7.13 – Coque hyperbolique : une cate´no¨ıde
Le coˆne ressemble un peu au cas du cylindre et on peut essayer d’appliquer la
meˆme me´thode que dans le cas pre´ce´dent. Le cas hyperbolique est moins trivial car le
minimum de la fonction L2 ne correspond pas a` la base du spectre essentiel de M qui
est 0. Ces proble`mes ouverts seraient tre`s inte´ressants a` explorer.
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ANALYSE MODALE POUR LES COQUES MINCES EN REVOLUTION
Re´sume´
Le sujet de cette the`se est l’e´tude du spectre de l’ope´rateur de Koiter pour des
coques minces en fonction de leur e´paisseur. On se restreint au cas de coques minces
axisyme´triques et encastre´es. L’ope´rateur de Koiter se de´compose en un ope´rateur
de membrane inde´pendant de l’e´paisseur et un ope´rateur de flexion. Le spectre de
l’ope´rateur de Koiter est discret alors que celui de la membrane contient du spectre
essentiel.
En utilisant la syme´trie axiale du proble`me, on de´compose les ope´rateurs en fonction
de la fre´quence angulaire k. Dans une de´marche constructive, on cherche les solutions
du proble`me aux valeurs propres comme se´ries formelles en puissances inverses de k.
On obtient alors un the´ore`me de re´duction formelle ge´ne´ral ramenant le proble`me a`
l’e´tude dun proble`me scalaire.
On s’inte´resse ensuite au cas d’une coque cylindrique et on exhibe une famille
de quasimodes correspondant aux plus petites valeurs propres. Lorsque l’on rajoute
l’ope´rateur de flexion, on se´lectionne alors un mode k de´pendant de l’e´paisseur et il
apparaˆıt des couches limites. On exhibe e´galement des quasimodes dans ce re´gime.
Des simulations nume´riques a` l’aide de la librairie d’e´le´ments finis Melina pour
l’ope´rateur de membrane et pour le mode`le sous-jacent de Lame´ ont justifie´ nos re´sultats
the´oriques.
MODAL ANALYSIS FOR THIN AXISYMMETRIC SHELLS
Abstract
The subject of this thesis is the study of the Koiter operator for thin shells with
respect to their thickness. Here we consider only the case of axisymmetric and clamped
thin shells. The Koiter operator is the sum of a membrane operator which does not
depend of the thickness and a bending operator. The spectrum of the Koiter operator
is discrete whereas the one of the membrane operator contains essential spectrum.
Using the axial symmetry of the problem, we decompose the operators towards
the angular frequency k. In a constructive way we are looking for a solution of the
eigenvalue problem as a formal power series in the inverse of k. Therefore we obtain a
formal reduction theorem which brings us to the study of a scalar problem.
Then we focus on the case of a cylindrical shell and we construct quasimodes cor-
responding to the smallest eigenvalues. When we add the bending operator, we select
an angular frequency k which depends on the thickness and some boundary layers
appear. We also construct quasimodes in this regime.
Numerical simulations for the membrane operator and for the underlying Lame´
model made with the finite element library Melina have justified our theoritical results.
