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The Characterization of  Vectors in Rn 
with the Haar Property 
TERRENCE KELLEHER  
Introduction 
As modern communication becomes more digital than ever, infrastructure tries to maintain an equal pace. 
Unfortunately, this is not always possible. Therefore, computer scientists and mathematicians alike have endeavored to 
invent ways to store, send and retrieve data, even if transmitted signals are severely damaged. One such way is by using 
what is called an error-correcting code, or an ECC. An ECC is a method of encoding information such that a signal that 
possesses a message can be significantly altered and still be decoded. There are many different types of ECCs. The type 
that is of interest in this paper depends upon mathematical structures for resilience to inadvertent alteration of a message. 
In this paper we will consider the mathematical structure behind one type of error correcting code. Its purpose 
is to introduce redundancy in the way information is coded so that losses, noises, and erasures to transmitted signals do 
not prevent accurate reconstruction of information. We represent this process by first letting a given signal be represented 
by a vector v in an n-dimensional Euclidean space denoted ℝ!. It is worth noting that such vectors will be represented 
in column-form. Secondly, we consider a representation of the Dihedral group, denoted D2n, which will act in a linear 
fashion by matrix-vector multiplication on ℝ!. Next, we say for a fixed vector v, the set of all vectors obtained by acting 
on v is called an orbit of v and is denoted D2nv. Finally, we say a vector v has the Haar property if, and only if, every 
subset of the orbit of v of cardinality n is a basis for the vector space ℝ!. In this paper, we give a characterization of 
vectors in ℝ3 that satisfy the Haar property, and work for similar results in ℝ5. It has been shown that in the ℝ4 case, we 
cannot find the Haar property when examining n vector subsets. Therefore we modify the Haar property by looking for 
n − 1 as linearly independent subsets of D2nv. 
 
Preliminaries and Terminology 
The Dihedral group, D2n, consist of the symmetries of a regular polygon with n sides. Simply put, each of the 2n 
elements of D2n represent unique reflections and rotations of regular polygons. For example D6 is the group containing 
six elements that correspond to the three unique rotations and three unique reflections of an equilateral triangle. If we 
were to number each vertex of this triangle, we can represent each rotation and reflection as a rearrangement of these 
numbers. So in D6 the element ℝ240 is the permutation (132). What we mean by permutation (132) is that by rotating an 
equilateral triangle clockwise 240 degrees, the upper most vertex labeled 1 moves to the lower left vertex labeled 3, the 
lower right vertex 2 moves to the upper vertex 1, and the lower left vertex 3 moves to the lower right vertex 2. Thus D6, 
and in general D2n, is the rearrangement of numbers that correspond with the rotations and reflections of a regular 
polygon.  
With this in mind, consider a vector with n components as our regular polygon, and let A and B be rotation and 
reflection matrices of the form 
𝐴𝐴 =
0 ⋯ ⋯ 0 1
1 0 ⋯ 0 0
0 0 ⋱ ⋮ ⋮
⋮ 0 1 0 ⋮
0 ⋯ 0 1 0
 , 𝐵𝐵 =
1 0 ⋯ ⋯ 0
0 0 ⋯ 0 1
⋮ ⋮ ⋱ 1 0
⋮ 0 1 ⋱ ⋮
0 1 0 ⋯ 0
. 
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Then D2n is the group of matrices which is generated by A and B and can be shown by 
D2n = {AjBk | 0 ≤ j ≤ (n – 1), 0 ≤ k ≤ 1}. 
For example let n = 3. Then, 
 . 










		 0	 ≤ 	𝑗𝑗	 ≤ 		𝑛𝑛	 − 	1, 0	 ≤ 	𝑘𝑘	 ≤ 	1, and	𝒗𝒗	 ∈ 	ℝ!	  
Also let 𝑎𝑎!, 𝑎𝑎!,… , 𝑎𝑎!  be an n – tuple such that 1≤ a1 < a2 < … ≤ 2n. Next let Ma1,a2,...,anv be a matrix obtained as 
follows. Fixing an ordering for elements of the Dihedral group such that 
D2n = { γ1, γ2, … , γ2n },  

















































are the result of selecting the 3rd, 4th and 6th elements of Θv and the 1st, 5th, and 6th elements of Θv respectively, and 
making them the columns of a matrix. If every possible matrix whose n columns are composed of distinct elements of 




 is one such example. 
Methods 
To determine if a vector has the Haar property we must check the determinant of every Ma1,a2,...,anv. In the ℝ3 case, 
there are 20 different matrices of this type. To determine whether or not just one vector has the Haar property, we will 
determine if any of these 20 matrices are linearly dependent by calculating their determinant. In ℝ4, there are 70 matrices, 
and in ℝ5 there are 252 matrices that need to be checked for linear dependence. Given how many calculations go into this 
process, we have written a routine in Mathematica to do this.  
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and in ℝ5 there are 252 matrices that need to be checked for linear dependence. Given how many calculations go into this 
process, we have written a routine in Mathematica to do this.  
We know that the columns of a square matrix are linearly dependent if and only if its determinant is 0, so we 
use a program in Mathematica to calculate the determinant of every matrix Ma1,a2,...,an(v). Using this information, we can 
determine if a given vector has the Haar property. Using this process, we quickly saw that most randomly selected vectors 
considered indeed had the Haar property. With this observation we instead began trying to find what vectors do not have 
the Haar property. In the sections that follow we will find a characterization of vectors in ℝ3 that have the Haar property. 
Generalization 




 be a vector on ℝ3. We define the following set of triples as  
𝐼𝐼 = 𝑎𝑎!, 𝑎𝑎!, 𝑎𝑎! 	 	1 ≤ 𝑎𝑎! < 𝑎𝑎! < 𝑎𝑎! ≤ 6 . 
Thus I is simply the set of three element subsets of {1,2,3,4,5,6} and has cardinality 20. Next, let 
𝑆𝑆 = det	(𝑀𝑀!𝑣𝑣) ∶ 	α	 ∈ 	I . 
We observe that elements of S are polynomials in the variables x, y and z. Next, using our Mathematica routine, we are 
able to compute these polynomials: 
-(x + y + z)(x2 − xy + y2 − xz − yz + z2) (x − y)(y − z)(x + y + z) 
-(x − z)(y − z)(x + y + z) -(x − y)(x − z)(x + y + z) 
(x − z)(y − z)(x + y + z) (x − y)(x − z)(x + y + z) 
-(x − y)(y − z)(x + y + z) -(x − z)(y − z)(x + y + z) 
-(x − y)(y − z)(x + y + z) -(x − y)(x − z)(x + y + z) 
-(x − y)(x − z)(x + y + z) (x − y)(y − z)(x + y + z) 
-(x − z)(y − z)(x + y + z) (x − y)(y − z)(x + y + z) 
(x − y)(x − z)(x + y + z) -(x − z)(y − z)(x + y + z) 
-(x − y)(x − z)(x + y + z) (x − z)(y − z)(x + y + z) 
(x − y)(y − z)(x + y + z) -(x + y + z)(x2 − xy + y2 − xz − yz + z2) 
 
If we can say that the least common multiple amongst each of these polynomials is non-zero, then we can say none of 
the above polynomials are equal to zero, and more importantly that v has the Haar property. Let, 
𝑝𝑝 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 = lcm 𝑆𝑆 . 
Then, 
𝑝𝑝 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 = 𝑥𝑥 − 𝑦𝑦 (𝑥𝑥 − 𝑧𝑧)(𝑦𝑦 − 𝑧𝑧)(𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧)(𝑥𝑥! + 𝑦𝑦! + 𝑧𝑧! − 𝑥𝑥𝑥𝑥 − 𝑥𝑥𝑥𝑥 − 𝑦𝑦𝑦𝑦)  
We will use this equation to make claims about v ∈ ℝ3 in general. 
Results 
The following propositions allow for a theorem that characterizes vectors in ℝ3 with the Haar property. The 
work in section 3 leads up to Proposition 1, Proposition 2 allows us to truncate 𝑝𝑝 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 , and Theorem 1 uses these 
two propositions in its proof. 
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has the Haar property if and only 
if p(v) ≠ 0. 
PROOF Suppose p(v) = 0. Then there exists at least one factor of p(v) that is equal to 0. Therefore there exists a 
matrix whose columns are some collection of n elements of Θv that are linearly dependent. Therefore v does not have the 
Haar property. Thus by contrapositive, if v has the Haar property then p(v) ≠ 0. Now suppose p(v) ≠ 0. Then the 
determinant of 𝑀𝑀.𝑣𝑣 is a non-zero polynomial for all α ∈ 𝐼𝐼, where  
𝐼𝐼 = 𝑎𝑎6, 𝑎𝑎8, 𝑎𝑎9 	 	1 ≤ 𝑎𝑎6 < 𝑎𝑎8 < 𝑎𝑎9 ≤ 6 . 
Thus v has the Haar property. The next proposition considers one factor of the polynomial p(x,y,z). 
Proposition 2 
Let x, y, and z be in ℝ. If y ≠ z, then x2 + y2 + z2 − xy − xz − yz ≠ 0. 
PROOF Suppose x2 + y2 + z2 − xy − xz − yz = 0. By considering this polynomial as a function of x and rearranging 
it, we see that x2−x(y+z)+(y2+z2−yz) = 0. Observe that the discriminant d of this equation is 
𝑑𝑑 = (𝑦𝑦 + 𝑧𝑧)8 − 4 𝑦𝑦8 + 𝑧𝑧8 − 𝑦𝑦𝑧𝑧 = −3𝑦𝑦8 + 6𝑦𝑦𝑧𝑧 − 3𝑧𝑧8 = −3 𝑦𝑦 − 𝑧𝑧 8 ≤ 0. 
Note that d is real only when y = z. Therefore the only real solution to x2 − x(y + z) + (y2 + z2 − yz) = 0 is when y = z.⧠ 
This assertion about a factor of p(v) allows us to refine Proposition 1 and prove Theorem 1. 
Theorem 1 
Let v = <x,y,z> be a vector in ℝ3. A vector v has the Haar property if and only if (x − y)(x − z)(y − z)(x + y + z) ≠ 0. 
PROOF We want to show that if v has the Haar property, then (x − y)(x − z)(y − z)(x + y + z) ≠	0. Assume that v 
has the Haar property. Then by Proposition 1, p(v) ≠ 0, and thus (x − y)(x − z)(y − z)(x + y + z) ≠ 0. We now want to 
show that if (x − y)(x − z)(y − z)(x + y + z) ≠ 0, then v has the Haar property. Since (x − y)(x − z)(y − z)(x + y + z) ≠ 
0, y ≠ z. Therefore by Proposition 2, x2 + y2 + z2 − xy − xz − yz ≠ 0, and 𝑝𝑝 𝑣𝑣 ≠ 0.∎	 
Notice that from the first three factors that describe vectors with the Haar property in Theorem 1, we see that none 
of x, y, or z can be equal. In addition, if we examine the last factor (x + y + z), we see that no component can be equal 
to the negative of the sum of the other components. 
Future work 
In addition to the characterization of vectors in ℝ3, we consider vectors in ℝ4 and ℝ5. All definitions and notations 
are the same for ℝ4 and ℝ5 as they are for ℝ3, and any differences will be articulated. 
When n = 5 
It has been shown by Oussa (2015) that vectors with the Haar property exist in ℝJ  when n is prime. Thus the case for 






	∈	ℝ5, and let  
𝐾𝐾 = 	 𝑎𝑎6, 𝑎𝑎8, 𝑎𝑎9, 𝑎𝑎N, 𝑎𝑎O 	 	1 ≤ 𝑎𝑎6 < 𝑎𝑎8 < 𝑎𝑎9 < 	𝑎𝑎N < 𝑎𝑎O ≤ 10 . 
 
Then 𝑇𝑇 = det	(𝑀𝑀.𝑣𝑣 ∶ 	α	 ∈ 	K  which is a set of polynomials in the variables u, w, x, y, and z.		
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It is clear that this polynomial is much more complicated than in the ℝ3 case so we may have to reconsider how it is 
that we approach finding general characterization of vectors in ℝ!  for n > 3. Although we didn’t generalize the Haar 
property for these vectors, we were able to make the following observations. 
From extensive computations it appears that if any three components of v are equal, v does not possess the Haar 
property. However, if at most two components are equal, v may or may not have the Haar property. As this project 
continues into the future, we will examine the least common multiple of 𝑀𝑀!𝑣𝑣 where 𝑣𝑣 ∈ ℝ!, and	𝛼𝛼 ∈ 𝐾𝐾 and work to 
characterize vectors with the Haar property in ℝ5.	
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property for these vectors, we were able to make the following observations. 
From extensive computations it appears that if any three components of v are equal, v does not possess the Haar 
property. However, if at most two components are equal, v may or may not have the Haar property. As this project 
continues into the future, we will examine the least common multiple of 𝑀𝑀!𝑣𝑣 where 𝑣𝑣 ∈ ℝ!, and	𝛼𝛼 ∈ 𝐾𝐾 and work to 
characterize vectors with the Haar property in ℝ5.	
	
When n = 4 
It has also been shown by Oussa (2015) that no vector in ℝ!  for even values of n have the Haar property. Thus, when 





 ∈ ℝ4 and let 𝑈𝑈 =
	 𝑎𝑎!, 𝑎𝑎!, 𝑎𝑎! 	 	1 ≤ 𝑎𝑎! < 𝑎𝑎! < 𝑎𝑎! ≤ 8 . We say that 𝒗𝒗 ∈ ℝ!has the modified Haar property if for all 𝛼𝛼 ∈ 𝑈𝑈, 𝑀𝑀!𝒗𝒗 ≠ 0 . 
Since these matrices will now be 4 × 3, we cannot calculate the determinant as in the ℝ3 case. We will now construct a new 
method for doing so. 
Calculating determinants 





 ∈ ℝ4, and 𝛼𝛼 ∈ 𝑈𝑈. In order to compute the independence of the columns of every 𝑋𝑋, we 
calculate the determinant of each matrix generated by 𝑋𝑋!𝑋𝑋. By multiplying each 𝑋𝑋 by its transpose, we get a square 3 × 3 
matrix whose determinant is computable. We claim that if det 𝑋𝑋!𝑋𝑋 = 0 for every 𝛼𝛼 ∈ 𝑈𝑈, then the vectors of 𝑋𝑋 are 
linearly independent, and thus v has the modified Haar property.  
 
LEMMA Let 𝑋𝑋 be an m x n matrix with m < n. Then det 𝑋𝑋!𝑋𝑋 = 0 if and only if the vectors of 𝑋𝑋 are linearly dependent. 
PROOF Suppose det 𝑋𝑋!𝑋𝑋 = 0. Then we know that the null space of 𝑋𝑋!𝑋𝑋 is not trivial. That is there exists a 𝑣𝑣 ≠ 0 
such that 𝑋𝑋!𝑋𝑋𝑋𝑋 = 0. If we multiply this equation on the left by 𝑣𝑣�we have𝑣𝑣!𝑋𝑋!𝑋𝑋𝑋𝑋 = 𝑣𝑣!𝑋𝑋!𝑋𝑋𝑋𝑋 = (𝑋𝑋𝑋𝑋)!𝑋𝑋𝑋𝑋 =
||𝑋𝑋𝑋𝑋||! 	= 0. Since||𝑋𝑋𝑋𝑋||! 	= 0, we know that  
||𝑋𝑋𝑋𝑋|| 	= 0, and 𝑋𝑋𝑋𝑋	 = 0. Since 𝑣𝑣 ≠ 0 and in the null space of 𝑋𝑋, the columns of 𝑋𝑋 must be linearly dependent.  
Now suppose that the columns of 𝑋𝑋 are linearly dependent. Then we know there exists a 𝑣𝑣 ≠ 0 such that 
𝑋𝑋𝑋𝑋 = 0. Next we consider 𝑋𝑋!𝑋𝑋𝑋𝑋 = 	𝑋𝑋! 𝑋𝑋𝑋𝑋 = 	𝑋𝑋! 0 = 0. Since 𝑋𝑋!𝑋𝑋𝑋𝑋 = 0, and 𝑣𝑣 ≠ 0 the columns of 𝑋𝑋!𝑋𝑋 must 
be dependent and 𝐝𝐝𝐝𝐝𝐝𝐝(𝑋𝑋!𝑋𝑋) = 0∎ 
In summary, we have a method to show the linear independence of the columns of 𝑋𝑋 despite it not being a 
square matrix. By using our Mathematica routine we can calculate the LCM of det 𝑋𝑋!𝑋𝑋  which comes out to 
2 (u-y)2 (x-z)2 (u2+x2-2 u y+y2-2 x z+z2) 
(u2+x2+2 u y+y2+2 x z+z2) 
(u4+x4+2 u3 y-2 u x2 y+2 u2 y2+2 u y3+y4-2 u2 x z+2 x3 z-8 u x y z-2 x y2 z+2 x2 z2-2 u y z2+2 x z3+z4) 
(u4-2 u2 x2+x4+2 u3 y-2 u x2 y+2 u2 y2+2 x2 y2+2 u y3+y4-2 u2 x z+2 x3 z-8 u x y z-2 x y2 z+2 u2 z2+2 x2 z2-2 u y z2-2 y2 z2+2 x 
z3+z4) 
(u4+2 u2 x2+x4+2 u3 y-2 u x2 y+2 u2 y2-2 x2 y2+2 u y3+y4-2 u2 x z+2 x3 z-8 u x y z-2 x y2 z-2 u2 z2+2 x2 z2-2 u y z2+2 y2 z2+2 x 
z3+z4) 
(u6-u4 x2-u2 x4+x6-u4 y2+10 u2 x2 y2-x4 y2-u2 y4-x2 y4+y6-8 u3 x y z-8 u x3 y z-8 u x y3 z-u4 z2+10 u2 x2 z2-x4 z2+10 u2 y2 z2+10 x2 y2 
z2-y4 z2-8 u x y z3-u2 z4-x2 z4-y2 z4+z6)	
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Although less complicated than the previous cases, we still have to consider an alternative method for further insight into 
vectors in ℝ4 with the Haar property. Regardless, there are some claims we can make with the use of computation alone. 
It has been discovered that when certain components of v ∈ ℝ4 are equal, v does not possess a modified Haar property, 





 ∈ ℝ4, if x = y, 
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