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SECOND ORDER SPLITTING FOR A CLASS OF FOURTH ORDER EQUATIONS
CHARLES M. ELLIOTT, HANS FRITZ, AND GRAHAM HOBBS
Abstract. We formulate a well-posedness and approximation theory for a class of generalised saddle point
problems. In this way we develop an approach to a class of fourth order elliptic partial differential equations
using the idea of splitting into coupled second order equations. Our main motivation is to treat certain
fourth order equations on closed surfaces arising in the modelling of biomembranes but the approach may
be applied more generally. In particular we are interested in equations with non-smooth right hand sides
and operators which have non-trivial kernels.The theory for well posedness and approximation is presented
in an abstract setting. Several examples are described together with some numerical experiments.
1. Introduction
We study the well posedness and approximation of a generalised linear saddle point problem in reflexive
Banach spaces using three bilinear forms: find (u,w) ∈ X × Y such that
c(u, η) + b(η, w) = 〈f, η〉 ∀η ∈ X,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.(1.1)
Our assumptions on the bilinear forms and spaces will be detailed in Section 2. First we give some
context to this general problem within the existing literature. If we were to set m = 0 the resulting saddle
point problem is well studied, see for example [12], and the assumptions we will make on b and c are sufficient
to show well posedness. The m 6= 0 case is examined in [2, 3, 13]. In these papers well posedness is shown
under a different set of assumptions to ours. In contrast to our assumptions only one of the inf sup conditions
is required for b and m has a weaker coercivity assumption but c is assumed to be coercive. Indeed their
assumptions are weaker than the ones used in this work for b and m but stronger for c.
This system is motivated by splitting methods in which we turn a single high order partial differential
equation into a coupled system of lower order equations. For example, consider the PDE
(1.2) Au = f,
where A is a fourth order differential operator. Suppose we may write A = B1 ◦ B2 + C, where B1, B2 and
C are second order differential operators. By introducing a new variable, w = B2u, we may rewrite (1.2) as
a coupled system of equations
Cu+B1w = f,
B2u− w = 0.(1.3)
The advantage of such a splitting method is that the resulting system of equations is second order, it can
thus be solved numerically using simpler finite elements than are required to directly solve (1.2). Of course
the meaning of the resulting split systems also depends on boundary conditions where needed. Please note
that all examples presented in the paper are actually set on closed surfaces. To be an effective method the
system (1.3) must itself be well posed. This question is considered in [3], where sharp conditions are given
detailing well posedness of the system. Amongst these conditions is a relationship between the norm of
B1 − B2 and other properties of the operators (see [3, Section 3.1]). When designing a splitting method it
can be difficult to ensure that this condition holds.
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In this paper we will take B1 = B2. This case is studied in [13, 16]. These papers treat the case
where C induces a bilinear operator that is coercive or at least positive semi definite. We will not make this
assumption here as it is not compatible with many of problems we wish to consider. To illustrate this point,
consider the operator
A = ∆2u+∆u+ u.
Such an A induces a coercive bilinear form on H2(Ω) ∩ H10 (Ω) where Ω is a bounded open set in R2 with
smooth boundary or on H2(Γ) where Γ is a closed smooth hypersurface in R3. These lead to a problem
of the form (1.2) being well posed. However to perform a splitting which satisfies the conditions in [13, 16]
we require a B1 which induces a bilinear form satisfying an inf sup condition, equivalently B1 is invertible
in an appropriate sense, and a C which induces a positive semi-definite bilinear form. A possible choice is
B1 = B2 = −∆+λ for some λ > 0 (with homogeneous Dirichlet boundary condition in the case that Ω ⊂ R2
with a smooth boundary) but this produces
C = A−B1 ◦B1 = (1 + 2λ)∆ + (1− λ2)
which isn’t positive semi definite for any λ > 0. We will thus consider a situation where C does not induce a
positive semi-definite bilinear form. Note that this work is not a direct generalisation of the results in [13,16],
whilst we consider a weaker condition on C this is accommodated by a stronger condition on the operator
which acts on w in the second equation, chosen to be the negative identity map in (1.3).
Our abstract setting and assumptions are motivated by applications of this general theory to formulate
a splitting method for surface PDE problems arising in models of biomembranes which are posed over a sphere
and a torus, [10]. The complexity of the fourth order operator we wish to split, which results from the second
variation of the Willmore functional, makes it difficult to formulate the splitting problem in such a way that
existing theory can be applied. Such a formulation may be possible but it is our belief that the method
presented here is straightforward to apply to this and similar problems. Moreover the additional assumptions
we make on b and m are quite natural for the applications we consider. See also [9, 11] for other possible
applications to fourth order partial differential equations.
Outline of paper. In Section 2 we define an abstract saddle point system consisting of two coupled vari-
ational equations in a Banach space setting using three bilinear forms {c,b,m}. Well posedness is proved
subject to Assumptions 2.1 and 2.2. An abstract finite element approximation is defined in Section 3. Nat-
ural error bounds are proved under approximation assumptions. Section 4 details some notation for surface
calculus and surface finite elements. Section 5 details results about a useful bilinear form b(·, ·) used in
the examples of fourth order surface PDEs studied in later sections. Examples of two fourth order PDEs
on closed surfaces satisfying the assumptions of Section 2 are given in Section 6 and the analysis of the
application of the surface finite element method to the saddle point problem is studied in Section 7. Finally
a couple of numerical examples are given in Section 8 which verify the proved convergence rates.
2. Abstract splitting problem
We now introduce the coupled system on which the splitting method is based. Our abstract problem
is formulated in a Banach space setting. We will first define the spaces and functionals used and the required
assumptions.
Definition 2.1. Let X,Y be reflexive Banach spaces and L be a Hilbert space with Y ⊂ L continuously. Let
{c,b,m} be bilinear functionals such that
c : X ×X → R, bounded and bilinear,
b : X × Y → R, bounded, bilinear,
m : L× L→ R, bounded, bilinear, symmetric and coercive.
Let f ∈ X∗ and g ∈ Y ∗.
Using this general setting we formulate the coupled problem. Note that we allow a non-zero right
hand side in each equation, this is a generalisation of the motivating problem (1.3).
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Problem 2.1. With the spaces and functionals in Definition 2.1, find (u,w) ∈ X × Y such that
c(u, η) + b(η, w) = 〈f, η〉 ∀η ∈ X,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.(2.1)
Throughout we assume the following inf sup and coercivity conditions on the bilinear forms b(·, ·), c(·, ·)
and m(·, ·).
Assumption 2.1.
• There exist β, γ > 0 such that
(2.2) β‖η‖X ≤ sup
ξ∈Y
b(η, ξ)
‖ξ‖Y ∀η ∈ X and γ‖ξ‖Y ≤ supη∈X
b(η, ξ)
‖η‖X ∀ξ ∈ Y.
• There exists C > 0 such that for all (u,w) ∈ X × Y
(2.3) b(u, ξ) = m(w, ξ) ∀ξ ∈ Y =⇒ C‖w‖2L ≤ c(u, u) +m(w,w).
For existence we will make the additional assumption that the spacesX and Y can be approximated by
sequences of finite dimensional spaces. Moreover we assume that such approximating spaces are sufficiently
rich to satisfy an appropriate inf sup inequality. This assumption allows us to use a Galerkin approach.
Assumption 2.2. We assume there exist sequences of finite dimensional approximating spaces Xn ⊂ X
and Yn ⊂ Y . That is, for any η ∈ X there exists a sequence ηn ∈ Xn such that ‖ηn− η‖X → 0, similarly for
any ξ ∈ Y there exists a sequence ξn ∈ Yn such that ‖ξn − ξ‖Y → 0.
Moreover, we assume the discrete inf sup inequalities hold. That is there exist β˜, γ˜ > 0, independent
of n, such that
β˜‖η‖X ≤ sup
ξ∈Yn
b(η, ξ)
‖ξ‖Y ∀η ∈ Xn,(2.4)
γ˜‖ξ‖Y ≤ sup
η∈Xn
b(η, ξ)
‖η‖X ∀ξ ∈ Yn.(2.5)
Finally, assume there exists a map In : Y → Yn for each n, such that
b(ηn, Inξ) = b(ηn, ξ) ∀(ηn, ξ) ∈ Xn × Y
sup
ξ∈Y
‖ξ − Inξ‖L
‖ξ‖Y → 0 as n→∞.
(2.6)
We now show the well posedness of Problem 2.1. First we prove two key lemmas in which we construct
a discrete inverse operator and a discrete coercivity relation that is an analogue of (2.3). We make use of a
generalised form of the Lax-Milgram theorem, the Banach-Necˇas-Babusˇka Theorem [12, Section 2.1.3]. For
completeness, the theorem is stated below.
Theorem 2.1 (Banach-Necˇas-Babusˇka). Let W be a Banach Space and let V be a reflexive Banach space.
Let A ∈ L(W × V ;R) and F ∈ V ∗. Then there exists a unique uF ∈W such that
A(uF , v) = F (v) ∀v ∈ V
if and only if
∃α > 0 ∀w ∈ W, sup
v∈V
A(w, v)
‖v‖V ≥ α‖w‖W ,
∀v ∈ V, (∀w ∈ W, A(w, v) = 0) =⇒ v = 0.
Moreover the following a priori estimate holds
∀F ∈ V ∗, ‖uF‖W ≤ α−1‖F‖V ∗ .
Lemma 2.1. Under the Assumptions 2.1 and 2.2, there exists a linear map Gn : Y
∗ → Xn such that for
each Θ ∈ Y ∗
b(GnΘ, ξn) = 〈Θ, ξn〉 ∀ξn ∈ Yn.
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These maps satisfy the uniform bound
‖GnΘ‖X ≤ β˜−1‖Θ‖Y ∗ .
Furthermore, there exists a map G : Y ∗ → X such that for each Θ ∈ Y ∗
b(GΘ, ξ) = 〈Θ, ξ〉 ∀ξ ∈ Y.
This map satisfies the bound
‖GΘ‖X ≤ β−1‖Θ‖Y ∗ .
Proof. To construct Gn, let Θ ∈ Y ∗, then Θ ∈ (Yn, ‖ · ‖Y )∗. Then by Theorem 2.1, there exists a unique
GnΘ ∈ Xn such that
b(GnΘ, ξn) = 〈Θ, ξn〉 ∀ξn ∈ Yn.
The assumptions required to apply Theorem 2.1 are made in Assumption 2.2. That Gn is linear follows
immediately from the construction. The two bounds are a consequence of the discrete inf sup inequalities in
Assumption 2.2. The map G is constructed similarly using the assumptions made in Assumption 2.1. 
We can now prove a discrete coercivity relation which is key in proving well posedness for Problem
2.1. This is a discrete analogue of (2.3).
Lemma 2.2. Under the assumptions in Lemma 2.1, there exists C,N > 0 such that, for all n ≥ N ,
(2.7) C‖vn‖2L ≤ c(Gnm(vn, ·), Gnm(vn, ·)) +m(vn, vn) ∀vn ∈ Yn.
Here m(vn, ·) ∈ Y ∗ denotes the map y 7→ m(vn, y).
Proof. Let vn ∈ Yn, m(vn, ·) ∈ Y ∗ holds as Y is continuously embedded into L and observe
‖m(vn, ·)‖Y ∗ = sup
y∈Y
|m(vn, y)|
‖y‖Y ≤ C
‖vn‖L‖y‖L
‖y‖Y ≤ C‖vn‖L.
It follows
b((G−Gn)m(vn, ·), ξ) = b((G−Gn)m(vn, ·), ξ − Inξ)
= b(Gm(vn, ·), ξ − Inξ)
= m(vn, ξ − Inξ)
≤ C‖vn‖L‖ξ − Inξ‖L.
Using the inf sup inequalities given in (2.2) we deduce
‖(G−Gn)m(vn, ·)‖X ≤ C‖vn‖L sup
ξ∈Y
‖ξ − Inξ‖L
‖ξ‖Y .
For any vn ∈ Yn we can thus bound the difference
|c(Gnm(vn, ·), Gnm(vn, ·))− c(Gm(vn, ·), Gm(vn, ·))| ≤ C‖vn‖2L sup
ξ∈Y
‖ξ − Inξ‖L
‖ξ‖Y .
Now, choosing n sufficiently large in the bound above, by (2.3) and (2.6) it follows for any vn ∈ Yn
C‖vn‖2L ≤ c(Gnm(vn, ·), Gnm(vn, ·)) +m(vn, vn) +
C
2
‖vn‖2L,
from which the result is immediate. 
Theorem 2.2. Suppose the Assumptions 2.1 and 2.2 hold, then there exists a unique solution to Problem
2.1. Moreover, there exists C > 0, independent of the data, such that
‖u‖X + ‖w‖Y ≤ C(‖f‖X∗ + ‖g‖Y ∗).
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Proof. We begin with existence, using a Galerkin argument. Let (un, wn) ∈ Xn × Yn be the unique solution
of
c(un, ηn) + b(ηn, wn) = 〈f, ηn〉 ∀ηn ∈ Xn,
b(un, ξn)−m(wn, ξn) = 〈g, ξn〉 ∀ξn ∈ Yn.
As the problem is linear and finite dimensional, existence and uniqueness of such a solution is equivalent to
uniqueness for the homogeneous problem f = g = 0. In this case, testing the first equation with un, the
second with wn and subtracting we obtain
c(un, un) +m(wn, wn) = 0.
For sufficiently large n this implies wn = 0 by (2.7), as un = Gnm(wn, ·) in the homogeneous case, thus
un = 0 also due to the linearity of Gn.
Now we return to the inhomogeneous case and produce a priori bounds on un, wn. To create a pair of
initial bounds we use the discrete inf sup inequalities with each of the finite dimensional equations. Firstly,
γ˜‖wn‖Y ≤ sup
ηn∈Xn
b(ηn, wn)
‖ηn‖X ≤ ‖f‖X
∗ + C‖un‖X .
Similarly with the second equation,
β˜‖un‖X ≤ sup
ξn∈Yn
b(un, ξn)
‖ξn‖Y ≤ ‖g‖Y
∗ + C‖wn‖L.
Combining these two inequalities produces
(2.8) ‖un‖X + ‖wn‖Y ≤ C(‖f‖X∗ + ‖g‖Y ∗ + ‖wn‖L).
To bound the ‖wn‖L term we use the same approach of subtracting the equations as used to show uniqueness.
In the inhomogeneous case this produces
c(un, un) +m(wn, wn) = 〈f, un〉 − 〈g, wn〉.
Notice now un = Gnm(wn, ·) +Gng, and thus (2.7) yields
C‖wn‖2L ≤ c(un, un) +m(wn, wn)− c(un, Gng)− c(Gng, un) + c(Gng,Gng)
≤ ‖f‖X∗‖un‖X + ‖g‖Y ∗‖wn‖Y + C(‖un‖X + ‖Gng‖X)‖Gng‖X .
Recall, by Lemma 2.1,
‖Gng‖X ≤ β˜−1‖g‖Y ∗ .
Combining these two inequalities with (2.8) produces
‖wn‖2L ≤ C(‖f‖X∗ + ‖g‖Y ∗)(‖f‖X∗ + ‖g‖Y ∗ + ‖wn‖L).
Hence by Young’s inequality we deduce
‖wn‖L ≤ C(‖f‖X∗ + ‖g‖Y ∗),
then inserting this bound into (2.8) produces
‖un‖X + ‖wn‖Y ≤ C(‖f‖X∗ + ‖g‖Y ∗).
Thus un and wn are bounded sequences in X and Y respectively, which are both reflexive Banach spaces,
hence there exists a subsequence (which we continue to denote with a subscript n) such that
un
X−−−⇀ u and wn Y−−−⇀ w,
for some weak limits u ∈ X and w ∈ Y . We will show that this weak limit is a solution to Problem 2.1. For
any η ∈ X , there exists an approximating sequence ηn → η with each ηn ∈ Xn, it follows
c(u, η) + b(η, w) = lim
n→∞
(c(un, ηn) + b(ηn, wn)) = lim
n→∞
〈f, ηn〉 = 〈f, η〉.
We treat the second equation similarly, for any ξ ∈ Y we may find a sequence ξn → ξ with each ξn ∈ Yn and
b(u, ξ)−m(w, ξ) = lim
n→∞
(b(un, ξn)−m(wn, ξn)) = lim
n→∞
〈g, ξn〉 = 〈g, ξ〉.
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Thus (u,w) does indeed solve Problem 2.1. Moreover, as u,w are the weak limits of bounded sequences in
reflexive Banach spaces they satisfy the same upper bound, that is
‖u‖X + ‖w‖Y ≤ C(‖f‖X∗ + ‖g‖Y ∗).
We complete the proof by proving uniqueness, as the system is linear it is sufficient to consider the homoge-
neous case f = g = 0. In such a case b(u, ξ) = m(w, ξ) ∀ξ ∈ Y and
c(u, u) +m(w,w) = 0.
Then by (2.3) we have w = 0 and hence u = 0. 
3. Abstract finite element method
In this section we formulate and analyse an abstract finite element method to approximate the solution
of Problem 2.1. In our applications we wish to use a non-conforming finite element method in the sense of
using finite element spaces which are not subspaces of the function spaces. For example, we will approximate
problems based on a surface Γ via problems based on a discrete surface Γh.
Definition 3.1. Suppose, for h > 0, Xh, Yh are finite dimensional normed vector spaces and there exist lift
operators
lXh : Xh → X and lYh : Yh → Y,
which are linear and injective, such that X lh := l
X
h (Xh) and Y
l
h := l
Y
h (Yh) satisfy Assumption 2.2. For
ηh ∈ Xh let ηlh := lXh (ηh) ∈ X lh, similarly for ξh ∈ Yh let ξlh := lYh (ξh) ∈ Y lh.
Let ch, bh, mh denote bilinear functionals such that
ch : Xh ×Xh → R, bilinear,
bh : Xh × Yh → R, bilinear,
mh : Yh × Yh → R, bilinear and symmetric.
We will assume the following approximation properties, there exists C > 0 and k ∈ N such that
|c(ηlh, ξlh)− ch(ηh, ξh)| ≤ Chk‖ηlh‖X‖ξlh‖X ∀(ηh, ξh) ∈ Xh ×Xh,
|b(ηlh, ξlh)− bh(ηh, ξh)| ≤ Chk‖ηlh‖X‖ξlh‖Y ∀(ηh, ξh) ∈ Xh × Yh,
|m(ηlh, ξlh)−mh(ηh, ξh)| ≤ Chk‖ηlh‖L‖ξlh‖L ∀(ηh, ξh) ∈ Yh × Yh.
Finally, let fh ∈ X∗h and gh ∈ Y ∗h , where X∗h and Y ∗h are the dual spaces of Xh and Yh respectively, be such
that
|〈f, ηlh〉 − 〈fh, ηh〉| ≤ Chk‖f‖X∗‖ηlh‖X ∀ηh ∈ Xh,
|〈g, ξlh〉 − 〈gh, ξh〉| ≤ Chk‖g‖Y ∗‖ξlh‖Y ∀ξh ∈ Yh.
The finite element approximation can now be formulated.
Problem 3.1. Under the assumptions of Definition 3.1, find (uh, wh) ∈ Xh × Yh solving the discretised
problem
ch(uh, ηh) + bh(ηh, wh) = 〈fh, ηh〉 ∀ηh ∈ Xh,
bh(uh, ξh)−mh(wh, ξh) = 〈gh, ξh〉 ∀ξh ∈ Yh.
We now prove well posedness for the finite element method, Problem 3.1, and produce a priori bounds
for the solution.
Theorem 3.1. For sufficiently small h, there exists a unique solution to Problem 3.1. Moreover, there exists
a constant C > 0, independent of h, such that
‖u− ulh‖X + ‖w − wlh‖Y ≤ C inf
(ηh,ξh)∈Xh×Yh
(‖u− ηlh‖X + ‖w − ξlh‖Y )+ hk(‖f‖X∗ + ‖g‖Y ∗).
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Proof. For existence and uniqueness it is sufficient to prove existence for the homogeneous case fh = gh = 0
as the system is linear and finite dimensional. In the homogeneous case we see
ch(uh, uh) +mh(wh, wh) = 0.
We will denote by Glh : Y
∗ → X lh the map constructed in Lemma 2.1 and also define Gh : Y ∗ → Xh by
Gh := (l
X
h )
−1 ◦Glh. Notice also,
β˜‖ulh −Glhm(wlh, ·)‖X ≤ sup
ξh∈Yh
b(ulh −Glhm(wlh, ·), ξlh)
‖ξlh‖Y
≤ sup
ξh∈Yh
b(ulh, ξ
l
h)− bh(uh, ξh) +mh(wh, ξh)−m(wlh, ξlh)
‖ξlh‖Y
≤ Chk‖wlh‖L.
The final line holds as ‖ulh‖X ≤ C‖wlh‖L in the homogeneous case, using the second equation of the system.
It follows, by (2.7),
C‖wlh‖2L ≤ c(Glhm(wlh, ·), Glhm(wlh, ·)) +m(wlh, wlh)
= c(ulh, u
l
h) +m(w
l
h, w
l
h)− ch(uh, uh)−mh(wh, wh)
+ c(Glhm(w
l
h, ·), Glhm(wlh, ·))− c(ulh, ulh)
≤ C˜hk‖wlh‖2L.
Hence for h sufficiently small wlh = 0 from which we deduce u
l
h = 0 and hence wh = uh = 0. Thus there
exists a unique solution for sufficiently small h. Now we prove the required error estimate. Let ηh ∈ Xh and
ξh ∈ Yh be arbitrary. Using the second equation and the discrete inf sup inequality it follows
β˜‖ulh − ηlh‖X ≤ sup
vh∈Yh
1
‖vlh‖Y
[
b(ulh − ηlh, vlh)
]
= sup
vh∈Yh
1
‖vlh‖Y
[
b(u− ηlh, vlh)−m(w − wlh, vlh)− 〈g, vlh〉+ 〈gh, vh〉
− bh(uh, vh) +mh(wh, vh) + b(ulh, vlh)−m(wlh, vlh)
]
≤ C [‖u− ηlh‖X + ‖w − ξlh‖Y + ‖wlh − ξlh‖L + hk(‖g‖Y ∗ + ‖ulh‖X + ‖wlh‖L)] .
We can produce a similar bound using the first equation of the system
γ˜‖wlh − ξlh‖Y ≤ sup
vh∈Xh
1
‖vlh‖X
[
b(vlh, w
l
h − ξlh)
]
= sup
vh∈Xh
1
‖vlh‖X
[
b(vlh, w − ξlh) + c(u− ulh, vlh)− 〈f, vlh〉+ 〈fh, vh〉
− bh(vh, wh)− ch(uh, vh) + b(vlh, wlh) + c(ulh, vlh)
]
≤ C [‖u− ηlh‖X + ‖w − ξlh‖Y + ‖ulh − ηlh‖X + hk(‖f‖X∗ + ‖ulh‖X + ‖wlh‖Y )] .
Combining these two estimates produces the bound
‖ulh − ηlh‖X + ‖wlh − ξlh‖Y ≤ C
[
‖u− ηlh‖X + ‖w − ξlh‖Y + ‖wlh − ξlh‖L
+ hk(‖f‖X∗ + ‖g‖Y ∗ + ‖ulh‖X + ‖wlh‖Y )
]
.
(3.1)
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To produce the result we must bound the L-norm term which appears here. To do so we will add the
discrete equations together and use the discrete coercivity relation (2.7). Firstly consider
|ch(uh − ηh, uh − ηh) + bh(uh − ηh, wh − ξh)|
= |c(u − ηlh, ulh − ηlh) + b(ulh − ηlh, w − ξlh)− 〈f, ulh − ηlh〉+ 〈fh, uh − ηh〉
+ c(ηlh, u
l
h − ηlh) + b(ulh − ηlh, ξlh)− ch(ηh, uh − ηh)− bh(uh − ηh, ξh)|
≤ C‖ulh − ηlh‖X
[‖u− ηlh‖X + ‖w − ξlh‖Y + hk(‖f‖X∗ + ‖ηlh‖X + ‖ξlh‖Y )] .
Treating the second equation similarly produces
|bh(uh − ηh, wh − ξh)−mh(wh − ξh, wh − ξh)|
= |b(u− ηlh, wlh − ξlh)−m(w − ξlh, wlh − ξlh)− 〈g, wlh − ξlh〉+ 〈gh, wh − ξh〉
+ b(ηlh, w
l
h − ξlh)−m(ξlh, wlh − ξlh)− bh(ηh, wh − ξh) +mh(ξh, wh − ξh)|
≤ C‖wlh − ξlh‖Y
[‖u− ηlh‖X + ‖w − ξlh‖Y + hk(‖g‖Y ∗ + ‖ηlh‖X + ‖ξlh‖Y )] .
Combining these two estimates with (3.1) produces
(3.2) |ch(uh − ηh, uh − ηh) +mh(wh − ξh, wh − ξh)| ≤ C
(
B
2 + B‖wlh − ξlh‖L
)
,
where the grouping of terms B is given by
B :=‖u− ηlh‖X + ‖w − ξlh‖Y
+ hk(‖f‖X∗ + ‖g‖Y ∗ + ‖ulh‖X + ‖ηlh‖X + ‖wlh‖Y + ‖ξlh‖Y ).
(3.3)
The coercivity relation in (2.7) gives
C‖wlh − ξlh‖2L ≤ c(Glhm(wlh − ξlh, ·), Glhm(wlh − ξlh, ·)) +m(wlh − ξlh, wlh − ξlh),
it follows
C‖wlh − ξlh‖2L ≤|c(ulh − ηlh, ulh − ηlh) +m(wlh − ξlh, wlh − ξlh)
− [ch(uh − ηh, uh − ηh) +mh(wh − ξh, wh − ξh)] |
+ |ch(uh − ηh, uh − ηh) +mh(wh − ξh, wh − ξh)|
+ |c(Glhm(wlh − ξlh, ·), Glhm(wlh − ξlh, ·))− c(ulh − ηlh, ulh − ηlh)|.
(3.4)
To proceed we bound the three terms appearing here. The first term is simply an approximation property,
|c(ulh − ηlh, ulh − ηlh) +m(wlh − ξlh, wlh − ξlh)− [ch(uh − ηh, uh − ηh) +mh(wh − ξh, wh − ξh)] |
≤ Chk (‖ulh − ηlh‖2X + ‖wlh − ξlh‖2Y )
≤ Chk (B2 + B‖wlh − ξlh‖L + ‖wlh − ξlh‖2L) .
(3.5)
The final line is true for sufficiently small h and follows from (3.1). The second term we have already bounded
in (3.2). For the final term notice
|c(Glhm(wlh − ξlh, ·), Glhm(wlh − ξlh, ·))− c(ulh − ηlh, ulh − ηlh)|
≤ C(‖Glhm(wlh − ξlh, ·)‖X + ‖ulh − ηlh‖X)‖Glhm(wlh − ξlh, ·)− (ulh − ηlh)‖X .
To bound these terms first notice, by Lemma 2.1,
‖Glhm(wlh − ξlh, ·)‖X ≤ C‖m(wlh − ξlh, ·)‖Y ∗ ≤ C‖wlh − ξlh‖L.
We can then use the bound on ‖ulh − ηlh‖X established in (3.1) to produce
‖Glhm(wlh − ξlh, ·)‖X + ‖ulh − ηlh‖X ≤ C
[‖u− ηlh‖X + ‖w − ξlh‖Y + ‖wlh − ξlh‖L
+ hk(‖f‖X∗ + ‖g‖Y ∗ + ‖ulh‖X + ‖wlh‖Y )
]
.
For the second factor we first introduce Glh(g
l
h), where g
l
h ∈ (Y lh)∗ is defined by
〈glh, vlh〉 := 〈gh, vh〉.
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Note that the map Glh is well defined on (Y
l
h)
∗, see the proof of Lemma 2.1. By the triangle inequality
‖Glhm(wlh − ξlh, ·)− (ulh − ηlh)‖X ≤ ‖Glh(m(wlh, ·) + glh)− ulh‖X + ‖ηlh −Glh(glh +m(ξlh, ·))‖X .
To bound each of these we use the discrete inf sup inequalities and the definition of Glh. Firstly,
β˜‖Glh(m(wlh, ·) + glh)− ulh‖X ≤ sup
vh∈Yh
b(Glh(m(w
l
h, ·) + glh)− ulh, vlh)
‖vlh‖Y
= sup
vh∈Yh
1
‖vlh‖Y
[−b(ulh, vlh) + bh(uh, vh)−mh(wh, vh) +m(wlh, vlh)]
≤ Chk (‖ulh‖X + ‖wlh‖Y ) .
Similarly, for the second term
β˜‖ηlh −Glh(m(ξlh, ·) + glh)‖X ≤ sup
vh∈Yh
b(ηlh −Glh(m(ξlh, ·) + glh), vlh)
‖vlh‖Y
= sup
vh∈Yh
1
‖vlh‖Y
[〈g, vlh〉 − 〈gh, vh〉+m(w − ξlh, vlh) + b(ηlh − u, vlh)]
≤ C(hk‖g‖Y ∗ + ‖u− ηlh‖X + ‖w − ξlh‖Y ).
Thus combining these bounds we see
|c(Glhm(wlh − ξlh, ·), Glhm(wlh − ξlh, ·))− c(ulh − ηlh, ulh − ηlh)| ≤ C
(
B
2 + B‖wlh − ξlh‖L
)
.(3.6)
Now, inserting (3.2), (3.5) and (3.6) into (3.4) and considering sufficiently small h, to absorb the final term
appearing in (3.5) into the left hand side, produces
‖wlh − ξlh‖2L ≤ C
(
B
2 + B‖wlh − ξlh‖L
)
.
Thus by Young’s inequality
‖wlh − ξlh‖L ≤ CB.
Inserting this bound into (3.1) gives
‖ulh − ηlh‖X + ‖wlh − ξlh‖Y ≤ C
[
‖u− ηlh‖X + ‖w − ξlh‖Y + hk(‖f‖X∗ + ‖g‖Y ∗)
+hk(‖ulh‖X + ‖ηlh‖X + ‖wlh‖Y + ‖ξlh‖Y )
]
.
We can deduce an a priori estimate by setting ηh = ξh = 0 as then
‖ulh‖X + ‖wlh‖Y ≤ C
[‖u‖X + ‖w‖Y + hk(‖f‖X∗ + ‖g‖Y ∗ + ‖ulh‖X + ‖wlh‖Y )] ,
hence using the estimate in Theorem 2.2, for sufficiently small h,
(3.7) ‖ulh‖X + ‖wlh‖Y ≤ C [‖f‖X∗ + ‖g‖Y ∗ ] .
Using this bound and the triangle inequality gives
‖u− ulh‖X + ‖w − wlh‖Y ≤ ‖u− ηlh‖X + ‖w − ξlh‖Y + ‖ulh − ηlh‖X + ‖wlh − ξlh‖Y
≤ C [‖u− ηlh‖X + ‖w − ξlh‖Y + hk(‖f‖X∗ + ‖g‖Y ∗ + ‖ηlh‖X + ‖ξlh‖Y )] .
A further application of the triangle inequality and the a priori estimate in Theorem 2.2 produces
‖ηlh‖X + ‖ξlh‖Y ≤ ‖u− ηlh‖X + ‖w − ξlh‖Y + ‖u‖X + ‖w‖Y
≤ ‖u− ηlh‖X + ‖w − ξlh‖Y + C(‖f‖X∗ + ‖g‖Y ∗).
Thus for sufficiently small h we have
‖u− ulh‖X + ‖w − wlh‖Y ≤ C
[‖u− ηlh‖X + ‖w − ξlh‖Y + hk(‖f‖X∗ + ‖g‖Y ∗)] .
Now we obtain the required result by taking an infimum, as the left hand side is independent of ξh
and ηh. 
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This bound forms the core of the error analysis in our applications. There we will have the existence
of an interpolation operator which allows this infimum bound to be turned into an error bound of the form
Chα, for some 0 ≤ α ≤ k. Exactly how large this α can be depends upon the regularity of the solution
(u,w). We now introduce this error bound in this abstract setting.
Corollary 3.1. Suppose there exist Banach spaces X˜ ⊂ X, Y˜ ⊂ Y such that (u,w) ∈ X˜ × Y˜ and with each
embedding being continuous. Further assume there exists C˜, α > 0, independent of h, such that
inf
(ηh,ξh)∈Xh×Yh
‖u− ηlh‖X + ‖w − ξlh‖Y ≤ C˜hα (‖u‖X˜ + ‖w‖Y˜ ) .
Then, for sufficiently small h, there exists C > 0, independent of h, such that
‖u− ulh‖X + ‖w − wlh‖Y ≤ Chmin{α,k} (‖u‖X˜ + ‖w‖Y˜ + ‖f‖X∗ + ‖g‖Y ∗) .
We can also establish higher order error bounds in weaker norms by using a duality argument similar
to the Aubin-Nitsche trick. To do so we assume that c(·, ·) is symmetric and that the Banach spaces X and
Y can be embedded into some larger Hilbert spaces which supply the appropriate weaker norms.
Proposition 3.1. Under the assumptions of Corollary 3.1, further suppose c(·, ·) is symmetric and there exist
Hilbert spaces H, J such that X ⊂ H and Y ⊂ J with both embeddings being continuous. Let (ψ, ϕ) ∈ X×Y
denote the unique solution to Problem 2.1 with right hand side
η 7→ 〈u − ulh, η〉H and ξ 7→ 〈w − wlh, ξ〉J .
Assume that there exist Banach spaces Xˆ ⊂ X and Yˆ ⊂ Y such that (ψ, ϕ) ∈ Xˆ × Yˆ with both embeddings
continuous and C˜, β > 0 such that
(3.8) inf
(ηh,ξh)∈Xh×Yh
‖ψ − ηlh‖X + ‖ϕ− ξlh‖Y ≤ C˜hβ
(‖ψ‖Xˆ + ‖ϕ‖Yˆ ) .
Finally assume the regularity result
(3.9) ‖ψ‖Xˆ + ‖ϕ‖Yˆ ≤ Cˆ(‖u− ulh‖H + ‖w − wlh‖J).
Then, for sufficiently small h, there exists C > 0, independent of h, such that
‖u− ulh‖H + ‖w − wlh‖J ≤ Chmin{α+β,k} (‖u‖X˜ + ‖w‖Y˜ + ‖f‖X∗ + ‖g‖Y ∗) .
Proof. Let (ψ, ϕ) be as defined in the statement above. It follows, for any (ηh, ξh) ∈ Xh × Yh,
〈u − ulh, u− ulh〉H + 〈w − wlh, w − wlh〉J
= c(u− ulh, ψ − ηlh) + b(u− ulh, ϕ− ξlh) + b(ψ − ηlh, w − wlh)−m(w − wlh, ϕ− ξlh)
+ 〈f, ηlh〉 − 〈fh, ηh〉+ 〈g, ξlh〉 − 〈gh, ξh〉 − c(ηlh, ulh) + ch(uh, ηh)
− b(ulh, ξlh) + bh(uh, ξh)− b(ηlh, wlh) + bh(ηh, wh) +m(wlh, ξlh)−mh(ξh, wh).
It follows, using the boundedness and approximation properties of the bilinear operators,
〈u − ulh, u− ulh〉H + 〈w − wlh, w − wlh〉J
≤C
[
(‖ψ − ηlh‖X + ‖ϕ− ξlh‖Y )(‖u− ulh‖X + ‖w − wlh‖Y )
+ hk(‖f‖X∗ + ‖g‖Y ∗)(‖ψ − ηlh‖X + ‖ϕ− ξlh‖Y + ‖ψ‖X + ‖ϕ‖Y )
]
.
Taking the infimum with respect to (ηh, ξh) gives
‖u− ulh‖2H + ‖w − wlh‖2J
≤ C(‖u− ulh‖H + ‖w − wlh‖J)
[
hα+β(‖u‖X˜ + ‖w‖Y˜ ) + hk(‖f‖X∗ + ‖g‖Y ∗)
]
The result is then deduced, for sufficiently small h, using Young’s inequality. 
4. Surface calculus and surface finite elements
In this section we establish some notation with respect to surface PDEs and surface finite elements
and study a particular bilinear form associated with a positive definite second order elliptic operator.
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4.1. Surface calculus. We follow the development in [8]. Let Γ be a closed (that is compact and without
boundary) Ck-hypersurface in R3, where k is as large as needed but at most 4. There is a bounded domain
U ⊂ R3 such that Γ is the boundary set of U . The unit normal ν to Γ that points away from this domain is
called the outward unit normal. We define P := 1l− ν⊗ ν on Γ to be, at each point of Γ, the projection onto
the corresponding tangent space. Here 1l denotes the identity matrix in R3. For a differentiable function f
on Γ we define the tangential gradient by
∇Γf := P∇f,
where f is a differentiable extension of f to an open neighbourhood of Γ ⊂ R3. Here, ∇ denotes the usual
gradient in R3. The above definition only depends on the values of f on Γ. In particular, it does not
dependent on the extension f , see Lemma 2.4 in [8] for more details. The components of the tangential
gradient are denoted by (D1f,D2f,D3f)
T := ∇Γf . For a differentiable vector field v : Γ → R3 we define
the divergence by ∇Γ · v := D1v1 +D2v2 +D3v3. For a twice differentiable function the Laplace-Beltrami
operator is defined by
∆Γf := ∇Γ · ∇Γf.
The extended Weingarten mapH := ∇Γν is symmetric and has zero eigenvalue in the normal direction.
The eigenvalues κi, i = 1, 2, belonging to the tangential eigenvectors are the principal curvatures of Γ. The
mean curvature H is the sum of the principal curvatures, that is H :=
∑2
i=1 κi = trace (H) = ∇Γ · ν. Note
that our definition differs from the more common one by a factor of 2. We will denote the identity function
on Γ by idΓ, that is idΓ(p) = p for all p ∈ Γ. The mean curvature vector Hν satisfies Hν = −∆ΓidΓ, see
Section 2.3 in [4].
4.2. Surface finite elements. We will consider surface finite elements, [8]. We assume that the surface Γ
is approximated by a polyhedral hypersurface
Γh =
⋃
T∈Th
T,
where Th denotes the set of two-dimensional simplices in R3 which are supposed to form an admissible
triangulation. For T ∈ Th the diameter of T is h(T ) and the radius of the largest ball contained in T is
ρ(T ). We set h := maxT∈Th h(T ) and assume that the ratio between h and ρ(T ) is uniformly bounded
(independently of h). We assume that Γh is contained in a strip Nδ of width δ > 0 around Γ on which the
decomposition
x = p+ d(x)ν(p), p ∈ Γ
is unique for all x ∈ Nδ. Here, d(x) denotes the oriented distance function to Γ, see Section 2.2 in [4].
This defines a map x 7→ p(x) from Nδ onto Γ. We here assume that the restriction p|Γh of this map on the
polyhedral hypersurface Γh is a bijective map between Γh and Γ. In addition, the vertices of the simplices
T ∈ Th are supposed to sit on Γ. The generation of these triangulations for torii is rather standard, see for
example [8].
The piecewise affine Lagrange finite element space on Γh is
Sh :=
{
χ ∈ C(Γh) | χT ∈ P 1(T ) ∀T ∈ Th
}
,
where P 1(T ) denotes the set of polynomials of degree 1 or less on T . The Lagrange basis functions ϕi of
this space are uniquely determined by their values at the so-called Lagrange nodes qj , that is ϕi(qj) = δij .
The associated Lagrange interpolation of a continuous function f on Γh is defined by
Ihf :=
∑
i
f(qi)ϕi.
We now introduce the lifted discrete spaces. We will use the standard lift operator as constructed
in [8, Section 4.1]. The lift f l of a function f : Γh → R onto Γ is defined by
f l(x) := (f ◦ p−1|Γh)(x)
for all x ∈ Γ. The inverse map is denoted by f−l := f ◦ p. The lifted finite element space is
Slh :=
{
χl | χ ∈ Sh
}
.
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Finally, the lifted Lagrange interpolation I lh : C(Γ) → Slh is given by I lhf := (Ihf−l)l. In the next section
we introduce a bilinear form b on Γ for which we prove that the lifted discrete spaces satisfy the conditions
in Assumption 2.2 when we set X lh := Y
l
h := Slh. To be more precise here, for a sequence of triangulated
surfaces (Γhn)n∈N with maximal diameter hn ց 0 for n→∞ we set Xn := X lhn = Slhn and Yn := Y lhn = Slhn .
5. A useful bilinear form b(·, ·)
Throughout this section let b : X × Y → R be given by
b(u, v) :=
∫
Γ
∇Γu · ∇Γv + λuv do
for appropriate Banach spaces X and Y and positive constant λ.
5.1. Inf-sup conditions.
Proposition 5.1. Suppose 1 < p ≤ 2 ≤ q <∞ are chosen such that 1/p+1/q = 1. Let λ > 0, X =W 1,q(Γ)
and Y =W 1,p(Γ).There exist β, γ > 0 such that
β‖η‖X ≤ sup
ξ∈Y
b(η, ξ)
‖ξ‖Y ∀η ∈ X and γ‖ξ‖Y ≤ supη∈X
b(η, ξ)
‖η‖X ∀ξ ∈ Y.
Proof. Consider the map A :W 1,p(Γ)→W 1,q(Γ)∗ given, for each u ∈ W 1,p(Γ) by
A(u)[v] := b(v, u).
Evidently A is well-defined and linear, by Ho¨lder’s inequality it is also continuous. We will now show that
it is an isomorphism, beginning with showing that A is surjective. Consider the inverse Laplacian type map
T : L2(Γ)→ H2(Γ), where, for f ∈ L2(Γ), Tf ∈ H1(Γ) is defined to be the unique solution to
b(Tf, v) =
∫
Γ
fv ∀v ∈ H1(Γ).
That T is well defined, continuous and a bijection follows by elliptic regularity. It is immediate that T−1 =
−∆Γ + λId. Now suppose F ∈ W 1,q(Γ)∗ and set g := T ∗(F ) ∈ L2(Ω), this is well defined as W 1,q(Γ)∗ ⊂
H2(Γ)∗. For any ϕ ∈ C∞0 (Γ) and first order derivative Dα it holds∫
Γ
gDαϕ =
∫
Γ
gDαT
−1Tϕ
=
∫
Γ
g
(
T−1DαTϕ− να(2H : ∇Γ∇ΓTϕ+∇ΓH · ∇ΓTϕ)−
[
(2H2 −HH)∇ΓTϕ
]
α
)
.
The second line is due to a commutation relation for Dα and ∆Γ which follows from [8, Lemma 2.6]. To be
more explicit, by summing over repeated indices we obtain for a twice continously differentiable function u
on Γ
Dα∆Γu = DαDβDβu = DβDαDβu+ (Hβγνα −Hαγνβ)DγDβu
= Dβ(DβDαu+ (Hβγνα −Hαγνβ)Dγu) + (Hβγνα −Hαγνβ)DγDβu
= ∆ΓDαu+ (ναDβHβγ +HβγHβα −HHαγ)Dγu+ 2ναHβγDβDγu− νβHαγDγDβu,
and
DβHβγ = DβDγνβ = DγDβνβ + (Hγρνβ −Hβρνγ)Dρνβ = DγH −HβρHρβνγ ,
− νβHαγDγDβu = −νβHαγ(Hβρνγ −Hγρνβ)Dρu = HαγHγρDρu.
It then follows that∫
Γ
−gDαϕ+Hναgϕ
= 〈F, T (Hναϕ+ να(2H : ∇Γ∇ΓTϕ+∇ΓH · ∇ΓTϕ) + [(2H2 −HH)∇ΓTϕ]α)〉
− 〈F,DαTϕ〉.
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Notice T ∈ L(Lq(Γ),W 2,q(Γ)), Dα ∈ L(W 2,q(Γ),W 1,q(Γ)) and thus we may extend the map ϕ 7→ −〈F,DαTϕ〉
to Lq(Γ) and that extension lies in Lq(Γ)∗. The first term may be treated in a similar manner. It follows
there exists gα ∈ Lp(Γ) such that∫
Γ
−gDαϕ+Hναgϕ =
∫
Γ
gαϕ ∀ϕ ∈ C∞0 (Γ).
Hence g ∈ W 1,p(Γ). Now, for the constructed g ∈ W 1,p(Γ) it holds, for any v ∈ H2(Γ),∫
Ω
g(−∆v + λv) =
∫
Ω
T ∗FT−1v = 〈F, v〉.
Integrating the left hand side by parts and using density the above equation implies, for any v ∈W 1,q(Γ),
A(g)[v] =
∫
Ω
∇Γg · ∇Γv + λgv = 〈F, v〉.
Hence A(g) = F and thus A is surjective. To show A is injective, suppose A(u) = 0, then in particular,
0 = A(u)[Tu] =
∫
Γ
u2 =⇒ u = 0.
Thus A is a bijection and by the bounded inverse theorem A−1 is also bounded, it follows
‖ξ‖Y ≤ ‖A−1‖‖Aξ‖X∗ ∀ξ ∈ Y.
Hence we obtain
‖A−1‖−1‖ξ‖Y ≤ sup
η∈X
b(η, ξ)
‖η‖X .
Additionally, (A∗)−1 = (A−1)∗ is bounded, thus similarly
‖(A∗)−1‖−1‖η‖X ≤ sup
ξ∈Y
A∗(η)[ξ]
‖ξ‖Y .
Finally notice A∗(η)[ξ] = A(ξ)[η] = b(η, ξ), completing the second inf sup inequality. Here, we have implicitly
made use of the canonical isomorphism between X and X∗∗. 
5.2. Ritz projection. For the approximation and uniform convergence conditions (2.6) related to our
bilinear form b(·, ·) we will make use of the Ritz projection which is defined in the lemma below.
Lemma 5.1. Suppose λ > 0, let 1 < r ≤ ∞, X := W 1,r(Γ) and Y := W 1,s(Γ) where 1 ≤ s < ∞ is
chosen such that 1/r + 1/s = 1. For each h > 0, let X lh := Y
l
h := Slh. There exists a bounded linear map
Πh :W
1,r(Γ)→ (Slh, ‖ · ‖1,r) given by
b(Πhϕ, v
l
h) = b(ϕ, v
l
h) ∀vlh ∈ Slh.
There exists C(r) > 0, independent of h, such that
‖Πhψ‖1,r ≤ C(r)‖ψ‖1,r ∀ψ ∈ W 1,r(Γ).
Finally, it holds that
sup
ψ∈W 1,r(Γ)
‖ψ −Πhψ‖0,2
‖ψ‖1,r → 0 as hց 0.
Proof. One can see the Ritz projection Πh is well defined as this is equivalent to the invertibility of S+λM ,
where S,M are the usual mass and stiffness matrices for lifted finite elements. The linearity of Πh is obvious.
It is straightforward to show that ‖Πhψ‖1,2 ≤ C(λ)‖ψ‖1,2 for all ψ ∈ W 1,2(Γ). From formula (4.16) in [15], we
learn that ‖Πhψ‖1,∞ ≤ C‖ψ‖1,∞. From the interpolation of Sobolev spaces, see e.g. Corollary 5.13 in [1], we
can deduce that ‖Πhψ‖1,r ≤ C‖ψ‖1,r for all 2 ≤ r ≤ ∞. Observe that b(η,Πhψ) = b(Πhη,Πhψ) = b(Πhη, ψ).
Then, using Proposition 5.1 with q = r and p = s for 1 < s ≤ 2, it follows that
γ‖Πhψ‖1,s ≤ sup
η∈W 1,r(Γ)
b(η,Πhψ)
‖η‖1,r ≤ supη∈W 1,r(Γ)
b(Πhη, ψ)
‖η‖1,r ≤ C‖ψ‖1,s
so that we indeed have ‖Πhψ‖1,r ≤ C‖ψ‖1,r for all 1 < r ≤ ∞.
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We next show that for 2 ≤ s <∞,
inf
vl
h
∈Sl
h
‖ψ − vlh‖1,s ≤ Ch2/s‖ψ‖2,2 ∀ψ ∈ H2(Γ).
Using the equivalence of the norms on the surfaces Γ and Γh, see [6], we can lift the usual interpolation
estimates for the Lagrange interpolation operator Ih onto Γ. We hence obtain,
‖ψ − I lhψ‖1,s =

∑
T∈T l
h
‖ψ − I lhψ‖s1,s,T


1/s
≤ C

∑
T∈T l
h
|T |1−s/2hs‖ψ‖s2,2,T


1/s
,
where we have summed over all curved triangles T of the lifted triangulation T lh of Γh. Under the assumptions
on the triangulation Th made in Section 4.2, it holds that Ch2 ≤ |T |. Hence, |T |1−s/2 ≤ Ch2−s and
‖ψ − I lhψ‖1,s ≤ Ch2/s

∑
T∈T l
h
‖ψ‖s2,2,T


1/s
.
Using the estimate (as + bs) ≤ (a2 + b2)s/2, which holds for all a, b ≥ 0, we finally conclude that
(5.1) ‖ψ − I lhψ‖1,s ≤ Ch2/s

∑
T∈T l
h
‖ψ‖22,2,T


1/2
= Ch2/s‖ψ‖2,2.
Now, for ψ ∈W 1,r(Γ) ⊂ L2(Γ) with 1 < r ≤ ∞, let ϕ ∈ H2(Γ) be the solution to
b(ϕ, v) =
∫
Γ
(ψ −Πhψ)v do ∀v ∈ H1(Γ).
It follows that
‖ψ −Πhψ‖20,2 = b(ϕ, ψ −Πhψ) = b(ϕ− vlh, ψ −Πhψ),
where vlh ∈ Slh is arbitrary. For 1 < r ≤ 2 and s := r/(r − 1) ∈ [2,∞), we obtain
‖ψ −Πhψ‖20,2 ≤ C inf
vl
h
∈Sl
h
‖ϕ− vlh‖1,s‖ψ −Πhψ‖1,r ≤ Ch2/s‖ϕ‖2,2‖ψ‖1,r
≤ Ch2/s‖ψ −Πhψ‖0,2‖ψ‖1,r.(5.2)
On the other hand, for 2 ≤ r ≤ ∞, we can conclude that
‖ψ −Πhψ‖20,2 ≤ C inf
vl
h
∈Sl
h
‖ϕ− vlh‖1,2‖ψ −Πhψ‖1,2 ≤ Ch‖ϕ‖2,2‖ψ‖1,2
≤ Ch‖ψ −Πhψ‖0,2‖ψ‖1,2 ≤ Ch‖ψ −Πhψ‖0,2‖ψ‖1,r.
Hence, for any 1 < r ≤ ∞,
sup
ψ∈W 1,r(Γ)
‖ψ −Πhψ‖0,2
‖ψ‖1,r → 0 as hց 0.

For the choices X = W 1,q(Γ) and Y = W 1,p(Γ) with 1 < p ≤ 2 ≤ q < ∞ such that 1/p+ 1/q = 1 as
well as L = L2(Γ), the uniform convergence condition (2.6) now follows by choosing In := Πhn and setting
r = p in the lemma above. Furthermore, the conditions ‖ηn − η‖X → 0 and ‖ξn − ξ‖Y → 0 in Assumption
2.2 hold for the following reasons. First, η and ξ can be approximated sufficiently well by smooth functions
η˜ and ξ˜, respectively. Then, η˜ and ξ˜ are approximated by I lhη˜ and I
l
hξ˜. For η˜ this follows from (5.1) by
choosing s = q ≥ 2. For ξ˜ the estimate ‖ξ˜ − I lhξ˜‖Y = ‖ξ˜ − I lhξ˜‖1,p ≤ C‖ξ˜ − I lhξ˜‖1,2 ≤ Ch‖ξ˜‖2,2 implies
convergence.
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5.3. Discrete inf-sup condition. To prove the discrete inf sup conditions we require Fortin’s criterion.
We use the following form of the criterion, which follows from [12, Lemma 4.19].
Lemma 5.2. Suppose V and W are Banach spaces and b˜ ∈ L(V ×W ;R) such that there exists β > 0 such
that
β ≤ inf
ξ∈W\{0}
sup
η∈V \{0}
b˜(η, ξ)
‖η‖V ‖ξ‖W .
Let Vh ⊂ V and Wh ⊂ W with Wh reflexive. If there exists δ > 0 such that, for all η ∈ V , there exists
Πh(η) ∈ Vh such that
∀ξh ∈ Wh, b˜(η, ξh) = b˜(Πh(η), ξh) and ‖Πh(η)‖V ≤ δ‖η‖V ,
then
β
δ
≤ inf
ξh∈Wh\{0}
sup
ηh∈Vh\{0}
b˜(ηh, ξh)
‖ηh‖V ‖ξh‖W .
We can now prove the discrete inf sup conditions for b(·, ·).
Lemma 5.3. Under the assumptions of Lemma 5.1 (for 1 < r < ∞), there exist β˜, γ˜ > 0, independent of
h, such that
β˜‖ηlh‖X ≤ sup
ξh∈Yh
b(ηlh, ξ
l
h)
‖ξlh‖Y
∀ηlh ∈ X lh and γ˜‖ξlh‖Y ≤ sup
ηh∈Xh
b(ηlh, ξ
l
h)
‖ηlh‖X
∀ξlh ∈ Y lh.
Proof. We apply Fortin’s Criterion (Lemma 5.2). Setting V = W 1,p(Γ), W = W 1,q(Γ), Vh = Wh = Slh and
using the Ritz projection Πh constructed above in Lemma 5.1 proves the first inf sup inequality. Similarly,
setting W =W 1,p(Γ) and V =W 1,q(Γ) proves the reversed inf sup inequality. 
6. Applications to second order splitting of fourth order surface PDEs
6.1. A standard fourth order problem. In this section we apply the abstract theory to splitting a fairly
general fourth order surface PDE. That is we consider solving a problem of the form
∆2Γu−∇Γ · (PBP∇Γu) + Cu = F ,
posed over Γ ⊂ R3, a closed 2-dimensional hypersurface. This PDE results from minimising the functional
1
2
∫
Γ
(∆Γu)
2 + (B∇Γu) · ∇Γu+ Cu2 − 2Fu do
(for symmetric B) over H2(Γ). We make the following assumptions on B and C to ensure that the equation
is well posed.
Assumption 6.1. Let B : Γ → R3×3, B be measurable and symmetric such that there exists λM > 0
satisfying
‖B(x)‖ ≤ λM ∀x ∈ Γ.
Let C : Γ→ R be measurable and there exist Cm, CM > 0 such that
Cm < C(x) < CM ∀x ∈ Γ.
There exists Λ > 0 such that
ΛλM
2
< Cm and λM
2Λ
< 1.
Finally we suppose F ∈ L2(Γ).
Remark 6.1. Note that in the above P∇Γu can be replaced by ∇Γu since P projects onto the tangent space
and that ∇Γ · (PBP∇Γu) = ∇Γ · (B∇Γu)−HB∇Γu · ν. Also we can write B rather than PBP provided for
each x ∈ Γ, B : Tx → Tx.
The well-posedness of the PDE follows by consideration of the weak formulation of the problem.
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Problem 6.1. Find u ∈ H2(Γ) such that∫
Γ
∆Γu∆Γv + B∇Γu · ∇Γv + Cuv do =
∫
Γ
Fv do ∀v ∈ H2(Γ).
The assumptions we make on B and C ensure that the bilinear form is coercive on H2(Γ)×H2(Γ) and
hence the problem is well posed by the Lax-Milgram theorem. Here we have chosen an L2 right hand side,
one could make a more general choice, however, we restrict to L2 here as we will later show that in this case
the numerical method attains the optimal order of convergence.
We will now formulate an appropriate splitting method whose solution coincides with that of the
fourth order problem. The coupled PDEs in distributional form are
−∆Γw + w −∇Γ · ((PBP − 21l)∇Γu) + (C − 1)u = F(6.1)
−∆Γu+ u− w = 0.(6.2)
This motivates solving Problem 2.1 with the following definition of the data. Note that G = 0 for the above
PDE system.
Definition 6.1. With respect to Definition 2.1, set L = L2(Γ) and X = Y = H1(Γ). Set the bilinear
functionals
c(u, v) :=
∫
Γ
(B − 21l)∇Γu · ∇Γv + (C − 1)uv do,
b(u, v) :=
∫
Γ
∇Γu · ∇Γv + uv do,
m(w, v) :=
∫
Γ
wv do.
Finally, take the data to be
f := m(F , ·) and g := m(G, ·),
with F ,G ∈ L2(Γ).
We can now use the abstract theory to show well posedness for this problem.
Proposition 6.1. There exists a unique solution to Problem 2.1 with the spaces and functionals as chosen
in Definition 6.1. Moreover for B ∈ W 1,∞(Γ) we have the regularity result u,w ∈ H2(Γ) with the estimate
‖u‖H2(Γ) + ‖w‖H2(Γ) ≤ C
(‖F‖L2(Γ) + ‖G‖L2(Γ)) .
Furthermore, when G = 0 the solution u coincides with the solution of Problem 6.1.
Proof. For the well posedness we apply Theorem 2.2. The assumptions required in Definition 2.1 are straight-
forward to check, the inf sup conditions conditions are established in Proposition 5.1 (λ = 1, p = q = 2). For
the coercivity relation (2.3) notice that
b(u, ξ) = m(w, ξ) ∀ξ ∈ Y =⇒ u ∈ H2(Γ) and w = −∆Γu+ u,
hence we deduce
c(u, u) +m(w,w) =
∫
Γ
(∆Γu)
2 + B∇Γu · ∇Γu+ Cu2 do ≥ C
∫
Γ
(∆Γu)
2 + u2 do ≥ C‖w‖20,2.
For the assumptions made in Assumption 2.2, we take the lifted discrete spaces described in the previous
section and the required discrete inf sup inequalities follow from Lemma 5.3. Finally, (2.6) holds by Lemma
5.1.
We thus have well posedness by Theorem 2.2. The regularity estimate follows by applying elliptic
regularity to each of the equations of the system. Finally, when G = 0, by elliptic regularity we have
w = −∆Γu+ u.
It follows, for any v ∈ H2(Γ),∫
Γ
Fv do = c(u, v) + b(v, w) =
∫
Γ
∆Γu∆Γv + B∇Γu · ∇Γv + Cuv do.

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6.2. Clifford torus problems. We now look to apply the above theory to produce a splitting method for
a pair of fourth order problems, based around the second variation of the Willmore functional, posed on a
Clifford torus Γ = T (R,R
√
2). The problems are derived and motivated in Section 6.1.2 of [10]. In order to
state the problems we need the following definitions.
Definition 6.2. With respect to Definition 2.1, set the spaces to be L = L2(Γ), X = W 1,q(Γ) and Y =
W 1,p(Γ), where 1 < p < 2 < q < ∞ such that 1/p+ 1/q = 1. Let δ, ρ > 0 be sufficiently small. We set the
bilinear functionals to be as follows,
c(u, v) := r1(u, v) + r2(u, v), b(u, v) :=
∫
Γ
∇Γu · ∇Γv + uv do, m(v, w) :=
∫
Γ
vw do
where
r1(u, v) :=
1
ρ
K∑
k=1
∫
Γ
ugk do
∫
Γ
vgk do+ χcon
1
δ
N∑
k=1
u(Xk)v(Xk), r2(u, v) :=
∫
Γ
∇Γu · B∇Γv + Cuv do,
and
B :=
[
3
2
H2 − 2|H|2 − 2
]
1l− 2HH,
C := −3
2
H2|H|2 + 2(∇Γ∇ΓH) : H+ |∇ΓH |2 + 2HTr(H3) + ∆Γ|H|2 + |H|4 − 1.
Here the parameter χcon takes one of two values leading to two problems. These are χcon = 0 or χcon = 1
corresponding to the two cases of point forces or point constraints respectively. The functions gk are smooth
and form a basis for the kernel of the second variation of the Willmore functional. Their specific form is
given in Section 6.1.2 of [10] but is not required here. Finally set g = 0 and f such that
〈f, v〉 =
N∑
k=1
βkv(Xk) or 〈f, v〉 = 1
δ
N∑
k=1
αkv(Xk),
for the point forces, χcon = 0, or point constraints, χcon = 1, problem respectively.
Remark 6.2. The variational problem for the Clifford torus is to minimise over H2(Γ) the functional
1
2
a(v, v) +
1
2
c(v, v)− 〈f, v〉
where
a(v, v) := (−∆Γv + v,−∆Γv + v).
The terms involving ρ and δ in r1(·, ·) are penalty terms which, respectively, enforce orthogonality to the
{gk}Kk=1 and point displacement constraints at {Xk}Nk=1.
We will now check that all of the assumptions required in Definition 2.1 and Assumption 2.1 hold for
the choices made above in Definition 6.2. Most of these are straightforward, however the inf sup conditions
require the Proposition 5.1. Now we check the remaining assumptions required.
Lemma 6.1. The assumptions made in Definition 2.1 and Assumption 2.1 hold for the choices made for
the spaces and functionals in Definition 6.2.
Proof. The space L2(Γ) is a Hilbert Space and W 1,r(Γ) is a reflexive Banach space for any 1 < r <∞. The
embedding W 1,p(Γ) ⊂ L2(Γ) is continuous by the Sobolev embedding theorem.
Having proven the inf sup inequalities in Proposition 5.1, the remaining conditions on c, r, b and m
are straightforward. To obtain the coercivity relation (2.3), in this case from elliptic regularity
b(u, ξ) = m(w, ξ) ∀ξ ∈ Y =⇒ w = −∆Γu+ u and u ∈ H2(Γ).
It follows
c(u, u) +m(w,w) =
∫
Γ
(∆Γu)
2 + 2|∇Γu|2 + u2 + c(u, u) ≥ C‖u‖22,2 ≥ C‖w‖20,2.
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The H2 coercivity result used here holds for sufficiently small δ, ρ, see in Proposition 5.2 and Section 6.1.2
of [10].
Finally, the choices for f and g lie in the required dual spaces. For f this follows from the continuous
embedding W 1,q(Γ) ⊂ C0(Γ). 
The splitting method is thus well posed, this follows by applying the abstract theory.
Corollary 6.1. There exists a unique solution to Problem 2.1 with the spaces and functionals as chosen in
Definition 6.2. Moreover we have the additional regularity u ∈ W 3,p(Γ) for all 1 < p < 2 and the regularity
estimate
‖u‖3,p ≤ C(p)‖w‖1,p.
Proof. We have proven that the assumptions made in Assumptions 2.1 and 2.2 hold in this case, thus we
may apply Theorem 2.2 to show well posedness. The regularity result follows by elliptic regularity, applied
to the second equation of the system. 
7. Second order splitting SFEM for fourth order surface PDEs
7.1. Standard fourth order problem. We now consider the standard fourth order problem and use the
abstract theory to produce a convergent finite element method. Using P 1 finite elements, we will achieve
optimal error bounds for both u and w of order h convergence in the H1 norm and order h2 in the L2 norm.
Definition 7.1. In the context of Definition 3.1, set Xh = Yh = Sh. Take lXh and lYh to be the standard lift
operator, see Section 4.2. Set the bilinear functionals to be
ch(uh, vh) :=
∫
Γh
((PBP )−l − 21l)∇Γhuh · ∇Γhvh +
(C−l − 1)uhvh doh,
bh(uh, vh) :=
∫
Γh
∇Γhuh · ∇Γhvh + uhvh doh,
mh(wh, vh) :=
∫
Γh
whvh doh.
Here, doh denotes the induced volume measure on Γh. Finally, set
fh := mh(F−l, ·) and gh := mh(G−l, ·).
We can now prove convergence for this method.
Corollary 7.1. With the spaces and functionals chosen in Definition 6.1 and Definition 7.1, there exists
h0 > 0 such that for all 0 < h < h0 there exists a unique solution (uh, wh) ∈ Xh × Yh to the problem
ch(uh, ηh) + bh(ηh, wh) = 〈fh, ηh〉 ∀ηh ∈ Xh,
bh(uh, ξh)−mh(wh, ξh) = 〈gh, ξh〉 ∀ξh ∈ Yh.
Moreover there exists C > 0, independent of h, such that
‖u− ulh‖i,2 + ‖w − wlh‖i,2 ≤ Ch2−i(‖F‖0,2 + ‖G‖0,2),
for each i = 0, 1 and for all 0 < h < h0.
Proof. For the i = 1 case we apply Corollary 3.1, the assumptions on the lift operators and bilinear functionals
made in Definition 3.1 hold by the same arguments as for the Clifford torus application, see the proof of
Corollary 7.2. For the approximation to the data follow the proof of Lemma 4.7 in [8],
|m(F , ηlh)−mh(F−l, ηh)| ≤ Ch2|m(F , ηlh)| ≤ Ch2‖m(F , ·)‖X∗‖ηlh‖X ,
an identical argument holds for G. Set the spaces X˜ = Y˜ = H2(Γ) and α = 1, the approximation assumption
in Corollary 3.1 holds by the standard interpolation estimates (see e.g. [8, Lemma 4.3]). It follows
‖u− ulh‖1,2 + ‖w − wlh‖1,2 ≤ Ch (‖u‖2,2 + ‖w‖2,2 + ‖m(F , ·)‖−1,2 + ‖m(G, ·)‖−1,2) .
Hence by the regularity estimate in Proposition 6.1 we have
‖u− ulh‖1,2 + ‖w − wlh‖1,2 ≤ Ch (‖F‖0,2 + ‖G‖0,2) .
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For the i = 0 result we use Proposition 3.1, setting H = J = L2(Γ) and Xˆ = Yˆ = H2(Γ). The
approximation condition (3.8) holds for β = 1 by the standard interpolation estimates. The regularity result
(3.9) holds by elliptic regularity applied to the dual problem. It follows
‖u− ulh‖0,2 + ‖w − wlh‖0,2 ≤ Ch2 (‖F‖0,2 + ‖G‖0,2) .

7.2. Clifford torus problems. We now apply the abstract finite element method to produce a convergent
finite element approximation for the Clifford torus problems.
Definition 7.2. In the context of Definition 3.1, set Xh = Yh = Sh. Take lXh and lYh to be the standard lift
operator, see Section 4.2. Set the bilinear functionals to be
ch(uh, vh) :=
1
ρ
K∑
k=1
∫
Γh
uhgk ◦ p doh
∫
Γh
vhgk ◦ p doh + χcon 1
δ
N∑
k=1
uh(p
−1(Xk))vh(p
−1(Xk))
+
∫
Γh
∇Γhuh ·
([
3
2
H2 − 2|H|2 − 2
]
1l− 2HH
)
◦ p∇Γhvh
+ uhvh
(
−3
2
H2|H|2 + 2(∇Γ∇ΓH) : H + |∇ΓH |2 + 2HTr(H3) + ∆Γ|H|2 + |H|4 − 1
)
◦ p doh,
bh(uh, vh) :=
∫
Γh
∇Γhuh · ∇Γhvh + uhvh doh,
mh(wh, vh) :=
∫
Γh
whvh doh.
Finally, set gh = 0 and fh such that
〈fh, vh〉 =
N∑
k=1
βkvh(p
−1(Xk)) or 〈fh, vh〉 = 1
δ
N∑
k=1
αkvh(p
−1(Xk)).
We shall check the assumptions made in Definition 3.1 hold in this context and produce the following
convergence result.
Corollary 7.2. With the spaces and functionals chosen in Definition 6.2 and Definition 7.2, there exists
h0 > 0 such that for all 0 < h < h0 there exists a unique solution (uh, wh) ∈ Xh × Yh to the problem
ch(uh, ηh) + bh(ηh, wh) = 〈fh, ηh〉 ∀ηh ∈ Xh,
bh(uh, ξh)−mh(wh, ξh) = 0 ∀ξh ∈ Yh.
Moreover, for any 1 < p < 2 < q <∞ with 1/p+ 1/q = 1 there exists C(q) > 0, independent of h, such that
‖u− ulh‖1,2 + ‖w − wlh‖0,2 ≤ C(q)h2/q‖f‖X∗,
for all 0 < h < h0.
Proof. Firstly, for the well posedness of the finite element method we need only check the assumptions made
in Definition 3.1 hold for the choices made in Definition 7.2. The space Sh is a normed vector space and the
standard lift operator is linear and injective, see [8] for details. Each of the functionals defined are bilinear
by inspection and mh is indeed symmetric.
The approximation properties for bh, mh and the L
2 and H1 type terms in ch can be proven as in
Lemma 4.7 of [8], in this case k = 2. The main idea is to compare the volume measures on Γ and Γh as well
as the corresponding surface gradients ∇Γ and ∇Γh . For the term with ∇Γhuh · H ◦ p∇Γhvh in ch, please
keep in mind that H = PHP . Notice also we have treated ch analogously to the treatment of the surface
diffusion term with symmetric mobility tensor in Section 3.1 of [7]. For the remaining terms in ch, the 1/ρ
term can be treated in the same manner as the L2 inner product and for the 1/δ term observe
N∑
k=1
uh(p
−1(Xk))vh(p
−1(Xk)) =
N∑
k=1
ulh(Xk)v
l
h(Xk),
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hence this term makes no contribution to the approximation error. A similar observation shows, in this case,
(7.1) 〈fh, vh〉 = 〈f, vlh〉.
Hence fh satisfies the required approximation property as does gh because gh = g = 0. We thus have satisfied
all of the assumptions of Definition 3.1, hence the discrete problem is well posed by Theorem 3.1.
For the convergence result we will argue as in Proposition 3.1, however, due to the lack of further
regularity in this circumstance a more careful argument is required. Let (ψ, ϕ) ∈ X × Y denote the solution
to Problem 2.1 with right hand side
η 7→ 〈u− ulh, η〉H1(Γ) and ξ 7→ 〈w − wlh, ξ〉L2(Γ).
It follows
‖u− ulh‖21,2 + ‖w − wlh‖20,2 = c(ψ, u− ulh) + b(u− ulh, ϕ) + b(ψ,w − wlh)−m(ϕ,w − wlh).
As g = gh = 0 in this case we also have
b(u, ϕ)−m(w,ϕ) = 0,
as well as
bh(uh, (Πhϕ)
−l)−mh(wh, (Πhϕ)−l) = 0.
Hence,
|b(u− ulh, ϕ)−m(w − wlh, ϕ)| = | − b(ulh, ϕ) +m(wlh, ϕ)|
≤ |bh(uh, (Πhϕ)−l)− b(ulh, ϕ)|+ |m(wlh, ϕ)−m(wlh,Πhϕ)| + |m(wlh,Πhϕ) −mh(wh, (Πhϕ)−l)|
≤ Ch2(‖ulh‖X‖Πhϕ‖Y + ‖wlh‖L‖Πhϕ‖L) + C‖wlh‖L‖ϕ−Πhϕ‖L,
where we have used the identity b(Πhϕ, u
l
h) = b(ϕ, u
l
h) and the geometric estimates already discussed above,
which produce the h2 terms. Then, using (5.2) for r = p and (3.7), we obtain
|b(u− ulh, ϕ)−m(w − wlh, ϕ)| ≤ Ch2(‖ulh‖X + ‖wlh‖Y )‖Πhϕ‖Y + C‖wlh‖Y ‖ϕ−Πhϕ‖L
≤ Ch2‖f‖X∗‖ϕ‖Y + Ch2/q‖f‖X∗‖ϕ‖Y(7.2)
≤ Ch2/q‖f‖X∗(‖u− ulh‖1,2 + ‖w − wlh‖0,2).
To deal with the two remaining terms, observe that for any ηh ∈ Sh,
|c(ηlh, u− ulh) + b(ηlh, w − wlh)| = |c(u, ηlh) + b(ηlh, w) − (c(ulh, ηlh) + b(ηlh, wlh))|
≤ |〈f, ηlh〉 − 〈fh, ηh〉|+ |ch(uh, ηh) + bh(ηh, wh)− (c(ulh, ηlh) + b(ηlh, wlh))|
≤ Ch2‖ulh‖X‖ηlh‖X + Ch2‖ηlh‖X‖wlh‖Y ≤ Ch2‖f‖X∗‖ηlh‖X ,
where we used (7.1) and the last step follows from (3.7). Choosing ηlh = I
l
hψ, the Lagrange interpolant, and
s = q in (5.1), we obtain
|c(ψ, u− ulh) + b(ψ,w − wlh)| ≤ |c(ψ − I lhψ, u− ulh) + b(ψ − I lhψ,w − wlh)|+ Ch2‖f‖X∗‖I lhψ‖X
≤ C‖ψ − I lhψ‖X(‖u− ulh‖X + ‖w − wlh‖Y ) + Ch2‖f‖X∗‖I lhψ‖X
≤ Ch2/q‖ψ‖2,2(‖u− ulh‖X + ‖w − wlh‖Y ) + Ch2‖f‖X∗‖ψ‖2,2(7.3)
≤ Ch2/q(‖ϕ‖0,2 + ‖w − wlh‖0,2)(‖u− ulh‖X + ‖w − wlh‖Y + ‖f‖X∗)
≤ Ch2/q(‖u− ulh‖1,2 + ‖w − wlh‖0,2)(‖u− ulh‖X + ‖w − wlh‖Y + ‖f‖X∗),
where we used the regularity of ψ coming from the second equation, that is b(ψ, ξ) = m(ϕ, ξ)+〈w−wlh, ξ〉L2(Γ).
The a priori estimates from (3.7) and Theorem 2.2 finally give
|c(ψ, u− ulh) + b(ψ,w − wlh)| ≤ Ch2/q‖f‖X∗(‖u− ulh‖1,2 + ‖w − wlh‖0,2)
The result then follows by combining the estimates derived above. 
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8. Numerical examples
We conclude with numerical examples showing that these theoretical convergence rates are achieved in
practice. All of the numerical examples given here have been implemented in the DUNE framework, making
particular use of the DUNE-FEM module [5].
8.1. Higher regularity problem. We consider the problem outlined in Definition 6.1, setting Γ = S(0, 1),
the unit sphere, taking
B(x) =

 x1 0 00 x2 0
0 0 x3

 , C(x) = 2 + x1x2, Cm = 3/2, CM = 5/2, λM = 1, Λ = 1,
and selecting
F(x) := −5x3(x31 + x32 + x33) + 2x3(x1 + x2 + x3)− 4x3 + 4x23 − 1 + (1 + x1x2)x3 + 7x1x2,
G(x) := 3x3 − x1x2.
These choices for F and G give the solution (u,w) = (ν3, ν1ν2). The example is chosen as it shows that
this method can be used to split a fourth order problem where the second order terms make an indefinite
contribution to the bilinear form. Explicitly, the fourth order equation solved by u is
∆2Γu−∇Γ · (PBP∇Γu) + Cu = F + G −∆ΓG.
The resulting errors and experimental orders of convergence are shown in Tables 1 and 2. In each
case, for grid size h, EV (h) is the error in the V norm of the finite element approximation. For example, in
Table 1 we have
EL2(Γ)(h) := ‖u− ulh‖0,2.
The experimental order of convergence (EOC) with respect to the V -norm, for tests with grid sizes h1 and
h2, is given by
EOC =
log(EV (h1)/EV (h2))
log(h1/h2)
.
In each of our examples the EOC is calculated between the current h and the previous refinement, so
that the denominator is approximately log(1/2) each time as the grid size approximately halves with each
refinement. Observe that the method achieves the orders of convergence proven in Corollary 7.1, order h
and h2 convergence in the H1 and L2 norms respectively.
h EL2(Γ)(h) EOC EH1(Γ)(h) EOC
1.41421 5.51463× 10−1 - 1.00111 -
7.07106×10−1 1.87559× 10−1 1.55592 6.28156× 10−1 0.6724
3.53553×10−1 5.05247× 10−2 1.89228 3.22169× 10−1 0.963307
1.76776×10−1 1.29659× 10−2 1.96227 1.59478× 10−1 1.01446
8.83883×10−2 3.2712× 10−3 1.98683 7.92569× 10−2 1.00875
4.41941×10−2 8.20352× 10−4 1.9955 3.95406× 10−2 1.0032
2.20970×10−2 2.05302× 10−4 1.9985 1.97563× 10−2 1.00102
1.10485×10−2 5.13428× 10−5 1.99951 9.87605× 10−3 1.00031
5.52427×10−3 1.28369× 10−5 1.99987 4.93772× 10−3 1.00009
Table 1. Errors and Experimental orders of convergence for u− ulh.
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h EL2(Γ)(h) EOC EH1(Γ)(h) EOC
1.41421 8.14491× 10−1 - 2.03684 -
7.07106×10−1 5.01333× 10−1 0.700128 1.30646 0.640664
3.53553×10−1 1.739× 10−1 1.52752 6.64415× 10−1 0.975509
1.76776×10−1 4.73979× 10−2 1.87536 3.2514× 10−1 1.03103
8.83883×10−2 1.21214× 10−2 1.96727 1.61316× 10−1 1.01117
4.41941×10−2 3.04823× 10−3 1.99151 8.04912× 10−2 1.00299
2.20970×10−2 7.63212× 10−4 1.99781 4.02248× 10−2 1.00075
1.10485×10−2 1.90877× 10−4 1.99944 2.01098× 10−2 1.00018
5.52427×10−3 4.77244× 10−5 1.99985 1.00546× 10−2 1.00005
Table 2. Errors and Experimental orders of convergence for w − wlh.
8.2. Lower regularity problem. We will next study a problem similar to the point forces problem on
a Clifford torus introduced in Definition 6.2. For ease of construction of an exact solution we will not
study this problem precisely but a similar one on a sphere whose solution exhibits the same regularity,
(u,w) ∈ W 3,p(Γ) ×W 1,p(Γ) for any 1 < p < 2, as proven in Corollary 6.1. The coupled problem we study,
in distributional form, is given by
−∆Γw + w +∆Γu+ 2u = δN − 1
4π
− 3
4π
x3
−∆Γu+ u− w = 3
8π
[
(1 − x3) log(1− x3) + 1
2
− log(2)
]
where we take Γ to be the unit sphere Γ = S(0, 1) and δN is a delta function centred at the north pole
N = (0, 0, 1). This can be viewed as a second order splitting of the fourth order PDE
∆2Γu−∆Γu+ 3u =δN −
1
4π
− 3
4π
x3 + g −∆Γg
with g := 38pi
[
(1− x3) log(1− x3) + 12 − log(2)
]
.
Remark 8.1. The construction of this problem follows by consideration of the function
w(x) = − 1
4π
[
log(1− x3)− log(2) + 1 + 3x3
2
]
.
This function has a smooth part and a logarithmic part which is based upon the Green’s function for the
Laplace Beltrami operator on a sphere, see [14]. That is, in a distributional sense, w satisfies
−∆Γw = δN − 1
4π
− 3
4π
x3.
The logarithmic part of w lies in W 1,p(Γ) for any 1 < p < 2 but is not in H1(Γ). We take u to be
u(x) =
1
8π
[
(1− x3) log(1− x3) + 1
2
− log(2)
]
.
The weak formulation and discretisation of the system is completely analogous to the treatment of
the point forces problem described in Definition 6.2 and Definition 7.2. Explicitly, in terms of the general
abstract formulation in Problem 2.1, we choose
c(u, v) :=
∫
Γ
−∇Γu · ∇Γv + 2uv do, b(u, v) :=
∫
Γ
∇Γu · ∇Γv + uv do, m(w, v) :=
∫
Γ
wv do,
〈f, v〉 := v(0, 0, 1)− 1
4π
∫
Γ
v do− 3
4π
∫
Γ
x3v do, 〈g, v〉 :=
∫
Γ
3
8π
[
(1 − x3) log(1− x3) + 1
2
− log(2)
]
v do.
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The finite element method formulation is also completely analogous to the treatment of the point forces
problem. Explicitly, in terms of the general abstract formulation in Problem 3.1, we choose
ch(uh, vh) :=
∫
Γh
−∇Γhuh · ∇Γhvh + 2uhvh doh, bh(uh, vh) :=
∫
Γh
∇Γhuh · ∇Γhvh + uhvh doh,
mh(wh, vh) :=
∫
Γh
whvh doh, 〈fh, vh〉 := vh(p−1(0, 0, 1))− 1
4π
∫
Γh
vh do− 3
4π
∫
Γh
(x3)
−lvh doh,
〈gh, vh〉 :=
∫
Γh
3
8π
[
(1− x3) log(1 − x3) + 1
2
− log(2)
]−l
vh doh.
The finite element method converges at the rates proven in Corollary 7.2, where only the case g =
gh = 0 was addressed. The experimental order of convergence is given in Tables 3 and 4. In fact, we observe
linear convergence in this example. The proof of this convergence rate is left for future research.
h EL2(Γ)(h) EOC EH1(Γ)(h) EOC
1.41421 7.2206× 10−2 - 9.60127× 10−2 -
7.07106×10−1 2.68314× 10−2 1.4282 4.81314× 10−2 0.996248
3.53553×10−1 7.71427× 10−3 1.79832 2.4304× 10−2 0.985781
1.76776×10−1 2.04304× 10−3 1.91681 1.24533× 10−2 0.964672
8.83883×10−2 5.30802× 10−4 1.94447 6.31331× 10−3 0.980055
4.41941×10−2 1.37634× 10−4 1.94734 3.17379× 10−3 0.992192
2.20970×10−2 3.57961× 10−5 1.94296 1.58979× 10−3 0.997373
1.10485×10−2 9.3513× 10−6 1.93656 7.95344× 10−4 0.999182
5.52427×10−3 2.45312× 10−6 1.93055 3.97739× 10−4 0.999757
Table 3. Errors and Experimental orders of convergence for u− ulh.
h EL2(Γ)(h) EOC
1.41421 1.28739× 10−1 -
7.07106×10−1 4.91831× 10−2 1.38821
3.53553×10−1 2.37553× 10−2 1.04991
1.76776×10−1 1.25937× 10−2 0.915547
8.83883×10−2 6.5736× 10−3 0.937948
4.41941×10−2 3.35583× 10−3 0.970015
2.20970×10−2 1.69215× 10−3 0.987811
1.10485×10−2 8.48703× 10−4 0.995527
5.52427×10−3 4.24803× 10−4 0.998466
Table 4. Errors and Experimental orders of convergence for w − wlh.
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