On boundary value problems for singular second-order functional differential equations  by Jiang, Daqing & Wang, Junyu
Journal of Computational and Applied Mathematics 116 (2000) 231{241
www.elsevier.nl/locate/cam
On boundary value problems for singular second-order
functional dierential equations(
Daqing Jianga ;, Junyu Wangb
aDepartment of Mathematics, Northeast Normal University, Changchun 130024, People’s Republic of China
bDepartment of Mathematics, Jilin University, Changchun 130023, People’s Republic of China
Received 15 April 1998; received in revised form 15 December 1998
Abstract
Positive solutions to the boundary value problem,
y00 =−f(x; y(w(x))); 0<x< 1;
y(x)− y0(x) = (x); a6x60;
y(x) + y0(x) = (x); 16x6b
are obtained by applying the Schauder xed point theorem, where w(x) is a continuous function dened on [0,1] and
f(x; y) is a function dened on (0; 1) (0;1), which satises certain restrictions and may have singularity at y=0. The
result corrects and improves an existence theorem due to Erbe and Kong (J. Comput. Appl. Math. 53 (1994) 377{388).
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1. Introduction and main results
In a paper [2], Erbe and Kong have studied the boundary value problem for a singular second-order
functional dierential equation:
y00 =−f(x; y(w(x))); 0<x< 1;
y(x)− y0(x) = (x); a6x60;
y(x) + y0(x) = (x); 16x6b;
(1.1)
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under the following assumptions:
(A1) ; ; ;  are nonnegative constants, with
 := +  + > 0:
(A2) w(x) is a continuous function dened on [0,1] and satisfying
p= inffw(x); 06x61g< 1 and q= supfw(x); 06x61g> 0:
Hence the set E := fx 2 [0; 1]: 06w(x)61g is compact and mesE> 0.
(A3) (x) and (x) are continuous functions dened on [a; 0] and [1; b], respectively, where a :=
minf0; pg and b :=maxf1; qg. Moreover, (0)=(1)=0; (x)>0 for =0, R 0x e−(=)s(s) ds>0
for > 0, (x)>0 for = 0, and
R x
1 e
(=)s(s) ds>0 for > 0.
(A4) f(x; y) : (0; 1)  (0;1) ! (0;1) is continuous and integrable on [0,1] for each xed y 2
(0;1):
(A5) f(x; y) is decreasing in y for each xed x.
(A6) limy!0+ f(x; y) =1 uniformly on compact subsets of (0; 1).
(A7) limy!1 f(x; y) = 0 uniformly on compact subsets of (0; 1).
(A8) For all > 0
0<
Z 1
0
f(t; g1(w(t))) dt <1;
g1(x) :=
(
x − a; a6x6 12 ;
b− x; 126x6b:
They arm that if (A1){(A8) hold then BVP(1:1) has at least one positive solution in C[a; b] \
C2(0; 1), which is Theorem 2:2 in [2], and give only the proof for the case > 0, which is based
on an application of a xed point theorem due to [3] for mappings that are decreasing with respect
to a cone in a Banach space.
The boundary value problem,
y00 =−ya(x + a); 0<x< 1; −1<a< 0;
y(x) = (x)>0; a6x60; (0) = 0; y0(1) = 0;
(1.2)
as a particular case of BVP(1:1), satises all the above-mentioned assumptions. According to
Theorem 2:2 in [2], it should have a positive solution y(x) 2 C[a; 1] \ C2(0; 1). However, if
(x) = jsin (n=a)xj, where n> 1 is a xed natural number, then y00(x) does not exist at x =
−a=n;−2a=n; : : : ;−na=n; which shows that the denition of positive solutions given in [2] is not
exact for the cases =0; if (x)  0 on [a; 0], then y00(x) does not exist in (0;−a), which implies
that BVP(1:2) has no positive solution and hence Theorem 2:2 in [2] is false for the cases =0. We
observe that the reason why Theorem 2:2 in [2] is false for the cases = 0 is that the dominating
function g1(x) in (A8) is not t for the cases  = 0.
As has been already pointed out in [2], boundary value problems for singular equations with
deviating arguments, including BVP(1:1), arise in the study of variational problems in control theory
and other areas of applied mathematics.
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In this paper, we restudy BVP(1:1) with the aim of correcting and improving Theorem 2:2 in [2].
The hypotheses we adopt are as follows:
(H1) >0; >− ; >0; >−  are given constants and
 := +  + > 0:
(H2) The hypothesis is the same as (A2).
(H3) The hypothesis is the same as (A3).
(H4) f(x; y) : (0; 1) (0;1)! [0;1) is a function satisfying the following two conditions:
(i) For every y 2 (0;1), the function x ! f(x; y) is measurable on [0,1] and h(x)f(x; y) is
integrable on [0,1], where h(x) : [0; 1]! [0; 1] is dened by
h(x) :=
8>><
>>:
1 if > 0;
x if > 0 and  = 0;
1− x if = 0 and > 0;
x(1− x) if =  = 0:
(ii) For almost all x 2 (0; 1), the function y ! f(x; y) is continuous on (0;1).
(H5) There exists an > 0 such that f(x; y) is nonincreasing in y6 for almost all x 2 (0; 1):
(H6) 0<
R
E h(t)f(t; ) dt <1, where E is determined by (H2).
(H7) For each xed  2 (0; ],Z 1
0
h(t)f(t; g(w(t))) dt <1;
where g(x) : [a; b]! [0;1) is a continuous function dened by
g(x) :=
8<
:
(x); a6x60;
x(1− x); 06x61 for =  = 0;
(x); 16x6b;
g(x) :=
8<
:
(x); a6x60;
x; 06x61 for > 0;  = 0;
1; 16x6b;
g(x) :=
8<
:
1; a6x60;
1− x; 06x61 for = 0; > 0; and
(x); 16x6b;
g(x) := 1 for > 0:
(H8) There exists a nonnegative measurable function k(x) dened on [0,1] and a nonnegative con-
tinuous function F(y) dened on [;1) such that
f(x; y)6k(x)F(y) for almost all (x; y) 2 (0; 1) [;1);
where k(x) and F(y); respectively, satisfyZ 1
0
h(t)k(t) dt <1 and lim
y!1
F(y)
y
= 0:
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Concerning the hypotheses above, we make the following remarks:
Remark 1. Hypothesis (H1) allows < 0: For example, when  = 8;  = −1;  = 4, and  = 1,
(H1) is satised.
Remark 2. Hypothesis (H4){(H7) allow but do not require f(x; y) to be singular at y=0; x=0; and
x = 1. Moreover, they also allow f(x; y)  0 on some compact subsets of (0; 1)  (0;1). For
example, when > 0, the function
f(x; y) = (jcos 8xj+ cos 8x)(y−4 + y1=2)
satises all hypotheses (H4){(H8); but none of the assumptions (A4){(A8) is satised.
We now introduce the denition of a solution to BVP(1:1).
A function y(x) is said to be a solution to BVP(1:1), if it satises the following conditions:
(i) y(x) is continuous and nonnegative on [a; b],
(ii) y(x) = ya(x) on [a; 0], where ya(x) : [a; 0]! [0;1) is dened by
ya(x) :=
8>>><
>>>:
e(=)x
 
1

Z 0
x
e−(=)s(s) ds+ y(0)
!
for > 0;
1

(x) for  = 0;
(1.3)
(iii) y(x) = yb(x) on [1; b], where yb(x) : [1; b]! [0;1) is dened by
yb(x) :=
8>>><
>>>:
e−(=)x

1

Z x
1
e(=)s(s) ds+ e(=)y(1)

for > 0;
1

(x) for = 0;
(1.4)
(iv) When > 0; y0(x) continuous on [a; b] and absolutely continuous on [0,1];
when > 0 and  = 0; y0(x) continuous on (0; b] and locally absolutely continuous in (0; 1];
when = 0 and > 0; y0(x) continuous on [a; 1) and locally absolutely continuous in [0; 1);
when =  = 0; y0(x) exists and locally absolutely continuous in (0; 1);
(v) y00(x) exists for almost all x 2 (0; 1) and h(x)jy00(x)j is integrable on [0; 1];
(vi) y00(x) =−f(x; y(w(x))) for almost all x 2 (0; 1).
Furthermore, a solution y(x) is said to be positive, if y(x)> 0 in (0,1).
Let y(x) be a solution to BVP(1:1). Then it can be represented as
y(x) =
8>><
>>:
ya(x); a6x60;R 1
0G(x; t)f(t; y(w(t))) dt; 06x61;
yb(x); 16x6b;
(1.5)
where ya(x) and yb(x) are dened by (1.3) and (1.4), respectively, and
G(x; t) :=
(
(+ − x)( + t)=; 06t6x61;
(+ − t)( + x)=; 06x6t61;
is the Green’s function.
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The main results of the present paper are as follows.
Theorem 1. Assume that (H1){(H8) hold. Then there exists a  >0 such that
y(x)> g(x) on [a; b]
for all solutions; y(x); to BVP(1:1).
Theorem 2. Assume that (H1){(H8) hold. Then the BVP(1:1) has at least one positive solution.
Remark 3. From (1.5), Theorems 1 and 2, we know that when > 0 and f(x; y) is continuous
on (0; 1) (0;1), every positive solution is in C1[a; b] \ C2(0; 1). Only in this case, the denition
of solutions given in [2] is exact.
Remark 4. It is obvious that Theorem 2 corrects and improves Theorem 2:2 in [2]. Moreover, it is
an improvement and extension of earlier existence results for the case w(x)  x due to Taliaferro
[4] and Gatica et al. [3].
2. Proofs of main results
In this section, we will prove our main results.
To illustrate that representation (1.5) is reasoning, we need the following:
Lemma 5. Let q(x) be a nonnegative measurable function dened on (0; 1) and satisfying
0<
Z 1
0
h(t)q(t) dt <+1:
Then the boundary value problem;
y00 =−q(x); 0<x< 1;
y(0)− y0(0) = 0; y(1) + y0(1) = 0: (2.1)
has a unique positive solution y(x); which can be represented as
y(x) =
Z 1
0
G(x; t)q(t) dt; 06x61:
Proof. Uniqueness: The proof of the uniqueness of a solution is standard and hence omitted here.
Existence: We will give only the proof for the case ==0, since the proof for the case > 0
is trivial and the proofs for the cases  = 0; > 0 and > 0;  = 0 is similar to that for the case
=  = 0.
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When =  = 0, we can choose an x 2 (0; 1) such that
z(x) : =
Z x
0
ds
Z x
s
q(t) dt =
Z x
0
tq(t) dt
=
Z 1
x
ds
Z s
x
q(t) dt =
Z 1
x
(1− t)q(t) dt > 0:
(Such x may not be unique.) Then it is easy to check that the function
z(x) :=
8>>><
>>>:
Z x
0
ds
Z x
s
q(t) dt =
Z x
0
tq(t) dt + x
Z x
x
q(t) dt; 06x6x;
Z 1
x
ds
Z s
x
q(t) dt =
Z 1
x
(1− t)q(t) dt + (1− x)
Z x
x
q(t) dt; x6x61;
is a positive solution to the BVP(2:1). From this, we know that
lim
x#0
x
Z x
x
q(t) dt = z(0) = 0 and lim
x"1
(1− x)
Z x
x
q(t) dt = z(1) = 0: (2.2)
Let
y(x) :=
Z 1
0
G(x; t)q(t) dt = (1− x)
Z x
0
tq(t) dt + x
Z 1
x
(1− t)q(t) dt; 06x61: (2.3)
Then by (2.2) and (2.3), we have
y(x)> (1− x)
Z x
0
t(1− t)q(t) dt + x
Z 1
x
t(1− t)q(t) dt
> x(1− x)
Z 1
0
t(1− t)q(t) dt > 0 for all x 2 (0; 1);
y0(x) =−
Z x
0
tq(t) dt +
Z 1
x
(1− t)q(t) dt for all x 2 (0; 1);
y00(x) =−q(x) for almost all x 2 (0; 1);
06y(0) = lim
x#0
x
Z 1
x
(1− t)q(t) dt6 lim
x#0
 
x
Z x
x
q(t) dt + x
Z 1
x
(1− t)q(t) dt
!
= 0;
06y(1) = lim
x"1
(1− x)
Z x
0
tq(t) dt6 lim
x"1
 
(1− x)
Z x
x
q(t) dt + (1− x)
Z x
0
tq(t) dt
!
= 0:
This shows that the function y(x) dened by (2.3) is also a positive solution to the BVP(2.1).
Remark 6. According to the lemma, the function y(x) dened by (1.5) must satisfy the boundary
conditions in (1.1), since h(t)jy00(w(t))j is integrable on [0,1].
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Remark 7. According to Lemma 5, condition (3:5) of Theorems 3:1 and 3:2 in [1] can be cut o,
since it is used only to ensure that y(0) = y(1) = 0, where y(x) is the unique positive solution to
BVP(2.1).
It is easy to see that there exist two positive numbers  and B such that
Bg(x)h(t)6G(x; t)6Bh(t) on [0; 1] [0; 1]: (2.4)
From (1.5) and (2.4), we have, for every solution to BVP(1.1)
kyk6B
Z 1
0
h(t)f(t; y(w(t))) dt;
y(x)>kykg(x) on [0; 1];
(2.5)
where kyk= supfjy(x)j; 06x61g.
Proof of Theorem 1. We rst claim that there exists a  > 0 such that
y(x)> g(x) on [0; 1]
for all solutions, y(x), to BVP(1.1).
Suppose that to the contrary the claim is false. This implies that there exists a sequence fym(x)g
of solutions to BVP(1.1) such that limm!1kymk = 0. Without loss of generality, we may assume
that
>kymk>kym+1k for all m>1: (2.6)
From (1.5), (2.4){(2.6), (H5) and (H6), it follows that
ym

1
2

> Bg

1
2
Z
E
h(t)f(t; ym(w(t))) dt
> Bg

1
2
Z
E
h(t)f(t; kymk) dt
> Bg

1
2
Z
E
h(t)f(t; ) dt > 0;
which contradicts the assumption that limm!1kymk = 0 and hence the claim is true. Theorem 1
follows from the claim and the denition of solutions (providing   is suitably small).
Proof of Theorem 2. We will give the proof only for the case that =0 and > 0, since the other
cases can be done in a similar way.
We may, without loss of generality, assume that  <, where   is determined by Theorem 1.
Since limy!1 F(y)=y = 0, we can choose an N > such that
F(y)6y for y>N;
where the positive number  satises
0<QB
Z 1
0
h(t)k(t) dt=: < 1; Q := ejaj=:
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Let
R :=QB supfF(y); 6y6Ng
Z 1
0
h(t)k(t) dt;
Ma := sup
(
1

e(=)x
Z 0
x
e−(=)s(s) ds; a6x60
)
;
Mb := sup

(x)

; 16x6b

;
M :=QB
Z 1
0
h(t)f(t;  g(w(t))) dt;
M  := (Ma +Mb + N +M + R)=(1− )
and
f(x; y) :=
8<
:
f(x;  g(x)) if y6 g(x);
f(x; y) if  g(x)6y6M ;
f(x;M ) if y>M :
From the denition of M  and the choice of N , we know that M >N >(> ).
It is clear that f(x; y) satises all hypotheses (H4){(H8).
We now consider the modied boundary value problem,
y00 =−f(x; y(w(x))); 0<x< 1;
y(x)− y0(x) = (x); a6x60; > 0
y(x) = (x); 16x6b;
(2.7)
From Theorem 1, we know that for every solution, y(x), to BVP(2.7),
y(x)> g(x) on [a; b]:
To prove the existence of positive solutions to BVP(2.7), we dene a mapping  : D ! C[a; b]
by
(y)(x) :=
8>>>>>>>>><
>>>>>>>>>:
e(=)x
 
1

Z 0
x
e−(=)s(s) ds+
Z 1
0
G(0; t)f(t; y(w(t))) dt
!
; a6x60;
Z 1
0
G(x; t)f(t; y(w(t))) dt; 06x61;
1

(x); 16x6b;
where D := fy 2 C[a; b]; 06y(x)6M  on [a; b]g:
D. Jiang, J. Wang / Journal of Computational and Applied Mathematics 116 (2000) 231{241 239
From (H1){(H8) and the denition of , we have, for every y 2 D,
(y)(x) 2 C[a; b]; (y)(x)>0 on [0; 1];
(y)(x)6Ma + QB
Z 1
0
h(t)f(t; y(w(t))) dt
6Ma + QB
Z
06y(w(t))6
h(t)f(t; y(w(t))) dt
+
Z
6y(w(t))6N
h(t)f(t; y(w(t))) dt
+
Z
N6y(w(t))6M
h(t)f(t; y(w(t))) dt

6Ma +M + R+ M 
<Ma +Mb + N +M + R+ M  =M  on [a; 0];
(y)(x)6B
Z 1
0
h(t)f(t; y(w(t))) dt <M  on [0; 1];
(y)(x)6Mb<M  on [1; b];
which shows that
(D)D: (2.8)
Also, we have that
(y)0(x) =
−1
 + 
Z x
0
( + t)f(t; y(w(t))) dt +

 + 
Z 1
x
(1− t)f(t; y(w(t))) dt (2.9)
is locally absolutely continuous in [0,1), and
(y)00(x) =−f(x; y(w(x)))60 a:e: in (0; 1);
h(x)j(y)00(x)j is integrable over [0; 1]:
Now we claim that (D) is equicontinuous on [a; b]. We will prove the claim. For any y 2 D,
we have
(y)(x) =
Z
06y(w(t))6
G(x; t)f(t; y(w(t))) dt +
Z
6y(w(t))6M
G(x; t)f(t; y(w(t))) dt
6
Z 1
0
G(x; t)f(t;  g(w(t))) dt + supfF(y); 6y6M g
Z 1
0
G(x; t)k(t) dt
=: T (x); 06x61:
Since T (x) is continuous on [0,1] and T (1) = 0 (by Lemma 1), then for any 0> 0, there is a
1 2 (0; 14 ) such that
06(y)(x)6T (x)<
0
2
; 1− 216x61: (2.10)
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By (2.9), we have, for x 2 [0; 1− 1]
j(y)0(x)j6 1
 + 
Z x
0
( + t)f(t; y(w(t))) dt +
jj
 + 
Z 1
x
(1− t)f(t; y(w(t))) dt
6
 + jj
 + 
Z 1−1
0
f(t; y(w(t))) dt +
jj
 + 
Z 1
0
(1− t)f(t; y(w(t))) dt
6
 + jj
 + 
Z 1−1
0
(1− t)
1
f(t; y(w(t))) dt +
jj
 + 
Z 1
0
(1− t)f(t; y(w(t))) dt
6
 + jj+ 1jj
1

 + 
Z 1
0
(1− t)f(t; y(w(t))) dt
=
 + jj+ 1jj
1
(y)(0)
6
 + 2jj
1
M =:L1:
Next, from the denition of , we have, for x 2 [a; 0]
j(y)0(x)j 6 jj

(y)(x) +
1

j(x)j
6
jj

M  +
1

supfj(x)j; a6x60g
=: L2:
Put L :=maxfL1; L2g; 2 := 0=L, then for x1; x2 2 [a; 1− 1]; jx1 − x2j<2
j(y)(x1)− (y)(x2)j6Ljx1 − x2j<0:
Set 0 :=minf1; 2g. Then for x1; x2 2 [a; 1]; jx1 − x2j<0
j(y)(x1)− (y)(x2)j<0: (2.11)
Note that (y)(x) = (1=)(x) is continuous on [1; b]. This together with (2.11), implies the claim.
The claim together with (2.8) implies that (D) is a compact subset of D.
We are now going to prove that the mapping  is continuous on D.
Let fyn(x)g1n=0D be arbitrarily chosen and let yn(x) converge to y0(x) uniformly on [a; b] as
n!1. Since f(x; y) is continuous with respect to y for almost all x 2 (0; 1), we have
lim
n!1 G(x; t)f
(t; yn(w(t))) = G(x; t)f(t; y0(w(t))) a:e: on [0; 1]
for each xed x 2 [0; 1]. From (H5), (H7), (H8) and the denition of f, we know that
06f(t; yn(w(t)))6f(t;  g(w(t))) if 06yn(w(t))6;
06f(t; yn(w(t)))6k(t)supfF(y); 6y6M g if 6yn(w(t))6M ;
and hence
06G(x; t)f(t; yn(w(t)))6Bh(t)K(t) a:e: on [0; 1];
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where K(t) :=f(t;  g(w(t))) + k(t)supfF(y); 6y6M g and h(t)K(t) is an integrable function
dened on [0,1]. Consequently, we apply the dominated convergence theorem to get
lim
n!1(yn)(x) = limn!1
Z 1
0
G(x; t)f(t; yn(w(t))) dt
=
Z 1
0
G(x; t)f(t; y0(w(t))) dt = (y0)(x); x 2 [0; 1];
lim
n!1(yn)(x) = limn!1 e
(=)x
 
1

Z 0
x
e−(=)s(s) ds+
Z 1
0
G(0; t)f(t; yn(w(t))) dt
!
=e(=)x
 
1

Z 0
x
e−(=)s(s) ds+
Z 1
0
G(0; t)f(t; y0(w(t))) dt
!
= (y0)(x); x 2 [a; 0]
and
lim
n!1(yn)(x) =
1

(x) = (y0)(x); x 2 [1; b];
which shows that the mapping  is continuous on D.
The Schauder xed point theorem tells us that  has at least one xed point in D. Let y(x) be
a xed point in D. Then it is easy to check that y(x) is a solution to BVP(2.7). Since
 g(x)6y(x)6M  on [a; b];
the solution y(x) is also a positive solution to BVP(1.1). Thus, the proof is complete.
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