 Lagrangian data across seven flow regimes used to determine how bathymetric variations affect flow behavior within the surfzone.
ABSTRACT
A multi-beach Lagrangian data set was used to determine bathymetric controls on flow variability within the surfzone. Seven micro-tidal flow regimes were examined, six containing rip channels, under moderate shore normal waves. Three selected zones exemplified varying bathymetric control: (i) a alongshore uniform zone; (ii) a shallow rip channel at an oblique angle to shore-normal; and (iii) a deep, shore-normal rip channel. Bathymetric variables included alongshore non-uniformity ( ) and channel angle relative to shore normal ( ). Low-frequency flow (0.01 Hz) was described by velocity ( ), velocity standard deviation ( ), angular deviation ( ) and bias in direction of eddy rotation ( ). Observations of the exemplar zones indicated: (i) near-zero mean flow with transient eddies on the alongshore uniform zone; (ii) low mean flow with high within the oblique channel; and (iii) strong mean flow with low in the deep channel. Bathymetry and flow variables were spatially-averaged and linearly correlated, scaling for wave forcing. Normalised flow variables were found to be inter-dependent and were correlated with bathymetric variability, with [ ∝ ] , [( / ) ∝ ] and [ ∝ − ], all with ( ≥ 0.8). A correlation was determined between and ( ≥ 0.7, increasing as zone width is decreased), with peak within oblique channels. Based on these results, a conceptual model is introduced to predict flow behaviour for known bathymetry. Surfzone currents were found to span a dynamic continuum from transient eddies on alongshore uniform bathymetry, to channelised rip currents, forced by bathymetric threedimensionality and mediated by channel geometry.
Introduction
Horizontal rotational currents in the surfzone result from alongshore variations in wave forcing (Castelle et al., 2016a; MacMahan et al., 2006) . Two types of rotational surfzone currents of interest in this study are: (i) channelised rip currents; and (ii) transient surfzone eddies. Channelised rip currents are forced by three-dimensional bathymetry that systematically modifies the wave field (Dalrymple et al., 2011; Sonu, 1972) . Transient surfzone eddies, absent of any bathymetric control, are generated by random variations in a directionally spread wave field (Peregrine, 1998) . Both forms of current exhibit non-zero vertical vorticity (MacMahan et al., 2010b; Spydell and Feddersen, 2009) , i.e. they are rotational, and may be distinguished by displaying either a mean non-zero velocity (channelised rip currents) or alternatively, are transient with near-zero mean velocity when averaged at a given location (surfzone eddies). On natural beaches, channelised rip-cell circulation is always a combination of mean and variable flows (MacMahan et al., 2004b) . Other forms of surfzone currents, not of direct interest here, include alongshore currents generated by oblique waves, bedreturn flow, boundary currents controlled by headlands or structures (Castelle et al., 2016a) and non-rotational infragravity motions (MacMahan et al., 2004a) .
The forcing mechanisms for mean rip flows over bar-rip channel systems are well understood and are traditionally explained using the concept of momentum flux due to waves, described as radiation stress (Bowen, 1969; Longuet-Higgins and Stewart, 1964) . In a typical scenario with shallow shoreconnected bars interspersed with deeper rip channels (e.g., MacMahan et al., 2005) , increased dissipation due to wave breaking over the bars produces greater cross-shore radiation stress gradients forcing onshore flow and increased setup at the shoreline. An alongshore pressure gradient near the shoreline, from regions of higher to lower dissipation, drives a current toward the rip channel and offshore. Other efforts have focussed on what occurs as a rip flows offshore, encountering opposing onshore forcing and exchanging energy with waves (e.g., Yu and Slinn, 2003) . If waves are regularly breaking over a rip-head bar, then roller forcing will likely recirculate the current within the surfzone in an enclosed eddy (Pitman et al., 2016; Reniers et al., 2007) . Conversely, if waves are small, the surfzone is narrow and breaking is absent at the head of the rip channel, the mean flow is more likely to exit offshore beyond the surfzone (Scott et al., 2014 ).
An alternative approach to derive the forcing balance for mean rip-cell flow is to directly define vorticity generation over a phase-averaged wave dissipation field . Peregrine (1998) determined that for a breaking wave where only part of the crest is broken, vorticity is generated from the breaking section around through the unbroken crest, to the back of the wave, later confirmed in the field by Clark et al. (2012) . For a phase-averaged bar-rip system, this approach of direct vorticity generation can reproduce observed rotational flow by estimating vorticity diffusion (Bruneau et al., 2011) , without the need to determine momentum flux and water level gradients.
The dynamics of channelised rip cells have been extensively studied and the forcing controls on mean flow are reasonably well understood (Castelle et al., 2016a) . Channelised rip mean velocities scale with increased wave energy (Brander and Short, 2000; Bruneau et al., 2009; MacMahan et al., 2005 MacMahan et al., , 2006 and increased depth of the channel relative to the bar, with this depth ratio increasing at lower tidal levels (Austin et al., 2010; Scott et al., 2014; Sonu, 1972) . These studies have typically examined flow for single points in a rip channel or adjacent bar; however, a generalised relationship between bathymetric three-dimensionality and mean flow across the surfzone is yet to be established. Rip channel width has been inversely correlated with flow velocity observations (MacMahan et al., 2006) and Castelle et al. (2014) numerically modelled the influence of rip spacing and rip head bar morphology on surfzone retention. Decreases in channel cross-sectional area may be related to increased rip flow, through morphological constriction (Austin et al., 2010; Brander, 1999) . However, an objective method to examine the influence of other aspects of channel geometry on flow (e.g., channel obliquity) has not been determined.
While mean rip flows are well studied, variable flows forced by purely hydrodynamic controls have received less attention (Castelle et al., 2016a) . Several recent efforts have focussed on examining variable flows on alongshore uniform beaches (e.g., Feddersen, 2014; Spydell et al., 2007) where mean cross-shore flows, for a given spatial location, are absent at hourly time-scales and rotational flows occur in the form of transient surfzone eddies that occasionally exit the surfzone as transient rip currents (Hally-Rosendahl et al., 2015; Pattiaratchi, 2004, 2006) . Transient surfzone eddies are generated by the vorticity forcing mechanism of short crested waves proposed by Peregrine (1998) , primarily at the frequency of incident waves of stochastically varying height and direction (Feddersen, 2014) . While the injection scale is short, the bulk of transient eddy energy is found at much longer length scales (>100 m) (Feddersen, 2014) in the very low frequency range (O[10 min]) (MacMahan et al., 2010b) , likely due to small eddies cascading into larger ones (Spydell et al., 2009 ). Low-frequency velocity standard deviation is a measure of 'transient eddy velocity' (Spydell et al., 2014) , which has been found to increase with wave height (MacMahan et al., 2010b) , while the average rate at which material leaves the surfzone scales with wave directional spread (Suanda and Feddersen, 2015) , with mixing magnified by stratification (Kumar and Feddersen, 2017) .
In comparison to mean flow controls in channelised rips and variable flow on alongshore uniform beaches, the interaction of variable and mean flows on 3D-morphology is poorly understood. Early studies noted the presence of fluctuations in rip velocity (e.g., Brander and Short, 2001; Sonu, 1972) and channelised rip flows are known to vary at infragravity and very low frequency time-scales (MacMahan et al., 2006) . Recent efforts have investigated variable rip behaviour and the likelihood of a rip current to exit the surfzone (Castelle et al., 2014; MacMahan et al., 2010a; Pitman et al., 2016; Reniers et al., 2009; Scott et al., 2014) , which has attracted interest due to implications for rip currents as a hazard. However, from a physical perspective, this is a specific aspect of the more generalised question as to how the forcing controls of wave energy interacting with 3D-morphology govern mean and variable flow behaviour.
Field observations directly examining the interaction of transient surfzone eddies with mean channelised flows are few in number, notably MacMahan et al. (2004b) determined that for a bar-rip system, with regularly spaced rip channels and transverse bars, very low frequency velocity variability (i.e. transient eddy velocity) peaks in the mid-surfzone and is near constant alongshore. MacMahan et al. (2004b) also proposed a conceptual model where rip cells oscillate, mainly in the cross-shore, due to the presence of transient eddies. However, other observations of rip currents radically changing trajectory, for example by changing the direction of rotation Houser et al., 2013; Kennedy et al., 2004) , suggest the model of rip-cell oscillation is an incomplete description of the influence of transient eddies on mean flows. A positive correlation has been determined between wave height and transient eddy velocity on a deeply rip channelled beach (MacMahan et al., 2004b) and also between wave directional spread and transient eddy velocity for a shallow rip channel (MacMahan et al., 2008) . However, no attempt has been made to compare transient eddy velocity for channels of varying depths and geometries in the field.
A laboratory study over a moveable sandy beach that underwent a 'down-state' transition from a higher-energy more dissipative beach state to a lower-energy more reflective state attempted to address the impact of bathymetric three-dimensionality on flow behaviour, observing that rip currents in deep channels are highly pulsating and weakly directionally variable, with flows becoming weakly pulsating and strongly directionally variable as alongshore bathymetric non-uniformity decreased. Brander (1999) observed a full down-state transition in the field, identifying a negative correlation between rip channel cross-sectional area and mean velocity, though velocity variability was not explored in detail.
Given the limited research into bathymetric controls on surfzone current variability, there are multiple hypotheses and relationships that require further investigation, notably: (i) the observations of Castelle et al. (2010) on the continuum in flow behaviour between high-and lowthree dimensionality rip channels were confined to a lab experiment and require field verification across multiple scenarios; (ii) no statistical relationships have been demonstrated between bathymetric three-dimensionality and measures of flow variability (e.g., eddy velocity, directional standard deviation); (iii) the relationship between bathymetric three-dimensionality and mean flow behaviour has been tested on a subjective point, the rip neck or bar crest, but has not been tested as a generalised relationship across the surfzone; and (iv) other aspects of bathymetric geometry (e.g., channel angle) have not been investigated, for example, that as channel obliquity increases, vorticity becomes biased toward one direction. Testing these relationships constitutes the aim of this study.
Field Sites
Field data were collected at three embayed beaches in the region of Sydney, Australia (Fig. 1a) between July and November 2012. Embayed beaches are a suitable environment for testing bathymetric controls on surfzone flow due to alongshore changes in beach state (Short, 1999) and the occurrence of 'mega-rip' or embayment-cellular beach states (Castelle et al., 2016a) , where deep rip channels can occur immediately adjacent to alongshore uniform morphology (Loureiro et al., 2012) . The observed beaches were Whale Beach (McCarroll et al., 2014 ), Bondi Beach (McCarroll et al., 2016 and North Cronulla Beach (Van Leeuwen et al, 2016) . The Sydney offshore wave climate is high-energy with modal significant wave height = 1.6 m and peak wave period = 10 s from the SSE (Short and Treneman, 1992) . Tides are micro-tidal with mean spring tidal range of 1.6 m. Bondi Beach (Fig. 1b,c) is deeply embayed, with medium-fine sand, 850 m long, facing SSE, fully exposed at the southwest end becoming protected at the northeast corner. ions (McCarroll et al., 2016) , a complex multi-bar system developed at the south end, grading to a low-tide-terrace at the northern end. Whale Beach (Fig. 1d) is 600 m long, with medium-coarse sand, facing east with a protected southern corner. During field observations (McCarroll et al., 2014) , the beach was configured with one large rip-channel near the middle of the beach, small channels at either headland and importantly, a 300 m long alongshore uniform region at the mid-north of the beach. North Cronulla Beach (Fig. 1e) is at the southern end of 10 km long Bate Bay, facing SE at the location of field observations, grading to greater wave exposure to the NE, with medium-fine sand. At the time of field observations (Van Leeuwen et al., 2016) , the surfzone bathymetry was configured in a combination of transverse-and rhythmic-bars.
Methods

Field Observations
Observations at the three beaches include two days of Lagrangian drifter observations at Bondi (Fig. 1b,c) and one day each at Whale ( Fig. 1d) and Cronulla (Fig. 1e) . Across the four days of field observations, seven zones were selected (Fig. 1b-e , black rectangles) with a three character code indicating the beach, deployment and location along the beach (S-south; M-mid; N-north), for example B1S is Bondi-Deployment 1-South. Six zones were selected to encompass a rip channel and surrounding bars within the surfzone. The remaining zone (WBN) is a relatively alongshore uniform region. These zones were selected to represent a variety of flow regimes, from deep rip channels to alongshore uniform morphology, with a range of rip channel obliquity. The alongshore extent of all flow regime zones was set to 120 m, sufficient to capture the morphological expression of a rip channel and adjacent bars. The cross-shore extent of flow regime zones is based on surfzone extent, varying from 80 m to 110 m (mean 97 m), extending from the inner region of drifter coverage, excluding the swash zone, to the approximate edge of the surfzone. Further details on zone boundaries as they relate to statistical analysis, including sensitivity testing, are provided in Section 3.5.
During drifter deployments, observations of wave height and period were derived from 1 or 2 pressure transducers (PTs) positioned on the bed, beyond the breakpoint in 3 m to 6 m depth. Directional spreading statistics were not collected. Lagrangian drifters were built to the specifications of MacMahan et al. (2009) , with minor alterations as described in McCarroll et al. (2014) . Non-differential GPS units were used (McCarroll et al., 2014) logging at 1 Hz. Maximum position error was found to be <5 m, with a low-passed velocity RMS error of O(0.01 m s -1 ) when tested against a real-time-kinematic survey grade GPS. Details for each deployment, including wave, tide and drifter deployment information are provided in Table 1 . Wave height and peak period were derived from pressure data. Comparison of the PT locations ( Fig. 1 ) and previously described wave transformation models for Whale Beach (McCarroll et al., 2014a) and Bondi Beach (McCarroll et al., 2016) indicated the PT observations were at approximately the point of maximum wave shoaling prior to breaking, therefore the PT derived wave heights were used directly as breaking wave heights, without transformation. For Bondi 2 (Fig. 1c) , no PT was located offshore of zone B2S. However, a previously described wave transformation model (McCarroll et al., 2016, Fig. 4 ) indicated an increase in wave height from B2M to B2S of 0.1 m, therefore this higher breaking wave height value was used for B2S. Wave direction was not measured at the break point; however, all three beaches are equilibrium embayments where waves refract to near shore normal at breaking, even for large offshore wave angles. This was previously demonstrated through MIKE21 wave models of Whale Beach (McCarroll et al., 2014a) and for Bondi Beach (McCarroll et al., 2016) . No numerical wave model exists for Cronulla, which is analogous to southern Monterey Bay, California, where breaking wave angle is persistently near shore normal (MacMahan et al., 2010a) . Observation durations varied in length, though all deployments covered a mid-tide period.
A maximum of 34 drifters were used during field observations, deployed primarily by field assistants near the shore or less frequently by personal water craft at the offshore surfzone limit. Drifters were deployed individually, rather than as groups, with an aim to maximise coverage across the domain. An effort was made to uniformly sample alongshore within a zone, and to randomise deployment positions. At Bondi and Whale Beach the domain was the full extent of the embayment (Fig. 1b-d ) and across a single rip-cell at Cronulla (Fig. 1e) . Average deployment time across all sites for an individual drifter was 19 min.
Topo-bathymetric surveys were obtained using a personal watercraft (PWC) with mounted echosounder and RTK-GPS for the sub-to lower intertidal, a backpack mounted RTK-GPS for the subaerial beach to upper intertidal, and a laser total station for the intertidal. The area of interest for drifter coverage was covered primarily by PWC survey. Mean repetitive differences for the PWC survey method are O(0.1 m) (MacMahan, 2001) , while uncertainty values for the laser total station are less than 0.1 m. The backpack surveying method has greater uncertainty (O[0.2-0.3 m]) but only covered areas outside the zone of statistical analysis of bathymetric three-dimensionality. A maximum average alongshore spacing of 20 m was employed across all survey zones used in the analysis. Surveys were cleaned for outliers, merged and linearly interpolated to a 5 m x 5 m grid. In order to remove noise at length scales less than the bathymetric features of interest (e.g., bars and rip channels), a weighted (1-cos 2 ) smoothing function was applied to all bathymetric data sets across a five-point cross-and alongshore span.
Bathymetric three-dimensionality
Bathymetric three-dimensionality has previously been calculated as alongshore depth standard deviation ( ) (Feddersen and Guza, 2003) . This approach is modified to a local bathymetric nonuniformity parameter ( ), which quantifies the alongshore bathymetric variability at any given location of the domain, rather than an alongshore mean. Additionally, the depth difference is taken from the depth value of the central point ( [ , ] ) in the alongshore span being calculated (∆y), as opposed to an alongshore averaged value (Fig. 2) .
This approach ( ) emphasises extreme values, in particular the centre of a rip channel, whereas the depth standard deviation ( ) can produce the highest values over transitions from bar to channel (Fig. 2) , depending on the alongshore scale ∆y. This choice is motivated by the expectation that the channel mid-line will be a minima for dissipation and setup in the alongshore and by numerous observations showing that flow velocities have maximum values near the mid-line of the rip channel (e.g., Austin et al., 2010; MacMahan et al., 2010a) . McCarroll et al. (2014a) previously demonstrated using a similar technique that local variations in bathymetric variability, at alongshore scales <100 m, are important in forcing localised variations in mean velocity. For this study, an alongshore scale of 80 m was found to capture the scale of bars and channels of the observed sites. For replication purposes, this is approximately 80% of the average cross-shore extent of flow regime zones ( Fig. 1) . As an additional verification of alongshore length scale selection, a sensitivity test was conducted across a range of ∆y values (details in Section 3.5). Bathymetric grids of 5 m were used across all field sites, later interpolated to the flow variable grid size (Section 3.4) for statistical analysis. For clarity, the terms bathymetric alongshore non-uniformity and three-dimensionality are used interchangeably throughout the text.
Channel angle
An objective, algorithmic method for determining channel angle was developed and applied across zones with rip channels (Fig. 1 , all zones excluding WBN). An example of this method applied to zone WBM is displayed in Figure 3 , the channel angle is derived through the following steps: (i) calculating channel width; (ii) finding the channel mid-point; and (iii) calculating channel angle at multiple locations along the channel mid-line.
The width of the channel is defined here as the alongshore separation of a given channel bounding contour ( ), noting that this width varies based on the contour selected ( Fig. 3-red lines) . There is no obvious single choice of contour to calculate width, so the method is repeated across three contours and later averaged. A base channel bounding contour is selected by examining all flow regime zones ( Fig. 1 ) and identifying the deepest common contour, at 0.2 m intervals, across all rip channels ( =-2.0 m in this instance). This depth will be a function of wave and tide surfzone processes, and will vary in other environments. The next two higher contours, at 0.2 m intervals, are also selected as channel bounding contours. In this case, the channel contours were =-1.6, -1.8 and -2.0 m (Fig. 3 ). This method of selecting multiple aims to reduce uncertainty by increasing the number of samples. The intuitive method of taking maximum depth at each cross-shore point was tested, but produced poor results for high-angle channels. For B1M and CRO that have two distinct feeder channels (Fig. 1b,e) , the algorithm was run offshore of the point where the feeders merge into one rip neck. Once the channel bounding contours ( ) are identified, channel width can readily be calculated, and a simple 3-point difference method is used to calculate channel angle at each position along the channel mid-line ( Fig. 3-yellow 
lines).
The method for determining mean channel angle is constructed around the hypothesis that channel angle will influence direction of eddy rotation. Channel alignment is 0° offshore, positive counter-clockwise. The mean absolute channel angle (α) for a zone (e.g., WBM, Fig. 3 ) was computed by averaging the absolute channel angle along the extent of the channel mid-lines of the three defined channel bounding contours:
Where is the number of channel angles for a given rip channel across all channel bounding contours. A measure of variability in channel obliquity is then taken as the standard deviation of channel angles:
Lagrangian drifter analysis
Drifter data were pre-processed by filling data gaps, with a spline interpolation for gaps < 10 s and linearly for > 10 s. Gaps >25 s are exceedingly rare (approx. one instance per 4 hours of drifter time). A 0.01 Hz low-pass 3 rd degree Butterworth filter was applied to all drifter data to exclude incident wave oscillations and the majority of infragravity bound and leaky waves, while retaining motions related to wave-forced transient surfzone eddies . Initial testing with a cut-off of 0.0067 Hz produced similar results, suggesting a degree of flexibility in filter cut-off selection. Data for each zone were rotated such that alongshore was parallel to the y-axis when averaged over the zone (B2N and WBN were rotated from the orientation shown in Fig. 1 ).
Instantaneous low-frequency drifter velocities were obtained through point-to-point difference in the cross-shore ( ( , )) and alongshore ( ( , )). Where is continuous position, and is a discrete bin location, the Cartesian axes ( , ) are subsequently omitted. Low-frequency mean velocity ( ( ), ( )) was calculated for 15 m x 15 m bins across all field sites, with mean velocity
Low-frequency velocity variability was calculated similarly to Spydell et al. (2014) , described as the transient eddy velocity. Anomalous low-passed velocities ( ', ') at 1 Hz sampling intervals (t) are taken as the difference from the mean within each bin. For the cross-shore case:
Low-frequency velocity standard deviation ( ) in the cross-shore is then:
where n is the total number of all drifter observations within ( ), with ' and obtained similarly.
The eddy velocity magnitude is then (
where = √−1. Mean drifter trajectory in each bin is the angle:
A measure of the angular variability is the angular deviation, where vertical bars indicate absolute value:
The angular deviation has a maximum value of √2 radians for diametrically opposed directions and is equal to zero for unidirectional flow. Traditionally, instantaneous vertical vorticity is the curl of velocity:
A measure of instantaneous vorticity is required in order to address the relationship between channel angle and vorticity bias toward a preferred direction of rotation. When applying the traditional approach (9) to point-to-point drifter data, differential displacement and velocity values approach zero at times when a drifter is moving slowing, making the velocity curl approach unsuitable. As an alternative, a rotation rate ( ), equivalent to vorticity for solid body rotation, is calculated as twice the low-frequency angular velocity ( ( , ) ). This is taken as the differential change in angle, using point-to-point difference.
For a given bin ( ), the rotation bias is introduced as the ratio of drifter observations with positive (counter-clockwise) rotation, scaled from [-1 to +1]. Thus, a value = −1 indicates all drifter observations have negative rotation, while = 1 indicates 100% positive rotation.
For all flow statistics, a minimum of 100 observations at 1 Hz were required per bin, to provide a sufficient distribution of velocities for statistical analysis. The number of drifter observations for each zone are given in Table 2 , these are consistent with or exceed the sampling requirements outlined in previous studies (Spydell et al., 2007; MacMahan et al., 2010a) .
Correlation analyses
Statistical relationships were determined using two linear regression tests and a sensitivity analysis.
Correlation Test 1: Bathymetric three-dimensionality and flow behaviour
Dependencies between flow variables are tested first ( , , ). Next, we test for correlations between bathymetric alongshore non-uniformity ( ) and the three flow variables. Both the 'flowflow' and 'bathymetry-flow' tests are conducted using two complimentary methods: (i) discretized alongshore values, averaged in the cross-shore; and (ii) mean values averaged across the flow regime zones (Fig. 1b-e, black rectangles) .
Zone-averages for each variable ( , , , ) were determined by taking a mean of the binaveraged values for a given variable, across each flow regime zone. For the discretised alongshore values, a cross-shore average of the binned values was taken at each alongshore position, at intervals of 15 m (the flow grid size). Taking cross-shore averaged values allows for comparison of different points along a given beach (cf. McCarroll et al., 2014a) . For example, ( ) is the crossshore averaged value for velocity magnitude, at each alongshore position. Variability across a zone is taken as the standard deviation of the averages at each cross-shore position (e.g., the standard deviation of ). Bathymetric non-uniformity ( ) is at higher resolution (5 m x 5 m) and was linearly interpolated to the locations of the flow grid.
Mean and variable flow velocity are known to be positively correlated with wave forcing (e.g., MacMahan et al., 2004b MacMahan et al., , 2006 , therefore a method of scaling velocity by wave forcing is required to isolate the influence of bathymetry across multiple flow regimes. Rip current velocities ( ) have been shown (Belloti, 2004) to scale with alongshore set-up gradient ( ∝ 2 ∆ ) where is gravity and ∆ is the alongshore water level gradient. Moulton et al. (2017) demonstrated that for moderate waves ('bar-break' conditions, applicable to the observations in this study) that ∆ scales with breaking wave height ( ). The relationship between transient eddy velocity and wave height is less evident, though recent work (Suanda et al., 2015) suggests that eddy velocity scales with ( ℎ ), where ℎ is breaking depth, and directional spread. Breaking depth is proportional to breaking wave height through the break-point parameter ( = /ℎ ), and directional spread was not measured in this study, therefore it cannot be included in a normalisation. Based on the above dynamic arguments, we opt to normalise velocities by ( ), with the goal of removing the forcing control of waves on flow speeds. Non-dimensional mean velocity is then ( = / ) and nondimensional velocity standard deviation is ( = / ).
The statistical methods introduced here must be robust and replicable, in particular where subjectivity is involved, for example in zone selection. Accordingly, the following sensitivity tests were performed and are reported on briefly: (i) flow regime zone size for Correlation Test 1 was analysed over a range of alongshore zone extents (70 m to 160 m at 10 m intervals); (ii) alongshore span (Δ ) for calculating bathymetric non-uniformity ( , Correlation Test 1) was tested for three extents (60 m, 80 m, 100 m); (iii) an alternative non-dimensionalisation to obtain and was performed, normalizing velocity and velocity standard deviation by ( / ), similar to Brander (1999); and (iv) a non-uniform zone extent based on visual identification of 'natural' morphological and hydrodynamic boundaries of the rip cell was tested.
Correlation Test 2: Channel angle and rotation bias
This test is designed to detect a correlation between channel angle ( ) and bias in direction of flow rotation ( ). Zone-averaged and cross-shore averaged values for were calculated as per the methods described above for other flow variables. Channel zone extent for Correlation Test 2 was tested for an initial value (same flow regime zone as Correlation Test 1), then was sensitivitytested for a range of alongshore zone extents (70 m to 160 m) to determine at what distances from the rip channel mid-line the relationship strengthens or attenuates.
Results
Bathymetric observations
Three of the seven zones were selected as being exemplars of varying degrees of alongshore bathymetric variability and channel angle ( Fig. 4; WBN, B2M, WBM) . The exemplars represent: (i) an alongshore uniform beach (WBN) with minimal alongshore variability; (ii) a highly oblique, low threedimensionality channel (B2M); and (iii) a deep, near shore-normal channel (WBM). The three zones are used to provide spatial plots of the bathymetric and flow variables (Sections 4.1-4.2), with summary statistics presented in tabular form for all sites. The remaining zones (B1S, B1M, B2S, CRO) are required to provide statistical power in the correlation analysis (Section 4.3), but are not examined in detail. Summary bathymetric statistics for all zones are given in Table 3 .
Lagrangian flow observations
Combined drifter tracks, over the full deployment, with velocity and rotation rate (a proxy for vorticity) indicated are provided in Figure 5 . Positive rotation rate indicates counter-clockwise rotation. Three 10-20 minute snapshots (Fig. 6 ) of drifter activity give a qualitative indication of spatial flow variability over time, over the representative bathymetries. For the snapshots of WBM and B2M (Fig. 6 ) drifters are only plotted if they are located in the rip neck at the start of the time block. Note that wave heights were greater at Bondi (B2M), than at Whale (WBM, WBN), which will be later accounted for by normalising the velocity to account for the dependence of velocity on wave height (Section 4.4).
Flow trajectories over the alongshore uniform zone (WBN, Fig. 5a,d ; Fig. 6a-c) are characterised by seemingly random trajectories and vorticity, with occasional coherent surfzone eddies (e.g., Fig.  6a , negative eddy at y=500 m). Instantaneous velocities are generally low, but are higher (up to 0.5 m s -1 ) in the inner-surfzone (Fig. 5a ).
The subtle, strongly oblique (i.e. high angle relative to shore-normal) channel of B2M ( Fig. 5b,e ; Fig. 6d-f) , appears to impose a substantial control on flow behaviour, with positive vorticity eddies (matching the channel angle) oscillating along the inner channel margin (Fig. 6d-e) , at times exiting the surfzone (Fig. 6f ). Higher velocity, low vorticity trajectories are apparent near the centre of the B2M channel (Fig. 5b) , with the rotation rate tracks indicating a strong dominance of positive rotation along the extent of the channel (Fig. 5e) .
Flows through the deep, near-shore normal WBM channel ( Fig. 5c,f; Fig. 6g-i ) exhibit high mean values ( Fig. 5c ) with periodic changes in direction of rotation, appearing as an unstable jet exiting the surfzone (Fig. 6g-h ), before switching to high-vorticity rotation (Fig. 6i) . Examination of drifter animations (not shown) indicate the flow does not simultaneously rotate in both directions, but changes direction of rotation on the order of minutes.
Time-averaged synoptic drifter observations
The previous section presented instantaneous flow variables for qualitative assessment of bathymetric controls on flow behaviour. This section provides binned values to examine timeaveraged behaviour. Mean velocity ( ) and rotation direction bias ( ) are presented in Figure 7 . For the alongshore uniform zone (WBN), mean is uniformly low (Fig. 7a) and is minimal (Fig.  7d) . The high-angle, low-relief channel (B2M) is characterised by moderate mean velocities, with a small area of high velocities at the centre of the channel (Fig. 7b) . For the deep, near-normal channel (WBM, Fig. 7c ), a coherent path of high velocities extends from the southern feeder, through the channel to the offshore extent of the surfzone. The areas of high velocities for WBM are qualitatively correlated with local zones of high bathymetric three-dimensionality (Fig. 4-right) , suggesting localised velocity response to bathymetry (~50 m scale in the alongshore).
While flows in the B2M channel centre and inner margin are strongly directionally biased (Fig.  7e) , however the bottom-right corner is poorly sampled. In contrast the centre of the WBM channel shows low rotation bias (Fig. 7f) , with areas of high bias of opposing direction to either side of the channel. The B2M observations are consistent with positive eddies advecting/oscillating along the channel margin, while the WBM observations indicate an unstable rip neck flow that oscillates between positive rotation over the north bar and negative rotation over the south bar. These observations inspire the hypothesis to test for a correlation between channel angle and vorticity bias in the immediate vicinity of rip channels.
Variability in flow velocity and direction are now examined (Fig. 8) . A clear spatial relationship is evident in velocity standard deviation ( ) over the alongshore uniform zone (Fig. 8a) , with values of 0.2 m s -1 in the inner surfzone decreasing to below 0.1 m s -1 at the outer surfzone and beyond.
Furthermore, there appears to be a clear increase in at Whale Beach, transitioning from the alongshore uniform zone (WBN, Fig. 8a ) to the immediately adjacent rip channel (WBM, Fig. 8c ). This suggests a strong relationship between bathymetric non-uniformity and velocity variability; however, subsequent analysis will demonstrate there is no linear correlation when multiple zones are examined (Section 4.4). Angular deviation ( ) is uniformly high across the alongshore uniform zone (Fig. 8d) and generally lowest in rip channels, in particular a small zone in the centre of the B2M oblique channel (Fig. 8e) and a large zone around the deep WBM channel and southern feeder (Fig. 8f) . Qualitatively, there appears to be a good inverse relationship between mean (Fig. 7-top row) and (Fig. 8 bottom row), with generally higher over the deeper channel zone (WBM) and higher over the alongshore uniform zone (WBN). Zone averaged values for , , and are given for all zones in Table 4 .
Correlation analysis
Correlation analyses are now undertaken to statistically verify the morphological and hydrodynamic relationships described in previous sections, with methods and rationale provided in Section 3.5. As a preliminary task, the morphological relationship between bathymetric nonuniformity ( ) and channel angle ( ) is examined (Fig. 9) . For the observed rip channels, bathymetric non-uniformity appears inversely correlated with absolute channel angle, peaking around shorenormal (0°). This can be explained geometrically: as a channel becomes more oblique, it transitions into an alongshore feature with lower alongshore three-dimensionality, e.g., an idealised longshore trough may be deep, but = 0. Therefore there will be some natural limit on bathymetric threedimensionality as channel angle increases, such that the top-right and top-left of Fig. 9 will be unpopulated. However, a shallow shore-normal channel could occupy the lower-middle of the parameter space (Fig. 9) , but is not present in this data set (CRO is the closest to this morphologytype).
Correlation Test 1: Flow and bathymetric three-dimensionality
The first part of this test determines dependencies between the flow variables ( Fig. 10-left  column) . Flow velocity and velocity standard deviation (variable eddy velocity) are normalised to scale for wave forcing (e.g.,
= /
). Linear correlations are tested for both the flow regime zone-averaged (120 m alongshore length) and cross-shore averaged values (15 m discretized alongshore spacing), with correlation results in Table 5 . Error bars in Figure 10 indicate the standard deviation of the cross-shore averaged values.
Initial testing for a linear correlation between normalised mean velocity ( ) and normalised velocity standard deviation ( ) showed only a weak linear relationship (Fig. 10a ) that was not significant ( = 0.49, p=0.08) for zone-averaged values (large markers in Fig. 10) , and was weak but significant ( = 0.21, p<0.001) for the larger sample of cross-shore averaged values (small markers in Fig. 10 ). However, a strong linear relationship ( = 0.95) was found between and ( / ), such that = /(0.115 + 10.7 ) , shown as a red dotted line in Figure 10a . This implies that as mean velocity increases, velocity standard deviation initially increases at a faster rate than , but the rate of increase rapidly plateaus for ( > 0.03). Some caveats must be given regarding this approach: (i) can be non-zero when =0, so the fit between these variables need not pass through the origin;
(ii) if were constant, then Figure 10b is simply correlating with itself; and (iii) the logarithmictype growth of (Fig. 10a ) depends heavily on a single point (WBN), while for all other zones ( ≈ 0.08), therefore the conclusions that can be drawn as to precise scaling of are limited.
A strong linear correlation was also found between and angular deviation ( ) (Fig. 10c) , with = 1.23 − 5.41 for the zone-averaged values. To further test the dependence between flow variables ( , , ) we generated a synthetic distribution of directional deviation ( , ), using
equations (6) to (8) Fig. 10c ) is near identical to the fit for (black dashed line, Fig. 10c ), suggesting all three flow variables are inter-dependent to some degree.
This second part of the test quantifies the influence of bathymetric non-uniformity ( ) on flow behaviour ( Fig. 10-right column) . Mean velocity ( ) was significantly correlated with at the zoneaveraged level (Fig. 10d , Table 5 ; = 0.76). For cross-shore averaged values (small markers in Fig.  10 ) the trend is still strong, though with more scatter about the trend line for higher values (e.g., B1M).
Variable eddy velocity ( ) was found to have no significant linear correlation with in all tests (Fig. 10e, Table 5 ), including all the sensitivity tests outlined below. However, a significant relationship was found between and ( / ) (Fig. 10f) , consistent with the relationship between and ( / ) (Fig. 10b) . It is clear the strength of this relationship is primarily based on the correlation between and (cf . Fig 10d) , so relationship between and is inconclusive. Bathymetric variability was strongly correlated with directional variability (Fig. 10g) , though now with an inverse correlation ( = −0.90), as expected given the relationship between and (Fig.  10c) .
It is notable that the bathymetry-flow tests (Fig. 10-right column) are significant across the zoneaverage test as well as the discretised (15 m) cross-shore averaged segments, implying these relationships are robust and persistent at varying spatial scales. The increase in scatter for higher values (Fig. 10-right column) indicates there is a lower correlation between bathymetry and flow response for highly-3D systems at high spatial resolution, but that when averaged out over a larger zone, the relationships are robust.
The novel methods presented in this study require a number of subjective decisions in regard to zone selection and alongshore length scales. In order to test the robustness of the statistical outcomes, and to assist in replicability, a series of sensitivity tests were conducted. First, the alongshore extent of the 'flow regime zone' was varied (from 70 m to 160 m at 10 m intervals). Second, the alongshore span for calculating was varied (60 m, 80 m and 100 m). Across both these tests, the bathymetry-flow correlations (Fig. 10-right column) remained persistent (0.68 < < 0.86; for zone averaged values). All relationships increased slightly in strength for greater zone width.
A third sensitivity test involved an alternative non-dimensionalization to obtain , normalizing velocity and velocity standard deviation by ( / ). In this instance the and relationship was very strong ( = 0.92), while the and / was unchanged ( = 0.8). A fourth sensitivity test used non-uniform zone extent based on visual identification of 'natural' morphological and hydrodynamic boundaries of the rip cell. For instance, the zone around B1M (Fig. 1b) had greater alongshore extent due to the width of this rip channel. Again, the results were near-identical to the initial test shown in Fig. 10d-f .
To summarise the flow and bathymetric three-dimensionality analyses, based on the spatially averaged values across the seven zones: (i) flow variables were found to be non-independent, in 
Correlation Test 2: Channel angle and rotation bias
Next, the influence of channel angle ( ) on rotation bias ( ) is tested (Fig. 11) . Binned values (15 m x 15 m) for are averaged over the flow regime zones (Fig. 1) . A sensitivity test on the and relationship was conducted by varying the alongshore zone width from 70 m to 160 m. The alongshore uniform region (WBN) is included for reference, but is qualitatively uncorrelated with the rip channelled regions. A strong correlation ( = 0.93) is observed between channel angle with rotation bias for zone width of 70 m (Fig.11a) , with a near-linear increase in the co-efficient of determination as the zone width is reduced (Fig. 11b) . For the 120 m zone width, i.e. the zones used for the above 'flow-bathymetry' correlations, the correlation is weaker but significant ( = 0.73) and becomes non-significant for zone widths ≥140 m.
The higher angle channels (B2S, B2M) are correlated with greater rotation bias (Fig. 11a) , in the direction of channel angle. The channels that are closer to shore normal (B1S, B1M, WBM, CRO) have minimal rotation bias (values close to 0), and greater variability (larger error bars). This strongly suggests that rip channels exert a significant control on flow rotation, and that this control is strongest in the immediate vicinity of the channel. It must be noted that the two zones with higher channel angles have gaps in the sampling coverage (Fig. 1c , SW corner of B2S, SE corner of B2M), where rotation could be expected to be occurring in the opposite direction, potentially reducing to values closer to 0. The unsampled areas account for <25% of the total area. However, at lower zone widths, the correlation is apparent even when B2S and B2M are excluded from the regression ( = 0.79, p=0.1, for zone width 70 m), providing additional support for the relationship.
It is evident that the channel angle and rotation bias relationship (Fig. 11a,b) will only be linear over some limited range of increasing channel angle, as extreme oblique (high-angle) channels eventually transition into alongshore troughs or alongshore uniform regions (e.g., WBN, in Fig 11. a) that exert no control over direction of flow rotation. Therefore, we expect a two-phase relationship: first, as channel angle increases from shore-normal, rotation bias increases, but for the end-member alongshore uniform zone (WBN), approaches zero. An attempt is made to linearize this twophase relationship by taking the difference of the absolute value of the channel angle from 45°, described as "channel obliquity" ( | | | − 45° | ). The use of 45° is roughly inferred from Figure 11a as a first approximation. We then take an absolute form of rotation bias | |, where 0 indicates random eddy direction and 1 indicates uniform direction of rotation. As for all variables in the correlation analyses, | | is calculated for individual grid cells, then averaged across the zone.
The linearized relationship (Fig. 11c) is weaker than the signed version (Fig. 11a,b) , but importantly it addresses the full spectrum of morphological scenarios. This implies that high oblique channel angle forces a preferred direction of eddy rotation (e.g., B2M), compared to both transverse channels (e.g., WBM) and alongshore uniform morphology (WBN). Large error bars and limited spread of the data (Fig. 11 ) preclude definitive determination of the ideal angle that maximises , however the general two-phase trend described above is well supported by a combination of spatial observations (Sections 4.3-4.4) and correlation analysis. A sensitivity analysis on the | | and 'channel obliquity' relationship ( Fig. 11d) broadly shows an increasing trend as zone width decreases, though with more noise than FIgure 11b.
To summarise the relationships between channel angle and rotation bias: (i) the signed version of the relationship (Fig. 11a,b) is statistically robust but fails to incorporate alongshore uniform regions; and (ii) the absolute version of the relationship, based on the difference in channel angle from 45° (Fig. 11c,d ) is less robust (weaker correlations, larger error bars) but crucially demonstrates the entire morphological sequence. Further, some areas of the high-angled channels (B2S, B2M) have incomplete sampling coverage. However, if all the analyses are taken together, including the synoptic observations (Figs. 5-7 ) and both statistical tests (Fig. 11) , these support the hypothesis of a morpho-hydrodynamic spectrum from: (i) shore normal rip channels with low rotation bias within the channel; to (ii) high oblique-channels with high rotation bias within the channel; to (iii) alongshore uniform regions with near-zero rotation bias.
Discussion
It has been demonstrated that bathymetry exerts multiple controls on surfzone rotational currents, including: (i) strong control over mean velocity and directional variability; and (ii) control over bias in direction of flow rotation, through variations in channel angle. The findings are now contextualised against other research and are summarised in a conceptual model (Fig. 12) illustrating how rotational currents within the surfzone vary with changes in bathymetry. This model is intended for use in making broad assumptions about the type of flow that will occur over a given bathymetry, potentially with only visual observations. It is anticipated that a simplified version of this model may be of use to beach safety practitioners who deal with surfzone currents as a bathing hazard (e.g., McCarroll et al., 2015; Castelle et al., 2016b) . Bathymetric controls are presented on two axes, bathymetric non-uniformity (horizontal) and channel angle (vertical), with idealised bathymetries illustrating typical flow behaviour. Three of the flow regimes are similar to the exemplar zones in this study (Fig. 12 a-c) , the final flow regime predicts flow behaviour in a shallow, shore-normal channel (Fig. 12d) , not observed in this study.
The strongest relationship is that as bathymetric non-uniformity ( ) increases (Fig. 12 a to c) , flow behaviour shifts from high directional variability ( ) to high mean velocity ( ). This is consistent with previous efforts that have observed the relationship between channel depth and flow velocity (Austin et al., 2010; Brander and Short, 2001; Castelle et al., 2010; MacMahan et al., 2006) . Earlier efforts to establish a relationship between bathymetric variability and flow velocity tended toward using single point measurements for velocity in the channel (e.g., Castelle et al., 2010) . These approaches are analogous to the 'cross-shore averaged' values we use in the bathymetry three-dimensionality and flow analysis (Fig. 10, small symbols) . McCarroll et al. (2014a) initially established the relationship between bathymetric variability and flow velocity along the extent of a single beach (Whale Beach), the present effort generalises this relationship across multiple beaches with varying bathymetries and wave conditions. We argue that our approach of taking 'zone averages' is a more robust, universal approach to determine flow velocity on any given bathymetry. Similarly, the demonstrated relationship between and flow directional variability is consistent with Castelle et al. (2010) . In particular, we note that the correlation ( ∝ ) and conversely ( ∝ − ) are impressively persistent across a range of spatial scales ( > 0.7 for zone width 80 m to 160 m), with marginally stronger relationships at greater zone width. A primary contribution of this effort is to link mean velocity with directional variability, and to demonstrate the spectrum of behaviour from alongshore uniform morphology to deep rip channels, using field observations across multiple sites.
Less clear was the response of velocity variability ( ), which was greater over the rip-channeled zones than the alongshore uniform zone, but no linear relationship was found between bathymetric non-uniformity and (Fig. 10b , Table 5 ). A non-linear relationship was suggested with [ ∝ /( + )] but if this relationship is to be verified, more observations of low three-dimensionality beaches are required, or alternatively a phase-resolving model (e.g., Feddersen, 2014) could be used to test the scaling of . Our results are therefore only partially consistent with the numerical modelling results of Reniers et al. (2007) which indicated that velocity variability increased with bathymetric variability, and similarly with Castelle et al. (2010) , who observed in a laboratory model that rips "pulse" more with higher bathymetric variability.
The precise relationship between bathymetric variability and flow velocity variability appears to be non-linear, and the mechanisms for the interaction are yet to be clearly explained. Wave directional spreading was not measured and therefore could not be accounted for in the correlation analysis. Directional spreading is necessary for generating transient surf zone eddies (Peregrine, 1998) and is positively correlated with low-frequency velocity standard deviation (MacMahan et al., 2010b) and vorticity variability (Spydell and Feddersen, 2009) . To further elucidate the relationship between bathymetric variability, directional spreading and eddy velocity (i.e.
), future observations must account for all of these components.
Next, we examine the vertical axis of the conceptual model (Fig. 12) , with channel angle relative to shore-normal. Our initial hypothesis was that bathymetric non-uniformity would only partly explain variability of rotational currents within the surfzone, and that other aspects of bathymetric geometry would also influence flow behaviour. Previous efforts have incorporated rip channel crosssectional area (Austin et al., 2010; Brander et al., 1999) , slope (Suanda et al., 2015) , rip spacing (Kennedy et al., 2006; MacMahan et al., 2006) , and the presence of rip-head bars (Castelle et al., 2014) but have done little to examine channel angle. The findings of this study suggest a non-linear relationship between channel angle and preferred direction of current rotation in the rip channel ( ). Over an alongshore uniform zone, there is no preferred direction of rotation (Fig. 13a) , with randomly directed transient eddies forced purely by hydrodynamics (e.g., Clarke et al., 2012) . A novel finding of the present effort is that moderate-to high-oblique channel angle appears to force a strongly preferred direction of flow rotation in the rip neck. This was supported by analysis of flow behaviour (Fig. 5-7 ) and a correlation test (Fig. 11) , though some data gaps (e.g. Fig. 07e, B2M ) limit the conclusiveness of the statistical result.
The control on eddy direction of the centre of the channel is likely due to waves driving flow over the onshore bar. As channel angle becomes shore-normal (Fig. 12c) , there is no bathymetric control on flow direction in the rip neck and small changes in wave direction will force the flow to change direction of rotation, consistent with the lab observations of Kennedy et al. (2004) . Similarly, if a slight alongshore current is present, eddy direction may be biased (Wilson et al., 2013) and intermittent breaking will introduce sufficient vorticity for a current to switch between alongshore meandering and rip cell rotation (Houser et al., 2013) . Other factors that may affect eddy bias not addressed here include asymmetric bar height on each side of the channel and alongshore pressure gradients. More field observations are required to confirm the hypothesised relationship from shore normal rip channels (low rotation bias), to high oblique-channels (high rotation bias), to alongshore uniform regions (near-zero rotation bias).
An absent rip type in the observations of this study was a shallow, shore-normal channel (e.g., Castelle et al., 2010; MacMahan et al., 2008) , with CRO being the closest observed channel to this criteria (Fig. 9 ). An idealised channel of this type is included in the conceptual model (Fig. 13d) , where it is predicted that flows will be highly directionally variable, with low (though non-zero) mean velocities and no preferred direction of rotation in the rip neck.
The methods described here are applicable to beaches with near shore-normal wave exposure, typical for equilibrium bays, but would require modification for surfzones with mean alongshore currents (e.g., Feddersen 2014; Houser et al., 2013; Moulton et al., 2017; Winter et al., 2014) , as no attempt is made to differentiate forcing from localised alongshore breaking wave height gradients and that of a mean oblique wave direction. This was the case for an additional zone that was briefly examined, but was subsequently excluded from the analysis (Fig. 1c, y=720 m in the alongshore), as it was found to have anomalously high alongshore currents (McCarroll et al., 2017) up to 0.5 m s -1 , potentially due to a strong offshore (beyond the surfzone) wave height gradient in that region. Wilson et al. (2013) identified that at the length scales of rip cells (100's m) advection from alongshore currents can act to dampen offshore-directed rip velocities. It is possible that even slight alongshore currents (e.g., Whale Beach, McCarroll et al., 2014a) , may have marginally impacted on rip flows, accounting for a component of variability not covered by our approach.
Water level variations are not accounted for in this study, despite tidal levels exerting substantial changes in flow patterns (Austin et al., 2010; Scott et al., 2014) . The beaches examined here are all from the same micro-tidal coast and drifter observations were all made at similar tidal levels. However, even small changes in water level can account for variations in flow patterns and intensity (e.g., McCarroll et al., 2014a) , such that a component of the flow variability not account for by bathymetry (Fig. 10-right column) is likely the result of water level impacts. If the methods presented here were applied to beaches with substantially different tidal levels or at one meso-macro tidal location at different tidal levels, then water level would need to be incorporated into the various correlation analyses and parameterisations.
Conclusions
The aim of this study was to identify bathymetric controls on surfzone flow behaviour. Using a multi-beach dataset, seven 'flow regimes' across three beaches were examined using fleets of Lagrangian drifters. Six of these zones contained rip channels of varying morphologies, the seventh zone was alongshore uniform. Bathymetry was characterised by a measure of alongshore nonuniformity and by channel angle relative to shore-normal. Flow dynamics were analysed by mean velocity, low-frequency velocity standard deviation and low-frequency directional variability (angular deviation) as well as by preferred direction of low-frequency eddy rotation (rotation bias). Flow velocity and standard deviation were non-dimensionalised by ( ) to scale for the influence of wave forcing.
While several efforts have examined variability at the seaward extent of rip channels in the form of retention rates, few studies have explored flow variability over 3D-bathymetry within the surfzone. Now, two broad areas of research into rotational currents within the surfzone have been synthesised: (i) investigations into rip currents on 3D-bathymetry; and (ii) examinations of transient surfzone eddies on alongshore uniform bathymetry.
The key findings of this study are that:  A robust relationship exists between bathymetric variability, non-dimensionalised mean flow velocity and directional variability. As surfzone bathymetry becomes more alongshore variable, mean flow increases and flow directional variability decreases. This appears to be a linear relationship extending from alongshore uniform morphology to deeply incised channels.  No significant linear relationship was found between bathymetric variability and flow velocity variability. However, the alongshore uniform zone did have lower velocity variability than the rip-channeled zones, implying non-linear growth of velocity variability with bathymetric variability. The prior hypothesis of deeply channelised rips 'pulsing' more than shallow rips was not clearly supported. A clearer elucidation of the mechanisms involved and further field observations are required.  Channel angle was found to be correlated with rotation bias within the rip channel. For alongshore uniform regions, eddy rotation direction is random, forced purely by hydrodynamic controls. Rotation bias was strongest within rip channels at a high oblique angle to the shoreline. For shore-normal channels, rotation is directionally biased over the bars and feeder channels adjacent to the rip, but flow frequently changes direction of rotation in the rip neck.
Finally, we introduced a conceptual model to synthesise the major findings such that they can be broadly applied to predict flow-regimes on similar beaches. This study demonstrates that transient eddies and mean flow in channelised rip currents should not be treated as separate entities. The forcing mechanisms of both rely on alongshore differences is wave dissipation, and are differentiated by the persistence of each mechanism over time. When examined jointly, over a range of bathymetries, we see a continuum of behaviour from random eddies over alongshore uniform morphology to strong mean flows in deep channels, with aspects of flow mediated by the geometry of the channel. . Instantaneous, low-frequency velocity tracks (top row) and rotation rate (bottom row), for the three representative zones (pink boxes; WBN, B2M, WBM). Contours at 0.5 m spacing, z=0 m is bold, z=-2 m rip channel contour is dotted, approx. limit of surfzone is dashed. Figure 6 . 10-20 min time-block snapshots for WBN (top row), B2M (middle row), WBM (bottom row). Drifter track colour is rotation rate (ζ), with start-point (green circle) and end-point (red square) indicated. Vectors are drifter velocity, with scale indicated in each frame. Contours at 0.5 m spacing, z=0 m is bold, z=-2 m rip channel contour is dotted, approx. limit of surfzone is dashed. 
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