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1 $\{x_{t}, y_{t}\}i^{\mathrm{v}}=1\cdot x_{t}\in \mathrm{I}\mathrm{R}^{\gamma\iota},$ $y_{t}\in 1\mathrm{R}^{m}$ $y_{f}$ . $t$. $>N$ $x_{l}$ . $f>N$




‘ ” $\{x_{t}, y_{1}.\}_{=}’,\mathrm{v}_{1}$ $\{x_{l}\}_{\iota=}^{N}\iota$
feedforward neural net (1 $\mathrm{P}\mathrm{t}1o\mathrm{n})\text{ }$ RBF (radial
basis function)
–
3 feedforward neural net (3 perceptron) Bayes
$p$ $(” \mathrm{E}\mathrm{v}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}" )$ :
(i) 1 ASHRAE
(ii) 2 Lorenz
Feedforward neural net Bayes $\mathrm{M}\mathrm{a}\mathrm{c}\mathrm{K}\mathrm{a}\mathrm{y}$ $[5],[6]$ neural net
$[1],[2],[4].[^{-}’],[8],[15],[21]\text{ }$ $\vec{\tau}-$ $[14],[19]$
2
3 feedforward neural net (3 perceptron) :
$u_{i}=w_{i}^{T}x+p_{i}$ , $\approx_{i}=\sigma(\mathrm{t}\ell_{i})$ , $y= \sum_{i=1}^{H}a_{i^{\sim}}\sim i+q$ $(_{-}’.1)$
$\sigma(v)=1/(1+e^{-v})$ , $x.w_{i}\in \mathrm{R}^{r:},$ $p_{i},$ $q\in \mathrm{I}\mathrm{R}$
938 1996 33-46 33





$q$ RBF (radial basis function)
perceptron code
$f$ : compact $\subset \mathrm{R}^{n}arrow \mathrm{R}$
3 perceptron [3]
21 feedforward neural net
$x_{l}$ $y_{t}$ ‘ ” $\{x_{t}, y_{\mathrm{t}}\}_{\acute{t}=1}^{\mathrm{v}}$
.
3 $\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{c}\mathrm{e}1$) $\mathrm{f}1^{\backslash }\mathrm{o}\mathrm{n}$
$Eo:= \frac{1}{2}\sum_{\mathrm{l}t=}^{N}[y_{t}-\{\sum_{i=\mathrm{l}}Ha_{i}\sigma(w_{i}^{T_{X}}+p_{i})+q\}]^{2}$ (2.2)$(2.2$ $)$
overfit
2.1 3
$y’= \frac{3}{8}x,(2x, -3)(2x_{f}+3)$ (2.3)





lnput dat $0$ ’ lnput dat $0$
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$1\ddagger \mathrm{d}\mathrm{d}7|\mathrm{e}\mathrm{n}\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{s}$ ’ 10 11
23 2.4 $\log$ Evidence $\mathrm{V}.\mathrm{S}$ . Hidden Units
Bayesian Backpropagation
Evidence ( ) overfit feedforward neural net hidden unit
$H$ Evidence 2.5 $H$ Evidence
weight Evidence (Maximum
Evidence) ( $H=6$) $\text{ }$ 2.5
.
25 $\mathrm{J}4\mathrm{l}\mathrm{a}\mathrm{X}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{u}\mathrm{n}\mathrm{l}$ Lvldence il 7
3 Bayesian Backpropagation
1. 3 feedforward neural net hidden $H$ fix neural net $\mathcal{H}$
(Hypothesis)
2. $f:\mathrm{R}^{\gamma l}arrow \mathrm{R}$ $D=\{x_{t}, y_{\iota}\}_{i}^{N}=1$
$y_{i}=f(_{X_{l}})+\nu\ell$ (3.1)
$\{(i)_{i=1}^{H}\text{ }0\nu ,\text{ }\}\text{ _{}w}\mathrm{S}0\mathrm{i}\mathrm{S}\mathrm{e}\text{ _{ }}\Lambda 1)\text{ }w$ $\mathrm{i}\mathrm{k}\mathrm{e}\mathrm{l}\mathrm{n}\mathrm{o}\mathrm{i}\mathrm{s}\mathrm{e}\mathrm{i}\mathrm{h}\text{ }$ —-*{y\not\in tQ}t’
:





$f(w;x_{\iota)}$ $w$ neural net
3. $w$ $C_{7}$ $w=(w_{1}, w_{2}, \cdots, w_{G}),$ $w_{g}\in \mathrm{R}^{k_{\mathit{9}}}$ $w$ Prior( )
$P(w| \alpha, \mathcal{H})=\prod_{g=1}(\frac{\alpha_{g}}{2\pi})^{\overline{2}}\exp\{-\sum_{g=1}\alpha_{g}E\mathrm{L}Vg\}$ (3.3)
$\alpha=(\alpha_{1}, \cdots, \alpha_{G})$ , $E_{W_{g}}$ $:=-||w_{q}||^{2}\underline{9\perp}$ (3.4)
$w_{g}$ prior:
$N( \mathrm{O}, \frac{1}{\alpha_{g}}),$ $g=1,$ $\cdots,$ $G,$ $\alpha_{g}$ :
$\alpha_{g},$ $g=1,$ $\cdots,$ $G$ $-\underline{\text{ }*\mathrm{U}}$
Remarks
(1). (3.2) $w$ Maximum Likelihood
overfit (3.4) weight decay regularizer overfit
regularizer $\alpha_{1},$ $\cdots,$ $\alpha_{G}$
$ad$ hoc $\alpha_{1},$ $\cdots.\overline{\alpha c\text{ _{}\beta}\text{ }}$
(2). $w$ weight weight decay
weight decay $x_{t}$ weight decay
(3). (3.3) prior weight
reasonable
Bayes :
Level 1: $w$ Posterior:
$P(w|D, \alpha, \beta, \mathcal{H})=\frac{P(D|w,\beta \mathcal{H})^{p}(w|\alpha_{\backslash }\mathcal{H})}{P(D’|\alpha_{\backslash }\mathfrak{l}\mathcal{H})}.,,=.\frac{exp(-f\dagger I)}{\int exp(-\mathrm{j}\nu I)\overline{l}lw}$
$M(w):=/^{jE_{D}}+ \sum_{g}\alpha EgW_{g}$
Level 2: $\alpha,$ $\beta$( Posterior:
$P( \alpha, .d/|D, \mathcal{H})=\frac{P(D|\alpha_{\backslash }\mathrm{t}I\mathcal{H})P(\alpha,\beta|\mathcal{H})}{P(D|\mathcal{H})},$
,
Level 3: Model :
$P(\mathcal{H}|D)\propto P(D|\mathcal{H})P(\mathcal{H})$
Remarks
(1). Level 2 (marginal) likelihood Level 1 Level 3 (marginal) likelihood
Level 2 :
36
Level 2 $\text{ }$ likelihood:
$P(D|\alpha, \beta, \mathcal{H})=\mathrm{L}\mathrm{e}\mathrm{V}\mathrm{e}\mathrm{l}\mathrm{l}$ $arrow$ “Evidence for $\alpha,$ $\beta$”
Level 3 likelihood:





Posterior $= \frac{\mathrm{L}\mathrm{i}\mathrm{k}\mathrm{e}1\mathrm{i}\mathrm{h}\mathrm{o}0\mathrm{d}\cross \mathrm{P}\mathrm{r}\mathrm{i}_{\mathrm{o}\mathrm{r}}}{\mathrm{E}\mathrm{v}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}}$
level $H$ :
Level 1. $w_{h\Gamma P}:=argmi7$) $M(w)$
Level 2. $( \alpha_{MP}, \beta_{Mp}):=ar\cdot g\max P(D|\alpha, \beta, \mathcal{H})$
Level 3. $\mathcal{H}:=arg$ m.ax $P(D|\mathcal{H})$
Level 1 Conjugate Gradlent Level 2
$\log^{p}(D|\alpha, \theta, \mathcal{H})$ 2 :
$\log P(D|\alpha, \theta, \mathcal{H})\approx\frac{N}{2}\log\frac{\beta}{2\pi}-/\mathit{3}E^{M})f-P\sum_{/(}.\alpha E_{1}.\backslash \ell p-\underline{\frac{1}{9}}\log\det A+\sum gV_{g}\frac{k_{g}}{2}\log\alpha_{g}(/$ (3.5)
$MP$ (1) $w_{\Lambda\prime IP}$ $A$ $M$ Hessian :
$A:= \nabla\nabla M=\nabla\nabla\{\mathfrak{i}.,E_{D}+\sum_{\prime\prime}.\alpha gV_{g}E\iota\}$
$w_{\mathrm{A}!fr}$’





$\frac{1}{\prod_{g}(\frac{\mathit{2}\pi}{\alpha_{g}})^{-}2k_{\mathit{4}}}.\exp(-\sum_{g}\alpha ggE_{\mathrm{t}\iota^{\gamma)\frac{(2\pi)^{\frac{\Lambda}{2}}}{\sqrt{\det A}}}}=\mathrm{O}\mathrm{C}\mathrm{c}\mathrm{a}\mathrm{i}\mathrm{n}$ factor ( )
37
$\{y\iota\}_{t=}^{N}\iota$ information gain prior $\{\alpha_{g}\}$
posterior $\sqrt{\det A}$ Occam factor
(3.5) }9 1 3 –
4 $\beta_{MP}$ 32 3 $\log P(D|\alpha_{M}p, \mathit{0}, \mathcal{H})$
$\beta_{MP}$ Occam Hill
$\alpha_{g}$
















$S.\angle\iota \mathrm{o}\mathrm{g}t’(D|\alpha_{MP}, /j, \hslash)\mathrm{V}.\mathrm{S}$ . if
(3.5) $\alpha,$ $\beta$ gradient :
$\frac{\partial}{\partial\alpha_{g}}\log P(D|\alpha, \beta, \mathcal{H})\approx-E_{Wg}+\frac{1}{2\alpha_{g}}(k_{g}-\alpha.\mathrm{T}\mathrm{r}A-\rceil I(J.q)$ 3.6)





1, $i=j,$ $w_{i}\in \mathrm{G}\mathrm{r}011\mathrm{P}g$
$0$ , otherwise
Level 3 2 :
$\log P(D|\mathcal{H})$ $\approx$ $\frac{N}{2}\log\frac{\beta^{MP}}{2\pi}-\beta MPE_{D}^{MP}-\sum_{\mathit{9}}\alpha_{g}^{M}E_{W}PMPg-\frac{1}{2}\log\det A+\sum\frac{\lambda^{\wedge},g}{2}\log g\alpha_{g}MP$




$P(D| \alpha, \beta, \mathcal{H})=\frac{1}{(\frac{2\pi}{\beta})^{\frac{N}{2}}\prod_{J^{=}}G1(\frac{2\pi}{\alpha_{g}})2\mathit{4}\underline{k}}.\int\exp(-M(w))dw$
38




$(3.6),(3.7\rangle$ (3.5) $\alpha_{g}$ $\beta$ (3.6) 1 (3.5) 2
(3.6) 2 (3.5) 5 $\alpha_{g}$ (3.5) 3
$\frac{\partial}{\partial\alpha_{g}}(-\frac{1}{2}\log\det A)=-\underline{\frac{1}{?}}\frac{\partial}{\partial\alpha_{J(}}$Tr $\log A$
$=- \frac{1}{2}\mathrm{T}\mathrm{r}(A^{-}1\frac{\partial A}{\partial\alpha_{g}})=-\frac{1}{2}\mathrm{T}\mathrm{r}(A^{-1}I_{g})$
(3.6) 3 (3.7) (3.8) $\alpha,$ $\theta$ Hessian
4
4.1 ASHRAE Time Series Prediction
ASHRAE
– 1 ( ) ( )
1 ( )
$\text{ }$
$x_{t}:=$ $($ $)_{t}\in \mathrm{R}^{5}$
$\tau\iota_{t}:=$ $($ $\mathit{9}t)_{t}\in \mathrm{R}^{n}$
$g_{t}$ ( ) data $D:=\{x_{t}:ut\}_{t}$
$f(x_{\iota\cdot i}, \prime u)$ +1 $=f(x_{t};u\iota)$
$x_{t}=f(u_{t})$
41(a), (b) WBE ( ) $\text{ }$ CWE ( ) $\text{ }$ HWE ( )
$-$ $[0,1]$ $\mathrm{m}\mathrm{o}\mathrm{v}\mathrm{i}_{1\iota \mathrm{g}}$ average
trend 3 feedforward neural net ($\mathrm{t}_{c/}$.
$\mathrm{w}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}_{\text{ }}$ bia8 $\{p_{i}\}_{i}^{H}=1’ q$ $\alpha_{g}$ 41(c), (d)
Coefficient of Variation of the Root Mean Square
Error (CV-RMSE) Mean Bias Error :
$\mathrm{C}\mathrm{V}-\mathrm{R}\mathrm{M}\mathrm{S}\mathrm{E}[\%]=\frac{\sqrt{\frac{\sum_{\iota=1}^{n}(y_{pr}ed\cdot-yda\iota a1)2}{n-1}}}{\overline{y}_{data}}\cross 100$
, $\mathrm{M}\mathrm{B}\mathrm{E}[\Psi_{0}]=\frac{\frac{\sum_{i=1}^{n}(ypr\Gamma\cdot(i^{-}ydata,i)}{\gamma \mathrm{t}-\rceil}}{\overline{y}_{C}\prime_{\mathrm{t}\prime}\iota_{a}}\cross 100$
$ydata,i$ $y_{p_{\Gamma e}d,i}$. $\overline{y}_{data}$ data
set $y_{data},i$ $n$ data set data [11]
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$(r.\sigma, b)=(28,10,8/3)$ 4 Range-Kutta 0.001
$x$ 0.02 1000 ( 4.2) delay coordinate system
$(_{X_{\mathrm{f}},x}\iota-\tau’\cdots, .\mathrm{i},\cdot-\mathrm{t}m+1)\mathcal{T})$
3 feedforward neural net
$x_{t+\mathcal{T}}=f(w;x1, xt--, \cdots, xt-(\gamma \mathrm{n}+\mathrm{j})\tau)$
$(r, \sigma, b)=(28,10,8/3)$ Lorenz
40
(i). 1-step : $xt,$ $xt-\tau’\cdots,$ $x_{t(1}-m+$ ) $\tau$ $x_{t+\mathcal{T}}$




$3$ Takens $2d+1$ $n$’
$m<2d+1$ delay coordinate $\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t}_{3}\mathrm{p}\mathrm{m}$
43 $-P\alpha_{1},$ $\alpha_{2},$ $\alpha_{3}$ $xt,$ $xt-\tau\cdot xt-2\mathcal{T}$ $\alpha_{4}$ l
$\alpha_{5}$ bias










44 $H$ Evidence for model
41
44 $\log P(D|\mathcal{H})$ $H$ long start weight 0.1
short start weight 0.05
10 Evidence most probalAe 45
3 “neura net Lorenz” ( ) Runge-Kutta ( )
( $\mathrm{K}=250$ step) Evidence
(a) 250 step (Hidden 4, Evidence $=$ 4585)
(b) 250 step (Hidden 10, Evidence $=$ 5179)
(c) 250 step (Hidden 14, Evidence $=$ 4337)
45 (250 step)
42














(a) Original Lorenz $( \sigma,r.b)=(10,28, \frac{8}{3})$ , (1) $)$ Neural Network Lorenz $(\mathrm{H}=10)$ ,





neural net Lorenz 2 original Lorenz .\tilde ’
$:=$ $F(w;.1^{\cdot}1\cdot xt-\mathcal{T}’ l_{\}-}:.2\tau)$ (4.1)









Lorenz z-symmetric Neural Network Lorenz (4.1)
$F(w;-x_{t}, -x_{t}-\tau’-X|.-2\mathcal{T})\neq F(w;x_{t}, x_{t\mathcal{T}}-, X_{i2}-\tau)$
$\mathrm{z}$-symmetric $F(w;x_{l}.xt-\tau’ x|.-2_{\mathcal{T}})$





Maximum Evidence ASHRAE tiine
series data Lorenz
1. Nonautonomous dynamics
2. $w,$ $\alpha.\beta$ prior
3. noisy Lorenz data
4. delayed coordinate system $7n$ evidence
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