Time Series untuk Peramalan Konsumsi Listrik Menggunakan Metode Support Vector Machine (SVM) by Puspita, Verlly et al.
 
 
   
 
Prosiding Annual Research Seminar 2017 
Computer Science and ICT 
ISBN : 979-587-705-4 
Vol. 3 No. 1 
261 
Time Series untuk Peramalan Konsumsi 
Listrik Menggunakan Metode Support Vector 
Machine (SVM) 
 
Verlly Puspita 
Fakultas Ilmu Komputer 
Magister Teknik Informatika 
Palembang, Indonesia 
verllyp@gmail.com 
 
Dr. Ermatita, M.Kom 
Fakultas Ilmu Komputer 
Magister Teknik Informatika 
Palembang, Indonesia 
ermatitaz@gmail.com 
 
Dwi Meylitasari Br.Tarigan 
Fakultas Ilmu Komputer 
Magister Teknik informatika 
Palembang, Indonesia 
dwimeylitasaritarigan@gmail.com
 
Abstract Peramalan konsumsi listrik dianggap sebagai 
salah satu aspek terpenting dalam pengelolaan sistem 
tenaga listrik. Permasalahan untuk mendapatkan 
metode yang andal dalam peramalan konsumsi listrik 
telah banyak dibahas oleh penelitian sebelumnya. Salah 
satu metode peramalan adalah time series. Time series 
merupakan serangkaian data yang dikumpulkan secara 
berurutan. Data time series akan dianalisis tren dan 
pola musimannya untuk mengetahui apakah data 
tersebut bersifat linier atau nonlinier. Permasalahan 
dalam data nonlinier adalah overfitting dan local 
minimum.  Sehingga pada penelitian ini akan 
mengusulkan metode Support Vector Machine (SVM) 
untuk peramalan time series dengan menggunakan 
kernel Radial Basis Function (RBF). 
Keywords Time Series, Support Vector Machine, 
Peramalan Konsumsi Listrik, Radial Basis Function 
(RBF).  
I.  PENDAHULUAN 
Peramalan konsumsi listrik diperlukan untuk 
mengelola power system secara efektif agar dapat 
memenuhi permintaan daya yang semakin meningkat. 
Secara jangka panjang, perusahaan listrik akan 
memerlukan perkiraan konsumsi daya dalam kurun 
waktu 10 atau 20 tahun ke depan untuk merencanakan 
kegiatan perusahaan di masa mendatang, seperti 
membangun pembangkit listrik yang memadai 
,memperbaiki jaringan transmisi dan distribusi tenaga 
listrik. Secara jangka pendek, peramalan diperlukan 
untuk melakukan operasi sehari-hari seperti komitmen 
unit, penjadwalan transfer energi dan pengiriman 
beban [1]. Oleh karena itu, prediksi konsumsi listrik 
yang akurat sangat penting. Pengoperasian sistem 
perusahaan listrik bergantung pada keakurasian 
metode peramalan beban listrik jangka pendek, salah 
satu metode yang digunakan dalam peramalan jangka 
pendek adalah time series [2]. 
Time series merupakan serangkaian data 
yang dikumpulkan secara berurutan. Hal ini berguna 
untuk membuat keputusan dengan menemukan cara 
yang efektif atau mengeksplorasi pengetahuan 
berharga yang tersembunyi di dalam data [3]. Data 
time series terdiri dari empat komponen: tren, efek 
musiman, siklis dan efek tidak beraturan [4]. Analisis 
time series menggunakan teknik peramalan untuk 
mengidentifikasi model dari data sebelumnya, dengan 
asumsi bahwa informasi sekarang juga akan terjadi di 
masa depan, maka kita dapat meramalkan kejadian 
masa depan dari data yang didapat pada saat ini. 
Pemodelan dan peramalan time series telah banyak 
diterapkan dan diusulkan pada berbagai bidang untuk 
meningkatkan akurasi dan efesiensi peramalan, seperti 
memprediksi penyakit menular dan cuaca [5], solar 
power [6], dan mendeteksi pencurian listrik [7]. 
Data time series dalam memprediksi 
konsumsi listrik pernah diterapkan dengan 
menggunakan metode K-means [8], K-means dan 
FCM-based [9] dan Polynomial-Fourier series model 
(P-FS) [10]. Dalam penelitian tersebut menjelaskan 
bahwa penggunaan metode K-means dapat 
menentukan pola terbaik, tetapi ketika 
mengelompokan banyak data akan terdapat duplicate 
cluster. Begitu juga dengan model P-FS yang tidak 
dapat menampung banyak informasi yang memiliki 
perbedaan struktur data. Gonzalez dan Zamarreno 
[11] memprediksi beban listrik jangka pendek dengan 
menggunakan metode feedback jaringan saraf tiruan. 
Kesalahan prediksi sehubungan dengan hasil keluaran 
digunakan untuk melatih jaringan. Model ini 
menghasilkan maximum Mean Absolute Percentage 
Error (MAPE) sebesar 2,88.  Metode lainya yang 
berpotensi dalam peramalan atau prediksi adalah 
Support Vector Machine (SVM).  
SVM telah terbukti mampu mengatasi 
masalah overfittinng, sehingga dapat mencapai kinerja 
generalisasi yang tinggi dalam memecahkan berbagai 
masalah peramalan time series [12]. Selain itu, 
kelebihan dari penggunaan SVM [13] dibandingkan 
dengan metode peramalan lain seperti Artificial 
Neural Network (ANN) adalah dapat menangani 
besarnya jenis sampel data dan menghindari local 
minimum. Dalam pemodelan SVM, cukup penting 
dalam pemilihan fungsi kernel yang cocok untuk 
menentukan kinerja prediksi time series. Kernel 
Radial Basis Function (RBF) diketahui berhasil 
dengan baik dalam berbagai masalah karena efektif 
memetakan data ke ruang fitur infinite-dimensional 
[14]. Model non-linier kernel (RBF) lebih baik jika 
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ketergantungan antara data dulu dan data sekarang 
bersifat non-linier [15].  
Karena pendekatan time series bagus untuk 
mengatasi faktor linier dan Support Vector Machine 
(SVM) dengan kernel Radial Basis Function (RBF) 
mampu dalam pemodelan nonlinier, maka penelitian 
ini akan mencoba menggabungkan kedua pendekatan 
tersebut. Tujuan utama dari penelitian ini adalah 
untuk menunjukan bagaimana Support Vector 
Machine dapat digunakan dalam time series agar 
menghasilkan peramalan konsumsi listrik dan 
meningkatkan keakuratan peramalan tersebut. 
 
II. TINJAUAN PUSTAKA 
Banyak penelitian mengenai konsumsi 
listrik. Zhao dan Magoules mengulas tentang prediksi 
konsumsi listrik pada bangunan menggunakan metode 
keahlian teknik, metode statistik time series, dan 
metode artifisial [16]. Sandel dan kawan-kawan 
menggunakan metode regresi untuk memprediksi 
konsumsi listrik satu hari kedepan di gedung-gedung 
perkantoran [17]. Fumo dan Biswas menerapkan 
analisi regresi single, multiple dan quadratic untuk 
memprediksi konsumsi energy per jam dan per hari 
dengan menggunakan data riwayat konsumsi energi 
dan parameter cuaca sebagai inputan [18]. 
Time series adalah serangkaian data 
pengamatan yang terjadi berdasarkan urutan waktu, 
dimana data tersebut akan dianalisa untuk prediksi 
atau mengontrol suatu sistem. Berbagai model time 
series seperti ARIMA dan SARIMA telah 
dikembangkan selama bertahun-tahun. Model 
ARIMA yang dirancang oleh Box dan Jenkins [19] 
merupakan model yang paling sering digunakan dan 
alat statistik yang efektif untuk peramalan time series 
[20]. Secara khusus, ARIMA menggabungkan tiga 
proses, yaitu autoregressive (AR) sebagai fungsi 
linier, moving average (MA) sebagai fungsi linier 
berdasarkan kombinasi kesalahan linier dan integrated 
(I) sebagai rata-rata variasi dari data konstan. 
Aplikasi non-linier pada teknik machine 
learning (pembelajaran mesin) guna memprediksi 
konsumsi energi dan mengoptimalkan model 
Artificial Neural Network (ANN) telah diusulkan oleh 
Lee dan kawan-kawan untuk memprediksi konsumsi 
listrik per jam pada sebuah bangunan. Metode hybrid 
linier dan non linier juga telah digunakan untuk 
peramalan data time series [21]. Misalnya, Khashei 
dan Bijair mengusulkan sebuah model ANN-ARIMA 
untuk peramalan time series [22]. Dalam 
penelitiannya, model ARIMA digunakan untuk 
mengidentifikasi dan memperbesar struktur linier 
pada data, sedangkan model ANN digunakan untuk 
menangkap komponen non-linier dari data. Hasil 
penelitiannya dijelaskan bahwa model hybrid ini 
memerlukan data yang cukup banyak agar 
memberikan proses pemodelan yang efektif. Selain 
itu, model ANN memiliki beberapa masalah dalam 
mengendalikan berbagai parameter dan overfitting. 
Metode pembelajaran mesin lain untuk 
meningkatkan akurasi prediksi dan sekaligus untuk 
menghindari data yang overfitting adalah metode 
Support Vector Machine (SVM). Tujuan awal dari 
SVM adalah untuk menyelesaikan masalah dalam 
mengklasifikasikan pola, akan tetapi akhir-akhir ini 
SVM diterapkan secara luas pada bidang lain seperti 
estimasi fungsi, image classification dan prediksi data 
time series [23, 24,25]. Karakteristik SVM tidak 
hanya diperuntukan agar proses klasifikasi menjadi 
lebih baik, tetapi juga agar menghasilkan generalisasi 
yang baik dari data pelatihan [26]. Ide dasar SVM 
adalah berusaha menemukan hyperlane (pemisah) 
terbaik pada input space untuk memisahkan dua kelas. 
Hyperplane yang terbaik dicapai dengan 
memaksimalkan nilai margin, posisi ini tercapai jika 
hyperplane terletak tepat di tengah memisahkan dua 
kelas. SVM pada prinsipnya adalah linear classifier, 
tetapi SVM bisa juga dipakai untuk masalah non 
linear dengan menggunakan dua tahap. Pertama data 
diproyeksikan ke ruang vektor baru berdimensi tinggi 
hingga data itu dapat terpisah secara linier, 
selanjutnya di dimensi tersebut, SVM mencari 
hyperplane optimal dengan cara yang sama seperti 
yang telah disebutkan sebelumnya [27].  
 
III. PENGAJUAN METODOLOGI 
A. Konsep dasar Support Vector Machine 
SVM menggunakan model linier untuk mencari 
hyperplane terbaik sebagai pemisah dua buah kelas 
pada vector input. Hyperplane terbaik dapat 
ditentukan dengan menghitung nilai margin 
hyperplane. Margin adalah jarak antara hyperplane 
dengan pattern terdekat dari masing-masing kelas. 
Pattern yang paling dekat dengan margin maksimum 
hyperplane inilah yang disebut dengan support vector. 
Jika kedua kelas -1 dan +1 dan hyperlane berdimensi 
 didefinisikan sebagai:   
 
              
Pattern  pada sampel negative (-1) dan positif 
(+1)  dapat dirumuskan: 
 
Pemograman kuadratik digunakan untuk mencari 
nilai margin terbesar, yaitu  dengan mencari titik 
minimal. 
Dengan menggunakan pengali Lagrange maka 
bentuk primal pemograman kuadratik dapat diubah 
menjadi bentuk dual dengan persamaan sebagai 
berikut: 
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Dimana  dan  adalah Lagrange 
multipliers yang bernilai 0 atau positif. Nilai optimal 
dari persamaan diatas dapat dihitung dengan 
meminimalkan  terhadap dan memaksimalkan  
terhadap . Data yang berkorelasi dengan  positif 
disebut dengan support vector.   
 
 
Gambar 1. Konsep Support Vector Machine (SVM) 
 
B. Fungsi Kernel  
Masalah yang sering terjadi pada perhitungan 
menggunakan SVM adalah mengenai kompleksitas 
klasifikasi yang tinggi bersifat non-linier apabila 
dibutuhkan sejumlah besar support vector. Masalah 
ini diatasi dengan menggunakan fungsi kernel. Fungsi 
kernel yang digunakan adalah Radial Basis Function 
(RBF). Kernel RBF secara nonlinear memetakan 
sampel ke dalam ruang dimensi yang lebih tinggi, jadi 
tidak seperti kernel linier, RBF dapat menangani 
kasus ketika relasi antara label dan atribut kelas tidak 
linier. Selain itu, RBF memiliki sedikit kesulitan 
secara numerik yang mana intinya hanya 
. Berikut fungsi persamaan RBF : 
 
Dimana  adalah support vector dan  adalah 
parameter gamma. 
 
C. SVM  pada Time Series 
 
 
Gambar 2. Metodologi Penelitian 
Penelitian ini akan menggunakan data set. 
Selanjutnya data di preprocessing untuk 
menghilangkan data yang duplikat dan noise data. 
Dari data tersebut akan di analis tren atau pola 
musiman dari data set time series. Setelah mengetahui 
tren, akan diketahui nantinya data tersebut bersifat 
linier atau non-linier. Data akan dibagi menjadi data 
training (latih) dan data testing (pengujian). SVM 
model dirancang dan untuk data non-linier 
menggunakan persamaan kernel Radial Basis 
Function (RBF). Terakhir, hasil akan di analisis 
performansi dan akurasinya dengan memperhatikan 
Mean Absolute Error (MAE) dan Mean Square Error 
(MSE). Dari hasil analisis, akan diketahui prediksi 
konsumsi listrik. 
 
D. Kriteria Performansi 
Tingkat keakuratan model peramalan diukur 
dengan menggunakan Mean Squared Error (MSE) dan 
Mean Absolute Error (MAE). Nilai MAE 
menampilkan rata-rata kesalahan (error) absolut 
antara nilai sebenarnya dengan hasil yang sebenarnya. 
Sedangkan nilai MSE memprestasikan varian 
ditambah dengan kuadrat bias dari suatu model. MAE 
menggunakan persamaan sebagai berikut: 
 
               
Dimana  adalah jumlah data,   adalah nilai hasil 
peramalan dan  adalah nilai sebenarnya. MAE 
secara intuitif menghitung rata  rata error dengan 
memberikan bobot yang sama untuk seluruh data 
 Sedangkan MSE menggunakan 
persamaan sebagai berikut: 
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Semakin kecil nilai MSE dan MAE, semakin 
dekat nilai time series yang diprediksi dengan nilai 
sebenarnya. 
KESIMPULAN 
Penelitian ini mengajukan metode Support Vector 
Machine (SVM) untuk peramalan time series pada 
konsumsi listrik. Metode ini diajukan karena menurut 
penelitian sebelumnya, SVM terbukti mampu 
mengatasi masalah overfittinng, sehingga dapat 
mencapai kinerja generalisasi yang tinggi dalam 
memecahkan berbagai masalah peramalan time series. 
Selain itu, dataset akan diproses menggunakan 
algoritma nonlinier, sehingga akan diterapkan kernel 
Radial Basis Function (RBF) pada SVM. Tingkat 
keakuratan model peramalan diukur dengan 
menggunakan Mean Squared Error (MSE) dan Mean 
Absolute Error (MAE). 
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