On a discrete risk model with two-sided jumps  by Yang, Hu & Zhang, Zhimin
Journal of Computational and Applied Mathematics 234 (2010) 835–844
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
On a discrete risk model with two-sided jumps
Hu Yang, Zhimin Zhang ∗
Department of Statistics and Actuarial Science, Chongqing University, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 5 April 2009
Received in revised form 7 December 2009
MSC:
91B30
Keywords:
Discrete renewal risk model
Discrete phase-type distribution
Discounted penalty function
Generating function
Recursive formula
a b s t r a c t
In this paper, we consider a discrete renewal risk model with phase-type interarrival
times and two-sided jumps. In this model, downward jumps represent claim loss, while
upward jumps are also allowed to represent random gains. Assume that the downward
jumps have an arbitrary probability function and the upward jumps have a rational
probability generating function. We study the (Gerber–Shiu) discounted penalty function.
The generating function, the recursive formula as well as an explicit expression for the
discounted penalty function are obtained.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The compound binomial riskmodel was first proposed in [1]. Since then, the discrete time riskmodel has received a lot of
attention (see e.g. [2–5] and references therein). Li [6,7] extended the compound binomial risk model to a class of renewal
risk models and studied the ruin problems by analyzing the discounted penalty function. Yang et al. [8] studied the ruin
problems in a discrete Markov risk model. We note that a common assumption in the study of the discrete time risk model
is the unit premium rate, i.e., the premium income in each time period is 1. However, under such assumption, the derivation
of various risk measures cannot be extended to a model with arbitrary constant premium rate by the time transformation
as in the continuous time risk model. For this reason, Landriault [9] assumed that the premium rate is a positive integer c ,
and proposed a generalized discounted penalty function.
Sometimes, the insurance company may have occasional capital restockings of random size to make the business
more robust. It may also have lump sums of income. For example, collection of plane and ship insurances which are not
deterministic might be expected to have a significant impact on the premium income. Thus, it is natural to extend the risk
model by introducing the random upward jumps.
Recently, the risk model with two-sided jumps has become a hot topic in ruin theory. In such models, the downward
jumps can be interpreted as the claim sizes and the upward jumps can represent the random gains of the company. For
example, Jacobsen [10] considered a Markov additive risk model and studied the joint Laplace transform of two key ruin
quantities in ruin theory, i.e., the time to ruin and the undershoot at ruin; Chen et al. [11] analyzed the expected discounted
penalty function in a jump-diffusion risk model with two-sided jumps; Xing et al. [12] considered a perturbed compound
Poisson riskmodelwith two-sided jumps and obtained the Laplace transforms of the time to ruin and the deficit at ruin; Yang
and Zhang [13] studied the expected discounted penalty function in a compound Poisson risk model under the assumption
that the upward jumps are Coxian distributed.
In parallel with the continuous time risk model, we consider a discrete time risk model with two-sided jumps in this
paper. In order to make the model mathematically tractable, we assume that:
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1. The probability function (p.f.) of the interarrival times is of discrete phase-type.
2. The probability generating function (p.g.f.) of the upward jumps has a rational form (i.e., a ratio of two polynomials).
We remark that the above two assumptions are not very restrict to model the surplus process.
Phase-type distribution is one of the most important distributions in applied probability field which strikes a good
balance between generality and tractability. There are many reasons for us to consider the phase-type distribution. For
example:
1. Any distribution onR+ (orN+) can be approximated arbitrarilywell by a continuous (or discrete) phase-type distribution
in the sense of weak convergence.
2. It is closed under certain operations such as convolution and convex mixture.
3. It provides a good framework to demonstrate how to extend many simple results on exponential (or geometric)
distributions to more complex models without loss of computational tractability.
Good text books on phase-type distribution are [14,15], while its applications to ruin theory can be found in [16,17]. Phase-
type distribution is often used to characterize the interclaim times and claim sizes. For the class of Sparre Andersen risk
models with phase-type interclaim times, we refer to [18–20] for (generalized) Erlang distributions (special cases of phase-
type family), and [21,22] for general phase-type distributions. While for risk models with phase-type claim sizes, we refer
to [16,17,23,24]. In particular, it is well known that the excellent formulas for the probability of ruin and the distribution
of the deficit at ruin can be obtained for renewal risk models with phase-type claim sizes (see [25]). However, we note
that much attention of the above references concerns the applications of continuous phase-type distribution. In this paper,
we will study a discrete phase-type renewal risk model which fills a gap of applications of phase-type distribution in ruin
theory. Although Li [6] considered a discrete renewal risk model with a more general interclaim distribution, only the unit
premium rate and the downward jumps were considered.
As for the upward jumps, we assume that they have a rational p.g.f.. Note that such class of distributions includes the
truncated geometric, truncated negative binomial, as well as convolution andmixture of them as special cases. Furthermore,
it is not only mathematically tractable but also dense in the class of distributions on N+ in the sense of weak convergence.
For its applications in ruin theory, we refer to [6,7].
The rest of this paper is organized as follows. In Section 2, we describe themodel and give some notations. Assuming that
the p.f. of the downward jumps is arbitrary, we obtain the generating function and the recursive formula for the discounted
penalty function in Sections 3 and 4, respectively. Finally, when the p.g.f. of the downward jumps also belongs to the rational
family, the explicit expression for the discounted penalty function is given in Section 5.
2. The model and notation
Consider the following discrete time risk model
U(t) = u+ ct −
N(t)∑
i=1
Xi, t = 0, 1, 2, . . . , (2.1)
where u ∈ N is the initial surplus and c ∈ N+ is the premium rate. {Xi, i = 1, 2, . . .} is an independent and identically
distributed (i.i.d.) sequence of nonzero integer-valued random variables (r.v.’s) distributed like a generic variable X with
p.f. f (x) = P(X = x) and mean µ. Suppose that X assumes value from both positive and negative integer number sets,
where the positive value represents the claim amount, while the negative value is interpreted as the gain of the insurance
company. The counting process {N(t) : t = 0, 1, 2, . . .} denoting the total number of claims and random gains up to time
t is defined as N(t) = sup{n : V1 + V2 + · · · + Vn ≤ t} (with sup{∅} = 0), where the interarrival times Vi’s are assumed
to be i.i.d. strictly positive integer-valued r.v.’s distributed like a generic variable V with common p.f. fV (x) = P(V = x) and
mean µV . Finally, it is assumed that {Xi} and {Vi} are mutually independent.
In most references on the discrete time risk model, the interarrival time p.f. fV is assumed to be a truncated geometric
distribution, and this assumption leads to the compound binomial risk model. To study a more general class of discrete
renewal risk models, we assume that fV is a discrete phase-type p.f.. The interarrival time V corresponds to the time to
absorption in a terminating homogeneousMarkov chain {Jn, n = 0, 1, 2, . . .}with state space E = {1, 2, . . . ,M+1}, where
1, . . . ,M are transient states andM + 1 is the absorption state. Let T be the matrix (or vector) transpose operator and E1 be
a column vector of ones with appropriate length.
The transition probability matrix of {Jn} is of the form[
Q Eq
0 1
]
,
where Q = (qij)Mi,j=1, Eq = (q1,M+1, q2,M+1, . . . , qM,M+1)T , qij ≥ 0 (i = 1, . . . ,M and j = 1, . . . ,M + 1) and Eq + QE1 = E1.
Let α = (α1, α2, . . . , αM) be a probability row vector which specifies the probability mass distribution of the initial state of
{Jn}. Then we have
fV (x) = αQx−1Eq, x = 1, 2, . . . , (2.2)
H. Yang, Z. Zhang / Journal of Computational and Applied Mathematics 234 (2010) 835–844 837
and
fˆV (s) = sα(I− sQ)−1Eq = α
[
s−1I− Q]−1 Eq. (2.3)
We call (α,Q) the phase-type representation for fV . In the rest of this paper, we will denote the (probability) generating
function of a function by adding a hat on the corresponding letter.
Let λ1, λ2, . . . , λn be distinct eigenvalues of Qwith multiplicity k1, k2, . . . , kn, then (2.3) can be rewritten as
fˆV (s) =
n∑
i=1
ki∑
j=1
sjaij
(1− sλi)j , (2.4)
where aij’s are real constants,
∑n
i=1 ki = M , 0 < |λi| < 1 for i = 1, 2, . . . , n. Furthermore, we assume throughout this
paper that aiki 6= 0, which implies that (α,Q) is the minimal representation for fV . It is readily seen that the right hand side
of (2.4) is analytic for all s except the poles 1/λi’s. Hence, fˆV (s) can be extended to the whole complex plane except 1/λi’s;
this extension will also be denoted by fˆV (s).
As for the p.f. f , it can be expressed in the following form
f (x) = p+f+(x)I(x ∈ N+)+ p−f−(−x)I(−x ∈ N+), (2.5)
where 0 < p+, p− < 1, p+ + p− = 1, f+, f− are two p.f.’s defined on N+ and I(·) is an indicator function. Here f+ and f− are
respectively the p.f.’s of the claim sizes and the random gains. In fact, the symbol ‘‘+’’ indicates that X is positive, while the
symbol ‘‘−’’ indicates that X is negative.
In this paper, we assume that f+ is arbitrary, while f− has p.g.f. of the following form
fˆ−(s) =
m∑
k=1
θk
nk∏
j=1
s(1− νkj)
1− sνkj , (2.6)
where m, nk ∈ N+,∑mk=1 θk = 1, 0 < |νkj| < 1. For j = 1, 2, . . . , nk, let ηkj(x) = (1 − νkj)νx−1kj (x ∈ N+). Then inverting
(2.6) gives
f−(x) =
m∑
k=1
θkηk1 ∗ · · · ∗ ηknk(x), (2.7)
where ∗ is the convolution operator. The following remark shows that (2.6) is a general expression for the rational family.
Remark. Consider a p.f. p supported onN+. If its p.g.f. pˆ(s) belongs to the rational family, then pˆ(s)must be of the following
form
pˆ(s) = sb(s)n∏
i=1
(1− sαi)ri
, (2.8)
where n, ri ∈ N+, |αi| < 1 for i = 1, . . . , n and b(s) is a polynomial of degree∑ni=1 ri − 1 satisfying b(1) = ∏ni=1(1− αi)ri
(see [6]). For s 6= 0, dividing both the numerator and the denominator of (2.8) by s∑ni=1 ri gives
pˆ(s) = b(s)/s
n∑
i=1
ri−1
n∏
i=1
(s−1 − αi)ri
. (2.9)
Since b(s)/s
∑n
i=1 ri−1 and
∏n
i=1(s−1− αi)ri are respectively polynomial functions of s−1 with degree
∑n
i=1 ri− 1 (or less) and∑n
i=1 ri, we can obtain by partial fraction
pˆ(s) =
n∑
i=1
ri∑
j=1
cij
(
1− αi
s−1 − αi
)j
, (2.10)
where cij’s are constants satisfying
∑n
i=1
∑ri
j=1 cij = 1. Obviously, the right hand sides of (2.6) and (2.10) have the same form.
Thus, (2.6) can also be seen as the general expression for the rational family. 
We remark that fˆ−(s) can be extended to the whole complex plane except the poles 1/νkj’s; such analytic extension will
also be denoted by fˆ−(s).
Let τ = inf{t : U(t) < 0} be the ruin time with τ = ∞ if U(t) ≥ 0 for all t ∈ N. The ruin probability w.r.t. the initial
surplus u is defined as
ψ(u) = P(τ <∞|U(0) = u).
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To guarantee that ruin is not a certain event, we assume throughout this paper that the following net profit condition holds:
cµV + p−µ− > p+µ+, (2.11)
where µ+, µ− are means of the claim sizes and the random gains, respectively.
Besides the ruin time τ , two other ruin related quantities of interest in the actuarial literature are the surplus immediately
before ruin, U(τ − 1), and the deficit at ruin, |U(τ )|. In order to study these three quantities effectively, we introduce the
well-known discounted penalty function. Letw(x1, x2), x1 ∈ N, x2 ∈ N+, be a nonnegative-valuedmeasurable function. The
discounted penalty function w.r.t. the initial surplus u is defined as
φ(u) = E[vτw(U(τ − 1), |U(τ )|)I(τ <∞)|U(0) = u], u ∈ N, (2.12)
where 0 < v ≤ 1 is a discount factor. Obviously, when v = 1 and w ≡ 1, φ(u) reduces to ψ(u). Assume throughout this
paper that the penalty functionw is bounded, thenmany ruin functions of interest can be obtained from this class of penalty
functions.
The discounted penalty function was originally proposed in [26] to analyze the ruin problems in the compound Poisson
risk model. Since then, it has become an effective tool and widely used to study ruin related quantities in ruin theory. In the
rest of this paper, we will focus on the evaluation of φ(u) in the discrete renewal risk model with two-sided jumps.
3. Generating function for φ(u)
In this section, we derive the generating function for the discounted penalty function. Given an initial Markov state
J0 = i(i = 1, 2, . . . ,M), we define
φi(u) = E[vτw(U(τ − 1), |U(τ )|)I(τ <∞)|U(0) = u, J0 = i], u ∈ N, (3.1)
then φ(u) = αEφ(u), where Eφ(u) = (φ1(u), φ2(u), . . . , φM(u))T .
Now we consider φi(u). By conditioning on whether a random jump occurs in the first time period, we obtain
φi(u) =
M∑
j=1
qijvφj(u+ c)+ qi,M+1p+v
M∑
j=1
αj
[
u+c∑
x=1
φj(u+ c − x)f+(x)+ ω(u)
]
+ qi,M+1p−v
M∑
j=1
αj
∞∑
x=1
φj(u+ c + x)f−(x), (3.2)
where ω(u) =∑∞x=u+c+1w(u, x− u− c)f+(x). Recalling formula (2.7), we have
∞∑
x=1
φj(u+ c + x)f−(x) =
m∑
k=1
θk
∞∑
x=1
φj(u+ c + x)[ηk1 ∗ · · · ∗ ηknk(s)]
=
m∑
k=1
θkAkj(u+ c),
where Akj(u) =∑∞x=1 φj(u+ x)[ηk1 ∗ · · · ∗ ηknk(x)].
Multiplying both sides of (3.2) by su+c and then summing over u from 0 to∞, we obtain
sc φˆi(s) =
M∑
j=1
qijv
[
φˆj(s)−
c−1∑
u=0
suφj(u)
]
+ qi,M+1p+v
M∑
j=1
αj
[
φj(s)fˆ+(s)+ scωˆ(s)−
c−1∑
u=0
su
u∑
x=1
φj(u− x)f+(x)
]
+ qi,M+1p−v
M∑
j=1
m∑
k=1
αjθk
[
Aˆkj(s)−
c−1∑
u=0
suAkj(u)
]
. (3.3)
To continue, we first need to determine Aˆkj(s) in (3.3). The following result gives a connection between Aˆkj(s) and φˆj(s).
Lemma 1. There exists a polynomial function, say lkj,nk−1(s), of degree nk − 1, such that for all s inside the unit circle except the
poles νki’s,
Aˆkj(s) =
nk∏
i=1
1− νki
s− νki φˆj(s)+
lkj,nk−1(s)
nk∏
i=1
(s− νki)
. (3.4)
Proof. Let Zki (i = 1, . . . , nk) be an integer-valued r.v. with p.f. ηki and assume that Zk1, . . . , Zknk are mutually independent.
Then the sum Zk1 + · · · + Zknk is distributed with p.f. ηk1 ∗ · · · ∗ ηknk . Let Akj0(u) = φj(u), and Akj,i+1(u) = E[Akji(u+ Zk,i+1)]
for i = 0, 1, . . . , nk − 1. Then we have Akjnk(u) = Akj(u).
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Note that
Akj,i+1(u) =
∞∑
x=1
Akji(u+ x)(1− νk,i+1)νx−1k,i+1 =
∞∑
x=u+1
Akji(x)(1− νk,i+1)νx−u−1k,i+1 ,
from which we obtain the following identity
νk,i+1Akj,i+1(u+ 1) = Akj,i+1(u)− (1− νk,i+1)Akji(u+ 1). (3.5)
For |s| < mink,i νki, multiplying both sides of (3.5) by su and then summing over u from 0 to∞, we obtain
Aˆkj,i+1(s) = 1− νk,i+1s− νk,i+1 Aˆkji(s)−
(1− νk,i+1)Akji(0)+ νk,i+1Akj,i+1(0)
s− νk,i+1 . (3.6)
Then (3.4) follows from (3.5) and successive substitution. Finally, analytic extension implies that (3.4) holds for all s inside
the unit circle except the poles νki’s. 
Plugging (3.4) into (3.3), we obtain
sc φˆi(s) =
M∑
j=1
qijvφˆj(s)+ qi,M+1v fˆ (s)
M∑
j=1
αjφˆj(s)+ qi,M+1p+vscωˆ(s)− li(s), (3.7)
where fˆ (s) = p+ fˆ+(s)+ p− fˆ−(s−1), and
li(s) =
c−1∑
u=0
su
[
M∑
j=1
qijvφj(u)+ qi,M+1p+v
u∑
x=1
φj(u− x)f+(x)+ qi,M+1p−v
M∑
j=1
m∑
k=1
αjθkAkj(u)
]
− qi,M+1p−v
M∑
j=1
m∑
k=1
αjθk
lkj,nk−1(s)
nk∏
n=1
(s− νkn)
,
for i = 1, . . . ,M . Rewriting (3.7) in matrix form gives[
sc I− vQ− Eqαv fˆ (s)
] Eˆ
φ(s) = Eqp+vscωˆ(s)− EL(s), (3.8)
where I is the identity matrix, Eˆφ(s) = (φˆ1(s), . . . , φˆM(s))T , EL(s) = (l1(s), . . . , lM(s))T .
Note thatwe are not interested in the auxiliary functions φˆ1(s), . . . , φˆM(s) but the generating function φˆ(s). The following
lemma shows that we can express φˆ(s)with the unknown vector-valued function EL(s).
Lemma 2. The generating function φˆ(s) can be expressed as
φˆ(s) = fˆV (vs
−c)p+scωˆ(s)− α [sc I− vQ]−1 EL(s)
1− fˆV (vs−c)fˆ (s)
. (3.9)
Proof. From (3.8), we have
Eˆ
φ(s) =
[
sc I− vQ− Eqαv fˆ (s)
]−1 [Eqp+vscωˆ(s)− EL(s)]
=
[
I− [sc I− vQ]−1 Eqαv fˆ (s)]−1 [sc I− vQ]−1 [Eqp+vscωˆ(s)− EL(s)]
=
[
Eqα− Eqα [v−1sc I− Q]−1 Eqαfˆ (s)]−1 Eqα [sc I− vQ]−1 [Eqp+vscωˆ(s)− EL(s)]
=
[sc I− vQ]−1
[
Eqp+vscωˆ(s)− EL(s)
]
1− fˆV (vs−c)fˆ (s)
. (3.10)
Pre-multiplying both sides of (3.10) by α gives (3.9). 
From Lemma 2, we know that in order to find φˆ(s), we should first determine the function α [sc I− vQ]−1 EL(s). To this
end, we consider the roots of the following equation
fˆV (vs−c)fˆ (s) = 1, (3.11)
inside the unit circle. Let pi(s) =∏ni=1(sc − vλi)ki∏mk=1∏nkj=1(s− νkj), d = Mc +∑mk=1 nk.
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Lemma 3. When 0 < v < 1, Eq. (3.11) has exactly d roots, say ρ1(v), ρ2(v), . . . , ρd(v), inside the unit circle.
Proof. It is evident that νkj’s and the roots of
∏n
i=1(sc − vλi)ki = 0 are not the roots of the following equation
pi(s)fˆV (vs−c)fˆ (s) = pi(s). (3.12)
Thus, it suffices to show that Eq. (3.12) has exactly d roots inside the unit circle.
Let C = {s : |s| = 1} denote the unit circle. We shall show that for s ∈ C,
|pi(s)fˆV (vs−c)fˆ (s)| < |pi(s)|.
But the above inequality is obvious because for s ∈ C
|fˆV (vs−c)fˆ (s)| < p+|fˆ+(s)| + p−|fˆ−(s−1)| ≤ p+ + p− = 1,
where the first step follows from the fact that |vs−c | < 1.
Note that both sides of (3.12) are analytic, then we know from Rouché’s Theorem that Eq. (3.12) has the same number of
roots as equation pi(s) = 0 inside the unit circle. Since the latter has d roots (counting multiplicity) inside the unit circle, so
does the former. 
If we denote the root with the largest module by ρd(v), then it is easy to see that limv→1 ρd(v) = 1. Furthermore, we can
see that 1 is a simple root of (3.11) when v = 1. Indeed, setting v = 1 in (3.11) and letting
l(s) = fˆV (s−c)fˆ (s),
we have l′(1) = p+µ+− p−µ−− cµV < 0 due to (2.11). In the rest of this paper, we denote these d roots by ρ1, ρ2, . . . , ρd
and assume that they are all distinct for simplicity.
Theorem 1. The generating function φˆ(s) can be expressed as
φˆ(s) =
d∑
i=1
d∏
j=1,j6=i
s−ρj
ρi−ρj
[
δ(s)scωˆ(s)− δ(ρi)ρci ωˆ(ρi)
]
pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)− δ(s)fˆ+(s)
, (3.13)
where δ(s) = p+pi(s)fˆV (vs−c) is a polynomial of degree d− c.
Proof. Multiplying the numerator and the denominator in (3.9) by pi(s) gives
φˆ(s) = δ(s)s
cωˆ(s)− pi(s)α [sc I− vQ]−1 EL(s)
pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)− δ(s)fˆ+(s)
. (3.14)
It is easily seen that pi(s)α [sc I− vQ]−1 EL(s) is a polynomial of degree d − 1. Since φˆ(s) is finite for all |s| ≤ 1, then
ρ1, ρ2, . . . , ρd are also zeros of the numerator of (3.14) by Lemma 3, i.e.
pi(ρi)α
[
ρci I− vQ
]−1 EL(ρi) = δ(ρi)ρci ωˆ(ρi), i = 1, 2, . . . , d. (3.15)
Thus, by Lagrange interpolation formula, we have
pi(s)α
[
sc I− vQ]−1 EL(s) = d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj δ(ρi)ρ
c
i ωˆ(ρi). (3.16)
After plugging (3.16) into (3.14), we obtain (3.13). 
4. Recursive formula
In this section, we derive a recursive formula for φ(u) from the generating function (3.13). To this end, we introduce the
following discrete Dickson–Hipp operator
Tsh(y) =
∞∑
x=y
sx−yh(x) =
∞∑
x=0
sxh(x+ y), y ∈ N,
where h(x) (x ∈ N) is a real-valued function and s is a number such that the above series is absolutely convergent. The
operator Ts has many nice properties (see [6] for reference).
Theorem 2. The discounted penalty function φ(u) satisfies the following equation
φ(u) =
u∑
x=0
φ(u− x)g(x)+ H(u), (4.1)
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where
g(x) =
d−c∑
y=0
δyTρ1 · · · Tρd f+(d+ x− y), (4.2)
H(u) =
d−c∑
y=0
δyTρ1 · · · Tρdω(d+ u− c − y), (4.3)
and δy is the coefficient of sy in the polynomial δ(s) for y = 0, 1, . . . d− c.
Proof. We start from the generating function (3.13). For convenience, put τd(s) =∏di=1(s− ρi), τ ′d(ρi) =∏dj=1,j6=i(ρi − ρj).
By the definition of Ts, we have fˆ+(s) =∑u−1x=1 sxf+(x)+ suTsf+(u) for u ∈ N+, so that the denominator can be rewritten as
pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)−
d−c∑
y=0
δysy
d−y−1∑
x=1
sxf+(x)−
d−c∑
y=0
δysdTsf+(d− y).
Let
h(s) = pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)−
d−c∑
y=0
δysy
d−y−1∑
x=1
sxf+(x)− τd(s),
which is a polynomial of degree d− 1 satisfying by Lemma 3
h(ρi) =
d−c∑
y=0
δyρ
d
i Tρi f+(d− y), i = 1, 2, . . . , d.
By employing Lagrange interpolation formula, we have
h(s) =
d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj
d−c∑
y=0
δyρ
d
i Tρi f+(d− y).
Thus, the denominator in (3.13) becomes
pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)− δ(s)fˆ+(s) = τd(s)+
d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj
d−c∑
y=0
δyρ
d
i Tρi f+(d− y)−
d−c∑
y=0
δysdTsf+(d− y)
= τd(s)
[
1−
d−c∑
y=0
δy
[
sdTsf+(d− y)
τd(s)
−
d∑
i=1
ρdi Tρi f+(d− y)
(s− ρi)τ ′d(ρi)
]]
= τd(s)
[
1−
d−c∑
y=0
δyTsTρ1 · · · Tρd f+(d− y)
]
, (4.4)
where the last step follows from formula (5) of [6].
Similarly, the numerator in (3.13) can be simplified to be
d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj
[
δ(s)scωˆ(s)− δ(ρi)ρci ωˆ(ρi)
]
=
d−c∑
y=0
δy
d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj
[
sdTsω(d− c − y)− ρdi Tρiω(d− c − y)
]
= τd(s)
d−c∑
y=0
δy
[
sdTsω(d− c − y)
τd(s)
−
d∑
i=1
ρdi Tρiω(d− c − y)
(s− ρi)τ ′d(ρi)
]
= τd(s)
d−c∑
y=0
δyTsTρ1 · · · Tρdω(d− c − y). (4.5)
Plugging (4.4) and (4.5) into (3.13), we obtain
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φˆ(s) =
d−c∑
y=0
δyTsTρ1 · · · Tρdω(d− c − y)
1−
d−c∑
y=0
δyTsTρ1 · · · Tρd f+(d− y)
, (4.6)
that is
φˆ(s) = φˆ(s)
d−c∑
y=0
δyTsTρ1 · · · Tρd f+(d− y)+
d−c∑
y=0
δyTsTρ1 · · · Tρdω(d− c − y). (4.7)
Finally, inverting the generating functions in the above equation yields the required result. 
Weremark that Eq. (4.1) is actually a defective renewal equation. To see this,we show that
∑∞
x=0 g(x) < 1, i.e. T1g(0) < 1.
By (4.4), we have for 0 < v < 1
T1g(0) =
d−c∑
y=0
δyT1Tρ1 · · · Tρd f+(d− y) = 1−
pi(1)[1− fˆV (v)]
d∏
i=1
(1− ρi)
< 1. (4.8)
Setting s = ρd(v) in (3.11) and then taking derivative w.r.t. v at v = 1, we obtain
ρ ′d(1) =
µV
cµV + p−µ− − p+µ+ > 0 (4.9)
thanks to (2.10). Taking the limit as v→ 1 in (4.8) and employing (4.9), we obtain for v = 1
T1g(0) = 1− pi(1)d−1∏
i=1
(1− ρi)
× lim
v→1
1− fˆV (v)
1− ρd(v)
= 1− pi(1)[cµV + p−µ− − p+µ+]
d−1∏
i=1
(1− ρi)
< 1. (4.10)
From (4.1), we obtain the starting point
φ(0) = H(0)
1− g(0) . (4.11)
Recursively,
φ(u) = 1
1− g(0)
u∑
x=1
φ(u− x)g(x)+ H(u)
1− g(0) (4.12)
for u = 1, 2, . . ..
Alternatively, by (4.1), an explicit expression for φ(u) can be obtained by means of the compound geometric tail (see
e.g. [7,27]). However, we have to find the compound geometric tail generated by g(x) and the solution procedure may
consist an involved computation. While the recursive method presented in this section does not depend on the compound
geometric tail, but in order to get φ(u), we should first compute φ(0), φ(1), . . . , φ(u − 1), which is readily achieved by
(4.11) and (4.12).
5. Explicit expression for φ(u)
In this section, we derive an explicit expression for the discounted penalty function. Assume that the p.g.f. fˆ+ has the
following rational form
fˆ+(s) = gk(s)fk(s) , (5.1)
where fk(s) and gk(s) are polynomials of degree k with no common zeros satisfying gk(0) = 0, gk(1) = fk(1). Furthermore,
the zeros of fk(s) are all outside the unit circle. Without loss of generality, we assume that the leading coefficient of fk(s)
is 1.
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Multiplying both the denominator and the numerator of (3.16) by fk(s), we obtain
φˆ(s) =
fk(s)
d∑
i=1
d∏
j=1,j6=i
s−ρj
ρi−ρj
[
δ(s)scωˆ(s)− δ(ρi)ρci ωˆ(ρi)
]
D(s)
, (5.2)
where
D(s) = fk(s)
[
pi(s)− p−pi(s)fˆV (vs−c)fˆ−(s−1)− δ(s)fˆ+(s)
]
is a polynomial of degree d+ kwith leading coefficient 1. By Lemma 1, it can be expressed as
D(s) = τd(s)
k∏
n=1
(s− Rn), (5.3)
where |Rn| > 1.
As for the numerator in (5.2), we have
d∑
i=1
d∏
j=1,j6=i
s− ρj
ρi − ρj
[
scδ(s)ωˆ(s)− ρci δ(ρi)ωˆ(ρi)
]
= τd(s)
d∑
i=1
ωˆ(s)[scδ(s)− ρci δ(ρi)+ ρci δ(ρi)− ρc−1i δ(ρi)s] + ρc−1i δ(ρi)[sωˆ(s)− ρiωˆ(ρi)]
τ ′d(ρi)(s− ρi)
= τd(s)
ωˆ(s)
 d∑
i=1
scδ(s)−ρci δ(ρi)
s−ρi
τ ′d(ρi)
−
d∑
i=1
ρc−1i δ(ρi)
τ ′d(ρi)
+ d∑
i=1
ρc−1i δ(ρi)
τ ′d(ρi)
TsTρiω(0)
 ,
where we have used formula (3) of [6]. Note that the divided difference s
cδ(s)−ρci δ(ρi)
s−ρi is a polynomial of degree d − 1 with
leading coefficient δ0, then by the following formula in the interpolation theory
n∑
i=1
(si − s)k
n∏
j=1,j6=i
(si − sj)
=

1, k = n− 1,
0, k = 0, 1, 2, . . . , n− 2,
− 1n∏
i=1
(s− si)
, k = −1, (5.4)
we have
d∑
i=1
scδ(s)−ρci δ(ρi)
s−ρi
τ ′d(ρi)
= δ0.
Thus, the numerator in (5.2) becomes
τd(s)
[
hk(s)ωˆ(s)+
d∑
i=1
gi,k(s)TsTρiω(0)
]
, (5.5)
where
hk(s) = fk(s)
[
δ0 −
d∑
i=1
ρc−1i δ(ρi)
τ ′d(ρi)
]
, gi,k(s) = fk(s)ρ
c−1
i δ(ρi)
τ ′d(ρi)
,
are polynomials of degree k.
Plugging (5.3) and (5.5) into (5.2) gives
φˆ(s) = hk(s)
k∏
n=1
(s− Rn)
ωˆ(s)+
d∑
i=1
gi,k(s)
k∏
n=1
(s− Rn)
TsTρiω(0). (5.6)
If all Rn’s are distinct, we obtain by partial fraction
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hk(s)
k∏
n=1
(s− Rn)
= hk,0 +
k∑
n=1
hk,nRn
Rn − s ,
gi,k(s)
k∏
n=1
(s− Rn)
= gi,k,0 +
k∑
n=1
gi,k,nRn
Rn − s ,
where
hk,0 =
[
δ0 −
d∑
i=1
ρc−1i δ(ρi)
τ ′d(ρi)
]
, gi,k,0 = ρ
c−1
i δ(ρi)
τ ′d(ρi)
,
and for n = 1, . . . , k
hk,n = −hk(Rn)
Rn
k∏
j=1,j6=n
(Rn − Rj)
, gi,k,n = −gi,k(Rn)
Rn
k∏
j=1,j6=n
(Rn − Rj)
.
Then (5.6) becomes
φˆ(s) =
[
hk,0 +
k∑
n=1
hk,nRn
Rn − s
]
ωˆ(s)+
d∑
i=1
[
gi,k,0 +
k∑
n=1
gi,k,nRn
Rn − s
]
TsTρiω(0).
Finally, inverting the generating functions in the above formula gives the following expression for the discounted penalty
function
φ(u) = hk,0ω(u)+
k∑
n=1
hk,nR−un ∗ ω(u)+
d∑
i=1
gi,k,0Tρiω(u)+
d∑
i=1
k∑
n=1
gi,k,nR−un ∗ Tρiω(u). (5.7)
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