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We present a methodology to price options and portfolios of options on a gate-based quantum
computer using amplitude estimation, an algorithm which provides a quadratic speedup compared to
classical Monte Carlo methods. The options that we cover include vanilla options, multi-asset options
and path-dependent options such as barrier options. We put an emphasis on the implementation
of the quantum circuits required to build the input states and operators needed by amplitude
estimation to price the different option types. Additionally, we show simulation results to highlight
how the circuits that we implement price the different option contracts. Finally, we examine the
performance of option pricing circuits on quantum hardware using the IBM Q Tokyo quantum
device. We employ a simple, yet effective, error mitigation scheme that allows us to significantly
reduce the errors arising from noisy two-qubit gates.
I. INTRODUCTION
Options are financial derivative contracts that give the
buyer the right, but not the obligation, to buy (call
option) or sell (put option) an underlying asset at an
agreed-upon price (strike) and timeframe (exercise win-
dow). In their simplest form, the strike price is a fixed
value and the timeframe is a single point in time, but
exotic variants may be defined on more than one under-
lying asset, the strike price can be a function of several
market parameters and could allow for multiple exercise
dates. As well as providing investors with a vehicle to
profit by taking a view on the market or exploit arbi-
trage opportunities, options are core to various hedging
strategies and as such, understanding their properties is
a fundamental objective of financial engineering. For an
overview of option types, features and uses, we refer the
reader to Ref. [1].
Due to the stochastic nature of the parameters options
are defined on, calculating their fair value can be an ar-
duous task and while analytical models exist for the sim-
plest types of options [2], the simplifying assumptions on
the market dynamics required for the models to provide
closed-form solutions often limit their applicability [3].
Hence, more often than not, numerical methods have to
be employed for option pricing, with Monte Carlo being
one of the most popular due to its flexibility and ability to
generically handle stochastic parameters [4, 5]. However,
despite their attractive features in option pricing, clas-
sical Monte Carlo methods generally require extensive
computational resources to provide accurate option price
estimates, particularly for complex options. Because of
the widespread use of options in the finance industry, ac-
celerating their convergence can have a significant impact
in the operations of a financial institution.
By leveraging the laws of quantum mechanics a quan-
tum computer [6] may provide novel ways to solve compu-
tationally intensive problems such as quantum chemistry
[7–10], solving linear systems of equations [11], and ma-
chine learning [12–14]. Quantitative finance, a field with
many computationally hard problems, may benefit from
quantum computing. Recently developed applications of
gate-based quantum computing for use in finance [15] in-
clude portfolio optimization [16], the calculation of risk
measures [17] and pricing derivatives [18–20]. Several
of these applications are based on the Amplitude Esti-
mation algorithm [21] which can estimate a parameter
with a convergence rate of 1/M , where M is the number
of quantum samples used. This represents a theoretical
quadratic speed-up compared to classical Monte Carlo
methods.
In this paper we extend the pricing methodology pre-
sented in [17, 18] and place a strong emphasis on the im-
plementation of the algorithms in a gate-based quantum
computer. We first classify options according to their
features and show how to take the different features into
account in a quantum computing setting. In Section III,
we review the quantum algorithms needed to price op-
tions and discuss how to represent relevant probability
distributions in a quantum computer. In Section IV, we
show a framework to price vanilla options and portfolios
of vanilla options, options with path-dependent payoffs
and options on several underlying assets. In Section V we
show results from evaluating our option circuits on quan-
tum hardware, and describe the error mitigation scheme
we employ to increase the accuracy of the estimated op-
tion prices. In particular, we employ the maximum like-
lihood estimation method introduced in [22] to perform
amplitude estimation without phase estimation in option
pricing using three qubits of a real quantum device.
II. REVIEW OF OPTION TYPES AND THEIR
CHALLENGES
We classify options according to two categories: path-
independent vs path-dependent and options on single as-
sets or on multiple assets. Path-independent options have
a payoff function that depends on an underlying asset at
a single point in time. Therefore, the price of the asset
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2TABLE I. Example of the different option types.
Single-asset Multi-asset
Path-independent European put/call Basket option
Path-dependent Barrier & Asian options Multi-asset
barrier options
up to the exercise date of the option is irrelevant for the
option price. By contrast, the payoff of path-dependent
options depends on the evolution of the price of the asset
and its history up to the exercise date. Table I exempli-
fies this classification. Options that are path-independent
and rely on a single asset are the easiest to price. This
is done using Amplitude Estimation once a proper repre-
sentation of the distribution of the underlying asset can
be loaded to the quantum computer. Path-independent
options on multiple assets are only slightly harder to
price since more than one asset is now involved and the
probability distribution loaded into the quantum com-
puter must accout for correlations between the assets.
Path-dependent options are harder to price than path-
independent options since they require a representation
of the possible paths the underlying assets can take in
the quantum computer.
III. IMPLEMENTATION ON A GATE BASED
QUANTUM COMPUTER
Here we review some of the building blocks needed to
price options on a gate-based quantum computer.
A. Distribution loading
The analytical formulas used to price options in the
Black-Scholes-Merton (BSM) model [2, 23] assume that
the underlying stock prices at maturity follow a lognor-
mal distribution with constant volatility. Such distribu-
tions can be efficiently loaded in a gate-based quantum
computer [18, 24]. However, to properly model the mar-
ket prices of options, the volatility of the geometric brow-
nian process describing the evolution of the assets must
be changed for options with different strike prices [25].
This discrepancy between the BSM model and market
prices is because stocks do not follow a geometric Brown-
inan motion process with constant volatility. It is thus
important to be able to efficiently represent arbitrary dis-
tributions of financial data in a quantum computer.
The loading of arbitrary states into quantum systems
requires exponentially many gates [26], making it ineffi-
cient to model arbitrary distributions as quantum gates.
Since the distributions of interest are often of a special
form, the limitation may be overcome by using quan-
tum Generative Adverserial Networks (qGAN). These
(m− 1) |0〉 H •
F†m
... . .
. ...
(j) |0〉 H •
... . .
. ...
(0) |0〉 H •
|0〉n
A Q20 Q2j Q2m−1
|0〉 · · · · · ·
FIG. 1. The quantum circuit of amplitude estimation, where
H denotes a Hadamard gate and F† the inverse QFT.
networks allow us to load a distribution using a poly-
nomial number of gates [19]. A qGAN can learn the ran-
dom distribution X underlying the observed data sam-
ples {x0, . . . , xk−1 } and load it directly into a quantum
state. This generative model employs the interplay of a
classical discriminator, a neural network [27], and a quan-
tum generator (a parametrized quantum circuit). More
specifically, the qGAN training consists of alternating op-
timization steps of the discriminator’s parameters φ and
the generator’s parameters θ. After the training, the out-
put of the generator is a quantum state
|ψ(θ)〉n =
2n−1∑
i=0
√
pi(θ) |i〉n , (1)
that represents the target distribution. The n-qubit state
|i〉n = |in−1...i0〉 encodes the integer i = 2n−1in−1 +
... + 2i1 + i0 ∈ {0, ..., 2n − 1} with ik ∈ {0, 1} and
k = 0, ..., n− 1. The probabilities pi(θ) approximate the
random distribution underlying the training data. We
note that the outcomes of a random variable X can be
mapped to the integer set {0, ..., 2n − 1} using an affine
mapping. Furthermore, the approach can be easily ex-
tend to multivariate data, where we use a separate regis-
ter of qubits for each dimension [19].
B. Amplitude Estimation
The advantage of pricing options on a quantum com-
puter comes from the amplitude estimation (AE) algo-
rithm [21] which provides a quadratic speed-up over clas-
sical Monte-Carlo simulations [28, 29]. Suppose a unitary
operator A acting on a register of (n+1) qubits such that
A |0〉n+1 =
√
1− a |ψ0〉n |0〉+
√
a |ψ1〉n |1〉 (2)
for some normalized states |ψ0〉n and |ψ1〉n, where a ∈
[0, 1] is unknown. AE allows the efficient estimation of
a, i.e., the probability of measuring |1〉 in the last qubit.
This estimation is obtained with an operator Q, based on
A, and Quantum Phase Estimation [30] to approximate
3|i2〉 •
|i1〉 •
|i0〉 •
|0〉 Ry(f0) Ry(f1) Ry(2f1) Ry(4f1)
≡ |i〉3 •
|0〉 Ry[f(i)]
FIG. 2. Quantum circuit that creates the state in Eq. (4).
Here, the independent variable i = 4i2 + 2i1 + i0 ∈ {0, ..., 7}
is encoded by three qubits in the state |i〉3 = |i2i1i0〉 with
ik ∈ {0, 1}. Therefore, the linear function f(i) = f1i + f0 is
given by 4f1i2 + 2f1i1 + f1i0 + f0. After applying this circuit
the quantum state is |i〉3 [cos(f1i+ f0) |0〉+ sin(f1i+ f0) |1〉].
The circuit on the right shows an abbreviated notation.
certain eigenvalues of Q. AE uses m additional sampling
qubits to represent the result and M = 2m applications
of Q, i.e., M quantum samples. The m qubits, initialized
to an equal superposition state by Hadamard gates, are
used to control different powers of Q. After applying an
inverse Quantum Fourier Transform (QFT), their state is
measured resulting in an integer y ∈ {0, ...,M−1}, which
is classically mapped to the estimator a˜ = sin2(ypi/M) ∈
[0, 1], see the circuit in Fig. 1. The estimator a˜ satisfies
|a− a˜| ≤ piM + pi
2
M2 = O
(
M−1
)
, (3)
with probability of at least 8/pi2. This represents a
quadratic speedup compared to the O (M−1/2) conver-
gence rate of classical Monte Carlo methods [31].
C. Linearly controlled Y-rotations
We obtain the expectation value of a linear function f
of a random variable X with AE by creating the operator
A such that a = E[f(X)], see Eq. (2). Once A is imple-
mented we can prepare the state in Eq. (2) and the Q
operator. In this section, we show how to create a close
relative of the operator in Eq. (2) and then, in Section
IIID, we show how to use AE.
Since the payoff function for option portfolios is piece-
wise linear we only need to consider linear functions f :
{0, ..., 2n − 1} → [0, 1] which we write f(i) = f1i + f0.
We can efficiently create an operator that performs
|i〉n |0〉 → |i〉n (cos(f(i)) |0〉+ sin(f(i)) |1〉) (4)
using controlled Y-rotations [17]. To implement the lin-
ear term of f(i) each qubit j (where j ∈ {0, . . . n − 1})
in the |i〉n register acts as a control for a Y-rotation with
angle 2jf1 of the ancilla qubit. The constant term f0 is
implemented by a rotation of the ancilla qubit without
any controls, see Fig. 2. The controlled Y-rotations can
be implemented with CNOT and single-qubit gates [32].
D. Expectation value of functions using AE
We now describe how to obtain E[f(X)] for a linear
function f of a random variable X which is mapped to
integer values i ∈ {0, ..., 2n − 1} that occur with proba-
bility pi. To do this we create the operator that maps∑
i
√
pi |i〉n |0〉 to
2n−1∑
i=0
√
pi |i〉n
[
cos
(
cf˜(i) +
pi
4
)
|0〉+ sin
(
cf˜(i) +
pi
4
)
|1〉
]
using the procedure outlined in Sec. III C. The parameter
c ∈ [0, 1] is a scaling parameter. The functions f˜(i) and
f(i) are related by
f˜(i) = 2
f(i)− fmin
fmax − fmin − 1. (5)
Here fmin = mini f(i) and fmax = maxi f(i). The rela-
tion in Eq. (5) is chosen so that f˜(i) ∈ [−1, 1]. Thus,
sin2[cf˜(i) + pi/4] is an anti-symmetric function around
f˜(i) = 0. With these definitions, the probability to find
the ancilla qubit in state |1〉, namely
P1 =
2n−1∑
i=0
pi sin
2
(
cf˜(i) +
pi
4
)
,
is well approximated by
2n−1∑
i=0
pi
(
cf˜(i) +
1
2
)
=c
2E[f(X)]− fmin
fmax − fmin − c+
1
2
. (6)
To obtain this result we made use of the approximation
sin2
(
cf˜(i) +
pi
4
)
= cf˜(i) +
1
2
+O(c3f˜3(i)) (7)
which is valid for small values of cf˜(i). With this
first order approximation the convergence rate of AE is
O(M−2/3) when c is properly chosen which is already
faster than classical Monte Carlo methods [17]. We
can recover the O(M−1) convergence rate of AE by us-
ing higher orders implemented with quantum arithmetic.
The resulting circuits, however, have more gates. This
trade-off, discussed in Ref. [17], also gives a formula that
specifies which value of c to use to minimize the estima-
tion error made when using AE. From Eq. (6) we can
recover E[f(X)] since AE allows us to efficiently retrieve
P1 and because we know the values of fmin, fmax and c.
IV. OPTION PRICING ON A QUANTUM
COMPUTER
In this section we show how to price the different op-
tions shown in Tab. I. We put an emphasis on the imple-
mentation of the quantum circuits that prepare the states
needed by AE. We use the different building blocks re-
viewed in Sec. III.
4A. Path-independent options
The price of path-independent vanilla options (e.g.
European call and put options) depend only on the dis-
tribution of the underlying asset price ST at the option
maturity T and the payoff function f(ST ) of the option.
To encode the distribution of ST in a quantum state we
truncate it to the range [ST,min, ST,max] and discretize
this interval to {0, ..., 2n − 1} using n qubits. In the
quantum computer the distribution loading operator PX
creates a state
|0〉n
PX−−→ |ψ〉n =
2n−1∑
i=0
√
pi |i〉n , (8)
with i ∈ {0, ..., 2n − 1} to represent ST . This state, ex-
emplified in Fig. 3, may be created using the methods
discussed in Sec. IIIA.
We start by showing how to price vanilla call or put
options and then generalize our method to capture the
payoff structure of portfolios containing more than one
vanilla option.
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FIG. 3. Example price distribution at maturity loaded in a
three-qubit register. In this example we followed the Black-
Scholes-Merton model which implies a lognormal distribution
of the asset price at maturity T with probability density func-
tion P (ST ) = 1
ST σ
√
2piT
exp
(
− (lnST−µ)2
2σ2T
)
. σ is the volatility
of the asset and µ =
(
r − 0.5σ2)T + ln(S0), with r the risk-
free market rate and S0 the asset’s spot at t = 0. In this
figure we used S0 = 2, σ = 10%, r = 4% and T = 300/365.
1. Vanilla options
To price vanilla options with strike K, we implement
a comparison between the values in state (8) with K. A
quantum comparator circuit sets an ancilla qubit |c〉, ini-
tially in state |0〉, to the state |1〉 if i ≥ K and |0〉 other-
wise. The state |ψ〉n in the quantum computer therefore
undergoes the transformation
|ψ〉n |0〉 → |φ1〉 =
∑
i<K
√
pi |i〉n |0〉+
∑
i≥K
√
pi |i〉n |1〉 .
This operation can be implemented by a quantum com-
parator [33] based on CNOT and Toffoli gates. Since we
know the value of the strike, we can implement a cir-
cuit tailored to the specific strike price. We use n ancilla
qubits |a1, ..., an〉 and compute the two’s complement of
the strike priceK in binary using n bits, storing the digits
in a (classical) array t[n]. For each qubit |ik〉 in the |i〉n
register, with k ∈ {0, ..., n− 1}, we compute the possible
carry bit of the bitwise addition of |ik〉 and t[k] into |ak〉.
If t[k] = 0, there is a carry qubit at position k only if
there is a carry at position k−1 and |ik〉 = 1. If t[k] = 1,
there is a carry qubit at position k if there is a carry at
position k − 1 or |ik〉 = 1. After going through all n
qubits from least to most significant, |i〉n will be greater
or equal to the strike price, only if there is a carry at the
last (most significant) qubit. This procedure along with
the necessary gate operations is illustrated in Fig. 4. An
implementation for K = 1.9 and a three-qubit register is
shown in Fig. 6.
To prepare the operator for use with AE we add
to |φ1〉 a second ancilla qubit initially in the state
cos(g0) |0〉+ sin(g0) |1〉. Here, g0 is an angle with a value
that we will carefully select. Next, we perform a ro-
tation of the new ancilla qubit controlled by the com-
parator qubit |c〉 and the qubits in |ψ〉n. The state|φ1〉 [cos(g0) |0〉+ sin(g0)) |1〉] is mapped to∑
i<K
√
pi |i〉n |0〉 [cos(g0) |0〉+ sin(g0) |1〉] + (9)∑
i≥K
√
pi |i〉n |1〉 {cos[g0 + g(i)] |0〉+ sin[g0 + g(i)] |1〉} .
This operation, implemented by the quantum circuit in
Fig. 7, applies a rotation with an angle g(i) only if i ≥ K.
The probability to find the second ancilla in state |1〉,
efficiently measurable using AE, is
P1 =
∑
i<K
pi sin
2(g0) +
∑
i≥K
pi sin
2[g0 + g(i)]. (10)
Now, we must carefully chose the angle g0 and the func-
tion g(i) to recover the expected payoff E[f(X)] of the
option from P1 using the approximation in Eq. (6). The
payoff function of vanilla options is piece-wise linear
f(i) =
{
a< · i+ b< i < K,
a≥ · i+ b≥ i ≥ K.
(11)
We now focus on a European call option with payoff
f(i) = max(0, i − K), i.e., a< = b< = 0, a≥ = 1,
and b≥ = −K. To reproduce f(i) = i − K for i ≥ K
and simultaneously satisfy g0 + g(i) − pi/4 ∈ [−c, c], see
Sec. IIID, we must set
g(i) =
2c(i−K)
imax −K , (12)
5t[1] = 1
t[n] = 0 t[n] = 1
|i1〉 •
|i2〉 • •
...
...|in〉 • •
|a1〉 • •
|a2〉 OR
...
...
• •
|an〉 OR •
|c 〉
t[2] = 0 t[2] = 1
1
FIG. 4. Circuit that compares the value represented by an n-qubit register |i〉n, to a fixed value K. We use n ancilla qubits|a1, ..., an〉, a classical array t[n] holding the precomputed binary value of K’s two’s complement and a qubit |c〉 which will hold
the result of the comparison with |c〉 = 1 if |i〉 ≥ K. For each qubit |ik〉, with k ∈ {1, ..., n}, we use a Toffoli gate to compute
the carry at position k if t[k] = 1 and a logical OR, see Fig. 5, if t[k] = 0. For k = 1, we only need to use a CNOT on |i1〉 if
t[1] = 1. In the circuit above, only one of two unitaries in a dotted box needs to be added to the circuit, depending on the
value of t[k] at each qubit. The last carry qubit |an〉 is then used to compute the final result of the comparison in qubit |c〉.
|a〉 X • X •
|b〉 X • X ≡ •
|c〉 X OR
FIG. 5. Circuit that computes the logical OR between qubits
|a〉 and |b〉 into qubit |c〉. The circuit on the right shows the
abbreviated notation used in Fig. 4.
|0〉
PX
• •
|0〉 • •
|0〉 X • X
|c〉 : |0〉 X
|a〉 : |0〉 X • X
|i〉3
FIG. 6. Quantum circuit that sets a comparator qubit |c〉
to |1〉 if the value represented by |i〉3 is larger than a strike
K = 1.9, for the spot distribution in Fig. 3. The unitary PX
represents the set of gates that load the probability distribu-
tion in Eq. (8). An ancilla qubit |a〉 is needed to perform the
comparison. It is uncomputed at the end of the circuit.
where imax = 2n − 1. This choice of g(i) forces us to
|i〉n •
|c〉 •
|0〉 Ry[g0] Ry[g(i)]
FIG. 7. Circuit that creates the state in Eq. (9). We ap-
ply this circuit directly after the comparator circuit shown
in Fig. 6. The multi-controlled y-rotation is the gate shown
in Fig. 2 controlled by the ancilla qubit |c〉 that contains the
result of the comparison between i and K.
chose
g0 =
pi
4
− c. (13)
To see why, we substitute Eqs. (12) and (13) in Eq. (10)
and use the approximation in Eq. (7). Therefore,
P1 ≈
∑
i<K
pi
(
1
2
− c
)
+
∑
i≥K
pi
(
2c(i−K)
imax −K +
1
2
− c
)
=
1
2
− c+ 2c
imax −K
∑
i≥K
pi(i−K). (14)
This shows us that we needed g0 = pi/4 − c to used the
identity
∑
i pi = 1 to recover E[max(0, i − K)] up to
a scaling factor and a constant. From this last equal-
ity we recover the expected payoff of the option given
the probability distribution of the underlying asset. We
should note that the fair value of the option requires ap-
propriately discounting the expected payoff of the option
to today, but as the discounting can be performed af-
ter the expectation value has been calculated we omit it
from our discussion for simplicity. We demonstrate the
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FIG. 8. Results from applying amplitude estimation
(Sec. III B) on a European call option with spot price distri-
bution as given in Fig. 3 and a strike price K = 2.0, on a sim-
ulated quantum device with m ∈ {3, 5, 7, 9} sampling qubits,
i.e., M ∈ {8, 32, 128, 512} quantum samples. The red dashed
line corresponds to the (undiscounted) analytical value for
this option, calculated using the Black-Scholes-Merton model.
We limit the range of possible option values shown to [0, 0.3]
to illustrate the convergence of the estimation, as the cumu-
lative probability in the windows shown exceeds 90% in each
case.
performance of our approach by running amplitude esti-
mation using Qiskit [34] on the overall circuit produced
by the elements described in this section, and verifying
the convergence to the analytically computed value or
classical Monte Carlo estimate. An illustration of the
convergence of a European call option with increasing
evaluation qubits is shown in Fig. 8.
A straightforward extension of the analysis above
yields a pricing model for a European put option, whose
payoff f(i) = max(0,K− i) is equivalent to Eq. (11) with
a> = b> = 0, a≤ = −1, and b≤ = K.
2. Portfolios of options
Various popular trading and hedging strategies rely on
entering multiple option contracts at the same time in-
stead of individual call or put options and as such, these
strategies allow an investor to effectively construct a pay-
off that is more complex than that of vanilla options. For
example, an investor that wants to profit from a volatile
asset without picking a direction of where the volatil-
ity may drive the asset’s price, may choose to enter a
straddle option strategy, by buying both a call and a put
option on the asset with the same expiration date and
strike. If the underlying asset moves sharply up to expi-
ration date, the investor can make a profit regardless of
whether it moves higher or lower in value. Alternatively,
the investor may opt for a butterfly option strategy by
entering four appropriately structured option contracts
with different strikes simultaneously. Because these op-
tion strategies give rise to piecewise linear payoff func-
tions, the methodology described in the previous section
can be extended to calculate the fair values of these op-
tion portfolios.
In order to capture the structure of such option strate-
gies, we can think of the individual options as defining
one or more effective strike prices Kj and add a linear
function fj(S) = ajS + bj between each of these strikes.
For example, to price an option strategy with the payoff
function
fs(S) = max(0, S −K1)−max(0, S −K2), (15)
which corresponds to a call spread (the option holder has
purchased a call with strike K1 and sold a call with strike
K2), we use the functions f0, f1, and f2 such that
fs(S) =

f0(S) S < K1,
f0(S) + f1(S) K1 ≤ S < K2,
f0(S) + f1(S) + f2(S) K2 ≤ S.
(16)
To match Eq. (15) with Eq. (16) we set f0(S) = 0,
f1(S) = S − K1 and f2(S) = −S + K2. In general, to
price a portfolio of options with m effective-strike prices
K1, ..., Km and m+1 functions f0(S), ..., fm(S) we need
an ancilla qubit per strike to indicate if the underlying
has reached the strike. This allows us to generalize the
discussion from Sec. IVA1. We apply a multi-controlled
Y-rotation with angle gj(i) if i ≥ Kj for each strike Kj
with j ∈ {1, ...,m}. The rotation g0(i) is always applied,
see the circuit in Fig. 9. The functions gj(i) are deter-
mined using the same procedure as in Sec. IVA1.
B. Multi-asset and path-dependent options
In this section we show how to price options with path-
dependent payoffs as well as options on more than one
underlying asset. In these cases, the payoff function de-
pends on a multivariate distribution of random variables
{Sj} with j ∈ {1, ..., d}. The Sj ’s may represent one or
several assets at discrete moments in time or a basket of
assets at the option maturity. In both cases, the prob-
ability distribution of the random variables Sj are trun-
cated to the interval [Sj,min, Sj,max] and discretized using
7|i〉n • • •
|cm〉 •
...
· · ·
|c2〉 •
|c1〉 •
|0〉 Ry[g0(i)] Ry[g1(i)] Ry[g2(i)] · · · Ry[gm(i)]
FIG. 9. Quantum circuit that implements the multi-
controlled Y-rotations for a portfolio of options with m strike
prices.
2nj points so that they can be represented by d quantum
registers where register j has nj qubits. Thus, the mul-
tivariate distribution is represented by the probabilities
pi1,...,id that the underlying has taken the values i1, ...,
id with ij ∈ {0, ..., 2nj − 1}. The quantum state that
represents this probability distribution, a generalization
of Eq. (8), is
|ψ〉n =
∑
i1,...,id
√
pi1,...,id |i1〉n1 ⊗ ...⊗ |id〉nd , (17)
with n =
∑
j nj . Various types of options, such as Asian
options or basket options, require us to compute the sum
of the random variables Sj . The addition of the values in
two quantum registers |a, b〉 → |a, a+ b〉 may be calcu-
lated in quantum computers with adder circuits based on
CNOT and Toffoli gates [35–37]. To this end we add an
extra qubit register with n′ qubits to serve as an accumu-
lator. By recursively applying adder circuits we perform
the transformation |ψ〉n |0〉n′ → |φ〉n+n′ where |φ〉n+n′ is
given by∑
i1,...,id
√
pi1,...,id |i1〉n1 ⊗ ...⊗ |id〉nd ⊗ |i1 + ...+ id〉n′ .
(18)
Here circuit optimization may allow us to perform this
computation in-place to minimize the number of qubit
registers needed. Now, we use the methods discussed in
the previous section to encode the option payoffs into the
quantum circuit.
1. Basket Options
A European style basket option is an extension of the
single asset European option discussed in Sec. IVA, only
now the payoff depends on a weighted sum of d under-
lying assets. A call option on a basket has the payoff
profile
f(Sbasket) = max(0, Sbasket −K) (19)
where Sbasket = ~w · ~S, for basket weights ~w =
[w1, w2, . . . , wd], wi ∈ [0, 1], underlying asset prices at
option maturity ~S = [S1, S2, . . . Sd] and strike K. In the
BSM model, the underlying asset prices are described
by a multivariate lognormal distribution with probabil-
ity density function [38]
P (~S) =
exp
(− 12 (lnS − µ)TΣ−1(lnS − µ))
(2pi)d/2(detΣ)1/2
∏d
i=1 Si
, (20)
where lnS = (lnS1, lnS2 . . . , lnSd)T and µ =
(µ1, µ2 . . . µd)
T , where each µi is the lognormal distri-
bution parameter for each asset defined in the caption of
Fig. 3. Σ is the d× d positive-definite covariance matrix
of the d underlyings
Σ = T

σ21 ρ12σ1σ2 . . . ρ1dσ1σd
ρ21σ2σ1 σ
2
2 . . . ρ2dσ2σd
...
...
. . .
...
ρd1σdσ1 . . . . . . σ
2
d
 (21)
with σi the volatility of the ith asset, −1 ≤ ρij ≤ 1
the correlation between assets i and j and T the time to
maturity.
The quantum circuit for pricing a European style bas-
ket call option is analogous to the single asset case, with
an additional unitary to compute the weighted sum of
the uncertainty registers |i1〉n1 . . . |id〉nd before applying
the comparator and payoff circuits, controlled by the ac-
cumulator register |b〉n′ = |i1 + ...+ id〉n′ . A schematic
of these components is shown in Fig. 10. The implemen-
tation details of the circuit that performs the weighted
sum operator is discussed in Appendix A.
We use a basket option to compare the estimation ac-
curacy between AE and classical Monte Carlo. For M
applications of the Q operator, see Fig. 1, the possible
values returned by AE will be of the form sin2(ypi/M)
for y ∈ {0, ...,M − 1} and the maximum distance be-
tween two consecutive values is
∆max = sin
2
(
pi
4
+
2pi
4M
)
− sin2
(
pi
4
− 2pi
4M
)
. (22)
This quantity determines how close M operations of Q
can get us to the amplitude which encodes the option
price. Using sin2(pi/4+x) = x+1/2+O(x3) for x 1, we
get ∆max = pi/M +O(M−3) for pi/M  1. From Eq. (3)
and Eq. (14) we can determine that with probability of
at least 8/pi2, our estimated option price using AE will
be within
∆Omax =
pi/M
2c
× (imax −K) +O(M−3) (23)
of the exact option price, where c, imax and K are the pa-
rameters used to encode the option payoff into our quan-
tum circuit, discussed in Sec. IVA1. To compare this es-
timation error to Monte Carlo, we use the same number
8|i1〉n1
PX
•
...
|id〉nd •
|b〉n′ S
[
|~w ·~i〉
]
• •
|c〉1 C[b ≥ K] •
|p〉1 Ry[f(b)]
FIG. 10. Schematic of the circuit that encodes the payoff of a
basket call option of d underlying assets into the amplitude of
a payoff qubit |p〉. First, a unitary PX loads the multivariate
distribution of Eq. (20) into d registers |i1〉n1 . . . |id〉nd us-
ing the methods described in Sec. IIIA. The weighted sum
operator S, see Appendix A, calculates the weighted sum
|w1 · i1 + . . .+ wd · id〉 into a register |b〉n′ with n′ qubits,
where n′ is large enough to hold the maximum possible sum.
The comparator circuit C sets a comparator qubit |c〉 to |1〉 if
b ≥ K. Lastly, controlled-Y rotations are used to encode the
option payoff f(b) = max(0, b −K) into the payoff qubit us-
ing the method shown in Fig. 7, controlled by the comparator
qubit |c〉.
of samples to price an option classically, and determine
the approximation error at the same 8/pi2 ≈ 81% confi-
dence interval by repeated simulations. The comparison
for a basket option on three underlying assets shows that
AE provides a quadratic speed-up, see Fig. 11.
2. Asian Options
We now examine arithmetic average Asian options
which are single-asset, path-dependent options whose
payoff depends on the price of the underlying asset at
multiple time points before the option’s expiration date.
Specifically, the payoff of an Asian call option is given by
f(S¯) = max(0, S¯ −K) (24)
where K is the strike price, S¯ is the arithmetic average
of the asset’s value over a pre-defined number of points
d between 0 and the option maturity T
S¯ =
1
d
d∑
t=1
St. (25)
The probability distribution of asset prices at time t
will again be lognormal with probability density function
P (St) =
1
Stσ
√
2pi∆t
e−
(lnSt−µt)2
2σ2∆t (26)
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FIG. 11. Comparison of the estimation error between Am-
plitude Estimation and Monte Carlo at the 8/pi2 ≈ 81% con-
fidence interval for a basket option consisting of 3 identical,
equally weighted assets with the parameters of Fig. 3, strike
price K = 2.0 and asset correlations ρ12 = ρ13 = ρ23 = 0.8.
The approximation error for amplitude estimation is plotted
against the maximum expected error given by Eq. (23), illus-
trating the O(M−1) convergence. We calculate the equiva-
lent Monte Carlo error at the same 81% confidence interval
over 10,000 simulations for each sample number 2m. The red
dashed line shows a linear fit across the Monte Carlo errors,
displaying the expected O(M−1/2) scaling.
with µt =
(
r − 0.5σ2)∆t + ln(St−1) and ∆t = T/d. We
can then use the multivariate distribution in Eq. (20),
with ~S now a d-dimensional vector of asset prices at time
points [t1 . . . td], instead of distinct underlying prices at
maturity T . As we are not considering multiple underly-
ing assets that could be correlated, the covariance matrix
is diagonal Σ = ∆t[diag(σ2, ..., σ2)]. An illustration of
the probability density function used for an asset defined
on two time steps is shown in Fig. 12.
We now prepare the state |ψ〉n, see Eq. (17), where
each register represents the asset price at each time step
up to maturity. Using the weighted sum operator of Ap-
pendix A with equal weights 1/d, we then calculate the
average value of the asset until maturity T , see Eq. (25),
into a register |S¯〉
| i1︸︷︷︸
∆t
i2︸︷︷︸
2∆t
... id︸︷︷︸
T
〉 7→ |S¯〉 = |1
d
d∑
t=1
St〉 . (27)
Finally, we use the same comparator and rotation cir-
cuits that we employed for the basket option illustrated
in Fig. 10 to load the payoff of an arithmetic average
Asian option into the payoff qubit |p〉.
3. Barrier Options
Barrier options are another class of popular option
types whose payoff is similar to vanilla European Op-
91.0 1.5 2.0 2.5 3.0 3.5
S∆t
1.0
1.5
2.0
2.5
3.0
3.5
S
2·∆
t
FIG. 12. Probability density function of a multivariate log-
normal distribution, see Eq. (20), for the asset shown in Fig. 3
defined on two time steps t = ∆t = T/2 and t = 2∆t = T
tions, but they become activated or extinguished if the
underlying asset crosses a pre-determined level called the
barrier. In their simplest form, there are two general cat-
egories of barrier options
• Knock-Out: The option expires worthless if the un-
derlying asset crosses a certain price level before
the option’s maturity.
• Knock-In: The option has no value unless the under-
lying asset crosses a certain price level before ma-
turity.
If the required barrier event for the option to have value
at maturity occurs, the payoff then depends only on the
value of the underlying asset at maturity and not on the
path of the asset until then. If we consider a Knock-In
barrier option and label the barrier level B, we can write
the option’s payoff as
f(S) =
{
max(0, ST −K) if ∃t s.t. St ≥ B
0 otherwise
(28)
where T is the time to maturity, St the asset price at
time t with 0 < t ≤ T and K the option strike.
To construct a quantum circuit to price a Knock-In
barrier option, we use the same method as for the Asian
option where T is divided into d equidistant time intervals
with ∆t = T/d, and use registers |i1〉n1 |i2〉n2 . . . |id〉nd to
represent the discretized range of asset prices at time t ∈
{∆t, 2∆t, . . . , d·∆t = T}. The probability distribution of
Eq. (26) is used again to create the state |ψ〉n in Eq. (17).
To capture the path dependence introduced by the bar-
rier, we use an additional d-qubit register |b〉d to monitor
if the barrier is crossed. Each qubit |bt〉 in |b〉d is set to|1〉 if |it〉nt ≥ B. An ancilla qubit |b|〉 is set to |1〉 if the
barrier has been crossed in at least one time step. This
is done by computing the logical OR, see Fig. 5, of every
qubit in |b〉d and storing the result in the ancilla
|b1b2 . . . bd〉 |0〉 7→ |b1b2 . . . bd〉 |b1 || b2 . . . || bd〉 . (29)
This is computed with X (NOT) and Toffoli gates and
d − 2 ancilla qubits. The ancilla qubit |b|〉 is then used
as a control for the payoff rotation into the payoff qubit,
effectively knocking the option in. For Knock-Out barrier
options, we can follow the same steps and apply an X
gate to the ancilla barrier qubit before using it as control,
in this manner knocking the option out if the barrier level
has been crossed. A circuit displaying all the components
required to price a Knock-In barrier option is shown in
Fig. 13. Results from amplitude estimation on a barrier
option circuit using a quantum simulator are shown in
Fig. 14.
Even though we have focused our attention on bar-
rier options where the barrier event is the underlying as-
set crossing a barrier from below, we can use the same
method to price barrier options where barrier events are
defined as the asset crossing the value from above. This
only requires changing the comparator circuits to com-
pute St ≤ B in the barrier register |b〉d.
V. QUANTUM HARDWARE RESULTS
In this section we show results for a European call
option evaluated on quantum hardware. We use three
qubits, two of which represent the uncertainty and one
encodes the payoff.
We consider a log-normal random distribution with
S0 = 2, σ = 40%, r = 5%, and T = 40/365, see Fig. 3,
and truncate the distribution to the interval defined by
three standard deviations around the mean. With two
qubits encoding this distribution, the possible values
are [1.21, 1.74, 2.28, 2.81], represented by |00〉 , . . . , |11〉,
with corresponding probabilities 0.1%, 55.4%, 42.5%, and
1.9%. We set the strike price to K = 1.74.
To examine the behavior of the circuit for different in-
put probability distributions, we run eight experiments
that differ by the initial spot price S0 and all other pa-
rameters are kept constant. The spot price is varied from
1.8 to 2.5 in increments of 0.1. This way we can use
the same circuit for all experiments and only vary the
Y-rotation angles used to map the initial probability dis-
tribution onto the qubit register. This choice of input
parameters allows us to evaluate our circuits for expected
option prices in the range [0.0754, 0.7338].
Each experiment is evaluated on the IBM Q Tokyo 20-
qubit device with 8192 shots. We repeat each 8192-shot
experiment 20 times and average over the 20 measured
probabilities in order to limit the effect of any one-off is-
sues with the device. The standard deviation of the mea-
sured probabilities across the 20 runs was always < 2%.
The connectivity of IBM Q Tokyo allows to choose three
fully connected qubits for the experiments, and thus, no
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|i1〉n1
PX
•
...
|id〉nd • • •
|b1〉 CB [i1 ≥ B] •
...
|bd〉 CB [id ≥ B] •
|b|〉 OR[b1, ..., bd] • •
|c〉1 CK [id ≥ K] •
|p〉1 Ry[f(ST )]
FIG. 13. Circuit that encodes the payoff of a Knock-In barrier option in the state of an ancilla qubit |p〉1. The unitary
operator PX is used to initialize the state of Eq. (17). Comparator circuits CB are used to set a barrier qubit bj for all j ∈ [1, d]
if the asset price represented by |ij〉 crosses the barrier B. The logical OR of all bj qubits is computed into ancilla |b|〉. The
strike comparator circuit CK sets the comparator qubit |c〉1 to |1〉 if the asset price at maturity |id〉 ≥ K. Finally, Y-rotations
encode the payoff qubit |p〉1, controlled on |id〉, the strike qubit |c〉1 and the barrier qubit |b|〉 which is |1〉 only if the asset price
has crossed the barrier at least once before maturity.
0.0 0.1 0.2 0.3 0.4
Estimated Option Price
0.00
0.25
0.50
0.75
1.00
P
ro
b
ab
ili
ty
Monte Carlo
m=7
FIG. 14. Estimated option price for a barrier option using
amplitude estimation on a quantum simulator. The option
is defined on the asset of Fig. 3 with two timesteps T/2 and
T = 300/365 and 2 qubits used to represent the uncertainty
per timestep. The option strike is K = 1.9 and a barrier
was added at B = 2.0 on both timesteps. The red dotted
line is the (undiscounted) value of the option calculated with
classical Monte Carlo and 100, 000 paths and the blue bars
show the estimated option values using amplitude estimation
with m = 7 sampling qubits.
swaps are required to implement any two-qubit gate in
our circuits [34]. For all circuits described in the follow-
ing sections, we used qubits 6, 10 and 11.
A. Algorithm and Operators
We now show how to construct the operator A that
is required for AE. The log-normal distribution on two
qubits can be loaded using a single CNOT gate and four
single qubit rotations [39]. To encode the payoff function
we also exploit the small number of qubits and apply
a uniformly controlled Y-rotation instead of the generic
construction using comparators introduced in Sec. IV. A
uniformly controlled Y-rotation, i.e.
|i〉n |0〉 → |i〉nRy(θi) |0〉 , (30)
implements a different rotation angle θi, i = 0, ..., 2n − 1
for each state of the n-control qubits. For n = 2, this op-
eration can be efficiently implemented using four CNOT
gates and four single qubit Y-rotations [40, 41]. The re-
sulting circuit implementing A is shown in Fig. 15. Note
that in our setup different initial distributions only lead
to different angles of the first four Y-rotations and do
not affect the rest of the circuit. Although we use a uni-
formly controlled rotation, the rotation angles are con-
structed in the same way described in Sec. IIID. We use
an approximation scaling of c = 0.25 and the resulting
angles are [θ0, . . . , θ3] = [1.1781, 1.1781, 1.5708, 1.9635],
which shows the piecewise linear structure of the payoff
function.
The total resulting circuit requires five CNOT gates
and eight single-qubit Y-rotations, see Fig. 15. Since we
use uniformly controlled rotations, we do not need any
ancilla qubit. Note that if we want to evaluate the circuit
for A alone, we can replace the last CNOT gate in Fig. 15
by classical post-processing of the measurement result: if
q1 is measured as |1〉, we flip q2 and otherwise we do
nothing. This further reduces the overall CNOT gate
count to four.
A quadratic speed-up can also be realized by perform-
ing AE without quantum phase estimation [22]. This
is done by measuring QkA |0〉 for k = 20, ..., 2m−1 for
a given m and applying a maximum likelihood estima-
tion. If we define M = 2m − 1, i.e. the total number of
Q-applications, and we consider N shots for each experi-
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FIG. 15. The A operator of the considered European call option: first, the 2-qubit approximation of a log-normal distribution
is loaded, and second, the piecewise linear payoff function is applied to last qubit controlled by the first two. This operator can
be used within amplitude estimation to evaluate the expected payoff of the corresponding option.
ment, it has been shown that the resulting estimation er-
ror scales as O(1/(M√N)), i.e., the algorithms achieves
the quadratic speed-up in terms of M . This leads to
shorter circuits than the original implementation of AE,
see Appendix B for more details. In the remainder of
this section, we focus on QA |0〉3, i.e., the outlined algo-
rithm for m = 1, to demonstrate option pricing on real
quantum hardware.
After optimzing the gate count, the resulting circuit for
QA |0〉3 consists of 18 CNOT gates and 33 single-qubit
gates. The detailed circuit diagram and applied circuit
optimization steps are provided in Appendix C.
B. Error mitigation and results
We run the circuits for A |0〉3 and QA |0〉3 on noisy
quantum hardware. The results are affected by readout
errors and errors that occur during the execution of the
circuits.
To mitigate readout errors we run a calibration se-
quence in which we individually prepare and measure all
eight basis states [34, 42]. The result is a 8× 8 readout-
matrix R that holds the probability of measuring each
basis state as function of the basis state in which the sys-
tem was prepared. We use R to correct all subsequent
measurements. The error we measure on P1 for A |0〉3
was reduced from ∼ 6% to ∼ 4% using readout error
mitigation.
Errors occuring during the quantum circuit can be mit-
igated using Richardson extrapolation [43]. First, the
quantum circuit is run using a rescaled Hamiltonian to
amplify the effect of the noise. Second, a Richardson ex-
trapolation is used to extract the result of the quantum
circuit at the zero noise limit. In hardware, error mit-
igation is done by stretching the duration of the gates.
For each stretch factor the qubit gates need to be recali-
brated [8]. Here, we use a simplified error mitigation pro-
tocol that circumvents the need to recalibrate the gates
but still allows us to increase the accuracy of the quan-
tum hardware [44]. Since the single-qubit and CNOT
gates have an average randomized benchmarking fidelity
of 99.7% and 97.8%, respectively, we restrict our error
mitigation to the CNOT gates. Furthermore, because
the optimized circuit for A |0〉3 contains only 4 CNOT
gates, we employ the error mitigation protocol only when
evaluating QA |0〉3 which consists of 18 CNOT gates.
We run the circuit for QA |0〉3 three times. In each run
we replace the CNOT gates of the original circuit by one,
three and five CNOT gates for a total of 18, 54, and 90
CNOT gates, respectively. Since a pair of perfect CNOT
gates simplifies to the identity these extra gates allow us
to amplify the error of the CNOT gate without having to
stretch the gate duration, thus, avoiding the need to re-
calibrate the gate parameters. As the number of CNOT
gates is increased the probability of measuring |1〉 tends
towards 0.5 for all initial spot prices, see Fig. 16(b). Af-
ter applying the Richardson extrapolation we recover the
same behavior as the option price obtained from classical
simulations, see Fig. 16(c). Our simple error mitigation
scheme dramatically increased the accuracy of the cal-
culated option price: it reduced the error, averaged over
the initial spot price, from 62% to 21%.
VI. CONCLUSION
We have presented a methodology and the quantum
circuits to price options and option portfolios on a gate-
based quantum computer. We showed how to account
for some of the more complex features present in exotic
options such as path-dependency with barriers and av-
erages. The results that we show are available in Qiskit
Finance [34]. Future work may involve calculating the
price derivatives [45] with a quantum computer. Pricing
options relies on AE. This quantum algorithm allows a
quadratic speed-up compared to traditional Monte Carlo
simulations but will most likely require a universal fault-
tolerant quantum computer [46]. However, research to
improve the algorithms is ongoing [47–49]. Here we have
used a new algorithm [22] that retains the AE speed-
up but that uses less gates to measure the price of an
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FIG. 16. Error-mitigated hardware results for A |0〉3, QA |0〉3 and the estimated option price after applying maximum likelihood
estimation as a function of the initial spot price S0. (a) Probability of measuring |1〉 for the QA |0〉3 circuit (see Appendix
C, Fig. 15) (b) Probability of measuring |1〉 for the QA |0〉3 circuit (see Fig. 19). We show the measured probabilities when
replacing each CNOT by one, three and five CNOT gates (green, orange, red, respectively), the zero-noise limit calculated
using a second-order Richardson extrapolation method (purple), and the probability measured using the simulator (blue). (c)
Option price estimated with maximum likelihood estimation from measurements of QA |0〉3 and A |0〉3 with error mitigation
(purple) and without (green). The exact option price for each initial spot price S0 is shown in blue.
option. Furthermore, we employed a simple error miti-
gation scheme that allowed us to greatly reduce the er-
rors from the noisy quantum hardware. However, larger
quantum hardware capable of running deeper quantum
circuits with more qubits than the currently available
quantum computers is needed to price the typical port-
folios seen in the financial industry. Future work could
focus on reducing the number of quantum registers in our
implementation by performing some of the computation
in-place.
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Appendix A: Circuit implementation of weighted
sum operator
1. Weighted sum of single qubits
In this appendix, we demonstrate an implementation
of the weighted sum operator on a quantum circuit. The
weighted sum operator S computes the arithmetic sum
of the values of n qubits |a〉n = |a1 . . . an〉 weighted by
n classically defined non-negative integer weights ω =
(ω1, ω2, . . . , ωn), and stores the result into another m-
qubit register |s〉m = |s1 · · · sm〉 initialized to |0〉m. In
other words,
S |a〉n |0〉m = |a〉n
∣∣∣∣∣
n∑
i=1
ωiai
〉
m
, (A1)
where
m =
⌊
log2
(
n∑
i=0
ωi
)⌋
+ 1. (A2)
The choice of m ensures that the sum register |s〉m
is large enough to hold the largest possible weighted
sum, i.e. the sum of all weights. Alternatively, we
can write the weights in the form of a binary matrix
Ω = (Ωi,j) ∈ {0, 1}n×n
∗
, where the i-th row in Ω is the
binary representation of weight ωi and n∗ = maxdi=1 ni.
We use the convention that less significant digits have
smaller indices, so |s1〉 and Ωi,1 are the least significant
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(a)
|ai〉 or |cj−1〉
M =
•
|sj〉 •
|sj+1〉 or |cj〉
(b)
|ai〉 or |cj〉 D = •|sj〉
(c)
|ai〉 or |cj−1〉
M˜
•
|sj〉 = X • X
|cj〉 |0〉
FIG. 17. Three component gates used to construct the
weighted sum operator S. (a) The carry operator M con-
sisting of one Toffoli gate, which computes the carry from
adding |ai〉 (or |cj−1〉) and |sj〉 into |sj+1〉 or |cj〉. (b) The
bit addition operator D consisting of one CNOT gate, which
adds the state qubit |ai〉 or the carry qubit from the previous
digit |cj−1〉 to the sum qubit |sj〉. (c) The carry reset opera-
tor M˜ consisting of two X gates and one Toffoli gate, which
resets the carry qubit |cj〉 back to |0〉.
digits of the respective binary numbers. Using this bi-
nary matrix representation, S is to add the i-th qubit
|ai〉 of the state register to the j-th qubit |sj〉 of the sum
register if and only if Ωi,j = 1. Depending on the values
of the weights, an additional quantum register may be
necessary to temporarily store the carries during addi-
tion operations. We use |cj〉 to denote the ancilla qubit
used to store the carry from adding a digit to |sj〉. These
ancilla qubits are initialized to |0〉 and will be reset to
their initial states at the end of the computation.
Based on the above setup, we build quantum circuits
for the weighted sum operator using three elementary
gates: X (NOT), CNOT, and the Toffoli gate (CCNOT).
These three gates suffice to build any Boolean function
[35]. Starting from the first column in Ω, for each col-
umn j, we find all elements with Ωi,j = 1 and add the
corresponding state qubit |ai〉 to |sj〉. The addition of
two qubits involves three operations detailed in Fig. 17:
(a) computation of the carry using a Toffoli gate (M),
(b) computation of the current digit using a CNOT (D),
(c) reset of the carry computation using two X gates and
one Toffoli gate (M˜). When adding |ai〉 to the j-th qubit
of the sum register, the computation starts by applying
M and then D to |ai〉, |sj〉 and |cj〉, which adds |ai〉 to
|sj〉 and stores the carry into |cj〉. Then, using the same
two operations, it adds the carry |cj〉 to the next sum
qubit |sj+1〉 with carry recorded in |cj+1〉. The process
is iterated until all carries are handled. Finally, it resets
the carry qubits by applying M˜ in reverse order of the
carry computation. We reset the carry qubits in order to
reuse them in later computations if necessary.
In general, we need max(k− 2, 0) carry qubits to com-
pute the addition of |ai〉 on |sj〉, where k ≥ 1 is the
smallest integer satisfying
k〈1|ρsj,j+k−1 |1〉k = 0, (A3)
where ρsj,j+k−1 is the density matrix corresponding to
|sj · · · sj+k−1〉. In the k = 1 case, i.e. |sj〉 = 0, the
computation is reduced to “copying” |ai〉 to |sj〉 using
the bit addition operator D, and no carries would be
produced. For k ≥ 2, Eq. (A3) guarantees no carries from
|sj+k−1〉 and beyond. Therefore we can directly compute
the carry from |sj+k−2〉 into |sj+k−1〉 without worrying
about additional carries. This eliminates the need for
an ancilla qubit |cj+k−2〉, and hence the number of carry
qubits needed is k − 2. To further reduce the number of
ancilla qubits, we can use any sum qubit |sj〉 = |0〉 during
the computation. In our case, since we are processing Ω
column by column, all sum qubits more significant than
|sj+k−1〉 would be |0〉. In other words, we have the last
m− (j + k − 1) sum qubits usable as carry qubits in the
computation described above.
As the weights are known at the time of building the
circuit, the possible states that |s〉m can have before each
addition of a state qubit |ai〉 are also computable. Since
we are adding |ai〉 to |s〉m starting from the least signif-
icant bit, k equals the bit length of the maximum possi-
ble sum on |sj . . . sm〉 after adding |ai〉 to |sj〉. In other
words,
k = log2
 ∑
u≤i, or
v≤j
Ωu,v
2j−v
+ 1. (A4)
Therefore, the number of carry operations and additional
ancilla qubits required for each addition of |ai〉 can be
determined. The term in the b·c in Eq. (A4) is upper-
bounded by
∑
u≤i, or
v≤j
Ωu,v
2v
≤
m∑
j=1
nmax
2j−1
< 2nmax ≤ 2n, (A5)
where nmax = maxmj=1
∑
i=1 nΩi,j is the maximum num-
ber of 1’s in a column of Ω. It immediately follows that
the number of non-trivial carry operations (i.e. carry
operations that requires M˜) required to add |ai〉 to
|sj . . . sm〉 is upper-bounded by
k − 2 < log2 bnmaxc ≤ log2 bnc , (A6)
and the number of ancilla qubits required for the entire
implementation of S is at most the upper bound for k−2,
since we may use some sum qubits as carries. In other
words, the number of ancilla qubits required for S grows
at most logarithmically with the number of state qubits
n.
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2. Sum of multi-qubit integers
The weighted sum operator S can be used to calculate
the sum of d multi-qubit positive integers on a quantum
register. To do that we first prepare the input register in
the state
|a〉n = |a(1)1 . . . a(1)n1 . . . a(d)1 . . . a(d)nd 〉 , n =
d∑
i=1
ni, (A7)
where |a(i)1 . . . a(i)ni 〉 , i ∈ [1, d] is the binary representation
of the i-th integer to sum with ni qubits, least significant
figure first. Then we set the weights as
ω = (20, . . . , 2n1−1, . . . , 20, . . . , 2nd−1), (A8)
or equivalently,
Ωn×n∗ =
(
ITn1×n∗ , . . . , I
T
nd×n∗
)T
, (A9)
where Ini×n∗ =
(
Ini , 0ni×(n∗−ni)
)
, i ∈ [1, d] and Ini is
the ni-dimensional identity matrix. Now if we build a
weighted sum operator based on the weights in Eq. (A8)
and apply it on the input state qubits in Eq. (A7), we
would have the sum of the d integers in |s〉m.
Fig. 18 shows an example circuit computing the sum
of two 3-digit binary numbers represented on a 6-
qubit quantum register |a〉3 |b〉3, and storing the re-
sult into a 4-qubit register |s〉4. The circuit is imple-
mented by a weighted sum operator S with weights
ω = (1, 2, 4, 1, 2, 4). The addition of each qubit onto the
sum qubits requires one carry gate (M) followed by one
addition gate (D), except for the first bit |a1〉 which does
not have any carries before its addition. This results in
a total of 6 CNOT (D) gates and 5 Toffoli (M) gates.
The 11 gates are grouped in three groups, as is shown in
Fig. 18 by dashed boxes. Each group computes the sum
of the bits |aj〉 and |bj〉 into |sj〉 and the carry into |sj+1〉.
Note that separate carry qubits are not required, there-
fore no carry reset operators M˜ are used. In fact, using
the above construction for S, no extra carry qubits will
be required for the addition of any two binary numbers.
In general, S requires at most blog2 dc ancilla qubits for
carrying operations, which directly comes from Eq. (A6).
3. Weighted sum of multi-qubit integers
In addition to summing up d integers equally, a weight
wi may also be added to each integer a(i). In that case,
the weight matrix would be
Ω =
(
w1 · ITn1×n∗ , . . . , wd · ITnd×n∗
)T
. (A10)
In the case where wi are not integers, we can rescale the
values represented on the quantum register by a common
factor to make all weights integers. For example, if we
are adding two numbers with weights 0.2 and 0.8, we
could use integer weights of w1 = 1 and w2 = 4 instead,
and reinterpret the resulting sum in postprocessing by
dividing it by 5.
Appendix B: Amplitude Estimation without Phase
Estimation
To reduce the required number of qubits and the re-
sulting circuit depth, Suzuki et al. have shown that AE
can be performed without requiring quantum phase esti-
mation [22]. To this extent, they exploit that
QkA |0〉n |0〉 = cos ((2k + 1)θa) |ψ0〉n |0〉+
sin ((2k + 1)θa) |ψ1〉n |1〉 ,
where a = sin2(θa), |ψ0〉, |ψ1〉 are defined in Eq. 2. This
circuit is evaluated for different k = 20, ..., 2m−1, for a
given m, and the probability of a |1〉 in the last qubit is
approximated for each k using N shots. This amounts to
M ×N applications of Q in total, where M = (2m − 1).
Combining the estimated probabilities for all k in a single
likelihood function and performing a maximum likelihood
estimation, they show that the resulting estimation error
scales as O(1/(M√N)), i.e., the algorithm achieves the
same quadratic speed-up as AE with phase estimation in
terms of M .
Note that even though we are only interested in the
result of a single qubit, we always measure all three qubits
to be able to apply readout error mitigation as discussed
in Sec. V.
Appendix C: Optimized Circuit for QA |0〉3
In the following, we describe the circuit used for
QA |0〉3 requiring only 18 CNOT gates. We have thatQ = AS0ASψ0 , where S0 = 1 − 2 |0〉 〈0| and Sψ0 = 1 −
2 |ψ0〉 |0〉 〈ψ0| 〈0| perform reflections on |0〉3 and |ψ0〉2 |0〉,
respectively. Sψ0 can be implemented up to a global
phase using a single-qubit Z-gate on the last qubit, which
is sufficient to differentiate between |ψ0〉 |0〉 and |ψ1〉 |1〉.
S0 is a bit more difficult and we use circuit synthesis
for diagonal unitary matrices to achieve an efficient de-
composition into gates [50]. This construction lead to 16
CNOT gates for Q and 21 for QA, which was still a bit
too much to run on real hardware.
To further reduce the CNOT count, we look at the full
circuit QA |0〉3 and we applied the following optimiza-
tion steps. The last part in Q is the application of A. As
mentioned in Sec. V, we can drop the very last CNOT
gate and apply it in a classical postprocessing. Further-
more, in QA |0〉3, we have Sψ0 between A and A†, i.e.A†Sψ0A, where the uniformly controlled Y -rotations inA
(A†) are right before (after) Sψ0 . On the other hand, the
Z-gate that implements Sψ0 can be decomposed into an
X-rotation and a Y -rotation. The Y -rotation can subse-
quently be absorbed into one of the uniformly controlled
Y -rotations in A or A†, changing the angles accordingly.
Since the remaining X-rotation commutes with the two
neighboring CNOT gates from A and A†, we can move
the X-rotation so that the two CNOT gates cancel each
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|a1 + b1〉 → |s1s2〉 |a2 + b2〉 → |s2s3〉
|a3 + b3〉 → |s3s4〉a1 : •a2 : • •
a3 : • •
b1 : • •
b2 : • •
b3 : • •
s1 : |0〉 •
s2 : |0〉 • •
s3 : |0〉 • •
s4 : |0〉
|a+ b〉4
|a〉3|b〉3|s〉4

FIG. 18. A circuit computing the sum of binary numbers |a〉3 and |b〉3 into |s〉4 implemented using the weighted sum operator
with weights ω = (1, 2, 4, 1, 2, 4).
other. This reduces the CNOT gate count for QA |0〉3 to 18 and the resulting circuit is reported in Fig. 19.
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