Keywords: Power quality, root mean square, averaging, voltage sags. Abstract: The root mean square mathematical operation is widely used in power engineering. The process has a frequency response characteristic and an associated time constant which is important especially for short term signals. Potential problem areas in using RMS values in power quality assessment are identified and discussed. Introduction: In many power quality studies, waveforms are characterized through a root mean square (RMS) value,
where f(t) is a time signal and T is either the period of the time signal or a suitably long time. For the periodic case, when T is an integer multiple of the period of f(t), and t 0 is a fixed point on the wave, the RMS value is termed a synchronous RMS (s-RMS). The s-RMS operation maps a time signal to a single point and can be visualized as an information concentrator. It is a simple matter to demonstrate that the s-RMS quantifies the Joule effect of a sinusoidal voltage or current. Reference [1] contains a discussion of applications and calculation procedures.
In electric power engineering, the RMS operation is in widespread use, and for some applications there may be misuse. As an example, in power quality studies, the decrement of the AC voltage amplitude at some buses is known as a voltage sag or dip; the effects on consumers are often quantified in terms of the deviation of secondary distribution voltage RMS values. However when sag events are of short duration, the RMS values may have a problematic interpretation.
There are many hardware and software algorithms which compute RMS values, and it becomes advisable to identify the hidden possible errors in calculation and interpretation. Windowing the RMS operator: The RMS operator is nonlinear, but working with 
where r T (t) is a rectangular pulse which is zero everywhere except in the interval [t-T, t] where it is unity. In the Fourier domain,
The notation ( * ) denotes frequency domain convolution. Equation (4) indicates that there is a frequency response interpretation to the RMS operator. References [5, 6] discuss factors relating to the calculation of the RMS value.
Discrete interpretation: The definition (1) can be extended to the discrete case for N samples of the original signal f,
Equation (5) represents a discrete filter. The implementation of (5) can be pursued as a FIR filter (s-RMS, a synchronous average filter); or a moving average (m-RMS); or as an infinite impulse response (IIR) filter (recursive moving average filter, r-RMS). The s-RMS is described by (5) The frequency response in (6) is approximated for large N by a first-order IIR filter,
With , which is close to unity for longer windows (large N) but always less than 1 assuring filter stability. The calculation is usually implemented as an adaptive, recursive least-squares algorithm but a non-causal, zero phase filter can be also considered [2] .
Cautions in the use of RMS for short term signals:
When seen as a filtering operation, the RMS process has a frequency response itself. If the period T o of the signal is known, by a synchronous averaging of the time data only frequency components at integer multiples of f o =1/T o will remain in the output signal. All asynchronous frequencies (irrational multiples of f o ) average to zero [2] . Fig. 1 shows the frequency domain response of the m-RMS operator in (6) for typical numerical values. The frequency response of the m-RMS and r-RMS algorithms in (7) is depicted in Fig. 2 .
Fig. 1 Transfer function of the m-RMS filter for
T o = 1/60 s When an s-RMS operation is performed, e.g. on a window which is half of the main period (T o /2), the sag event could have a longer duration and the sag amplitude may not be directly related to instrument RMS measurements. Thus the use of the s-RMS could lead to misclassification of a problematic case as not problematic. In general, the s-RMS will not be constant for distorted, although periodic, waveforms. When an r-RMS calculation is done utilizing a time window T, the group delay is greater than for the corresponding m-RMS algorithm. The main point is that for short duration events, the specification of calculation procedure when using RMS is critical. Conclusions: For a given discrete function of time, the RMS can be computed either using a fixed window (s-RMS) or a moving average technique (m-RMS). In both cases RMS is a function of window length T, and is a constant function for periodic signals of fundamental period T o =T/k, k=1,2,… It becomes important that the RMS calculation technique be specified when conclusions on aperiodic power system signals are drawn. For classifying short term events, specification of the RMS calculation method is critical.
