Abstract. Necessary and sufficient conditions are obtained for the continuity and compactness of the imbedding operators Gagliardo [3] in the case where the domain Ω ⊂ R n has the cone property. If l is a positive integer, 1 ≤ p < ∞, and lp < n, then the exponent q in the above imbedding takes the maximal possible value q = np/(n − lp).
§1. Introduction and statement of principal results
Sobolev's theorem on imbedding of the space W l p (Ω) in L q (Ω) was proved by Sobolev [1, 2] and supplemented by Gagliardo [3] in the case where the domain Ω ⊂ R n has the cone property. If l is a positive integer, 1 ≤ p < ∞, and lp < n, then the exponent q in the above imbedding takes the maximal possible value q = np/(n − lp).
In [12] , Maz ya obtained a necessary and sufficient condition for the continuity of the imbedding operator W 1 p (Ω) → L q (Ω) in the case of a general domain Ω ⊂ R n . These conditions are either isoperimetric (for p = 1), or capacitary (for p > 1) inequalities. As an application of these results, a maximal exponent q was found for which W 1 p (Ω) is continuously imbedded in L q (Ω) for the power cusp domain (1.1) Ω = {x = (x , x n ) ∈ R n : x n ∈ (0, 1), |x | < ϕ(x n )} , n ≥ 2, where ϕ(t) = const · t λ , λ > 1. This maximal q looks like this:
Later on, the imbedding theorem W l p (Ω) ⊂ L q (Ω) with Sobolev's limit exponent was extended beyond the class of domains with the cone property, specifically, to domains with the flexible cone property (Besov [4] ), and to John domains (Reshetnyak [6] , Bojarski [7] ). Moreover, it turned out (Buckley and Koskela [8] ) that, in a sense, the John domains form the largest class of domains supporting the imbedding theorem with Sobolev's limit exponent.
Haj lasz and Koskela [9] established the continuous imbedding W 1 p (Ω) ⊂ L q (Ω) for λ-John domains with λ > 1. In that paper, q is maximal for p = 1 and "almost maximal" for p > 1. The maximal possible q for the above imbedding with p > 1 was obtained by Kilpeläinen and Malý [10] . Besov [5] proved the continuous imbedding theorem W l p (Ω) ⊂ L q (Ω) for a certain class of domains containing all λ-John domains. In particular, it was shown [5] that for the λ-John domains with λ > 1 and lp < λ(n − 1) + 1 the space W l p (Ω) is continuously imbedded in L q (Ω) for q = np/(1 + λ(n − 1) − lp). This exponent is maximal in general (see Poborchiȋ [11] , Labutin [22] ). 
Ω) → C(Ω) ∩ L ∞ (Ω).
In the authors' paper [17] (see also [18, Subsections 8.2, 8.3] ) this result was extended to the spaces W l p (Ω), l ≥ 1, and to domains Ω with the vertex of an outward peak described by some function ϕ. However, for l > 1 the additional condition c −1 ≤ ϕ(2t)/ϕ(t) ≤ c, c = const > 0, was imposed on ϕ. In the present paper we lift this restriction.
The precise statement will be given below. Now we introduce some notation. Let x = (x 1 , . . . , x n ) be a point in the n-dimensional Euclidean space R n with the norm |x| = (x 
n . The partial derivatives will be written as
If l is a positive integer, the gradient of order l of a function u is
(or simply by P l for fixed n) we denote the class of polynomials on R n of degree at most l, l = 0, 1, . . . .
Let Ω be a domain in R n (i.e., an open connected set) and l ≥ 0 an integer. The symbol C l (Ω) designates the class of (real-valued) functions u ∈ C(Ω) that have derivatives 
Let L p,loc (Ω) be the class of all measurable functions on Ω that are integrable with exponent p (essentially bounded for p = ∞) on every compact subset of Ω.
Suppose that Ω is a domain in R n , l = 1, 2, . . . , and 
Now we describe some classes of domains. A domain Ω ⊂ R n is said to have the cone property if every point in Ω is the vertex of a closed cone contained in Ω and congruent to the cone
n belongs to the class C 0,1 if every point of ∂Ω has a neighborhood U such that the set U ∩ Ω can be represented by the inequality x n < f (x 1 , . . . , x n−1 ) for some local Cartesian system, where f is a function defined on a domain G ⊂ R n−1 and satisfying the Lipschitz condition on G. We introduce the class of domains of the form
assuming that ω ⊂ R n−1 is a bounded domain with the cone property and ϕ is a monotone increasing function on [0, 1] satisfying the Lipschitz condition and such that
We say that Ω is a peak in R n . For simplicity of presentation, in what follows it is assumed that ω ⊂ B (n−1) 1 . In §5 below, yet another class of domains with the so-called Hölder boundaries will be described. Now we state the principal results of the paper that pertain to the peak (1.3).
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The compactness criterion can be formulated as follows.
where A γ (z) is the same as in the preceding theorem. In the case where
is compact if and only if
The following assertion is a consequence of the two above.
Corollary 1.1. Let ϕ be the function describing the cusp in (1.3), and let
, and the relation
The statement below gives necessary and sufficient conditions for the continuity and compactness of the imbedding operator
This imbedding operator is compact. The space
and the condition
is necessary and sufficient for the last-mentioned imbedding to be compact. If the domain
under the above assumptions of the theorem.
As an application of Theorems 1.1 and 1.2, we consider the following example.
Example. Sobolev's theorem implies that, for a bounded domain Ω ⊂ R n with the cone property,
This exponent q is the maximal possible, and the imbedding operator
is not compact. Now we verify that if Ω fails to have the cone property, then the limit exponent q for the imbedding W l p (Ω) ⊂ L q (Ω), lp < n, can take any value in (p, np/(n − lp)), and the imbedding with this limit exponent can be compact.
Indeed, suppose p ≥ 1, lp < n, and q ∈ (p, np/(n − lp)). Then there exists a bounded domain Ω ⊂ R n such that 1) the imbedding operator
By Theorems 1.1 and 1.2 (see also Corollary 1.1) as Ω we can take the domain (1.3) with
The next two sections are auxiliary. §4 contains the proof of Theorems 1.1-1.3. In §4 we also consider an application of Theorem 1.1 to the Neumann problem for elliptic equations of order 2l, l ≥ 1. In §5 we state the imbedding theorems
The Friedrichs inequality for a domain with peak and smoothing of a function that describes the peak
The lemma stated below plays an important role in what follows.
is true with a constant c independent of u.
Proof. Since all intermediate derivatives D
α u exist and belong to L p,loc (Ω), |α| = 0, . . . , l − 1 (see, e.g., Maz ya [15, Subsection 1.1.2]), it suffices to consider the case where l = 1. Then the general case will follow easily by induction on l. We have
for almost all η ∈ ω and almost all z ∈ (0, 1). Therefore, the required inequality is true
The right-hand side does not exceed
and the proof of the lemma is finished. Let ϕ be a function describing the peak in (1.3). The following lemma says that, in the proof of the imbedding theorem, ϕ can be replaced by another function satisfying some additional conditions. 
, ψ(t) = 0 for t ≤ 0, and ψ(t) = 1 for t ≥ 1. Let ψ be monotone increasing on [0, 1]. We construct a sequence {z i } by
Clearly, {z i } is monotone decreasing and z i → 0; furthermore, 1] ) for i ≥ 0, and also
We claim that f can be given by the formula
To check the monotonicity of f , we observe that
Consequently, f is monotone increasing, because so is
Hence, for the same z and k,
This implies that lim z→+0 f (z) = 0 and (2.2) is fulfilled, completing the proof of the lemma. §3. Estimates for derivatives of a function averaged with respect to part of the variables
Here we prove an auxiliary assertion to be used in the proof of Theorem 1.1. We start with a remark that follows from the theorem on equivalent norms in Sobolev spaces. 
with a constant c independent of u (see [2, §9] and [15, Subsection1.1.15] ). This estimate is known as the generalized Poincaré inequality.
Example. We construct an example of a projection
Let l be a positive integer and f a monotone increasing function in
We consider the domain
and define
In what follows, c designates various positive constants depending only on n, l, p, K, and f . 
where
and each derivative v 
where the summation is taken over all multiindices β = (β,
and the c κ,λ are numerical coefficients. Since |f
the modulus of the general term in the sum over κ, λ is at most cf (z)
|β|−l . Thus, we arrive at the following representation:
Here β = (β, β n ) ∈ Z n + , |β| > 0 for |β| < l,
and the ψ β are measurable functions on (0, 1) satisfying
Let |β| < l, and let v(η, z) = D β u f (z)η, z . We fix z ∈ (0, 1) and denote by Q an arbitrary polynomial in P (n−1) l−|β|−1 . Using (3.1), we obtain
Remark 3.1 shows that the right-hand side of (3.8) does not exceed
Estimate (3.9) remains valid for |β| = l. Here (3.9) follows from (3.6) by Hölder's inequality. Combining (3.5), (3.7), and (3.9) yields
Thus, (3.3) is established for s = l and α = 0. By replacing u with D α u and l with l − |α| in (3.10), we also obtain (3.3) for 0 ≤ |α| < l and s = l − |α|.
The case where l ≥ s > l − |α|, |α| > 0. In this case the following representation is deduced by analogy with (3.5):
and the functions ϕ β , σ i,γ are measurable on (0, 1) and satisfy
Furthermore, |β| > 0 if |β| < l − |α|, and the
are certain standard functions. By (3.1), we have
and the modulus of the integral in the sum over β in (3.11) is estimated with the help of the generalized Poincaré inequality in the same way as (3.9) was deduced from (3.8).
Thus, the modulus of the general term in this sum is majorized by the right-hand side of (3.3). Now, we turn to the estimation of the double sum in (3.11). Let I α,γ (z) denote the last-written integral in (3.11). We have
The modulus of the first factor in the general term of the last sum does not exceed cf (z)
To bound the second factor in the general term, we first consider the case where j = 0.
Using Remark 3.1 and then making the substitution η = y/f (z), we arrive at
Thus, the term on the right in (3.13) that corresponds to j = 0 is not greater than the right-hand side of (3.3).
α,γ (z) is obtained by differentiation of the integrand in (3.12), so that
has zero moments up to the order |α| − |δ| − 1. Consequently,
for almost all z ∈ (0, 1), the generalized Poincaré inequality applies. Thus, the above infimum is dominated by
where ∇ |α|−|δ| is the gradient in the first n − 1 variables. Recalling that |α| = l − |γ|, we obtain
If |α| = |δ|, then |δ + γ| = l, and |J δ (z)| is estimated with the help of Hölder's inequality. Here (3.15) is true again. Estimates (3.13)-(3.15) imply that the modulus of the general term of the double sum in (3.11) does not exceed the right-hand side of (3.3). The proof of the lemma is complete. §4. Proof of Theorems 1.1-1.3 For the proof of Theorem 1.1, we need two known facts. One of them is the existence of a W l p -preserving extension operator from the peak (1.3) to a circular peak (see [16] and [ 
then for any 1 ≤ p ≤ ∞ and any l = 1, 2, . . . there exists a continuous linear operator
. The second fact we need is Hardy's two-weight inequality for high derivatives on intervals of the real axis. The following result is due to Stepanov [26] .
The existence of a constant C independent of f and such that
is equivalent to the fact that the following quantities A 0 , A 1 are finite:
Moreover, if C is the best constant in (4.1), then
is compact if and only if A 0 and A 1 are finite and
For p = 1 ≤ q < ∞, inequality (4.1) is true with the best constant
, and for q = ∞, p > 1 the best constant in (4.1) is
Below we denote by c various positive constants depending only on n, p, q, l, ω, and ϕ.
into the inequality . Furthermore, Lemma 2.2 allows us to assume also that ϕ in (1.3) has the additional properties
In this case we shall prove that
First, observe that the finiteness of A 0 , A 1 implies the boundedness of A(δ) for δ ∈ (0, 1], because the quantity (4.6) is dominated by A γ (see (1.4) ). Below, we shall establish the estimate
which, in particular, implies that l − n/p + n/q ≥ 0 (because the left-hand side of (4.7) is bounded); hence, q does not exceed the limit exponent in Sobolev's imbedding. It suffices to check (4.7) for small δ > 0. Using (4.5) and (4.6), we obtain
, the right-hand side of the above inequality is not less than
, which dominates the right-hand side of (4.7). Thus, (4.7) is established. We note that if (4.4) is valid for the functions vanishing for z > δ, then it is also valid for all u ∈ W l p (Ω). To see this, we observe that, for ε ∈ (0, 1), the truncated peak
, and let (3.1) be fulfilled, along with K(y) dy = 1. For
and consider the "polynomial"
Our purpose is to prove the estimates
which imply (4.4) and, thus, the "if" part of the theorem.
Proof of inequality (4.8). Let
Since u α (z) = 0 for z > δ, and there exists u
To bound the right-hand side of (4.11), we use Lemma 4.2. Identity (4.10) and Lemma 4.2 show that the best constant C(δ) in the inequality
By the monotonicity of ϕ, the product of the last two integrals in braces does not exceed the quantity (4.6), so that (4.12) is true with C(δ) = cA(δ). By Lemma 3.1, we have
|(∇ l u)(y, z)| p dy for a.e. z ∈ (0, 1). Therefore, the expression on the right in (4.12) is not greater than the right-hand side of (4.8). Thus, for all α ∈ Z n−1 + with |α| < l, the left-hand side of (4.11) is dominated by cA(δ) ∇ l u L p (Ω) . Estimate (4.8) is established.
Proof of inequality (4.9). We define a sequence {z k } k≥0 by
Consider the "cells"
Since Ω k ∈ C 0,1 and l − n/p + n/q ≥ 0, Sobolev's theorem gives
where k = 0, 1, . . . and v ∈ W ∇ l u(y, z) p dy is true for a.e. z ∈ (0, δ). Combining this with (4.13) for v = u − Q, we see that
. . , α n−1 , γ = γ 1 , . . . , γ n−1 , γ = γ, γ n be multiindices such that |α| < l, |γ| = l. We put Q α (x) = u α (z)y α , as before. If γ i > α i for some i = 1, . . . , n − 1, then D γ Q α (x) = 0. Suppose γ ≤ α (i.e., γ i ≤ α i for all i = 1, . . . , n − 1). In this case
By Lemma 3.1, we have
This estimate and (4.14) yield
Using the algebraic inequality 
