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CENSORED FRACTIONAL DERIVATIVE
QIANG DU, LORENZO TONIAZZI , AND ZIRUI XU
Abstract. We define a fractional derivative of order β ∈ (0, 1) on the positive half-line,
associated with the censored β-stable Le´vy subordinator. We study its strong inverse,
resulting in a sensible alternative to the popular Caputo fractional derivative. We provide
a probabilistic series representation and a natural Feynman-Kac formula for such an
inverse. We establish the well-posedness for non-linear initial value problems, and offer a
Mittag-Leffler-type representation for the solution to special linear problems. Our method
relies on solving an equivalent Riemann-Liouville initial value problem with a specific
unbounded potential. Moreover, we prove that the censored β-stable Le´vy subordinator
hits the barrier in finite time.
1. Introduction
Fractional derivatives have been employed to model heterogeneities and nonlocal in-
teractions in applications (see, e.g., [21, 24, 25, 6]), and they enjoy an interesting and
nontrivial mathematical theory (see, e.g., [23, 5, 17]). The Caputo derivative C∂βx of order
β ∈ (0, 1) is often a natural substitute for the standard first order derivative ∂x on the
half-line [7]. For example, the Caputo heat equation C∂βt = ∆ governs the non-Markovian
dynamics of the fractional kinetic process, which arises as the limit of several central limit
theorems [22, 1, 11]. For a nice function u vanishing at 0, the Caputo derivative takes the
Riemann-Liouville (R-L) form
∂βxu(x) =
∫ x
0
(u(x)− u(x− r))
r−1−β
|Γ(−β)|
dr + u(x)
x−β
Γ(1 − β)
, x > 0, (1.1)
with Γ(·) being the gamma function. Probabilistically, −∂βx is the generator of the decreas-
ing β-stable Le´vy process absorbed upon jumping below 0 [2, 18]. This can be guessed by
noting that the first term in (1.1) describes decreasing β-stable Le´vy jumps from x falling
above 0, meanwhile x
−β
Γ(1−β) =
∫∞
x
r−1−β
|Γ(−β)| dr can be interpreted as the killing coefficient for
all jumps from x that fall below 0. In this work, we introduce what we call the censored
fractional derivative Dβx , allowing the representation
Dβxu(x) =
∫ x
0
(u(x)− u(x− r))
r−1−β
|Γ(−β)|
dr.
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It is intuitively clear that −Dβx is the generator of the decreasing β-stable Le´vy process
censored upon jumping below 0 [13, Theorem 4.10], censored in the terminology of [4].
This is because −Dβx only allows decreasing β-stable Le´vy jumps from x falling above 0,
and so any jump falling below 0 is censored/forbidden. See [19, Remark 3.3] for two other
different ways of “censoring” a process.
We initiate the study of the censored fractional derivative Dβx , whose theory we believe
is an interesting and natural alternative to the Caputo’s, as we now explain. We first prove
the strong well-posedness for the initial value problem (IVP)
Dβxu(x) = g(x), x ∈ (0, T ], u(0) = u0, (1.2)
for data g ∈ C(0, T ] such that |xβg(x)| ≤ Mxα for some M,α > 0. We also give the
probabilistic series representation for the solution
u(x)− u0 = J
β
0 g(x) +
∞∑
j=1
Ex
[
Jβ0 g (Xj)
]
. (1.3)
Here Jβ0 is the R-L integral solving ∂
β
xu = g, u0 = 0, and Xj |X0=x = x
∏j
n=1X
(β)
n with the
X
(β)
n ’s being iid beta distributed random variables on (0, 1) for parameters (1−β, β). The
probabilistic intuition is clarified by the Feynman-Kac formula (1.4), as explained below.
We treat the IVP (1.2) as the equivalent R-L IVP with the unbounded potential x
−β
Γ(1−β) ,
which does not appear to be studied yet, to our knowledge. Our proof method relies on
a refinement of [7, Theorem 7.10], by showing the uniform convergence of the series in
(1.3). Thanks to the above result, for λ ∈ R, we are able to establish the well-posedness
of the linear homogeneous problem Dβxu = λu with an initial condition u(0) = u0, and the
Mittag-Leffler-type representation for its solution
u(x)− u0 = u0
∞∑
N=1
(
λxβ
)N
Γ(1− β)N
N∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
.
We also prove strong local well-posedness for the non-linear IVP Dβxu(x) = f(x, u(x)) for
certain Lipschitz data f . The fractional derivative Dβx shares many properties of C∂
β
x ,
such as the solution to (1.2) being β-Ho¨lder continuous for g ∈ C[0, T ], and behaving like
xβ at the origin if g(0) 6= 0. But it also differs in many ways. For example, for α > 0,
Dβxxα = Cα, β ∂
β
xxα for a positive constant Cα, β < 1, and unlike ∂
β
x , D
β
x does not enjoy the
semigroup property (thus neither its inverse).
We offer a connection to the censored decreasing β-stable Le´vy process s 7→ Scs by proving
that the solution to (1.2), for g = 1, u0 = 0 equals the expectation of the lifetime τ∞(x) of
s 7→ Scs when started at x > 0, i.e.
E[τ∞(x)] =
xβ
Γ(β + 1)
βpi
βpi − sin(βpi)
.
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In particular this proves that s 7→ Scs hits 0 in finite time, which, we believe, has not
been shown before. This is a fundamental and non-obvious fact, especially in light of [4,
Theorem 1.1-(1)], which proves that the censored symmetric β-stable Le´vy process never
hits the boundary, whether censored on an interval or the half line. Our proof method is
direct and rather straightforward, thanks to the closed form of the potential of the β-stable
Le´vy subordinator.
We also show that the solution in (1.3) equals the expected Feynman-Kac formula
u(x)− Ex
[
u
(
Scτ∞(x)−
)]
= Ex
[∫ τ∞(x)
0
g(Scs) ds
]
, (1.4)
which shows how Dβx extends the memory effect of ∂
β
x . This is because one can write the
right hand side of (1.4) as
Ex
[∫ τ1(x)
0
g(Scs) ds
]
+ Ex
[∫ τ∞(x)
τ1(x)
g(Scs) ds
]
, (1.5)
with τ1(x) being the first resurrection time for S
c. Then one observes that the censored
process Scs equals x − Ss for s < τ1(x) with s 7→ Ss being a β-stable Le´vy subordinator.
Thus, the known identity
E
[∫ τ1(x)
0
g(x− Ss) ds
]
= Jβ0 g(x)
applies. Therefore, the first term in (1.5) weights the past values of g on (0, x) only up
until τ1(x), just like in the Caputo case. Meanwhile, the second term proceeds beyond the
random time τ1(x). Also, our proof clarifies why the last terms in (1.3) and (1.5) are equal,
by essentially showing that Xj has the same distribution of the j-th resurrection point in
the construction of Sc.
This work is organized as follows: Section 2 introduces notation, basic results on frac-
tional calculus, defines the censored derivative, and studies the solution kernels; Section 3
focuses on well-posedness and series representation of the solution to (1.2), then addresses
linear and non-linear IVPs. In Section 4 we construct the censored β-stable Le´vy process,
study its lifetime, and prove that the Feynman-Kac formula (1.4) equals the series (1.3).
Section 5 contains some concluding remarks.
2. Preliminaries and solution kernels
Throughout this article, we denote the exponent of our fractional derivatives by β, and
the interval of interest by [0, T ]. We always assume β ∈ (0, 1) and T ∈ (0,∞). We denote
by N, R the set of positive integers and the set of real numbers, respectively. We denote
by C[0, T ] the Banach space of real-valued continuous functions on [0, T ] with the uniform
norm ‖·‖C[0,T ]. We abbreviate the function space C(0, T ]∩L
1(0, T ] to C∩L1(0, T ], where we
define C(0, T ] and L1(0, T ] to be the sets of real-valued continuous functions and Lebesgue
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integrable functions on (0, T ], respectively. We denote by C1(0, T ] the functions in C(0, T ]
whose first derivative is also in C(0, T ]. We denote by Γ(·) the gamma function, and we
will frequently use without mention the standard identity for real numbers γ, α, x > 0∫ x
0
(x− r)γ−1rα−1 dr = xγ+α−1
Γ(γ)Γ(α)
Γ(γ + α)
,
and the identity Γ(β + 1)Γ(1 − β) = βpi/ sin(βpi). We will rely on the machinery of the
Riemann-Liouville (R-L) fractional derivative, which we now define along with its inverse
and the natural space of strong solutions.
Definition 2.1. For β ∈ (0, 1), u ∈ C ∩ L1(0, T ], we define the R-L integral
Jβ0 u(x) =
∫ x
0
(x− r)β−1
Γ(β)
u(r) dr, x ∈ (0, T ],
we define the sets of functions
Cβ(0, T ] =
{
u ∈ C ∩ L1(0, T ] : J1−β0 u ∈ C
1(0, T ]
}
,
Cβ[0, T ] = C[0, T ] ∩ Cβ(0, T ],
and for u ∈ Cβ(0, T ], x ∈ (0, T ], we define the R-L derivative
∂βxu(x) =
d
dx
J1−β0 u(x) =
d
dx
∫ x
0
(x− r)−β
Γ(1− β)
u(r) dr.
Remark 2.2. (i) Note that Cβ(0, T ] is defined so that ∂
β
x (Cβ(0, T ]) ⊆ C(0, T ], and so
will the censored fractional derivative Dβx in Definition 2.5 below. As it turns out
that Dβx allows to impose the initial condition in problem (1.2), Cβ[0, T ] becomes the
natural space for strong solutions. In the Caputo literature strong solutions generally
live in Jβ0 (C ∩ L
1(0, T ]) (see, e.g., [7]). We know Jβ0 (C ∩ L
1(0, T ]) ⊆ Cβ(0, T ], by
Lemma 2.3-(ii). We also know Jβ0 (C ∩ L
1(0, T ]) * Cβ[0, T ], and Cβ(0, T ] * J
β
0 (C ∩
L1(0, T ]) (by Lemma 2.3-(ii), xα /∈ Jβ0 (C∩L
1(0, T ]) when α ∈ (−1, β−1), since ∂βxxα /∈
L1(0, T ]). But we do not know whether Cβ [0, T ] is contained in J
β
0 (C ∩ L
1(0, T ]).
However, if u ∈ Cβ[0, T ] solves (1.2), then u ∈ J
β
0 (C ∩ L
1(0, T ]), by Lemma 2.3-(iii).
(ii) The reader should not be drawn to think that Cβ[0, T ] is contained in uniformly
β-Ho¨lder continuous functions. Indeed xα ∈ Cβ[0, T ] for all α ≥ 0.
We now prove some simple statements that will be useful in our study and make our
presentation self-contained. We refer to [7] for a general study of Caputo/R-L derivatives.
Lemma 2.3.
(i) If u ∈ C ∩ L1(0, T ], then Jβ0 u ∈ C ∩ L
1(0, T ].
(ii) If u ∈ C ∩ L1(0, T ], then Jβ0 u ∈ Cβ(0, T ] and ∂
β
xJ
β
0 u = u.
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(iii) Assume g ∈ C ∩ L1(0, T ]. Then
u = Jβ0 g ⇐⇒

u ∈ Cβ(0, T ],
∂βxu = g,
lim
x→0
J1−β0 u(x) = 0.
(iv) If u ∈ Cβ[0, T ] is such that ∂
β
xu = 0, then u = 0.
Proof.
(i) Since both u and xβ−1 are in C ∩L1(0, T ], we know for any x ∈ (0, T ], Jβ0 u(x) is well
defined and finite. For δ ∈ (0, x), define
Jβδ u(x) =
∫ x−δ
0
(x− r)β−1
Γ(β)
u(r) dr.
Given T1 ∈ (0, T ], for all x ∈ [T1, T ] and δ ∈ (0, T1), we have∣∣∣Jβδ u(x)− Jβ0 u(x)∣∣∣ ≤ ∫ x
x−δ
∣∣∣∣(x− r)β−1Γ(β) u(r)
∣∣∣∣ dr
≤
δβ
βΓ(β)
max
r∈[x−δ, x]
∣∣u(r)∣∣ ≤ δβ
βΓ(β)
max
r∈[T1−δ, T ]
∣∣u(r)∣∣,
therefore, as δ → 0, Jβδ u → J
β
0 u uniformly on [T1, T ]. By Dominated Convergence
Theorem, Jβδ u is continuous on [T1, T ]. So J
β
0 u is also continuous on [T1, T ], and
thus on (0, T ]. Integrability of Jβ0 u follows by∫ T
0
∣∣Jβ0 u(x)∣∣ dx ≤ ∫ T
0
∫ x
0
(x− r)β−1
Γ(β)
∣∣u(r)∣∣ dr dx
=
∫ T
0
∣∣u(r)∣∣
Γ(β)
∫ T
r
(x− r)β−1 dxdr
≤
T β
Γ(1 + β)
∫ T
0
∣∣u(r)∣∣ dr <∞.
(ii) First we observe that J1−β0 J
β
0 u is well defined on x ∈ (0, T ], because by Lemma 2.3-(i)
proved in the above, Jβ0 u ∈ C ∩ L
1(0, T ], and so does J1−β0 J
β
0 u. For x ∈ (0, T ], it is
not hard to check that Fubini’s Theorem can be applied in the second identity in
J1−β0 J
β
0 u(x) =
∫ x
0
(x− r)−β
Γ(1− β)
∫ r
0
(r − s)β−1
Γ(β)
u(s) ds dr
=
∫ x
0
u(s)
∫ x
s
(x− r)−β
Γ(1− β)
(r − s)β−1
Γ(β)
dr ds
=
∫ x
0
u(s) ds,
(2.1)
therefore J1−β0 J
β
0 u ∈ C
1(0, T ] and ∂βxJ
β
0 u = u.
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(iii) The right arrow is due to Lemma 2.3-(ii) as well as (2.1) and the assumption that
g ∈ L1(0, T ]. For the left arrow, we use Lemma 2.3-(ii) to get ∂βxu = g = ∂
β
xJ
β
0 g,
and so ∂βx [u− J
β
0 g] = 0. By the definition of ∂
β
x , we know J
1−β
0 [u− J
β
0 g] is constant.
By (2.1) we know limx→0 J
1−β
0 J
β
0 g(x) = 0, and by assumption limx→0 J
1−β
0 u(x) = 0.
Therefore J1−β0 [u − J
β
0 g] must be the zero constant. Conclude with Lemma 2.3-(ii)
which proves u− Jβ0 g = ∂
1−β
x J
1−β
0 [u− J
β
0 g] = ∂
1−β
x 0 = 0.
(iv) Because u ∈ C[0, T ], we obtain |J1−β0 u(x)| ≤ ‖u‖C[0,T ]
x1−β
Γ(2−β) → 0 as x → 0. Then
the left arrow of Lemma 2.3-(iii) applies, giving u = Jβ0 0 = 0.

Remark 2.4. Note that in Lemma 2.3-(iv), the condition cannot be weakened to u ∈
Cβ(0, T ], since ∂
β
xxβ−1 is also 0.
We now define our fractional derivative.
Definition 2.5. For β ∈ (0, 1), u ∈ Cβ(0, T ], x ∈ (0, T ], we define the censored fractional
derivative
Dβxu(x) = ∂
β
xu(x)−
x−β
Γ(1− β)
u(x).
Remark 2.6. (i) The censored fractional derivative maps constants to 0, and it satisfies
the scaling property
Dβxv(x) = c
−βDβxu(x/c),
where u ∈ Cβ(0, T ], c is a positive constant and v(x) := u(x/c) ∈ Cβ(0, cT ].
(ii) For functions of the form xα (α > 0), the censored fractional derivative equals the
R-L derivative up to multiplication by a constant:
Dβxx
α = Cα, β∂
β
xx
α, where Cα, β = 1−
Γ(α+ 1− β)
Γ(α+ 1)Γ(1− β)
,
we know Cα, β ∈ (0, 1) (see the Proof of Theorem 2.14). In particular, for α = β, we
have Dβxxα = Γ(β + 1)(βpi − sin(βpi))/(βpi). While the semigroup property holds for
∂βx , i.e. ∂
β
x∂
γ
x = ∂
β+γ
x = ∂
γ
x∂
β
x , it doesn’t hold for D
β
x . For instance,
DβxD
γ
xx
α = Cα−γ, β Cα, γ ∂
β+γ
x x
α,
DγxD
β
xx
α = Cα−β, γ Cα, β ∂
β+γ
x x
α,
however Cα−γ, β Cα, γ 6= Cα−β, γ Cα, β unless β = γ.
(iii) If u ∈ C1(0, T ] ∩ L1(0, T ], then for x ∈ (0, T ]
Dβxu(x) =
∫ x
0
(u(x)− u(x− r))
r−1−β
|Γ(−β)|
dr, (2.2)
and from this representation it is clear that −Dβx satisfies the positive maximum prin-
ciple [14], and hence it is dissipative in the sense that ‖λu+Dβxu‖C[0,T ] ≥ λ‖u‖C[0,T ]
for any λ > 0, u ∈ C1[0, T ].
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(iv) In Section 4 we construct the censored decreasing β-stable Le´vy process and prove
formula (4.7), that connects the censored process to the IVP Dβxu = g, motivating
our nomenclature for Dβx .
(v) The Laplace transform of the censored fractional derivative can be written as
L
[
Dβxu
]
(λ) = λβ
(
L [u] (λ)− λ−1L
[
u(x/λ)x−β
Γ(1− β)
]
(1)
)
, λ > 0,
which differs from λβ(L[u](λ) − λ−1u(0)), the Laplace transform of the Caputo
derivative [23, Chapter 2.4]. One can notice that even in Laplace space it is unclear
if initial conditions can be imposed for the problem Dβxu = g.
2.1. Solution kernels. As mentioned in the introduction, the solution to the IVP (1.2)
will be a perturbation of the R-L integral. In this section we study the kernels defining
such perturbation, obtaining Theorem 2.14, which is the central result in this work on the
series convergence.
Definition 2.7. For 0 < r < x, we define the kernels recursively
kj(x, r) =

(x− r)β−1r−β
Γ(β)Γ(1− β)
, j = 1,∫ x
r
k1(x, s)kj−1(s, r) ds, j ≥ 2.
(2.3)
Remark 2.8. Note that for each x > 0, k1(x, ·) is a beta distribution on (0, x) for param-
eters (1 − β, β), and straightforward induction arguments can be used to prove that for
each j ≥ 1 ∫ x
0
kj(x, r) dr = 1, x > 0, (2.4)
and each j ≥ 2
kj(x, r) =
∫ x
r
kj−1(x, s)k1(s, r) ds, x > r > 0.
Definition 2.9. For ψ ∈ C[0, T ], we define
Kψ(x) =

∫ x
0
k1(x, r)ψ(r) dr, x > 0,
ψ(0), x = 0.
Remark 2.10. It is easy to see that
Kψ = Jβ0
[
x−βψ(x)
Γ(1− β)
]
, ψ ∈ C[0, T ].
Lemma 2.11. If ψ ∈ C[0, T ] is such that |ψ(x)| ≤Mxα for some α ≥ 0, then Kψ ∈ C[0, T ]
and ∣∣Kψ(x)∣∣ ≤Mxα Γ(α+ 1− β)
Γ(1 + α)Γ(1 − β)
.
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Proof. We can easily bound Kψ(x),∣∣Kψ(x)∣∣ ≤M ∫ x
0
k1(x, r)r
α dr =M
∫ x
0
(x− r)β−1rα−β
Γ(β)Γ(1− β)
dr =
MxαΓ(α+ 1− β)
Γ(1 + α)Γ(1 − β)
.
Next, we want to prove Kψ is continuous on (0, T ]. For δ ∈ (0, x/2), define
Kδψ(x) =
∫ x−δ
δ
k1(x, r)ψ(r) dr.
Given T1 ∈ (0, T ], for every x ∈ [T1, T ] and δ ∈ (0, T1/2), we have∣∣∣Kδψ(x)−Kψ(x)∣∣∣ ≤ ∫ δ
0
k1(x, r)
∣∣ψ(r)∣∣ dr + ∫ x
x−δ
k1(x, r)
∣∣ψ(r)∣∣ dr
≤
β(x/δ − 1)β−1 + (1− β)(x/δ − 1)−β
β(1− β)Γ(β)Γ(1 − β)
‖ψ‖C[0,T ]
≤
β(T1/δ − 1)
β−1 + (1− β)(T1/δ − 1)
−β
β(1− β)Γ(β)Γ(1 − β)
‖ψ‖C[0,T ],
therefore, as δ → 0, Kδψ → Kψ uniformly on [T1, T ]. Because Kδψ is continuous on
[T1, T ], Kψ is must be continuous on [T1, T ], and thus on (0, T ]. In addition, by the
continuity of ψ at x = 0, Kψ(x)→ ψ(0) as x→ 0, and therefore Kψ ∈ C[0, T ]. 
Lemma 2.12. If ψ ∈ C[0, T ], then for every j ∈ N, Kjψ ∈ C[0, T ], and the following
identity holds
Kjψ(x) =

ψ(0), x = 0,∫ x
0
kj(x, r)ψ(r) dr, x ∈ (0, T ].
Proof. We proceed by induction. The case j = 1 holds by the definition of Kψ and Lemma
2.11. When j ≥ 2, by assumption, Kj−1ψ ∈ C[0, T ] and Kj−1ψ(0) = ψ(0). Then for all
x ∈ (0, T ]
Kjψ(x) = KKj−1ψ(x)
=
∫ x
0
k1(x, r)
∫ r
0
kj−1(r, s)ψ(s) ds dr
=
∫ x
0
∫ x
s
k1(x, r)kj−1(r, s)ψ(s) dr ds
=
∫ x
0
kj(x, s)ψ(s) ds.
By Lemma 2.11, Kjψ ∈ C[0, T ] and Kjψ(0) = ψ(0). 
Lemma 2.13. For j ∈ N, x > 0, α ≥ 0,∫ x
0
rαkj(x, r) dr = x
α
(
Γ(α+ 1− β)
Γ(1 + α)Γ(1 − β)
)j
.
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Proof. By Lemma 2.12, we know the left hand side in the above equation is indeed Kjxα.
In Lemma 2.11, let ψ(x) = xα and apply K to ψ for j times and note that the bound is
tight. 
We can now obtain the key bound that we use to extend the proof technique of [7,
Theorem 7.10].
Theorem 2.14. Let M,α > 0. If ψ ∈ C[0, T ], and
∣∣ψ(x)∣∣ ≤Mxα, then for x ∈ (0, T ]∣∣∣∣∣
∞∑
j=1
Kjψ(x)
∣∣∣∣∣ ≤Mxα
(
Γ(1 + α)Γ(1− β)
Γ(α+ 1− β)
− 1
)−1
.
Also, if ψ ≡Mxα, then
∞∑
j=1
Kjψ(x) =Mxα
(
Γ(1 + α)Γ(1 − β)
Γ(α+ 1− β)
− 1
)−1
.
Proof. For any α > 0 we have the following inequality
Γ(α+ 1− β)
Γ(1 + α)Γ(1 − β)
< 1,
which is proved by noticing that both tα and (1− t)−β are strictly increasing, so that
1
α− β + 1
=
∫ 1
0
(1− t)α(1− t)−β dt <
∫ 1
0
tα(1− t)−β dt =
Γ(1 + α)Γ(1 − β)
Γ(1 + α+ 1− β)
.
The result is then an immediate consequence of Lemma 2.12 and Lemma 2.13. 
Remark 2.15. The condition on α in Theorem 2.14 cannot be weakened to α ≥ 0, because
for ψ ≡ 1 equation (2.4) implies
∞∑
j=1
Kjψ(x) =
∞∑
j=1
∫ x
0
kj(x, r) dr =∞.
3. Well-posedness
For certain data g ∈ C(0, T ], we will show well-posedness and series representation for
strong solutions to the problem{
Dβxu(x) = g(x), x ∈ (0, T ],
u(x) = u0, x = 0.
(3.1)
Our proof strategy is a consequence of considering the equivalent Caputo/R-L problem
with unbounded potential
∂βx u¯(x) =
x−β
Γ(1− β)
u¯(x) + g(x), x > 0, u¯(0) = 0, (3.2)
for u¯ = u−u0, and then showing that the solution for a bounded potential as in [7, Theorem
7.10] still yields a solution to (3.2), and therefore to (3.1). We do not know of any work
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studying R-L problems with such unbounded potentials. See [20] for a work on different
unbounded potentials.
Remark 3.1. Our series representation for the problem Caputo/R-L (3.2) does not provide
a solution for all potentials that explode like x−β. Indeed, if one replaces the potential
x−β/Γ(1−β) in problem (3.2) with Cx−β/Γ(1−β), where C > Γ(1+β)Γ(1−β), then the
series representation for the solution to the new problem would be u0 +
∑∞
j=0C
jKjJβ0 g,
which doesn’t converge for important data, such as g being constant.
Definition 3.2. Let g ∈ C(0, T ], u0 ∈ R. We say that a function u is a strong solution to
problem (3.1), if u ∈ Cβ[0, T ] and u satisfies the identities in (3.1).
We define K0 to be the identity operator. The following is our main theorem.
Theorem 3.3. Let u0 ∈ R and g ∈ C(0, T ] such that |xβg(x)| ≤Mxα for some M,α > 0.
Then the unique strong solution to problem (3.1) is our candidate solution
u(x)− u0 =
∞∑
j=0
KjJβ0 g(x) = J
β
0 g(x) +
∞∑
j=1
∫ x
0
kj(x, r)J
β
0 g(r) dr. (3.3)
For data g restricted to C[0, T ], the solution depends continuously on the initial data
(g, u0) ∈ C[0, T ]× R.
Remark 3.4. Using Remark 2.10, the solution (3.3) can be obtained by the Picard itera-
tion for (3.2).
Lemma 3.5. Strong solutions to problem (3.1) are unique.
Proof. Let u1, u2 ∈ Cβ[0, T ] be two strong solutions to problem (3.1). By linearity of D
β
x ,
u := u1 − u2 ∈ Cβ[0, T ] satisfies{
Dβxu(x) = 0, x ∈ (0, T ],
u(x) = 0, x = 0.
Therefore for every x ∈ (0, T ],
∂βxu(x) =
x−β
Γ(1− β)
u(x),
since the right hand side is in C ∩ L1(0, T ], apply ∂βxJ
β
0 to it and use Lemma 2.3-(ii) as
well as Remark 2.10, we obtain
∂βxu(x) =
x−β
Γ(1− β)
u(x) = ∂βxJ
β
0
[
x−β
Γ(1− β)
u(x)
]
= ∂βxKu(x),
where Ku ∈ Cβ(0, T ]. By Lemma 2.11, Ku ∈ C[0, T ], and so is u − Ku. Furthermore,
u − Ku ∈ Cβ[0, T ]. By the linearity of ∂
β
x , we have ∂
β
x
[
u − Ku
]
=0. According to Lemma
2.3-(iv), we know u = Ku.
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Denote ξ = argmaxr∈[0,T ]
∣∣u(r)∣∣. If ξ = 0, then u ≡ 0 on [0, T ]. If ξ > 0, using the fact
that u(ξ) = Ku(ξ), we have ∫ ξ
0
k1(ξ, r)
(
u(ξ)− u(r)
)
dr = 0,
where u(ξ)− u(r) never changes sign for all r ∈ [0, ξ], according to the definition of ξ. So
u(ξ) = u(r), for all r ∈ [0, ξ], therefore u(ξ) = u(0) = 0, and we still obtain u ≡ 0 on [0, T ].
This proves u1 ≡ u2, and we are done. 
Lemma 3.6. The candidate solution given by (3.3) is in Cβ[0, T ], and it satisfies the initial
value condition. Moreover, for data g restricted to C[0, T ], the candidate solution depends
on (g, u0) continuously.
Proof. By Remark 2.10, the series in (3.3) equals
∑∞
j=1K
j g˜(x), where g˜(x) := Γ(1 −
β)xβg(x) for x ∈ (0, T ] and g˜(0) := 0. It is immediate from the assumption on g that
g˜ ∈ C[0, T ] and |g˜(x)| ≤ Γ(1−β)Mxα for all x ∈ [0, T ]. Hence, by Theorem 2.14, we know∣∣∣∣∣∣
∞∑
j=1
Kj g˜(x)
∣∣∣∣∣∣ ≤ Γ(1− β)Mxα
(
Γ(1 + α)Γ(1 − β)
Γ(α+ 1− β)
− 1
)−1
, (3.4)
and
∑∞
j=1K
j g˜ converges uniformly on [0, T ]. By Lemma 2.12, Kj g˜ ∈ C[0, T ], so the limiting
function
∑∞
j=1K
j g˜ is also in C[0, T ]. Notice that
∞∑
j=1
Kj g˜ =
∞∑
j=0
KKj g˜ =
∞∑
j=0
Jβ0
Kj g˜
Γ(1− β)xβ
= Jβ0
∞∑
j=0
Kj g˜
Γ(1− β)xβ
,
where the last equality is due to Fubini’s Theorem. By Lemma 2.3-(ii),
∑∞
j=1K
j g˜ ∈
Cβ[0, T ]. From equation (3.4), we can see that
∑∞
j=1K
j g˜(x) → 0 as x → 0, so the
candidate solution satisfies the initial value condition. For every g ∈ C[0, T ] we can take
α = β and M = ‖g‖C[0,T ] in (3.4), and so we obtain continuous dependency of
∑∞
j=1K
j g˜
on g. The joint continuous dependence with the initial condition u0 is then clear.

We are now ready to verify Theorem 3.3.
Proof. [of Theorem 3.3]
By Lemma 3.5 and Lemma 3.6, we only need to prove that Dβxu = g on (0, T ]. First note
that that the series in (3.3) solves the following Volterra equation
Jβ0
[
x−β
Γ(1− β)
u+ g
]
= Ku+Jβ0 g = K
[
u0+
∞∑
j=0
KjJβ0 g
]
+Jβ0 g = u0+
∞∑
j=1
KjJβ0 g+J
β
0 g = u,
where the left hand side is well-defined due to x
−β
Γ(1−β)u+ g ∈ C ∩L
1(0, T ] as a consequence
of u ∈ C[0, T ], the first identity is due to Remark 2.10, and the third identity is obtained
by noting that Ku0 = u0 and using Theorem 2.14 combined with |J
β
0 g(x)| ≤ Γ(1−β)Mx
α
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to exchange the summation and K. Now Lemma 2.3-(iii) proves that ∂βxu =
x−β
Γ(1−β)u + g,
which is equivalent to the first identity in (3.1).

Example 3.7. By Theorem 3.3 and Theorem 2.14, the strong solution for polynomial
forcing term g(x) = xα is
u(x)− u0 =
Γ(1− β)Γ(α+ 1)
Γ(α+ β + 1)Γ(1− β)− Γ(α+ 1)
xα+β = C−1α+β, β J
β
0 x
α,
where Cα+β, β is defined in Remark 2.6-(ii). In particular, when α = 0, C
−1
α+β, β = C
−1
β,β =
βpi/
(
βpi − sin(βpi)
)
.
The solution in Theorem 3.3 need not to be a uniformly β-Ho¨lder continuous function
on [0, T ]. This is confirmed by Remark 2.6-(i), as u(x) = xα for α ∈ (0, β) solves (3.1) for
g(x) = cxα−β and u0 = 0, for some constant c > 0. However, it turns out that the strong
solution to (3.1) enjoys such β-Ho¨lder regularity if g ∈ C[0, T ].
Proposition 3.8. Suppose the data g is in C[0, T ]. Then the strong solution to problem
(3.1) is uniformly β-Ho¨lder continuous on [0, T ].
Proof. Without loss of generality, assume u0 = 0. If fu + g ∈ C[0, T ], where f(x) =
x−β/Γ(1 − β), the result follows by the left arrow of Lemma 2.3-(iii) combined with [7,
Theorem 2.5]. Since u, g ∈ C[0, T ] and f ∈ C(0, T ], clearly fu ∈ C(0, T ], and so it is
enough to show that limx→0(fu)(x) exists. First, we observe that
(fu)(x) = f(x)
∞∑
j=0
KjJβ0 [g − g(0) + g(0)](x) = f(x)
∞∑
j=0
KjJβ0 g¯(x) + g(0)C,
where g¯ := g − g(0) and
C =
1
Γ(β + 1)Γ(1 − β)− 1
=
sin(βpi)
βpi − sin(βpi)
,
using the identity of Theorem 2.14 for ψ(x) = Jβ0 g(0) = g(0)x
β/Γ(β + 1). We conclude by
the inequality∣∣∣∣∣∣f(x)
∞∑
j=0
KjJβ0 g¯(x)
∣∣∣∣∣∣ ≤ x
−β
Γ(1− β)
∞∑
j=0
KjJβ0 |g¯|(x) ≤ ‖g¯‖C[0,x]C → 0,
as x→ 0, because g¯ ∈ C[0, T ] with g¯(0) = 0, where the second inequality is due to Theorem
2.14.

Remark 3.9. In the proof of Proposition 3.8, we showed that
u(x)− u0
xβ
→ g(0)Γ(1 − β)
sin(βpi)
βpi − sin(βpi)
,
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which is the same Ho¨lder singularity of u0 + J
β
0 g, the solution to the Caputo IVP ∂
β
x [u−
u(0)] = g, u(0) = u0.
3.1. Linear and non-linear IVPs. We first prove a bound that will be essential for all
the arguments in this section. Right after that, we use it to establish the uniqueness of
non-linear IVPs, the existence for non-linear IVPs and that for the linear homogeneous
problem.
Lemma 3.10. For N ∈ N, we can bound the following product as follows
N∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
≤ Cβ2
N (N !βN )−β ,
where Cβ is a positive constant only dependent on β.
Proof. Using Stirling’s formula for the gamma function, i.e.
Γ(z) =
√
2pi
z
(z
e
)z(
1 +O
(1
z
))
,
we can do the following approximation
Γ(1 + nβ)
Γ(nβ + 1− β)
= (nβ)β
(
1 +O
( 1
n
))
,
since Γ(1− β) > 1, we know there exists M > 0 such that for all n > M ,
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1 >
Γ(1 + nβ)
Γ(nβ + 1− β)
− 1 >
(nβ)β
2
,
so there exists Cβ > 0 such that for all N ∈ N,
N∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
≤ Cβ2
N (N !βN )−β .

Definition 3.11. For a given f : (0, T ] × R → R and u0 ∈ R, a function u is a strong
solution to problem (3.5) if u ∈ Cβ[0, T ] and it satisfies the identities in (3.5).
Lemma 3.12. The strong solutions to the general IVP{
Dβxu(x) = f
(
x, u(x)
)
, x ∈ (0, T ],
u(x) = u0, x = 0,
(3.5)
are unique, whenever f : (0, T ] × R is locally uniformly Lipschitz continuous in y, that is,
for every M > 0, there exists L > 0 such that∣∣f(x, y1)− f(x, y2)∣∣ ≤ L|y1 − y2|, for all y1, y2 ∈ [−M,M ], x ∈ (0, T ].
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Remark 3.13. The locally uniform Lipschitz continuity of f can be weakened to: for all
M > 0, there exists L,α > 0, such that
xβ
∣∣f(x, y1)− f(x, y2)∣∣ ≤ Lxα|y1 − y2|, for all y1, y2 ∈ [−M,M ], x ∈ (0, T ].
Proof. Let u1, u2 ∈ Cβ[0, T ] be two strong solutions to problem (3.5). By linearity of D
β
x ,
u := u1 − u2 ∈ Cβ[0, T ] satisfies{
Dβxu(x) = f
(
x, u1(x)
)
− f
(
x, u2(x)
)
, x ∈ (0, T ],
u(x) = 0, x = 0.
Since u ∈ Cβ[0, T ], we know D
β
xu(x) ∈ C(0, T ], so f
(
x, u1(x)
)
− f
(
x, u2(x)
)
∈ C(0, T ].
According to the Lipschitz continuity of f , and the boundedness of u1 and u2, there exists
L > 0 such that ∣∣∣f(x, u1(x))− f(x, u2(x))∣∣∣ ≤ L∣∣u1(x)− u2(x)∣∣ = L∣∣u(x)∣∣. (3.6)
Since u(x) ∈ C[0, T ] and u(0) = 0, we know
lim
x→0
L
∣∣u(x)∣∣ = 0,
and thus
lim
x→0
(
f
(
x, u1(x)
)
− f
(
x, u2(x)
))
= 0.
So we conclude that f
(
x, u1(x)
)
− f
(
x, u2(x)
)
∈ C[0, T ].
By Theorem 3.3,
u(x) =
∞∑
j=1
Kj
[
Γ(1− β)xβ
(
f
(
x, u1(x)
)
− f
(
x, u2(x)
))]
. (3.7)
Using (3.6), (3.7) and the positivity preserving property of
∑∞
j=1K
j , we can show that∣∣u(x)∣∣ ≤ ∞∑
j=1
Kj
[
Γ(1− β)xβL
∣∣u(x)∣∣]. (3.8)
By Theorem 2.14, for any x ∈ (0, T ]∣∣u(x)∣∣ ≤ Γ(1− β)L‖u‖C[0,T ] (Γ(1 + β)Γ(1− β)Γ(β + 1− β) − 1
)−1
xβ ,
using the above inequality to bound the
∣∣u(x)∣∣ in the right hand side of (3.8), we obtain
∣∣u(x)∣∣ ≤ Γ(1− β)2L2‖u‖C[0,T ] 2∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
x2β,
repeating this procedure we know the following inequality is true for all N ∈ N,∣∣u(x)∣∣ ≤ Γ(1− β)NLN‖u‖C[0,T ] N∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
xNβ. (3.9)
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By inequality (3.9) and Lemma 3.10∣∣u(x)∣∣ ≤ ‖u‖C[0,T ]CβΓ(1− β)NLN2NxNβ(N !βN )−β, (3.10)
using the fact that factorial growth is faster than exponential growth, letting N → ∞ we
obtain u(x) = 0 for all x > 0. In conclusion, u ≡ 0 and thus u1 = u2. 
Lemma 3.14. Assume f(x, y) is defined on the domain [0, T ] × [u0 − Y, u0 + Y ], Y > 0
and it is uniformly Lipschitz continuous in y, that is, there exists L > 0 such that∣∣f(x, y1)− f(x, y2)∣∣ ≤ L|y1 − y2|, for all y1, y2 ∈ [u0 − Y, u0 + Y ], x ∈ [0, T ],
also assume f(x, y) is continuous in x so that we may denote
M = ‖f‖C([0,T ]×[u0−Y, u0+Y ]),
T1 = min
{
T,
(
Y
M
)1/β[
Γ(1 + β)− Γ(1− β)−1
]1/β}
,
then there exists a unique strong solution to the following IVP{
Dβxu(x) = f
(
x, u(x)
)
, x ∈ (0, T1],
u(x) = u0, x = 0.
(3.11)
Remark 3.15. The uniform Lipschitz continuity condition of f can be weakened analo-
gously to Remark 3.13. Also, the continuity condition at x = 0 can be weakened to: there
exists M > 0 such that
∣∣xβf(x, y)∣∣ 6Mxα for all y ∈ [u0 − Y, u0 + Y ] and x ∈ (0, T ].
Proof. Define
C ([0, T1]; [u0 − Y, u0 + Y ]) =
{
ϕ ∈ C[0, T1] : ‖ϕ− u0‖C[0,T1] ≤ Y
}
.
If ϕ ∈ C ([0, T1]; [u0 − Y, u0 + Y ]), then f
(
x, ϕ(x)
)
∈ C[0, T1]. For ϕ ∈ C ([0, T1]; [u0 − Y, u0 + Y ]),
define the Picard iteration operator P of ϕ to be
Pϕ = u0 +
∞∑
j=1
Kj
[
Γ(1− β)xβf
(
x, ϕ(x)
)]
,
by Theorem 2.14,
‖Pϕ − u0‖C[0,T1] ≤
Γ(1− β)MT β1
Γ(1 + β)Γ(1− β)− 1
≤ Y,
CENSORED FRACTIONAL DERIVATIVE 16
and by Lemma 3.6 Pϕ ∈ C[0, T1]. Therefore P maps C ([0, T1]; [u0 − Y, u0 + Y ]) to itself.
In addition, for ϕ1, ϕ2 ∈ C ([0, T1]; [u0 − Y, u0 + Y ]),∣∣Pϕ1(x)− Pϕ2(x)∣∣ =
∣∣∣∣∣
∞∑
j=1
Kj
[
Γ(1− β)xβ
(
f
(
x, ϕ1(x)
)
− f
(
x, ϕ2(x)
))]∣∣∣∣∣
≤ L
∣∣∣∣∣
∞∑
j=1
Kj
[
Γ(1− β)xβ
∣∣ϕ1(x)− ϕ2(x)∣∣]
∣∣∣∣∣
≤
Γ(1− β)xβL‖ϕ1 − ϕ2‖C[0,T1]
Γ(1 + β)Γ(1− β)− 1
,
with the last inequality being a consequence of Theorem 2.14. Iterating the above inequality
we can obtain for each m ∈ N∣∣Pmϕ1(x)−Pmϕ2(x)∣∣ = ∣∣PPm−1ϕ1(x)− PPm−1ϕ2(x)∣∣
≤ Γ(1− β)mxmβLm‖ϕ1 − ϕ2‖C[0,T1]
m∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ
(
nβ + 1− β
) − 1)−1.
By Lemma 3.10, we know that there exists m large enough, such that Pm is a contraction
on C ([0, T1]; [u0 − Y, u0 + Y ]), which is a complete metric space under the metric induced
by ‖ · ‖C[0,T1]. By a corollary of the Banach fixed point theorem, P has a unique fixed
point u ∈ C ([0, T1]; [u0 − Y, u0 + Y ]). Then, by Theorem 3.3, the fixed point is the unique
solution to (3.11). 
Lemma 3.16. For any λ, u0 ∈ R, the function
u(x) = u0 + u0
∞∑
N=1
λNΓ(1− β)NxNβ
N∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
(3.12)
is the unique strong solution to the linear problem{
Dβxu(x) = λu(x), x ∈ (0, T ],
u(x) = u0, x = 0.
Proof. By Lemma 3.10, we know that the series in (3.12) converges uniformly on [0, T ],
thus u ∈ C[0, T ]. Also u(0) = u0. By Theorem 2.14 and the above mentioned uniform
convergence, we have
∞∑
j=1
Kj
[
Γ(1−β)xβu(x)
]
= u0
∞∑
N=0
λNΓ(1−β)N+1x(N+1)β
N+1∏
n=1
(
Γ(1 + nβ)Γ(1− β)
Γ(nβ + 1− β)
− 1
)−1
,
therefore we know that
u(x) = u0 +
∞∑
j=1
Kj
[
Γ(1− β)xβλu(x)
]
,
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and by Theorem 3.3, u solves the above linear problem. Uniqueness is a consequence of
Lemma 3.12. 
Remark 3.17. (i) The solution (3.12) is obtained by Picard iteration
u(k)(x) =

u0, k = 0;
u0 +
∞∑
j=1
Kj
[
Γ(1− β)xβλu(k−1)(x)
]
, k = 1, 2, 3, . . . .
In other words, solve the recursive equations Dβxu(k)(x) = λu(k−1)(x), then u(k) will
converge to the true solution.
(ii) For λ < 0, the solution to the Caputo relaxation equation ∂βx (u− u(0)) = λu, u(0) =
u0 > 0 is the Mittag-Leffler function u(x) = u0
∑∞
N=0(λx
β)N/Γ(Nβ + 1), which is
completely monotone (hence positive) and decays like x−β [7, Theorem 7.3]. We could
not address such questions for the series (3.12).
(iii) Let us mention that our proof technique for Theorem 3.3 allows us to construct a
series representation for a strong solution to Dβxu = λu+ g, u(0) = u0 on the interval
[0, (−λΓ(1 − β))−1/β ], for λ < 0. Namely, rewrite the IVP in R-L form
∂βx u¯(x) =
(
x−β
Γ(1− β)
+ λ
)
u¯(x) + gλ(x), u¯(0) = 0,
for u¯ = u− u0 and gλ = g + λu0. For 0 < r < x, define
kj(x, r ;λ) =

(x− r)β−1
Γ(β)
(
r−β
Γ(1− β)
+ λ
)
, j = 1,∫ x
r
k1(x, s ;λ)kj−1(s, r ;λ) ds, j ≥ 2.
Then each kj(x, r ;λ) is nonnegative and immediately bounded by kj(x, r) in Def-
inition 2.7 for all 0 < r < x ≤ (−λΓ(1 − β))−1/β . Therefore u0 + J
β
0 gλ(x) +∑∞
j=1
∫ x
0 kj(x, r;λ)J
β
0 gλ(r) dr converges uniformly on [0, (−λΓ(1− β))
−1/β] to the
strong solution.
3.2. Probabilistic series representation. We derive a probabilistic representation for
the series (3.3), essentially by showing how the kj’s relate to the product of beta dis-
tributed random variables. In the next section we will show how this simple probabilistic
representation equals a more abstract (but expected) Feynman-Kac formula in terms of
the censored decreasing β-stable Le´vy process.
Definition 3.18. For each x > 0, we define the discrete time stochastic process j 7→ Xj ,
j = 0, 1, 2, . . . as
Xj
∣∣
X0=x
:=

x, j = 0,
x
j∏
i=1
X
(β)
i , j = 1, 2, . . . ,
(3.13)
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where {X
(β)
i : i ∈ N} is an iid collection of beta distributed random variables on (0, 1) for
parameters (1− β, β).
Remark 3.19. The process j 7→ Xj
∣∣
X0=x
is a decreasing discrete time Markovian random
walk, taking values in (0, x].
Theorem 3.20. The solution u in (3.3) for the IVP (3.1) can be written probabilistically
as
u(x)− u0 =
∞∑
j=0
ExJ
β
0 g(Xj), x > 0. (3.14)
Proof. We use induction to prove that kj(x, ·) is the probability density function of
Xj
∣∣
X0=x
, for each j ∈ N. The case j = 1 is clear. By the independence of X(β)j+1 and Xj ,
and the induction hypothesis
P
[
Xj+1 ≤ r
∣∣∣X0 = x] = P
[
x
j+1∏
i=1
X
(β)
i ≤ r
]
= P
[
XjX
(β)
j+1 ≤ r
∣∣∣X0 = x]
=
∫ x
0
kj(x, s)P
[
X
(β)
j+1 ≤
r
s
]
ds.
Then, recalling that k1(1, ·) is the pdf of X
(β)
j+1 and it is supported on (0, 1),
d
dr
P
[
Xj+1 ≤ r
∣∣∣X0 = x] = ∫ x
0
kj(x, s)
d
dr
P
[
X
(β)
j+1 ≤
r
s
]
ds
=
∫ x
0
kj(x, s)
1
s
k1
(
1,
r
s
)
ds
=
∫ x
r
kj(x, s)
1
s
k1
(
1,
r
s
)
ds
=
∫ x
r
kj(x, s) k1 (s, r) ds.
Now apply Remark 2.8 and we know that kj+1(x, ·) is the pdf of Xj+1
∣∣
X0=x
.

Remark 3.21. The series in (3.14) equals the series Γ(1−β)
∑∞
j=1 Ex
[
(Xj)
βg (Xj)
]
. This
is a consequence of Jβ0 g(x) = Γ(1− β)Ex
[
(X1)
βg (X1)
]
, which is clear from Remark 2.10.
4. Lifetime of the censored β-stable Le´vy subordinator
The main aim of this section is to prove that the hitting time of 0 (or lifetime) for
the censored decreasing β-stable Le´vy process is finite. We do so by computing explicitly
its expectation, which happens to be the solution to (3.1) for u0 = 0 and g = 1, as ex-
pected. We fix the starting point of the censored process to some x > 0, and in order to
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ease notation, x will not appear in most expectations until Theorem 4.5. By a β-stable
subordinator we mean the Le´vy process s 7→ Ss characterised by the Laplace transforms
E[exp{−kSs}] = exp{−skβ}, k, s > 0 [3, Chapter III]. We denote by 1A the indicator
function of a set A.
We define the censored decreasing β-stable Le´vy process t 7→ Sct by the Ikeda-Nagasawa-
Watanabe-piecing-together (INW) construction, namely: we run x − Ss until τ1, the first
time it exits (0, T ]; then, if x − Sτ1− ≤ 0 we kill the process, if x − Sτ1− > 0 we start
an independent copy of −S with initial distribution x − Sτ1− upon which we iterate the
same procedure, and we do so countably infinitely many times. Then [12, Theorem 1.1
and Section 5.i] guarantee that t 7→ Sct is a right continuous strong (sub)-Markov process.
With Lemma 4.1 we prove that the censored decreasing β-stable Le´vy process can be
defined for t > 0 as
Sct = S
c
t
∣∣∣
Sc
0
=x
:=

∞∑
j=1
S˜jt 1{τj−1≤t<τj}, t < τ∞,
∂, t ≥ τ∞,
(4.1)
where
S˜jt :=x− S
j
t , j = 1,
S˜j+1t :=
(
S˜jτj− − S
j+1
t−τj
)
1{τj≤t}, j ≥ 1,
τj := inf
{
s > τj−1 : S˜
j
s ≤ 0
}
, j ≥ 1,
τ∞ := lim
j→∞
τj,
where {Sj ; j ∈ N} is an iid collection of β-stable subordinators, β ∈ (0, 1), τ0 := 0, and ∂
denotes the cemetery state. Also define for each j ∈ N the inverse subordinator
Ej(y) := inf{s > 0 : y − S
j
s < 0}, y > 0,
and recall that [3, Chapter III]
E[E1(y)] =
yβ
Γ(β + 1)
, y > 0. (4.2)
Lemma 4.1. For each j ∈ N, E[τj] < ∞, the law of Scτj = S˜
j
τj− is supported in (0, x)
and it allows the density y 7→ kj(x, y), as defined in (2.3). In particular S˜
j
τj− > 0 for each
j ∈ N, and (4.1) equals the INW construction of the censored decreasing β-stable process.
Also, for each j ∈ N
E[τj+1 − τj] = E[Ej+1(S
c
τj )] =
∫ x
0
yβ
Γ(β + 1)
kj(x, y) dy. (4.3)
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Moreover, P[τ∞ <∞] = 1 and P[Scτ∞− = 0] = 1.
Proof. We proceed by induction. For j = 1, E[τ1] = E[E1(x)] = xβ/Γ(β + 1) < ∞, and
it is known that x − S1τ1− is beta distributed with density y 7→ k1(x, y) [3, Chapter III,
Proposition 2]. For j ≥ 1, compute
τj+1 − τj = inf
s: s>τj
{S˜jτj− − S
j+1
s−τj < 0} − τj
= inf
s: s>z
{y − Sj+1s−z < 0} − z (S˜
j
τj−
= y, τj = z)
= inf
w:w>0
{y − Sj+1w < 0}+ z − z (S˜
j
τj− = y, τj = z)
= Ej+1(S˜
j
τj−) (4.4)
which holds by the induction assumption τj < ∞ and S
j
τj− > 0, and independence of
s 7→ Sj+1s and (S˜
j
τj−, τj). We also obtain the first identity in (4.3), and
E[τj+1] = E[Ej+1(S˜
j
τj−)] + E[τj] ≤ E[Ej+1(x)] + E[τj] <∞.
Now compute for a bounded measurable f , with the first equality holding by definition,
E
[
f
(
Scτj+1
)]
= E
[
f
(
S˜jτj− − S
j+1
[τj+1−τj ]−
)]
= E
[
f
(
S˜jτj− − S
j+1
Ej+1(S˜
j
τj−
)−
)]
=
∫
[0,x]
E
[
f
(
y − Sj+1Ej+1(y)−
)]
P
[
S˜jτj− ∈ dy
]
=
∫ x
0
(∫ y
0
f(z)k1(y, z) dz
)
kj(x, y) dy
=
∫ x
0
f(z)
(∫ x
z
kj(x, y) k1(y, z) dy
)
dz,
where: the second equality uses (4.4); in the third equality we use the independence of
s 7→ Sj+1s and S˜
j
τj−
; in the fourth equality we use the induction hypothesis. The last
computation proves that kj(x, ·) is the density of S
c
τj , for each j ∈ N. To prove the second
identity in (4.3), we observe that
E
[
Ej+1
(
Scτj
)]
=
∫ x
0
E[Ej+1(y)]kj(x, y) dy =
∫ x
0
yβ
Γ(β + 1)
kj(x, y) dy,
which holds by independence of Ej+1 and S
c
τj and the identity (4.2).
The results proved so far are enough to complete the proof of Theorem 4.3 below, which
immediately implies that P[τ∞ <∞] = 1. To prove P[Scτ∞− > 0] = 0, first observe that
P
[
Scτ∞− > 0
]
≤
∞∑
n=1
P
[
Scτ∞− ≥ n
−1
]
,
CENSORED FRACTIONAL DERIVATIVE 21
and for each n ≥ 1
P
[
Scτ∞− ≥ n
−1
]
= P
 ∞⋂
j=1
{
Scτj ≥ n
−1
} = lim
j→∞
P
[
Scτj ≥ n
−1
]
,
where we used
{
Scτj ≥ n
−1
}
⊃
{
Scτj+1 ≥ n
−1
}
for each j ∈ N and convergence from above
of finite measures. Then, Chebyshev’s inequality and the above results guarantee that
1
n
P
[
Scτj ≥ n
−1
]
≤ E
[
Scτj1{Scτj≥n
−1}
]
≤ E
[
Scτj
]
=
∫ x
0
rkj(x, r) dr,
and the right hand side goes to 0 as j →∞ by Theorem 2.14.

Remark 4.2. Our key ingredient is the following closed form for (4.3), which follows from
Lemma 2.13,∫ x
0
rβkj(x, r) dr = x
β
(
1
Γ(β + 1)Γ(1 − β)
)j
, j ∈ N and x > 0.
We can now prove our main result of the section.
Theorem 4.3. The hitting time of 0 of the censored process (4.1) is finite in expectation,
with
E[τ∞(x)] =
xβ
Γ(β + 1)
βpi
βpi − sin(βpi)
, x > 0. (4.5)
Proof. Recall that τ0 = 0. First note that by Lemma 4.1, for each j ∈ N,
E[τj+1] =
j∑
n=0
E[τj+1−n − τj−n] = E[τ1] +
j−1∑
n=0
E[Ej+1−n(S
c
τj−n)]. (4.6)
By (4.3) and Remark 4.2, for each j ∈ N
E[Ej+1(S
c
τj )] =
xβ
Γ(β + 1)
(
1
Γ(β + 1)Γ(1− β)
)j
.
Then (4.6) rewrites as
E[τj+1] =
xβ
Γ(β + 1)
+
xβ
Γ(β + 1)
j−1∑
n=0
(
1
Γ(β + 1)Γ(1 − β)
)j−n
=
xβ
Γ(β + 1)
j∑
n=0
(
1
Γ(β + 1)Γ(1 − β)
)n
,
and as Γ(β + 1)Γ(1 − β) = βpi/ sin(βpi) > 1, it follows that
lim
j→∞
E[τj+1] =
xβ
Γ(β + 1)
βpi
βpi − sin(βpi)
.
CENSORED FRACTIONAL DERIVATIVE 22
On the other hand, by Monotone Convergence Theorem, limj→∞E[τj+1] = E[τ∞(x)], and
we are done. 
Remark 4.4. (i) Theorem 4.3 is not obvious. For instance, the censored symmetric β-
stable Le´vy process for β ∈ (0, 1) never hits the boundary, whether the censoring is
performed on an interval or the half line [4, Theorem 1.1-(1)].
(ii) Any compound Poisson process in Rd censored upon exiting an open set must have
infinite lifetime, and so does a non-increasing compound Poisson process censored on
(0, T ]. This is because the lifetime can be bounded below by
∑∞
n=1 en = ∞, where
en’s are iid exponential waiting times of the process.
(iii) It is not hard to prove that τ∞(x) equals the law of the first hitting time of x of the
subordinator S1 censored on crossing x. This is a consequence of k1(x, ·) being the
density of S1E1(x)−.
(iv) We do not know whether the other censored increasing Le´vy subordinators hit the
barrier in finite time. If they do, it is not clear if our proof strategy can be extended
to such cases, as it relies on closed formulas only available for the stable case.
(v) It is natural to guess the identity E[eλτ∞(x)] = (3.12) for λ < 0, u0 = 1, but we did
not manage to prove it.
(vi) Theorem 4.3 suggests that the stochastic solution to the time-fractional heat equation
Dβt = ∆ is an anomalous diffusion with marginals Bτ∞(t), t > 0, which sub-diffuses,
as E[B2τ∞(t)] ∼ t
β. Here B is a Brownian motion independent of τ∞.
We now prove that the solution to (3.1) equals the expected Feynman-Kac formula in
terms of the censored process t 7→ Sct .
Theorem 4.5. Let g ∈ C[0, T ]. Then the function in (3.3) equals
u(x)− Ex[u(S
c
τ∞(x)−
)] = Ex
[∫ τ∞(x)
0
g(Scs) ds
]
. (4.7)
Proof. By Lemma 4.1 and Theorem 4.3 we have Ex[u(Scτ∞(x)−)] = u(0). Also, by Theorem
4.3, |u(x)| ≤ |u(0)|+ ‖g‖C[0,T ]E[τ∞(x)] <∞, and so (4.7) is well defined. It is now enough
to justify the following identities
Ex
[∫ τ∞(x)
0
g(Scs) ds
]
=
∞∑
j=0
Ex
[∫ τj+1
τj
g(Scs) ds
]
=
∞∑
j=0
Ex
[∫ τj+1−τj
0
g(Scτj+s) ds
]
=
∞∑
j=0
Ex
[∫ Ej+1(Scτj )
0
g(Scτj − S
j+1
s ) ds
]
=
∞∑
j=0
Ex
[
EScτj=y
[∫ Ej+1(y)
0
g(y − Sj+1s ) ds
]]
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=
∞∑
j=0
Ex
[
Jβ0 g(S
c
τj )
]
=
∞∑
j=0
KjJβ0 g(x),
defining τ0 = 0. The first identity is an application of Fubini’s Theorem thanks to Theorem
4.3; the second is clear; the third follows by (4.4); the fourth is a consequence of the
independence of s 7→ Sj+1s and Scτj ; the fifth is due to the known identity
E
[∫ Ej(y)
0
g(y − Sjs) ds
]
= Jβ0 g(y), y > 0,
which can be easily proved combining the monotonicity of s 7→ Sjs with its potential being
yβ−1/Γ(β); the last identity follows from Lemma 4.1.

5. Concluding remarks
We introduced the censored fractional derivative Dβx , as a natural alternative to the
Caputo derivative of order β ∈ (0, 1). We constructed the inverse, studied several analytic
and probabilistic properties, and we discussed the intuition. We believe that the results of
this work not only might be of interests on their own, but also open up the possibility of
further studies in various directions. For example, analytically, it could be of interest to
prove the complete monotonicity and decay rate of the Mittag-Leffler-type solution (3.12)
to the fractional relaxation equation Dβxu = −λu, λ > 0. A motivation arises from the
widespread appearance of non-exponential relaxation behavior in applications (see, e.g., [15,
16]). Moreover, such results would help studying the new time-fractional diffusion equation
Dβt u = ∆u. This is a natural object from the viewpoint of non-Markovian dynamics
(see [22, 1, 11] for the Caputo version). Our Theorem 4.3 suggests that a stochastic
process with marginals Bτ∞(t) provides the fundamental solution, and it is a sub-diffusion.
Here B is a Brownian motion independent of τ∞(t), the hitting time of t of the β-stable
Le´vy subordinator censored on crossing the barrier t. These studies can also be naturally
linked with the dynamics and stochastic processes associated with the Caputo fractional
derivatives and nonlocal derivatives having a constant horizon [9, 10], as well as nonlocal
derivative with a variable horizon. Although we refer to [8] and the references cited therein
for additional discussions on these different notions of nonlocal derivatives, we conclude
by pointing out the fact that a rescaled σDβx with the scaling function σ = σ(x) can be
designed to assure the action of nonlocal derivative σDβx reproduces the action of local
derivative on any linear function.
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