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АДАПТАЦИЯ СКРЫТЫХ МАРКОВСКИХ МОДЕЛЕЙ  
К РАСПОЗНАВАНИЮ ЭМОЦИОНАЛЬНО ОКРАШЕННОЙ РЕЧИ 
Рассматривается алгоритм интерактивной неконтролируемой оценки параметров скрытых 
марковских моделей (СММ). Решается задача адаптации СММ к эмоционально окрашенной речи. 
Для увеличения достоверности уточненных параметров СММ предлагается механизм забывания 
и обновления. Приводятся функциональная блок-схема рассматриваемого алгоритма адаптации СММ, 
а также полученные результаты улучшения эффективности распознавания эмоциональной речи. 
Введение 
Скрытая марковская модель является стохастическим конечным автоматом, состоящим 
из конечного множества состояний Q = {q1, q2, …, qN} и вероятностей непосредственных пере-
ходов между ними A = {aij}. Каждое такое состояние qi связано с вектором признаков ot при 
помощи матрицы вероятности наблюдения B = {bi(ot)}, каждый элемент которой является 
эмиссионной плотностью распределения вероятности P(ot|qi). Также немаловажным парамет-
ром СММ является вероятность начального распределения состояний π = {π1, π2, …, πN}, кото-
рое задает вероятность того, что первым будет i-е состояние. Сумма πi должна быть равна едини-
це. Таким образом, оценив параметры λ = (π, A, B), СММ можно использовать для модели-
рования последовательности векторов признаков O = {o1, o2, …, oT} как кусочно-стационарного 
процесса, в котором каждый стационарный участок относится к определенному состоянию 
СММ. Такой подход обеспечивает моделирование динамической структуры речевой единицы 
(т. е. решает проблему различной длительности сигнала, соответствующего одной и той же фо-
неме). 
Известно, что снижение эффективности распознавания речи связано с несоответствием 
акустических характеристик обучающих и тестируемых данных. При адаптации моделей на ос-
нове классических методов оценки параметров СММ, таких как максимизация вероятности [1–4] 
и максимизация апостериорной вероятности [5–7], обычно используются алгоритмы, которые 
требуют обработки всех доступных данных целиком. Тем не менее в ряде работ [6, 8, 9] было 
предложено использовать интерактивную адаптацию СММ, которая позволяет осуществлять по-
следовательную адаптацию на данных, полученных из тестируемой выборки, на этапе распозна-
вания. Этот подход исключает необходимость предварительного сбора данных для адаптации 
и позволяет осуществить уточнение параметров СММ для каждого конкретного случая. 
Таким образом, с помощью данных из тестируемой выборки и их транскрипции, полу-
ченной в результате распознавания эмоциональной речи на основе СММ, может быть произве-
дена адаптация СММ с гауссовым распределением значений матрицы вероятности наблюдения 
B на основе квазибайесовского обучения [6], алгоритм которого заключается в последова-
тельном обновлении параметров скрытых марковских моделей [8]. Такой тип адаптации назы-
вается неконтролируемым в противовес контролируемой адаптации, при которой транскрипция 
всех данных заведомо известна. Так как полученная транскрипция не проверяется вручную, 
в ней могут содержаться ошибки распознавания, поэтому было предложено использовать меха-
низм забывания [9] и обновления СММ. 
Адаптация СММ позволяет снизить несоответствие между акустическими характеристи-
ками полученных моделей и тестируемых данных, повысив, таким образом, эффективность 
распознавания речи. Возможность эффективного применения интерактивной неконтроли-
руемой адаптации СММ базируется на следующих условиях: 
1. Эффективность распознавания эмоциональной речи на исходных (неадаптированных) 
моделях должна быть достаточно высока, чтобы проводить корректное уточнение, так как 
адаптация неконтролируема (ручная проверка правильности распознавания и корректности 
транскрипции распознанных данных не проводится). 
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2. Вектор признаков должен меняться плавно, так как адаптация на резко меняющихся 
данных неэффективна. 
3. Изменения акустических характеристик должны иметь макроструктуру, т. е. просле-
живаться на большом количестве фреймов. 
Эмоциональная речь характеризуется изменением пространства информативных признаков 
по сравнению с нейтральной речью в соответствии с выражаемой эмоцией. Эти изменения про-
слеживаются на длительном промежутке времени и носят квазистационарный характер, 
что позволяет считать их макрособытиями. Известно также [10], что кепстральные коэффициен-
ты, которые вычисляются на основе спектральных коэффициентов, рассчитанных по параметрам 
линейного предсказания, наименее восприимчивы к изменению частоты основного тона и вслед-
ствие этого дают хорошую эффективность распознавания эмоциональной речи. 
1. Алгоритм адаптации параметров СММ 
Для того чтобы решить задачу уточнения параметров СММ, вначале необходимо задать 
вид распределения вероятности наблюдения bi(ot). В большинстве случаев требуется модели-
ровать параметры СММ, используя для вероятности наблюдений многомерное распределение 
с непрерывной плотностью. В то же время при решении некоторых задач можно работать 
и с последовательностями наблюдений, в которых распределение вероятностей наблюдения 
дискретно. Для решения задачи адаптации СММ к эмоционально окрашенной речи будем ис-
пользовать непрерывную плотность распределения вероятности наблюдения. 
Для большинства систем СММ с непрерывной плотностью обычно используется распре-
деление вероятности наблюдения в виде гауссовой смеси. При этом каждый вектор признаков 
в момент времени t можно разбить на S независимых информативных потоков ost, тогда форму-
ла для вычисления bi(ot) будет иметь следующий вид: 
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где Ms – число компонент гауссовой смеси в потоке s; cism – вес m-й компоненты; N(o;μ,Σ) – 
многомерное распределение Гаусса с вектором математического ожидания μ и ковариационной 
матрицей Σ: 
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где n – размерность o. 
Для оценки параметров СММ чаще всего используется алгоритм Баума – Велша, кото-
рый, по сути, является алгоритмом максимизации среднего (EM algorithm) [11]. В свою оче-
редь, алгоритм Баума – Велша может быть эффективно реализован при помощи так называемо-
го forward-backward-алгоритма [12]. 
Тогда определим 
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как вероятность нахождения в i-м состоянии в момент времени t для последовательности век-
торов признаков O и 
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как вероятность нахождения в i-м состоянии в момент времени t и перехода в j-е состояние 
в момент времени t + 1, где α является forward-вероятностью, а β – backward-вероятностью. 
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Цель алгоритма Баума – Велша заключается в оценке новых параметров СММ на основа-
нии старых параметров СММ и вновь поступивших данных. Определим для гауссовой смеси 
вероятность m-й компоненты i-й смеси для независимого информативного потока s как 
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где Xist – случайная величина, указывающая компоненту i-й смеси для независимого информа-
тивного потока s в момент времени t. 
Тогда для гауссовой смеси правила обновления параметров СММ для случая K наблю-
даемых последовательностей векторов признаков, где Tk – количество векторов признаков в k-й 
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В данном случае для модифицированного алгоритма Баума – Велша, используемого для 
интерактивного неконтролируемого уточнения параметров СММ с механизмом забывания 
и обновления, можно записать следующую последовательность шагов: 
1. Каждый параметр СММ, требующий уточнения, записать в форме, приведенной в вы-
ражениях (6) – (10). 
2. С учетом выражения (1) посчитать forward- и backward-вероятности для всех состоя-
ний i и моментов времени t. 
3. Для каждого состояния i и момента времени t, используя выражения (3) – (5) и вектор 
признаков, на котором происходит адаптация, оценить новые параметры СММ. 
4. Вычислить апостериорную вероятность P(O | λn+1) с новыми параметрами СММ. 
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5. Прекратить процесс уточнения, если значение φP(O | λn) > ψP(O | λn+1), где φ и ψ – ко-
эффициенты забывания и обновления соответственно, а P(O | λn) – апостериорная вероятность, 
рассчитанная на старых параметрах СММ и вычисленная на втором шаге. 
6. Сохранить новые параметры СММ и повторить шаги 1–6 с новыми значениями пара-
метров СММ. 
В результате будет получена адаптированная СММ, в которой будут уточнены матрица 
переходов (А), вероятность начального распределения состояний (π), а также вектор математи-
ческих ожиданий и ковариационная матрица, соответствующие вероятности наблюдения (B) 
с учетом коэффициента забывания φ и обновления ψ, влияние которых на эффективность рас-
познавания речи будет исследовано экспериментально. 
2. Система распознавания эмоциональной речи с адаптацией СММ 
Дополнив систему распознавания эмоциональной речи блоком адаптации СММ, можно 
добиться улучшения эффективности распознавания эмоциональной речи для последующих ре-
чевых данных, так как они уже будут анализироваться на уточненных СММ (рис. 2). Заметим, 
что для коротких речевых сигналов (до 6–10 слов) эффект адаптации СММ не будет наблю-
даться из-за отсутствия достаточного количества данных, необходимых для уточнения пара-
метров СММ. 
Стоит отметить, что при быстрой смене эмоционального состояния все же происходят зна-
чительные изменения акустических характеристик сигнала. Это может приводить к тому, что все 
значения апостериорной вероятности распознанных слов во множестве спутывания будут иметь 
близкие величины. В результате происходит снижение эффективности распознавания эмоцио-
нальной речи. Для этого случая следует предусмотреть возможность возврата к исходной модели, 
полученной на обучающих данных, в которых все эмоции представлены в равной мере. Условием 
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где Mk – количество слов в k-м множестве спутывания; 
m
kP  – апостериорная вероятность m-го 
распознанного слова в k-м множестве спутывания; thr – это порог, который определяется экс-
периментальным путем. 
Механизм забывания характеризуется коэффициентом 0 < φ ≤ 1, при φ = 1 механизм за-
бывания исходных моделей не задействован. Коэффициент φ нужен для снижения эффекта 
влияния прошлых наблюдений относительно новых входных данных, чтобы учитывалась из-
менчивость параметров СММ. Аналогичные механизмы забывания были также предложены 
в работах [13, 14]. 
В свою очередь, механизм обновления характеризуется коэффициентом 0 ≤ ψ ≤ 1, кото-
рый задает степень доверия к новым входным данным, чтобы не допускать адаптацию СММ 
на ложно распознанных словах. Коэффициент ψ было предложено определять исходя из фор-
мулы 
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графическое представление которой показано на рис. 1. Здесь BL – среднее значение апостери-
орной вероятности распознанного слова для корректно распознанных слов. Параметры BL, как 
и все остальные параметры, которые должны быть исследованы экспериментально, определяют-
ся на проверочных данных сразу после обучения системы и при анализе тестовой выборки 
не меняются. 




Рис. 1. Зависимость коэффициента обновления СММ от апостериорной вероятности распознанного слова 
3. База эмоциональной речи и эффективность распознавания 
Распознавание эмоциональной речи и оценка эффективности работы полученной систе-
мы будут осуществляться на японском просодическом корпусе MULTEXT (MULTEXT-J) [15]. 
Выбранная база состоит из 40 текстов (продолжительностью от 10 до 30 с речи), которые запи-
саны при участии шести человек (трех мужчин и трех женщин) в возрасте от 20 до 50 лет. Каж-
дый текст записан в двух вариантах: в нейтральном эмоциональном состоянии и с требуемой 
эмоцией. Таким образом, размер базы составляет 480 файлов. Запись всех файлов производи-
лась с частотой дискретизации сигнала 16 000 Гц, разрядностью квантования 16 бит, в формате 
звуковых файлов Waveform Audio File Format (WAV). 
Перед обучением и тестированием сигнал преобразовывался в последовательность векто-
ров признаков, представляющих из себя 13 кепстральных коэффициентов, полученных на ос-
нове спектральных коэффициентов, рассчитанных по параметрам линейного предсказания. 
Эти кепстральные коэффициенты распределены по экспоненциально-логарифмической шкале 
частот, которая снижает изменчивость пространства информативных признаков для эмоцио-
нальной речи по сравнению с нейтральной [16]. В состав векторов были включены приближе-
ния первой и второй производной каждого коэффициента. Таким образом, общая размерность 
пространства векторов признаков составила 39. 
Обучение и тестирование проводились на основе перекрестной проверки (k-fold cross-
validation [17]) с разбиением базы на 10 равных частей. Исходные значения параметров СММ 
оцениваются на обучающей выборке с учетом ее ручной транскрипции по фонемам. 
Для определения величины эффективности распознавания эмоциональной слитной речи 
была применена формула 
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где N – количество слов в распознаваемой речи (правильная транскрипция); S – количество за-
мененных слов в речи при распознавании; D – количество удаленных слов из речи при распо-
знавании; I – количество вставленных слов в речь при распознавании. 
Зависимость эффективности распознавания эмоциональной слитной речи от количества 
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Рис. 2. Система распознавания эмоциональной речи с адаптацией СММ 
Эффективность распознавания эмоциональной слитной речи в зависимости от количества распознанных слов 










Отметим, что случай для нуля распознанных слов соответствует эффективности распо-
знавания эмоциональной слитной речи при отсутствии адаптации СММ на данных из тести-
руемой выборки. Для предложенного вектора признака она равняется 70 %. 
В ходе экспериментов была определена оптимальная величина коэффициента забывания 
φ, равная 0,75. Величина порога thr в формуле (11) для базы MULTEXT-J оказалась равной 0,1. 
Значение величины BL для определения коэффициента обновления ψ по формуле (12) состави-
ло 0,82. 
Заключение 
На основе изложенной в статье теории была создана система распознавания эмоциональной 
речи, дополненная блоком адаптации СММ с механизмом забывания и обновления. Как видно 
из таблицы, максимальная эффективность распознавания речи, равная 75 %, достигается при ана-
лизе 30 слов и более, что соответствует приблизительно 20 с эмоциональной речи. 
Таким образом, предложенный дополнительный этап адаптации СММ с механизмом забыва-
ния и обновления позволил повысить эффективность распознавания эмоциональной речи на 5 %. 
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A.V. Tkachenia 
ADAPTIVE LEARNING OF HIDDEN MARKOV MODELS  
FOR EMOTIONAL SPEECH 
An on-line unsupervised algorithm for estimating the hidden Markov models (HMM) parame-
ters is presented. The problem of hidden Markov models adaptation to emotional speech is solved. 
To increase the reliability of estimated HMM parameters, a mechanism of forgetting and updating 
is proposed. A functional block diagram of the hidden Markov models adaptation algorithm is also 
provided with obtained results, which improve the efficiency of emotional speech recognition. 
