ABSTRACT. The notion of positive-definite functions over locally compact quantum groups was recently introduced and studied by Daws and Salmi. Based on this work, we generalize various wellknown results about positive-definite functions over groups to the quantum framework. Among these are theorems on "square roots" of positive-definite functions, comparison of various topologies, positive-definite measures and characterizations of amenability, and the separation property with respect to compact quantum subgroups.
INTRODUCTION
Positive-definite functions over locally compact groups, introduced by Godement in [16] , play a central role in abstract harmonic analysis. If G is a locally compact group, a continuous function f : G → C is called positive definite if for every n ∈ N and s 1 , . . . , s n ∈ G, the matrix f (s −1 i s j ) 1≤i,j≤n is positive (we always take continuity as part of the definition). Positive-definite functions are tightly connected with various aspects of the group, such as representations, group properties (amenability and other approximation properties, property (T), etc.), the Banach algebras associated to the group and many more, as exemplified by the numerous papers dedicated to them. It is thus natural to extend this theory to a framework more general than locally compact groups. This was done in the context of Kac algebras by Enock and Schwartz [13, Section 1.3] . Recently, Daws [6] and Daws and Salmi [8] generalized this work to the much wider context of locally compact quantum groups in the sense of Kustermans and Vaes [28, 29] . They introduced several notions of positive definiteness, corresponding to the classical ones, and established the precise relations between them.
These foundations being laid, the next step should be generalizing well-known useful results from abstract harmonic analysis about positive-definite functions to locally compact quantum groups. This is the purpose of the present paper, which is organized as follows.
In Section 2 we generalize a result of Godement, essentially saying that a positive-definite function has a "square root" if and only if it is square integrable.
A theorem of Raȋkov [38] and Yoshizawa [54] says that on the set of positive-definite functions of norm 1, the w * -topology induced by L 1 coincides with the topology of uniform convergence compact quantum groups. We give an affirmative answer to their question in Section 4. Generalizing other results from [17] as well, we require the theory of noncommutative L p -spaces of locally compact quantum groups. The background on this subject appears in Section 3.
Another notion due to Godement is that of positive-definite measures. He established an important connection between these and amenability of the group in question. In Section 5 we extend this result to locally compact quantum groups.
The separation property of locally compact groups with respect to closed subgroups was introduced by Lau and Losert [32] and Kaniuth and Lau [24] , and was subsequently studied by several authors. A fundamental result is that the separation property is always satisfied with respect to compact subgroups. Section 6 is devoted to generalizing this to locally compact quantum groups. We introduce the separation property with respect to closed quantum subgroups, find a condition under which the separation property is satisfied with respect to a given compact quantum subgroup, and show that it is indeed satisfied in many examples.
We remark that most sections are independent of each other, but results from Section 4 are needed in other sections.
PRELIMINARIES
We begin with fixing some conventions. Given a Hilbert space H and vectors ζ, η ∈ H, we denote by ω ζ,η the functional that takes x ∈ B(H) to xζ, η , and let ω ζ := ω ζ,ζ . The identity map on a C * -algebra A is denoted by id, and its unit, if exists, by 1. For a functional ω ∈ A * , we define ω ∈ A * by ω(x) := ω(x * ), x ∈ A. When no confusion is caused, we also write ω for its unique extension to the multiplier algebra M(A) that is strictly continuous on the closed unit ball of M(A) [31, Corollary 5.7] . Let A, B be C * -algebras. A * -homomorphism from A to B or, more generally, to M(B) that is nondegenerate (namely, span Φ(A)B is dense in B) has a unique extension to a (unital) * -homomorphism from M(A) to M(B) [31, Proposition 2.1]. We use the same notation for this extension. For an n.s.f. (normal, semi-finite, faithful) weight ϕ on a von Neumann algebra M [43, Chapter VII], we denote N ϕ := {x ∈ M : ϕ(x * x) < ∞}.
The symbol σ stands for the flip operator x ⊗ y → y ⊗ x, for x, y in some C * -algebras. We use the symbols ⊗, ⊗, ⊗ min for the Hilbert space, normal spatial and minimal tensor products, respectively. The basics of positive-definite functions on locally compact groups are presented in the book of Dixmier [10] . From time to time we will refer to the Banach algebras associated with a locally compact group G, such as the Fourier algebra A(G) and the Fourier-Stieltjes algebra B(G); see Eymard [14] . For the Tomita-Takesaki theory, see the books by Strȃtilȃ [40] and Takesaki [43] , or Takesaki's original monograph [41] . We recommend Bédos, Murphy and Tuset [1, Section 2] for statements and proofs of folklore facts about the slice maps at the C * -algebraic level.
Locally compact quantum groups.
The following axiomatization of locally compact quantum groups is due to Kustermans and Vaes [28, 29] (see also Van Daele [52] ). It describes the same objects as that of Masuda, Nakagami and Woronowicz [33] . Unless stated otherwise, the material in this subsection is taken from [28, 29] . Definition 1.1. A locally compact quantum group (henceforth abbreviated to "LCQG") is a pair G = (L ∞ (G), ∆) with the following properties:
is a co-multiplication, that is, a faithful, normal, unital * -homomorphism which is co-associative: (∆ ⊗ id)∆ = (id ⊗ ∆)∆; (c) there exist n.s.f. weights ϕ, ψ, called the Haar weights, satisfying
Let G be a LCQG. The left and right Haar weights, only whose existence is assumed, are unique up to scaling. The predual of
and let Λ : N ϕ → L 2 (G) stand for the canonical injection. A fundamental feature of the theory is that of duality:
Objects pertaining toĜ will be denoted by adding a hat, e.g.φ,ψ. The GNS construction for (L ∞ (Ĝ),φ) yields the same Hilbert space L 2 (G), and henceforth we will consider both
We write J,Ĵ for the modular conjugations relative to 
, and ϕ and ψ are integration against the left and right Haar measures of G, respectively. All LCQGs whose L ∞ (G) is commutative have this form. Second, the dual of the above, which is the LCQG (VN(G), ∆), where VN(G) is the left von Neumann algebra of G, ∆ is the unique normal * -homomorphism VN(G) → VN(G)⊗VN(G) mapping the translation λ t , t ∈ G, to λ t ⊗ λ t , and ϕ and ψ are the Plancherel weight on VN(G).
The LCQGs that are co-commutative, namely whose L 1 (G) is commutative, are precisely the ones of this form. The L 2 -Hilbert space of both LCQGs is L 2 (G).
. This allows to define a convolution * on C 0 (G) * , which becomes a Banach algebra. Viewing L 1 (G)
as a subspace of C 0 (G) * by restriction, the former is a (closed, two-sided) ideal in the latter.
We define a map λ :
It is easily checked that λ is a contractive homomorphism. We review the construction of the left-invariant weightφ ofĜ. Let I stand for all "squareintegrable elements of
for every x ∈ N ϕ . Thenφ is the unique n.s.f. weight on
for all ω ∈ I and that λ(I) is a * -ultrastrong-norm core forΛ. A fundamental object for G is its antipode S, which is a * -ultrastrongly closed, densely defined, generally unbounded linear operator on L ∞ (G). It has the "polar decomposition"
where R stands for the unitary antipode and (τ t ) t∈R for the scaling group. We will not discuss here the definitions of these maps. The subspace
is a dense subalgebra of
is an involutive Banach algebra when equipped with the new norm ω * := max( ω , ω * ).
A useful construction is the opposite LCQG
and co-multiplication given by
The universal setting of G was defined by Kustermans [27] as follows. Let
it an involutive Banach algebra. Using the isometry π *
The left regular co-representation of G has a universal version. It is a unitary
The universality property of C u 0 (G) implies the existence of the co-unit, which is the unique
. For a Banach algebra A, the canonical module action of A on its dual A * is denoted by juxtaposition, that is,
This notation will be used for the actions of
The proof for a · µ is similar.
Types of LCQGs.
Compact quantum groups were introduced by Woronowicz in [53] , and discrete quantum groups by Effros and Ruan [12] and by Van Daele [51] . We will not present their original definitions, but define them through the Kustermans-Vaes axiomatization. Complete proofs of the equivalence of various characterizations of compact and discrete quantum groups can be found in [39] . A LCQG G is compact if its left Haar weight ϕ is finite. This is equivalent to C 0 (G) being unital. In this case, we denote C 0 (G) by C(G). Moreover, the right Haar weight ψ is also finite, and assuming, as customary, that both ϕ and ψ are states, they are equal.
A LCQG G is discrete if it is the dual of a compact quantum group. This is equivalent to (L 1 (G), * ) admitting a unit ǫ. In this case, we denote
and have
where Irred(G) is the set of equivalence classes of (necessarily finite-dimensional) irreducible unitary co-representations ofĜ, and for every α ∈ Irred(Ĝ), n(α) ∈ N denotes the dimension of the representation. Particularly, the summand corresponding to the trivial co-representation of G gives a central minimal projection p in ℓ ∞ (G), satisfying ap = ǫ(a)p = pa for every a ∈ ℓ ∞ (G).
A LCQG G is called co-amenable (see Bédos and Tuset [2] or Desmedt, Quaegebeur and Vaes [9] , who use a different terminology) if L 1 (G) admits a bounded approximate identity. This is equivalent to the Banach algebra (C 0 (G) * , * ) having a unit [2, Theorem 3.1], which is called the co-unit of G and denoted by ǫ. It is also equivalent to the surjection π u : C u 0 (G) → C 0 (G) being an isomorphism, in which case we simply identify C u 0 (G) with C 0 (G).
Every locally compact group G is co-amenable as a (commutative) quantum group, while its co-commutative dualĜ is co-amenable if and only if G is amenable as a group. Discrete quantum groups are trivially co-amenable. For co-amenable G, we will therefore just use the adjective "positive definite" for these elements. Remark 1.6. Let G be a co-amenable LCQG with co-unit ǫ ∈ C 0 (G) * . Write ǫ also for its strictly 
SQUARE-INTEGRABLE POSITIVE-DEFINITE FUNCTIONS OVER LOCALLY COMPACT QUANTUM

GROUPS
This section is dedicated to proving a generalization of Godement's theorem on square-integrable positive-definite functions. It can be established directly along the lines of [10, Section 13.8], but we feel that it is more correct to do it through the generalization of this result to left Hilbert algebras given by Phillips [37] . We start with some background. Let A be a full (that is, achieved) left Hilbert algebra [41, 43] and H be the completion of A. We denote by π(ξ) (resp. π ′ (ξ)) the operator corresponding to a left-bounded (resp. right-bounded) vector ξ ∈ H.
Definition 2.1 (Perdrizet [36] , Haagerup [18] ). Let
This set is evidently a cone in H.
Theorem 2.4 ([37, Theorem 1.10]). Let η ∈ P ♭ . Then η is integrable if and only if it has a square
Moreover, the span of P ♭ int can be endowed with a natural norm making it isometrically isomorphic to a dense subspace of the predual of the (left) von Neumann algebra R ℓ (A) of A [37, Theorem 2.9]. In particular, η ∈ P ♭ int with square root ζ ∈ P ♭ induces the element
Let G be a LCQG, and set J : Lemma 2.6. The set {ω *
Adapting the argument of [8, proof of Theorem 6], if {ω *
, for every ω 1 , ω 2 ∈ J . Lemma 2.5 gives that y ∈ D(S) and S(y) = −x * , and hence the element of (L
Considering the full left Hilbert algebra Aφ associated with the left-invariant weightφ ofĜ, we let P ♭ ϕ stand for the corresponding cone.
then x is a positive-definite function if and only if
Proof. By definition, x is positive definite if and only if (ω
. From Lemma 2.6, it suffices to check this for ω ∈ J . But if ω ∈ J , then also ω * * ω ∈ J and for
This completes the proof.
Proposition 2.8. Let G be a co-amenable LCQG. There exists a contractive approximate identity for
Proof. By [8, Theorem 13] , (L 1 * (G), · * ) has a contractive approximate identity. Combining this with Lemma 2.6, the assertion is proved.
The following result generalizes [37, Theorem 1.6], saying that if G is a locally compact group and f ∈ L 2 (G) is positive definite and essentially bounded on a neighborhood of the identity, then it belongs to A(G).
Corollary 2.9. Let G be a co-amenable LCQG. If x ∈ N ϕ and x is positive definite, then Λ(x) is integrable with respect to Aφ (see Definition 2.3).
Proof. Let (ǫ i ) be a contractive approximate identity for (L
, we get a net (ξ i ) in the left Hilbert algebra Aφ. Since x ∈ N ϕ , we have for every i,
and so 
, then the (positive) square root ofŵ also belongs to Nφ.
Proof. The first part of the first assertion, as well as the second assertion, follow from Theorem 2.4 by using Corollary 2.9. For the part after "equivalently", Λ(x) having a square root in P Remark 2.11. In the situation of Theorem 2.10 we have x = ω ζ = ζ 2 by Remark 1.6.
CONVOLUTION IN L p (G)
This section contains the preliminaries on non-commutative L p -spaces of LCQGs needed in the next section. The theory of non-commutative L p -spaces of von Neumann algebras was developed in three approaches, which turned out to be equivalent: the "abstract" one by Haagerup [19] , the "spatial" one by Connes and Hilsum [20] , and the one using interpolation theory, whose final form is by Izumi [22] (see also Terp [45, 46] ). Here we rely on the work of Caspers [4] , who introduced and studied non-commutative L p -spaces of LCQGs based on Izumi's approach
. This has two clear virtues. The first, which is intrinsic in interpolation theory, is the fact that all non-commutative L p -spaces are realized, as vector spaces, as subspaces of a larger space, allowing the consideration of intersections of them. Caspers proved that when α = − 1 2
, some of these intersections take a particularly natural form. The second is simplicity: the statement (but not proofs!) of the construction's basic ingredients does not require modular theory.
We bring now a succinct account of the theory. A pair of Banach spaces (A 0 , A 1 ) is called compatible in the sense of interpolation theory (see Bergh and Löfström [3, Section 2.3]) if they are continuously embedded in a Hausdorff topological vector space. For 0 < θ < 1, the Calderón complex interpolation method [3, Chapter 4] gives the interpolation Banach space C θ (A 0 , A 1 ). As a vector space it satisfies A 0 ∩ A 1 ⊆ C θ (A 0 , A 1 ) ⊆ A 0 + A 1 , and these inclusions are contractive when A 0 ∩ A 1 and A 0 + A 1 are given the norms a A 0 ∩A 1 := max( a A 0 , a A 1 ), a ∈ A 0 ∩ A 1 , and
. The functor C θ is an exact interpolation functor of exponent θ in the following sense. Given another compatible pair (B 0 , B 1 ), two bounded maps
Let M be a von Neumann algebra, and let ϕ be an n.s.f. weight on M. Define
and similarly r 1 (x) := ϕ x and r ∞ (x) := x for x ∈ R. These maps are contractive and injective. Furthermore, the adjoints ( 
In addition, by [22, Corollary 2.13],
allowing to regard L as the "intersection of M and M * in R * ".
Viewing
(all inside R * ) with contractive inclusions and (r 1 ) It is proved in [4, Theorem 3.7] using the reiteration theorem that for 1 < p < 2, we have
left in the simplest sense that they are equal as vector subspaces of R * and have the same norm.
calculated with respect to the left Haar weight ϕ. We identify
The following generalization of [4, Theorem 6.4 (i)-(iii)] is proved in the same way, with obvious modifications. For completeness, we give full details. Handling the last part of the theorem, relating convolutions and the Fourier transform on non-commutative L p -spaces, requires too much background, and is not needed in this paper. It is thus left to the reader.
. Then these maps are compatible, and the
Proof. Fix ω ∈ I. Forω ∈Î, write y :=λ(ω) ∈ C 0 (G) ∩ N ϕ , and calculate
Asλ(Î) is a core for Λ, we deduce that µ * ω ∈ I and ξ(µ * ω) = λ u (µ)ξ(ω) (a slight generalization of [52, Lemma 4.8] ). This means precisely that µ * 1 and µ * 2 are compatible.
left and since C θ is an exact interpolation functor of exponent θ, we have the existence of µ * p , and
3.1. Duality. For 1 < p, q < ∞ with 
I with the natural norm
COMPARISON OF TOPOLOGIES ON THE UNIT SPHERE OF
In this section we generalize the main results of Granirer and Leinert [17] , and in particular obtain a result (Theorem 4.9) about positive-definite functions over LCQGs extending [38, 54] . (a) The strict topology is the one induced by the semi-
, the p-strict topology is the one induced by the semi-norms − → µ and µ β → µ . Then for every ε > 0 there are α 0 , β 0 such that e α 0 µ β − µ β < ε (resp., µ β e α 0 − µ β < ε) for every β ≥ β 0 and e α 0 µ − µ < ε (resp., µ − µe α 0 < ε).
Proof. If M is a von Neumann algebra (e.g., A * * ), recall that the "absolute value" of ν ∈ M * can be defined in two ways, as the unique |ν| ∈ M + * with |ν| = ν satisfying either |ν(
We will use the first way to establish half of the lemma's assertion, the other half being established similarly using the second way.
For every ν ∈ A * and a ∈ A we have, writing 1 for 1 M (A) ,
Hence ν − e α ν 2 ≤ ν |ν| (1 − e α ). Since (e α ) is an approximate identity for A, we have . Therefore,
so we can choose β 0 as asserted.
Proposition 8.3 and its proof] that for every
which makes sense because
, and let e ζ , e η ∈ K(L 2 (G)) be the projections of L 2 (G) onto Cζ, Cη, respectively. Then for ν ∈ C u 0 (G) * , the functional (aνb) * ω corresponds to − − → µ, and let ω ∈ L 1 (G) and ε > 0. Fix an approximate identity (e α ) for C u 0 (G). By invoking Lemma 4.3 twice, we find α 1 , α 2 , β 1 such that e α 1 µ β e α 2 − µ β < ε for every β ≥ β 1 and e α 1 µe α 2 − µ < ε. From Lemma 4.4, there is β 2 such that (e α 1 µ β e α 2 ) * ω − (e α 1 µe α 2 ) * ω , ω * (e α 1 µ β e α 2 ) − ω * (e α 1 µe α 2 ) < ε for every β ≥ β 2 . We conclude that the strict topology is weaker than τ nw * .
We now generalize most of [17, Theorem D] for 1 ≤ p ≤ 2.
* , the p-strict topology is weaker than τ nw * , and on bounded sets, the w * -topology is weaker than the weak p-strict topology.
Proof. Let (µ β ) be a net in C u 0 (G) * and µ ∈ C u 0 (G) * . We use Theorem 3.2 and its notation.
Suppose that µ β nw * − − → µ. Let ω ∈ I and ξ := ξ(ω) (so ω = ξ in R * ). By Theorem 4.2,
is contractive, we infer that
That embedding has dense range and
For the second statement, suppose that (µ β ) is bounded and that µ β → µ in the weak p-strict topology. We claim that (µ β − µ) * ω → 0 in the w * -topology for every ω ∈ L 1 (G). Assume for the moment that p > 1 and let q ∈ [2, ∞) be the conjugate of p. Let ω ∈ I and y ∈ L. If (µ β − µ) * p ω → 0 weakly, then by Subsection 3.1, we have
Denoting by T ϕ the Tomita algebra of ϕ, the set {ab : a, b ∈ T ϕ } is contained in L by [22, Proposition 2.3]. As ϕ| C 0 (G) + is a C * -algebraic KMS weight on C 0 (G) whose modular automorphism group is the restriction of that of ϕ to C 0 (G) [29, Proposition 1.6 and its proof],
pointwise on a norm dense subset of C u 0 (G), which, by the boundedness of (µ β ), implies that (µ β − µ) * ω → 0 in the w * -topology. By density of I in L 1 (G) and boundedness again, this holds for every ω ∈ L 1 (G), as claimed. In the case that p = 1 we have the same result, since the
is bounded, we infer from the claim that µ β → µ in the w * -topology.
Let G be a locally compact group. If (g β ) is a bounded net in B(G) and g ∈ B(G), then g β → g uniformly on the compact subsets of G if and only if f g β → f g in the C 0 (G) norm for every f ∈ C 0 (G). Indeed, one direction is trivial, and for the other, notice that (g β ) is bounded in 
that is: 
this convergence holds in the ultraweak topology as well. So for allω ∈ L 1 (Ĝ), we have
is bounded, we infer that µ β → µ in the w * -topology.
(g) =⇒ (c): we may assume that a = ω · b for some ω ∈ L 1 (G) and b ∈ C 0 (G), because the set of these elements spans a dense subset of C 0 (G). Hence A classical result [38, 54] says that if G is a locally compact group, then on the set of positivedefinite functions of
) and the topology of uniform convergence on compact subsets coincide. The following generalizes this to LCQGs. Proof. By co-amenability, the mapμ →λ u (μ) is an isometric isomorphism between the unit sphere of C u 0 (Ĝ) * + and S (Theorem 1.5 and Remark 1.6). Now apply Theorem 4.6, (a) ⇐⇒ (b), toĜ in place of G, and notice that for a bounded net in C u 0 (Ĝ) * , w * -convergence is equivalent to convergence in the weak operator topology of its image underλ u . Moreover, on bounded sets, the strict topology on M(C 0 (G)) is finer than the strong operator topology.
Remark 4.10. Attempting to prove Theorem 4.9 by generalizing the proof of [10, Theorem 13.5.2] yielded only partially successful: we were able to establish that on S, the weak operator topology coincides with the topology on M(C 0 (G)) in which a net (x β ) converges to x if and only if yx β z → yxz for every y, z ∈ C 0 (G). This topology evidently coincides with the strict one when G is commutative, but not generally. However, it is worth mentioning that taking this approach, one encounters a straightforward generalization of a very useful inequality, namely that if ϕ is a (continuous) positive definite function on a locally compact group G, then |ϕ(s) − ϕ(t)| 2 ≤ 2ϕ(e)(ϕ(e) − Reϕ(s −1 t)) for every
2ϕ(e)(ϕ(e)−Reϕ(s)) for every s, t ∈ G. If G is a co-amenable LCQG and y is positive definite over
13 −1)), and as id ⊗ id ⊗μ is a completely positive map of cb-norm μ = y , the Kadison-Schwarz inequality implies that 
Proof. By the Krein-Šmulian theorem, it suffices to prove that Q 1 , the intersection of Q with the closed unit ball of L ∞ (G), is ultraweakly closed. Let (x α ) be a net in Q 1 converging ultraweakly
bounded by one, and so it has a subnet converging in the w * -topology to someμ ∈ C 0 (Ĝ) *
Proof of Theorem 5.2. (a) =⇒ (b): every positive-definite function has the formλ(ν) for somê
+ by co-amenability ofĜ. Nowν is the w * -limit of a bounded net (ω β ) in
Since each element of L 1 (Ĝ) + can be approximated in norm by elements ofÎ + of the same norm [52, Lemma 4 .7], we may assume thatω β ∈Î, and henceλ(ω β ) ∈ N ϕ , for every β. From Theorem 4.6 applied toĜ, we infer thatλ(ω β ) →λ(ν) strictly in M(C 0 (G)).
(e) =⇒ (a): asλ u is injective, we should establish that 1 belongs to Q. By Lemma 5.3, Q is an ultraweakly closed cone, so it is enough to show that 1 belongs to the bipolar of Q. Note that Q is invariant under the scaling group, as
Propositions 8.23 and 8.25]. Consequently,
is norm dense in the pre-polar of Q. So picking ω 0 ∈ V , we should show that 0 ≤ Re ω 0 (1). For everyν ∈ C 0 (Ĝ) * + we have
as 1 ∈ D(S) and S(1) = 1. In conclusion, 1 belongs to the bipolar of Q.
6. THE SEPARATION PROPERTY 6.1. Preliminaries.
Definition 6.1 (Lau and Losert [32] , Kaniuth and Lau [24] ). Let G be a locally compact group and H be a closed subgroup of G. We say that G has the H-separation property if for every g ∈ G\H there exists a positive-definite function ϕ on G with ϕ| H ≡ 1 but ϕ(g) = 1.
It was first observed in [32] that G has the H-separation property if H is either normal, compact or open. Generalizing a result of Forrest [15] , it was proved that G has the H-separation property provided that G has small H-invariant neighborhoods [24, Proposition 2.2]. The property was subsequently explored further in several papers, including [25, 26] . It is somewhat related to another property connecting positive-definite functions and closed subgroups, namely the extension property.
In this section we introduce the separation property for LCQGs and obtain a first result about it. To this end, we continue with some background on closed quantum subgroups of LCQGs. To simplify the notation a little, throughout this section we will use π for the surjection π u :
Definition 6.2 (Meyer, Roy and Woronowicz [34] ). Let G, H be LCQGs. A strong quantum homomorphism from H to G is a nondegenerate * -homomorphism Φ :
Every such Φ has a dual object [34, Proposition 3.9 and Theorem 4.8], which is the (unique) strong quantum homomorphismΦ fromĜ toĤ that satisfies
(here and in the sequel we use the left version of this theory, in contrast to [7, 34] , which use the right one). As customary, we will write Φ also for its unique extension to a * -homomorphism 
(b) We say that H is a closed quantum subgroup of G in the sense of Woronowicz if there exists a strong quantum homomorphism
A fundamental result [7, Theorem 3.5] is that if H is a closed quantum subgroup of G in the sense of Vaes, then it is also a closed quantum subgroup of G in the sense of Woronowicz. In this case, the maps γ and Φ are related by the identity γ| C 0 (Ĥ) • πĤ = πĜ •Φ. The converse is true if G is either commutative, co-commutative or discrete, or if H is compact [7, .
6.2. The separation property for LCQGs. Definition 6.4. Let G be a LCQG and H be a closed quantum subgroup of G in the sense of Woronowicz via a strong quantum homomorphism Φ : 
Then G has the H-separation property.
It will be clear from the proof of Theorem 6.5 that a condition weaker than (6.2) is enough. However, (6.2) is often easier to check.
Before proving the theorem, observe that eachẑ ∈ Im γ indeed satisfies∆ G (ẑ)(γ(p) ⊗ 1) = γ(p)⊗ẑ (see Van Daele [51, Proposition 3.1]). Furthermore, if G is commutative or co-commutative, then (6.2) holds automatically, as can be checked using [7, Sections 4, 5] ; we prove the former case below. At the moment it is unclear whether (6.2) always holds, but we will show in Example 6.9 that it holds, even in a stronger form, in an abundance of examples in which closed quantum subgroups appear naturally, namely via the bicrossed product construction. Proposition 6.6. Condition (6.2) holds when G is commutative (even forẑ ∈ VN(G)).
Proof. Let G be a locally compact group and H a compact subgroup of G. The embedding
Replacingẑ by its adjoint in (6.2), suppose thatẑ ∈ VN(G) and (γ(p) ⊗ 1)∆(ẑ) = γ(p) ⊗ẑ. Denote by ℓ t , t ∈ G, the left shift operators over A(G). For all ω 1 , ω 2 ∈ A(G) and t ∈ G, one calculates that
and thus
(the second integral is in the norm of A(G)), and by assumption it is equal to
Fix a closed set C with C ∩ H = ∅ and ω 2 ∈ A(G) that is supported by C. Noticing that
Consequently, the support ofẑ (see Eymard [14, Définition 4.5 and Proposition 4.8]) is contained in H. Consequently, by Takesaki and Tatsuuma [44] ,ẑ belongs to γ(VN(H)), as desired.
Since µ is a state, a variant of (4.2) implies that
Multiplying byΦ(p) ⊗ 1 on both sides we get
Applying πĜ ⊗πĜ to both sides and using that πĜ
From Lemma 6.7 below we obtain (µ ⊗ id)(V V G ) ∈Φ(M(c 0 (Ĥ))), a contradiction.
Lemma 6.7. Let G be a LCQG and H be a compact quantum subgroup of
Proof. Recall that up to isomorphism, c 0 (Ĥ) decomposes as c 0 − α∈Irred(H) M n(α) . For each α ∈ Irred(H), writep α ∈ c 0 (Ĥ) for the identity of M n(α) , and let ω α ∈ C u (H) * be such that p α = (ω α ⊗ id)(W H ) (which exists by the Peter-Weyl theory for compact quantum groups [53] ).
, and
G is injective, and we can replace W G by V V G to obtain
) by (6.1). Moreover, if G is commutative, the two conditions are equivalent. We do not know whether Theorem 6.5 holds with this weaker condition as well.
6.3. Examples arising from the bicrossed product construction. A natural way to construct a closed quantum subgroup of a LCQG is the bicrossed product (see Vaes and Vainerman [47] ). Let G 1 , G 2 be LCQGs. We say that (G 1 , G 2 ) is a matched pair [47, Definition 2.1] if it admits a cocycle matching (τ, U , V ), which means that τ :
are unitaries such that the * -homomorphisms
given by α(y) :
, satisfy the following conditions:
, that is:
c) (α, U ) and (β, V ) are matched, that is:
Suppose that such a matched pair is given. For convenience, write H i := L 2 (G i ), i = 1, 2, and letW := (
Recall that the cocycle crossed product
is the von Neumann subalgebra of B(H 1 )⊗L ∞ (G 2 ) generated by α(L ∞ (G 2 )) and It is proved in [47, Section 3] that there is a bijection between (cocycle) bicrossed products and cleft extensions of LCQGs. To elaborate, consider the unitary Then the formula θ(z) := Z 2 (1 ⊗ z)Z * 2 defines a map θ :
is an action ofĜ op 1 on G. The exactness of the sequence at G is manifested by the following characterization of the fixed-point algebra of θ:
The proof of this is by no means technical: it strongly relies on the structure of G and its dual.
Example 6.9. Assume henceforth that G 2 is discrete and, denoting by p the central minimal projection in L ∞ (G 2 ) with yp = ǫ 2 (y)p = py for every y ∈ L ∞ (G 2 ), that
(id ⊗ ǫ 2 )β = id, (6.6) 
Indeed, denote the left-hand side by U. Applying the * -homomorphism id ⊗ id ⊗ id ⊗ ǫ 2 to (6.3) and using (6.7), we obtain
and since id ⊗ τ σ is faithful,
Applying id ⊗ ǫ 2 ⊗ id and using (6.6) and (6.7), we get U = (id ⊗ (id ⊗ ǫ 2 )α)(1) = 1, as desired. We claim that for every z ∈ L ∞ (G),
(this is stronger than (6.2)). Indeed, suppose that the assumption is met. Then ∆ op (z)(1 L ∞ (G) ⊗ 
By (6.7) and (6.5) we thus have
The assumption hence implies that
Applying id ⊗ id ⊗ id ⊗ ǫ 2 to both sides, we deduce from (6.8) that
(β ⊗ id)(W 1 )(z ⊗ 1 B(H 1 ) )(β ⊗ id)(W * 1 ) = z ⊗ 1 B(H 1 ) .
Writing w :=Ĵ zĴ and recalling that w = R(z * ) ∈ L ∞ (G) where R is the unitary antipode of G, the last equation is equivalent to θ(w) = 1 ⊗ w, that is, w ∈ L ∞ (G) θ . By (6.4), R( 
