Abstract. In this paper we study a generalization of the notion of Hilbert function or growth function of a commutative or noncommutative finitely generated associative algebra. In particular, we study its generating series providing conditions for having the sum of such series as a rational function. We develop also an effective method for computing explicitly this rational function. Our approach is based on commutative structures and algebraic constructions as exact sequences and ideal operations. This implies a new viewpoint in the theory and computation of noncommutative Hilbert series.
Introduction
It is difficult to list the plenty of objects that are represented as a finite sequence of symbols, that is, by a word or a string. Let us think for example to our own dna, a message in a code, a word in a natural or formal language, the base expansion of a number, a path in a graph or a transition of states in a machine, etc. Since concatenation is an associative binary operation, from the perspective of the algebraist the words over the alphabet {x 1 , . . . , x n } are the elements of the free monoid W generated by such set. Given a field K, it is natural to form the vector space F with K-linear basis W , that is, the free associative algebra F = K x 1 , . . . , x n . In other words, the elements of F are polynomials in the noncommutative variables x 1 , . . . , x n and hence the elements of W = Mon(F ) are called the monomials of F . By definition, the algebra F has the property that any finitely generated associative algebra is (isomorphic to) a quotient F/I where I is a two-sided ideal of F . It is probably useless to mention the relevance of such generally noncommutative algebras in mathematics and physics but let us just refer to the recent book [13] .
In the last years, a new and somehow unorthodox idea has been introduced in the papers [5, 6, 7] consisting in the possibility to obtain many data about the structure of F/I by means of an infinitely generated but commutative algebra R/J. Precisely, the algebra R is the quotient of the commutative polynomial algebra K[x ij | 1 ≤ i ≤ n, j ≥ 1] modulo the relations x ij x kj = 0, that we endow with the algebra endomorphism σ : R → R such that x ij → x ij+1 . Moreover, the ideal J ⊂ R is invariant under σ and it is suitably defined by I ⊂ F using σ and the K-linear map ι : F → R such that
A review of these ideas in the case of monomial ideals is presented in Section 9.
A fundamental data about the algebra F/I consists in its dimension over the base field K or in its "growth" in case it is infinite dimensional. By definition, the growth or the affine Hilbert function of F/I is the function g(d) = dim F ≤d /I ≤d , for all d ≥ 0, where F ≤d ⊂ F is the subspace of the polynomials of degree at most d and I ≤d = I ∩ F ≤d . Since a finitely generated algebra A may be isomorphic to different quotients F/I owing to different choices of generators, note that the growth of A is intrinsically defined as an equivalence class of monotonic functions. A well-known result states that the growth of F/I coincides with the growth of F/LM(I) where LM(I) is the ideal generated by the leading monomials of the elements of I with respect to a suitable ordering of W . In other words, the study of growths is reduced to the case of monomial algebras.
Observe now that the algebra R is the direct limit of the finitely generated subalgebras R ( Note that a monomial algebra sequence is a purely commutative structure and we describe in Sections 3,4,5 a method for computing a rational function which is the sum of a growth series by means of exact sequences and ideal operations. In fact, this resembles what happens for the Hilbert series of finitely generated commutative algebras, but one main difference is that for monomial ideal sequences the corresponding procedure may not terminate. In other words, the growth series are not all rational functions which is consistent to the similar situation occurring for the Hilbert series of noncommutative algebras. Then, in Section 6 a special class of monomial ideal sequences is introduced which yields the rationality of their growth series. We call the elements of this class recursive ideal sequences and in Section 7 we prove that their rational growth series can be effectively computed in a finite number of steps.
In Section 8 we prove that if a monomial ideal sequence is defined by a monomial ideal I ⊂ F then it is recursive when I is finitely generated. In other words, the rationality of the growth series of a recursive ideal sequence generalizes the Govorov's Theorem [4] about the rationality of the Hilbert series of a finitely presented monomial algebra. This is explained in details in Section 9. A set of simple examples illustrating the method is presented in Section 10 together with some data about the computation of the Hilbert series of a couple of Hecke algebras. These nontrivial computations, which are based on an implementation that we have obtained using Maple, show that the proposed algorithms are really feasible. Finally, some conclusions and ideas for further developments of the proposed approach are given in Section 11.
Monomial ideal sequences
Let K be any field and fix an integer n > 0. For all d ≥ 1, we consider the (commutative) polynomial algebra
we introduce the quotient algebra R(d) = P (d)/N (d). We put also R(0) = K. Note that the algebra R(d) is a finite dimensional one. In fact, a K-linear basis of R(d) is clearly given by the elements
To simplify notations, from now on we identify these cosets with their representatives x i1j1 · · · x i k j k and we call them the monomials of R(d). In other words, we consider the variables x ij as generators of the commutative algebra R(d) satisfying the relations x ij x kj = 0.
For all d ≥ 1, we define the ideal
Observe that
The dimension of the algebra R(d) and of its homogeneous components are easy to compute.
we fix the subset {j 1 , . . . , j k } ⊂ {1, . . . , d} then these monomials are in one-to-one correspondence with k-tuples (i 1 , . . . , i k ) ∈ {1, . . . , n} k .
Consider now the free associative algebra F = K x 1 , . . . , x n and denote by F d ⊂ F the subspace spanned by all monomials (word) of degree (length) d. In other words, F = d≥0 F d is the standard grading of the algebra
is any monomial of F of degree d. Then, the generating series of the (exponential) integer sequence {dim R(d) d } d≥0 is equal to the Hilbert series of F which is the rational function
Keeping this in mind, we introduce now the main objects that are under investigation in this paper.
Then, we define the sequences J = {J(d)} d≥0 and S = {S(d)} d≥0 . We call J a monomial ideal sequence and we denote by mis the set of all such sequences. Moreover, we say that S is the monomial algebra sequence defined by J. Definition 2.3. Consider a monomial algebra sequence S defined by J ∈ mis. For all d ≥ 0, one has clearly the algebra grading
We call γ(S) = {γ(S)(d)} d≥0 the growth function of the monomial algebra sequence S. We denote also Γ(S) = d≥0 γ(S)(d)t d the corresponding generating function and we call it the growth series of S.
The main goal of the present paper consists in providing conditions and methods to have the sum of the above series as a rational function. In fact, a main application follows in Section 9 after proving that the Hilbert series of any finitely generated associative algebra is equal to the growth series of a suitable monomial algebra sequence.
The key isomorphism
Let S = {S(d)} be a monomial algebra sequence defined by J = {J(d)} ∈ mis.
Denote by S(d)
n the direct sum of n copies of the
The image of this map is the ideal Im
By defining the (monomial) algebra
we have that this is clearly isomorphic to the cokernel
Consider now the kernel of ϕ d which is a submodule of
which is clearly isomorphic to
and one has therefore the following short exact sequence defined by
If we define a grading for the module S(d) n by putting S(d)
n of degree k then its image i f i x id is clearly a homogeneous element of S(d) of degree k + 1. For all d, k ≥ 1, we obtain hence the following short exact sequence relating the homogeneous components
and therefore we obtain the key isomorphism
, that is, the element J xi ∈ mis is the monomial ideal sequence defining the monomial algebra sequence
Moreover, we denote by T xi : mis → mis the mapping such that J → J xi .
Then, by multiplying by t d one has that
Summing up over all d ≥ 1, we obtain finally the following key formula
Observe that for some 1 ≤ i ≤ n, the sequence J xi = {J xi (d)} may be equal to J = {J(d)}, that is, T xi (J) = J. Consider, for instance, the ideal sequence J = 0, that is, J(d) = 0 for all d ≥ 0. The corresponding algebra sequence is hence S = {R(d)} d≥0 . Clearly T xi (J) = J, for all 1 ≤ i ≤ n and γ(S)(0) = 1. By the formula (2) one has therefore that Γ(S) = 1 + t 1≤i≤n Γ(S) = 1 + ntΓ(S).
In other words, we have obtained again the formula Γ(S) = 1/(1−nt). Consider now the ideal sequence J = 1, that is, J(d) = R(d), for any d ≥ 0. The corresponding algebra sequence is S = {0} d≥0 whose growth series is clearly Γ(S) = 0. Note that this can be obtained also by the formula (2) since T xi (J) = J, for any 1 ≤ i ≤ n and γ(S)(0) = 0.
Regular ideal sequences
To the aim of providing conditions and methods to have the growth series of a monomial ideal sequence as a rational function, we introduce the following notions.
Definition 4.2. We call J ∈ mis a regular (monomial) ideal sequence if its orbit O J is a finite set and we denote by ris the set of all such ideal sequences. Since T xi (J) ∈ O J observe that T xi maps the set ris into itself, for each 1 ≤ i ≤ n.
We define A J = (a kl ) the integer r-by-r matrix such that
Moreover, we denote by p J (t) ∈ Z[t] the characteristic polynomial of A J and we consider the 0-1 column r-vector
where S k is the monomial algebra sequence defined by J k . We call A J , p J (t) and C J respectively the adjacency matrix, characteristic polynomial and constant vector of (the orbit of) J.
Note explicitly that in the above definition one has to consider O J as an ordered set.
Theorem 4.4. Let J ∈ ris and denote by S the monomial algebra sequence defined by J. Then, the growth series Γ(S) is a rational function with integer coefficients.
Proof. Let O J = {J 1 , . . . , J r } and denote by S k the monomial algebra sequence corresponding to J k (1 ≤ k ≤ r). Moreover, we put Γ k = Γ(S k ) and c k = γ(S k )(0). By applying the formula (2) for each algebra sequence S k , one obtains r linear equations in the r unknowns Γ k , namely
Note that these equations are with coefficients in the rational function field Q(t). By definition of the adjacency matrix A J and the constant vector C J , one has therefore that the column vector
T is a solution of the matrix equation
Observe now that det(I − tA J ) = t r p J (1/t) = 0 since p J (t) = det(tI − A J ) is the characteristic polynomial of the adjacency matrix A J . We conclude that the equation (3) has a unique solution Γ = (I − tA J ) −1 C J .
Definition 4.5. Let J ∈ ris and assume O J = {J 1 , . . . , J r } with J 1 = J. Denote by B J the column r-vector which coincides with the first column of the cofactor matrix of the r-by-r matrix I − tA J . Note that the entries of B J are polynomials with integer coefficients. We call B J the polynomial vector of (the orbit) of J.
The matrix equation (3) implies immediately the following result.
Corollary 4.6. Let J ∈ ris and denote by S the corresponding monomial algebra sequence. The rational function
where r = #O J = deg(p J (t)).
Observe in the above result that the entries of B J corresponding to the zero entries of C J do not clearly contribute to the formation of the numerator f (t). This happens in particular when 1 ∈ O J .
Computing the growth series
We present now a simple algorithm to compute the data defining the matrix equation (3) corresponding to a regular ideal sequence.
Note explicitly that A and C are in fact a square matrix and a vector of increasing dimension. When the algorithm stops, such dimension is exactly the cardinality of O. Then, the gamma series corresponding to the regular ideal sequence J is obtained by using the formula (4) or equivalently by solving the matrix equation (I − tA)Γ = C. Observe that the matrix (I − tA) results sparse if the number of elements in the orbit O is large with respect to the integer n.
We give now an explicit description of the mapping
Clearly, the mapping T xi is given in terms of the maps T xi (d) (d ≥ 1) and these can be described by their action on the basis of an ideal
We have clearly that
Observe that if m = 1, that is, deg(m) = k = 0 then we are in the first case.
Moreover, if k = 1 then the second case corresponds to
given by a finite number of monomials. In other words, all the mappings T xi (d) can be effectively performed. Of course, one can object about the possibility to compute T xi , that is, the infinite sequence
In fact, we will show that there is a subset of ris which requires to compute only a finite number of T xi (d) to perform OrbitData.
Recursive ideal sequences
We introduce now a class of monomial ideal sequences that are regular. With the notations of Section 2, let d ≥ 1 and consider the graded algebra homomorphism
, one has the induced graded algebra homomorphism R(d) → R(d+ 1) that we denote as σ d . Moreover, we define σ 0 : R(0) → R(1) to be the canonical injection. Note that the maps σ d are also injective.
Definition 6.1. Let J ∈ mis. We call J a recursive (monomial) ideal sequence if there exists an integer l ≥ 0 such that
In this case, we define ρ(J) the minimum integer l with such property and we call it the recursion (base) index of J. Moreover, we denote by Ris the set of all recursive ideal sequences.
Let l ≥ 0 and q ≥ 1. We denote by σ (q) l : R(l) → R(l + q) the graded algebra homomorphism obtained as the composition σ
Proposition 6.2. Let J ∈ Ris and denote l = ρ(J). For all d ≥ 0, the ideal J(l + d) is generated by the monomials in the set 0≤q≤d σ (q) l (J(l)). Moreover, all these monomials have degree ≤ l.
Proof. Since J(l+q+1) is generated by J(l+q)∪σ l+q (J(l+q)), we have immediately that
Recall that for a monomial ideal sequence J = {J(d)} we denote J = 0 when
These are clearly the only recursive ideal sequences with ρ(J) = 0. Moreover, it is important to observe that the mappings T xi (1 ≤ i ≤ n) do not send the set Ris into itself. This will be evident in the examples in Section 10. In fact, there is a set of monomial ideal sequences containing Ris which is invariant under the maps T xi . Proposition 6.3. Let J ∈ mis and assume that for some integer l ≥ 1 we have that
and one has immediately that
We conclude that
In order to prove the regularity of recursive ideal sequences we need to revisit the notion of orbit. Recall that we define F = K x 1 , . . . , x n the free associative algebra. Then, we denote by W = Mon(F ) the monoid of all monomials (words) of F . Since W is the free monoid generated by the elements x i , we have that the mappings T xi : mis → mis define a left action of W on mis, that is, mis is a W -set. In other words, for all w = x i1 · · · x i l ∈ W and J ∈ mis we put w · J = T w (J) where T w = T xi 1 · · · T xi l . Fix J a monomial ideal sequence. Since O J ⊂ mis is by definition the minimal W -subset containing J, one has that
Because W is an infinite monoid, we have clearly that O J is generally an infinite W -subset.
We give now an explicit description of
where by definition {β q , . . . ,
Theorem 6.4. Ris ⊂ ris.
Proof. Let J be a recursive ideal sequence and put l = ρ(J Let w ∈ W l and 1 ≤ i ≤ n. Denote J w = T w (J) and J xiw = T xiw (J) = T xi (J w ). We have to prove that O l ⊂ O J is a W -subset, that is, J xiw = J w ′ = T w ′ (J), for some w ′ ∈ W l . We distinguish two cases for the monomial w = x i1 · · · x i l . Assume first that there exists k ≥ 0 and 1
Observe that the inclusion Ris ⊂ ris is a strict one. In fact, in Section 10 we provide an example of a regular ideal sequence which is not recursive.
Effective computations
The next result is essential to provide that the algorithm OrbitData can be effectively performed for recursive ideal sequences.
Proposition 7.1. Let J ∈ Ris and put l = ρ(J). Moreover, consider w, w
. By hypothesis, one has that
We have to show that
, for all q ≥ 0. By Proposition 6.2 we are reduced to prove that
In fact, the formula (5) implies immediately that
Definition 7.2. Let J = {J(d)} d≥0 be a monomial ideal sequence and fix l ≥ 0. We call the finite subsequence {J(d)} 0≤d≤l the truncation of J at the index l.
It is clear that the computation of the algorithm OrbitData, which is based on the mappings T xi = {T xi (d)} d≥1 (1 ≤ i ≤ n), can be performed in practice only for truncated ideal sequences, that is, in an approximate form. In the case of recursive ideal sequences, the following result certifies that for a suitable truncation index such approximation returns the exact output. Corollary 7.3. Let J ∈ Ris and denote l = ρ(J). To perfom the algorithm OrbitData with monomial ideal sequences truncated at the index 2l + 1 is correct.
Proof. Denote by O J = {J w1 , . . . , J wr } (w j ∈ W ) the orbit of J and put k j = deg(w j ). Then, the algorithm OrbitData computes J xiwj = T xi (J wj ) ∈ O J for all 1 ≤ i ≤ n, 1 ≤ j ≤ r and then stops. By Proposition 7.1, to establish that two elements in the orbit coincides, it is sufficient to know their truncations {J xiwj (d)} 0≤d≤l . To obtain such truncations, one has in fact to compute on the sequence {J(d + k j + 1)} 0≤d≤l . Observe finally that from the arguments contained in the Theorem 6.4 it follows that k j ≤ l, for any 1 ≤ j ≤ r.
The above proof implies in particular that the algorithm OrbitData is correct when it is performed with the truncation index equal to l + k + 1 where k = max{deg(w j )} and O = {J w1 , . . . , J wr } is in the actual output. This suggests another possible approach to effective computations with respect to Corollary 7.3. In fact, one may perform OrbitData with increasing truncation indexes till the certification is attained. We apply this viewpoint when computing with Hecke algebras in Section 10.
Finitely generated σ-ideals
Consider the chain of algebras R(0) ⊂ R(1) ⊂ . . . and form its direct limit
is the injective graded algebra homomorphism such that
In a similar way, one defines also the injective graded algebra endomorphism σ : R → R whose restriction to R(d) coincides with σ d . Definition 8.1. Let L be an ideal of R and consider the quotient algebra T = R/L. We call L a σ-ideal if σ(L) ⊂ L. In this case, the map σ induces an algebra endomorphism of T and for this reason we call T a σ-algebra. Consider now a subset G of a σ-ideal L. We say that G is a σ-basis of L if L coincides with the minimal σ-ideal of R containing G.
There is a bijective correspondence between monomial σ-ideals and invariant ideal sequences.
Proof. Let J be an invariant ideal sequence. Since
, we obtain that J is an invariant ideal sequence.
By the above correspondence one has immediately the following notion. Definition 8.4. Let L ⊂ R be a monomial σ-ideal and consider the quotient algebra
In other words, S = {S(d)} is the monomial algebra sequence corresponding to the invariant ideal sequence J = {J(d)} defined by L. Then, we define the growth function and series of the monomial σ-algebra T as the growth function and series of S.
Denote by M = Mon(R) the set of all monomials of R. Another useful notion is the following one. Definition 8.5. Let G be a monomial set of R, that is, G ⊂ M . We call G σ-minimal if for all m, m ′ ∈ G, m = m ′ we have that σ q (m) does not divide m ′ , for any q ≥ 0. In this case, if L ⊂ R is the σ-ideal generated by G then we call G a minimal monomial σ-basis of L.
Proof. Let m be any monomial in G. Since G, G ′ generate the same σ-ideal we have that m = σ p (m ′ )s and m ′ = σ q (m ′′ )t where m ′ ∈ G ′ , m ′′ ∈ G, p, q ≥ 0 and s, t ∈ M . From σ is an algebra endomorphism of R it follows that m = σ p+q (m ′′ )σ p (t)s. The σ-minimality of G implies that m = m ′′ and therefore p = q = 0, s = t = 1. We
Observe that monomial σ-ideals of R have minimal monomial σ-bases which are generally infinite. Consider for instance the σ-ideal generated by the set {x 11 x 1j | j ≥ 2}. In other words, R (and hence P ) are non-Noetherian algebras.
Proposition 8.7. Consider the monomial σ-algebra T = R/L where L is a monomial σ-ideal of R. Denote by J ∈ mis the invariant ideal sequence corresponding to L. Then, one has that J ∈ Ris with l = ρ(J) if and only if L has a finite minimal monomial σ-basis G and l = min{d ≥ 0 | G ⊂ R(d)}. In this case, by Theorem 4.4 and Theorem 6.4 it follows that the growth series of T is a rational function with integer coefficients.
Proof. Assume that J is a recursive ideal sequence and put l = ρ(J). For all d ≥ 0, one has therefore that the ideal J(l + d) is generated by the set 0≤q≤d σ q (J(l)). From L = d≥0 J(d) it follows that the σ-ideal L is σ-generated by J(l). By Noetherianity of R(l) we have that the ideal J(l) has a finite monomial basis G. By deleting the elements of G that are divided by σ q (m) for some m ∈ G, q ≥ 0, one obtains clearly a finite minimal monomial σ-basis G ′ of L satisfying the condition l = min{d ≥ 0 | G ′ ⊂ R(d)}. Suppose now that L has a finite minimal monomial σ-basis G and denote l = min{d ≥ 0 | G ⊂ R(d)}. For all d ≥ 0, it follows immediately that J(l + d) is generated by 0≤q≤d σ q (J(l)). In other words, the invariant ideal sequence J is recursive with ρ(J) = l.
The letterplace dictionary
In this section we prove that the Hilbert function of any finitely generated associative algebra can be obtained as the growth function defined by a suitable monomial σ-ideal of R, that is, by a suitable invariant ideal sequence. From now on, all ideals of the free associative algebra F are assumed to be two-sided ones. Recall that we denote W = Mon(F ). We start with a definition which is similar to Definition 8.5. We show that this analogy is not by chance.
Definition 9.1. Let G be a monomial set of F , that is, G ⊂ W . We call G minimal if for all w, w ′ ∈ G, w = w ′ we have that w ′ = uwv, for any u, v ∈ W . In this case, if I ⊂ F is the ideal generated by G then we call G a minimal monomial basis of I. Note that such basis is uniquely defined for the monomial ideal I.
We have already observed in Section 2 that ι(
The next definition and result has been given in [5, 6, 7] in more general contexts. For the sake of completeness we provide here all details for the monomial case.
In this case, if L ⊂ R is the σ-ideal generated by G then we call L a letterplace (monomial) σ-ideal. Theorem 9.3. There is a one-to-one correspondence between monomial ideals I ⊂ F and letterplace σ-ideals L ⊂ R.
Proof. Since monomial ideals are uniquely defined by minimal monomial sets, we can argue in terms of them. By definition of ι, it is clear that
is a bijective map between monomial sets of F and letterplace sets of R. It remains to prove that G is minimal if and only if ι(G) is σ-minimal. Then, for the necessary condition assume that G is a minimal monomial set of F . Moreover, suppose that there are m, m
From G is a minimal monomial set it follows that w = w ′ and hence m = m ′ . One can clearly reverse the above argument to prove also the sufficient condition.
We recall now the notion of Hilbert function and series for finitely generated associative algebras. Let F = d≥0 F d be the standard grading of the free associative algebra F = K x 1 , . . . , x n and denote by F = d≥0 F ≤d the corresponding filtration, that is, F ≤d = 0≤k≤d F d , for any d ≥ 0. Definition 9.4. Let I ⊂ F be any ideal and consider the quotient algebra A = F/I. For all d ≥ 0, denote I ≤d = I ∩ F ≤d and define HF a (A)(d) = dim F ≤d /I ≤d . Moreover, we put
respectively the affine Hilbert function and (generalized) Hilbert function of the algebra A. Observe that if I is a graded ideal, that is, I = d≥0 I d where
We denote by HS a (A), HS(A) the generating series corresponding to HF a (A), HF(A) and we call them respectively the affine Hilbert series and (generalized) Hilbert series of A. Note that from the definition it follows immediately that HS(A) = (1 − t)HS a (A).
In literature one may find different names for the above functions and series. For instance, it is quite common to call HF a (A) the growth function of A. Sometimes one has also the name of Henri Poincaré together with the one of David Hilbert to denominate all these functions and series. It is obvious to observe that the ordinary Hilbert functions and series of commutative algebras are just a special case of them.
It is well-known that any Hilbert function can be obtained as the one which is defined by a suitable monomial ideal. To this purpose we introduce the following notions.
Definition 9.5. Let ≺ be a well-ordering of W . We call ≺ a monomial ordering of F if w ≺ w ′ implies that uwv ≺ uw ′ v, for all w, w ′ , u, v ∈ W . In particular, we say that ≺ is a graded ordering if deg(w) < deg(w ′ ) implies that w ≺ w ′ , for any w, w ′ ∈ W .
From now on, we assume that F is endowed with a graded monomial ordering. Proof. Consider d ≥ 0 and let f ∈ F ≤d . Since ≺ is a graded monomial ordering, by performing the division of f with respect to the elements of I we obtain that f ≡ i c i w i mod I ≤d , for some w i ∈ W ≤d \ LM(I) and c i ∈ K. Moreover, if i c i w i ∈ I then one has clearly that c i = 0, for all i. In other words, for all d ≥ 0 the set {w + I ≤d | w ∈ W ≤d \ LM(I)} is a K-linear basis of F ≤d /I ≤d which implies the thesis.
We show now that Hilbert functions defined by (monomial) ideals of F can be translated into growth functions. Theorem 9.8. Let I ⊂ F be any monomial ideal and denote by L ⊂ R the letterplace σ-ideal which corresponds to I according to Theorem 9.3. If A = F/I and T = R/L then HF(A) = γ(T ) and hence HS(A) = Γ(T ), HS a (A) = Γ(T )/(1 − t).
Proof. For all d ≥ 0, recall that the map ι defines a bijective correspondence
between the monomials of F of degree d and the monomials of R(d) of the same degree. Then, we have to prove that w ∈ I if and only if m ∈ L, that is,
With similar arguments to those in the proof of Theorem 9.3, one has that w = uw ′ v with u, v ∈ W . We conclude that w ∈ I and therefore m ∈ ι(I d ).
The above result implies that the growth series of a monomial ideal sequence J ∈ mis generalizes the notion of Hilbert series of a finitely generated associative algebra. Note that this is a strict generalization since not all monomial ideal sequences arise from monomial σ-ideals of R and not all these ideals are defined by monomial ideals of F . Recall that by Theorem 4.4, Theorem 6.4 and Corollary 7.3 one obtains that a growth series is rational and computable provided that J is a recursive sequence. By Proposition 8.3 and Proposition 8.7 we know that finitely generated σ-ideals define recursive invariant ideal sequences. In particular, by applying this to letterplace σ-ideals one obtains immediately the following result.
Proposition 9.9. Consider the monomial algebra A = F/I where I is a monomial ideal of F . Denote by J ∈ mis the invariant ideal sequence associated to the letterplace σ-ideal corresponding to I. Then, one has that J ∈ Ris with l = ρ(J) if and only if I has a finite minimal monomial basis G and l = max{deg(w) | w ∈ G}. In this case, it follows that the Hilbert series HS(A), HS a (A) are rational functions with integer coefficients.
Note that the rationality of the Hilbert series of a finitely presented monomial algebras was proved by Govorov [4] and further investigated by Anick [1] and Ufnarovski [9, 10, 12] . We emphasize that we obtain this result as a special case of theorems about monomial ideal sequences which are commutative structures. In particular, the method for computing noncommutative Hilbert series that one obtains by applying the algorithm OrbitData to ideal sequences corresponding to monomial ideals of F is new and based on simple commutative ideal operations which make it easy to implement in any (commutative) computer algebra system. In fact, by means of an implementation that we have developed in Maple, we are also able to show in Section 10 that such approach is efficient in practice. Note that this is, to the best of our knowledge, the only available implementation of a general algorithm for computing noncommutative Hilbert series, and more comprehensively, growth series. Observe that a graph method for computing Hilbert series was introduced by Victor Ufnarovski in [9] .
It is important to stress that, owing to non-Noetherianity of the free associative algebra F , one cannot always assume that the Hilbert series of a finitely presented algebra coincides with the rational one of a suitable finitely presented monomial algebra. Precisely, if the ideal I ⊂ F is finitely generated then in general the leading monomial ideal LM(I) is not such. In other words, noncommutative Gröbner bases are generally infinite sets [8] . One has a similar situation for the σ-ideals of R which are generalizations of the ideals of F by Theorem 9.3. This situation implies that one has nonrational Hilbert series in the noncommutative case. For the problem of nonrationality, see for example [11] , Chapter 8. In addition, there are also infinitely related monomial algebras that have rational Hilbert series owing to the notion of automata algebra [2, 10] . In our approach this is consistent to the fact that Ris ris. We conclude this section with the following result. Proposition 9.10. Let I ⊂ F be a monomial ideal and consider J ∈ mis the corresponding invariant ideal sequence. For any w ∈ W , one has that w ∈ I if and only if J w = T w (J) = 1.
Proof. Let w ∈ W and put l = deg(w). By definition of J, if w ∈ I then m = ι(w) ∈ J(l). By definition of the mapping T w (l), we have immediately that 1 = T w (l)(m) ∈ J w (0). Since J is an invariant ideal sequence, by Proposition 6.3 we conclude that J w = 1. Assume now that the latter condition holds and hence 1 ∈ J w (0). By definition of J, one has that the ideal J(l) is generated by the monomials σ q (m ′ ) where
By definition of T w (l) this implies that w = uw ′ v, for some u, v ∈ W and hence w ∈ I.
Illustrative examples and experiments
For illustrating how the algorithm OrbitData works in practice we present now the computation of the Hilbert series of some invariant ideal sequences corresponding to a monomial σ-ideal of R and a couple of monomial ideals of F . We will finally propose some experiments with Hecke algebras obtained by an implementation of OrbitData that we have developed in Maple. Example 1. Consider the polynomial algebra P = K[x j , y j , z j | j ≥ 1], where K is any field. Define R = P/N with N = x j x j , x j y j , x j z j , y j y j , y j z j , z j z j | j ≥ 1 . The injective algebra endomorphism σ : R → R is such that x j → x j+1 , y j → y j+1 , z j → z j+1 , for all j ≥ 1. Consider now the monomial σ-ideal L ⊂ R which is generated by the minimal monomial σ-basis G = {x 1 y 2 , y 2 z 3 , x 1 z 3 }. In other words, L is the ideal of R that is generated by the set q≥0 σ q (G) = {x 1+q y 2+q , y 2+q z 3+q , x 1+q z 3+q | q ≥ 0}.
Denote T = R/L and consider the invariant ideal sequence
Since G is a finite set and min{d ≥ 0 | G ⊂ R(d)} = 3 then J is a recursive sequence with recursion index ρ(J) = 3. We are allowed therefore to truncate J at index 7 by Corollary 7.3. Then, we have that
J(4) = x 1 y 2 , x 2 y 3 , y 2 z 3 , x 1 z 3 , x 3 y 4 , y 3 z 4 , x 2 z 4 , J(5) = x 1 y 2 , x 2 y 3 , y 2 z 3 , x 1 z 3 , x 3 y 4 , y 3 z 4 , x 2 z 4 , x 4 y 5 , y 4 z 5 , x 3 z 5 , J(6) = x 1 y 2 , x 2 y 3 , y 2 z 3 , x 1 z 3 , x 3 y 4 , y 3 z 4 , x 2 z 4 , x 4 y 5 , y 4 z 5 , x 3 z 5 , x 5 y 6 , y 5 z 6 , x 4 z 6 , J(7) = x 1 y 2 , x 2 y 3 , y 2 z 3 , x 1 z 3 , x 3 y 4 , y 3 z 4 , x 2 z 4 , x 4 y 5 , y 4 z 5 , x 3 z 5 , x 5 y 6 , y 5 z 6 , x 4 z 6 , x 6 y 7 , y 6 z 7 , x 5 z 7 .
Clearly J x = J and one has that
Observe that the truncation index decreases by 1 to each application of the mappings T x , T y , T z owing to their definition. Moreover, note that the monomial ideal sequences that are obtained by these mappings are generally neither invariant nor recursive sequences. In fact, such sequences satisfy the property described by Proposition 6.3. This is evident for the sequence J y where
x 1 z 3 , x 2 y 3 , y 3 z 4 , x 2 z 4 , x 3 y 4 , y 4 z 5 , x 3 z 5 , x 4 , y 5 , J z (6) = x 1 y 2 , y 2 z 3 , x 1 z 3 , x 2 y 3 , y 3 z 4 , x 2 z 4 , x 3 y 4 , y 4 z 5 , x 3 z 5 , x 4 y 5 , y 5 z 6 , x 4 z 6 , x 5 , y 6 .
We have obtained hence the set O = {J, J y , J z }. One computes immediately that J xy = 1 and also that J y 2 = J y , J zy = J z . Now, one has that J xz = J y and we compute that J yz (0) = 0, J yz (d) = 1 , for d ≥ 1. Finally, we have that
Then, we have computed the set O = {J, J y , J z , J xy , J yz , J z 2 }. It is easy to prove now that this set is invariant under the mappings T x , T y , T z , that is, O is the orbit of J. In fact, besides the monomial ideal sequence J xy = 1 which is immediately invariant, we have clearly that J xyz = J y 2 z = J zyz = 1 and one computes that
In other words, the adjacency matrix of J is 
Since the maximum degree of the monomials 1, y, z, xy, yz, z 2 is 2, observe that the correctness certification can be attained also with truncation index equal to 6. Example 2. Consider the free associative algebra F = K x, y and the polynomial algebra P = K[x j , y j | j ≥ 1]. Then, define the algebra R in a similar way as in the Example 1. Consider the injective K-linear map ι : F → R such that
Let I ⊂ F be the monomial ideal which is generated by the minimal monomial basis G = {x 2 , y 2 } and consider the corresponding letterplace σ-ideal L ⊂ R that is generated by the minimal letterplace σ-basis H = ι(G) = {x 1 x 2 , y 1 y 2 }. Define the quotient algebras A = F/I and T = R/L. Then, denote by J = {J(d)} the invariant ideal sequence corresponding to L (and hence to I). Since G is a finite set and 2 is the maximum degree of its monomials then J is a recursive sequence with ρ(J) = 2 and we are allowed to truncate J at index 5 when performing OrbitData. We have that J(0) = 0, J(1) = 0, J(2) = x 1 x 2 , y 1 y 2 , J(3) = x 1 x 2 , y 1 y 2 , x 2 x 3 , y 2 y 3 , J(4) = x 1 x 2 , y 1 y 2 , x 2 x 3 , y 2 y 3 , x 3 x 4 , y 3 y 4 , J(5) = x 1 x 2 , y 1 y 2 , x 2 x 3 , y 2 y 3 , x 3 x 4 , y 3 y 4 , x 4 x 5 , y 4 y 5 .
We compute that
Observe that the monomial ideal sequence J x is not an invariant sequence and therefore it cannot be associated to any ideal of F . One obtains also that
It is immediate to compute that J x 2 = J y 2 = 1 which is also provided by Proposition 9.10 owing to x 2 , y 2 ∈ I. Then, we have obtained the set O = {J, J x , J y , J x 2 }. This set is in fact the orbit of J since J yx = J y , J xy = J x and J x 2 = 1 is clearly invariant under the mappings T x , T y . We conclude that the adjacency matrix and the constant vector of J are the following
It follows that the Hilbert series of the monomial algebra A = F/I is equal to HS(A) = Γ(T ) = (1 + t)/(1 − t). Note finally that in this example the minimal truncation index providing certification is again 5.
Example 3. Let F = K x, y, z , P = K[x j , y j , z j | j ≥ 1] and define R as in the Example 1. We consider now a simple example of a monomial algebra A = F/I which has a rational Hilbert series even if the monomial ideal I is not finitely generated. This example was already considered in [2] in the context of automata monomial algebras. Let I = xy n z | n ≥ 0 ⊂ F and consider the corresponding letterplace σ-ideal L = x 1 y 2 · · · y n+1 z n+2 | n ≥ 0 σ ⊂ R. Then, define the monomial σ-algebra T = R/L. Let J = {J(d)} be the invariant ideal sequence such that = (1, 1, 0) T .
We conclude that HS(
Experiments. By means of the experimental implementation of OrbitData that we have obtained using the language of Maple, we propose now the computation of the ( Then, the Hecke algebras corresponding to the matrices C, C ′ are by definition the quotient algebras A = F/I, A ′ = F/I ′ . Observe that the coefficients of the generators of I, I
′ are ±1 together with the parameter "q". In fact, one has the same situation for the Gröbner bases of these ideals, that is, the base field K may be any field containing q. For the graded left lexicographic monomial ordering of F with x ≻ y ≻ z ≻ v, one computes (see for instance [7] ) the following finitely generated monomial ideals LM(I) = x 2 , xz, y 2 , yv, z 2 , v 2 , xyx, xvx, yzy, zvz, xyzx, xvzx, xvzv, yzvy, xvyxy, xvyxv, xyzvxv, xvzyxy, xvyzxyz, xvyzxvz, xvzyxvy, xvyzvxvz, xvzyzxyz, xvyzxvyzv, xvzyxvzyz, xvzyzxvyzv, xvzyzxvzyzv ; LM(I ′ ) = x 2 , xv, y 2 , z 2 , v 2 , xyx, xzx, yzy, yvy, zvz, xyvx, xzvx, xyzxz, xzyxy, yzvyv, yvzyz, xzvyxy, xyvzxz, xzyxzyz, yvzyvzv, xzyvxyv, xyzvxzv, xzvyxzyz, xzvyvxyv, xyvzvxzv, xzyxzyvzv, xzvyxzyvzv .
By performing OrbitData on some truncation of the invariant ideal sequences corresponding to LM(I), LM(I ′ ), we obtain hence the following Hilbert series HS(A) = (1 + t)(1 + t 2 ) (1 − t) 3 , HS(A ′ ) = (1 + t)(1 + t 2 )(1 + t + t 2 ) (1 − t)(1 − t − t 2 − t 3 − t 4 ) .
The number of elements in the orbits O J , O J ′ is respectively 43 and 42. This implies that the linear system corresponding to the matrix equation (3) is extremely sparse and hence easy to solve for both the orbits. In other words, the solving time is irrelevant with respect to the computation of the orbit. The maximum degree of the monomials w ∈ W = Mon(F ) such that J w ∈ O J is 6. The corresponding maximum degree for the orbit O J ′ is 7. Since the maximum degree of the monomial generators of LM(I), LM(I ′ ) is respectively 11 and 10, for both the algebras A, A ′ we have the certification of a correct computation with the truncation index equal to 18. With our experimental implementation in the language of Maple, the computing times for A, A ′ are respectively 160 and 180 sec. We obtain such timings on a server running Maple 16 with a four core Intel Xeon at 3.16GHz and 64 GB RAM. Note that a correct computation of OrbitData is obtained also with the truncation index equal to 14 in 40 sec for A and index 12 in 20 sec for A ′ . By our experience, we estimate that an optimized implementation in the kernel of a computer algebra system may run at least 10 times faster.
Conclusions and future directions
In this paper we have shown that the notion of monomial ideal sequence and the related concepts of growth function and series are suitable to yield a theory which strictly generalizes many results about Hilbert function and series of commutative and noncommutative monomial algebras. In particular, this approach offers new methods for determining rational noncommutative Hilbert series. Note that the monomial ideal sequences are commutative structures whose inherent results and methods are based on algebraic constructions such as exact sequences and ideal operations. In fact, the classical approach to noncommutative monomial algebras is based on graphs and word combinatorics. We believe therefore that the proposed theory fits better to possible extensions in the direction of having theorems about growth functions and series of more general algebras and modules. We suggest also that the relationships between the classes of monomial ideal sequences which are recursive, regular and with rational growth series deserve a closer investigation.
Another advantage of using our methods consists in having algorithms for computing noncommutative Hilbert series that are ready to be implemented in any commutative computer algebra system. In fact, the experimental implementation that we have developed in Maple, which is in fact the only available for such series even with classical methods, has to be considered just a prototype for kernel optimized codes. We expect that such implementations will make determinable the Hilbert functions and series of many noncommutative presented algebras which are of interest in mathematics and physics. Since our approach is essentially based on the notion of letterplace correspondence (Theorem 9.3), in conclusion we may say that this paper is a new chapter in the "letterplace dictionary" which intends to translate noncommutative problems into commutative ones for solving them and that monomial ideal sequences will help also to write the next chapters.
