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RANK 2 BA¨CKLUND TRANSFORMATIONS OF
HYPERBOLIC MONGE-AMPE`RE SYSTEMS
YUHAO HU
Abstract. There are two main types of rank 2 Ba¨cklund transforma-
tions relating a pair of hyperbolic Monge-Ampe`re systems, which we call
Type A and Type B. For Type A , we completely determine a subclass
whose local invariants satisfy a specific but simple algebraic constraint;
such Ba¨cklund transformations are parametrized by a finite number of
constants, whose cohomogeneity can be either 2, 3 or 4. In addition,
we present an invariantly formulated condition that determines whether
a generic Type B Ba¨cklund transformation is one that, under suitable
choices of local coordinates, relates solutions of two PDEs of the form
zxy “ F px, y, z, zx, zyq and preserves the x, y variables on solutions.
1. Introduction
The study of Ba¨cklund transformations began in the 1880s when Ba¨cklund
and Bianchi discovered a relation between the so-called line congruences and
pseudospherical surfaces in the three-dimensional Euclidean space. (For a
modern treatment, see [CT80].) That particular discovery triggered a long
search for pairs of partial differential equations (PDEs) whose solutions are
related by a Ba¨cklund transformation. The search is easily justified: hav-
ing a Ba¨cklund transformation will allow one to find many solutions to a
nonlinear PDE by solving only ordinary differential equations (ODEs). The
study of Ba¨cklund transformations flourished in the mid-twentieth century,
influencing differential geometry and mathematical physics. However, it also
gives the impression that pairs of PDEs that do admit a Ba¨cklund trans-
formation seem to be isolated and rare compared with the classes of PDEs
being considered. The problem of determining the generality of Ba¨cklund
transformations remains largely unsolved.
Recently there seems to be a revival of interest in studying Ba¨cklund
transformations. A possible motivation for this is the emergence of a use-
ful geometric formulation, which describes a Ba¨cklund transformation as
a double fibration of smooth manifolds that carry certain geometric struc-
tures. Using this formulation, one is essentially free from manipulating
2010 Mathematics Subject Classification. 37K35, 35L10, 58A15, 53C10.
Key words and phrases. Ba¨cklund transformations, hyperbolic Monge-Ampe`re systems,
exterior differential systems, Cartan’s method of equivalence.
1
2 YUHAO HU
coordinate variables and can instead work with quantities of intrinsic na-
ture. This approach has already led to a number of new results, which in-
clude the following. In [Cle02], using Cartan’s methods, Clelland obtained
a complete classification of homogeneous rank 1 Ba¨cklund transformations
relating a pair of hyperbolic Monge-Ampe`re systems, where several ana-
logues of the classical example of Ba¨cklund and Bianchi were found. In
[AF12] and [AF15], Anderson and Fels developed a method of constructing
Ba¨cklund transformations using symmetry reduction, which also addressed
a connection between Ba¨cklund transformations and Darboux integrability,
a direction previously explored by Clelland and Ivey in [CI09]. Later, a lo-
cal generality result appeared in [Hu20], where the homogeneity assumption
made in [Cle02] was removed; the paper confirmed rarity of existence in a
generic case and produced some new examples.
In Section 2 of this article, we will recall the geometric formulation men-
tioned above. From the definition, a notion of ‘rank’ naturally arises; it
represents the fiber rank of the underlying double fibration, which also mea-
sures the abundance of solutions a Ba¨cklund transformation can produce
from a given solution. While many classical Ba¨cklund transformations have
rank 1, Ba¨cklund transformations of higher ranks deserve no less attention.
For instance, the classical Tzitze´ica transformation, which was first discov-
ered in Tzitze´ica’s study ([Tzi08], [Tzi09]) of affine spheres and was more
recently revisited by [Dun02] and [Wan06] from some new perspectives, is a
1-parameter family of rank 2 Ba¨cklund transformations. In [AF15], it was
pointed out that the pair of PDEs
uxy “
?
1´ ux2
a
1´ uy2
sinu
and vxy “ 0,
which admits a rank 2 Ba¨cklund transformation, doesn’t admit any rank 1
(real) Ba¨cklund transformation between their solutions.
The objective of this article is to take a beginning step towards a system-
atic study of rank 2 Ba¨cklund transformations relating a pair of hyperbolic
Monge-Ampe`re systems. Before delving into technicalities, one should be
aware that some Ba¨cklund transformations of higher ranks may be con-
structed in obvious ways from those of lower ranks (see Section 2.2). Conse-
quently, we will exclude from our study those rank 2 Ba¨cklund transforma-
tions that can arise trivially from a 1-parameter family of rank 1 Ba¨cklund
transformations.
With these in mind, we address the equivalence problem, in the sense of
E´lie Cartan, for the Ba¨cklund transformations under consideration. At an
early stage, we identify two main types of Ba¨cklund transformations, which
we call Type A and Type B (Section 3).
For generic Type A Ba¨cklund transformations, while their full generality
remains to be determined, we find that (Theorem 4.7), if the relative in-
variants of the associated G-structure take value in a specific codimension 4
subspace (characterized by (30)) inside a total space of 31 dimensions, then
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the resulting Ba¨cklund transformations are parametrized by a finite number
of constants, whose structure equations are completely determined (see (34)
and (35)). Such Ba¨cklund transformations can only have cohomogeneity 2,
3 or 4, which is determined by the image of an intrinsically defined map
Θ from the 7-dimensional base manifold of a Ba¨cklund transformation to a
4-dimensional space. Particularly, in the cohomogeneity 2 case, which is the
case when the image of Θ is a surface, the Ba¨cklund transformation must
be one that relates solutions of the PDE
px` yqzxy ` 2?zxzy “ 0,
which appears at the beginning of Goursat’s list of Darboux integrable equa-
tions, with those of the PDE
px` yqzxy ´ pW0pezxq ` 1qpW´1p´ezyq ` 1q “ 0,
where W0,W´1 are the two real branches of the Lambert W function.
For generic Type B Ba¨cklund transformations, we obtain a criterion
(Proposition 5.2) for determining when, up to contact transformations, a
Ba¨cklund transformation is one that relates a pair of PDEs of the form
zxy “ F px, y, z, zx, zyq and ZXY “ GpX,Y,Z,ZX , ZY q,
in such a way that x “ X and y “ Y on corresponding solutions.
Most calculations in this article are performed using Maple™.
2. Ba¨cklund Transformations
To geometrically define Ba¨cklund transformations, we need the notion of
an exterior differential system and that of an integrable extension.
Definition 2.1. An exterior differential system (EDS) is a pair pM,Iq,
where M is a smooth manifold, and I Ă Ω˚pMq is an ideal that is closed
under exterior differentiation.
Definition 2.2. An integral manifold of an EDS pM,Iq is a submanifold
ι : N ãÑM
that satisfies ι˚I “ 0.
The following correspondence is well-known (see [BCG`13]):
EDS pM,I;αqú PDE system E
Integral manifolds ú Solutions
where α P Ω˚pMq is an independence condition, which corresponds to the
independent variables on the PDE side.
Definition 2.3. Let pM,Iq be an EDS. A rank k integrable extension of
pM,Iq is a submersion π : pN,J q Ñ pM,Iq with fibre dimension k such
that, for each p P N , there exists an open neighborhood U of p and a rank
k vector subbundle Θ Ă T ˚U that satisfy the following two conditions:
(1) On U , J is algebraically generated by π˚I and the sections of Θ;
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(2) ΘK X ker π˚ “ 0.
Let π : pN,J q Ñ pM,Iq be a rank k integrable extension. Given any
integral manifold S Ă M of pM,Iq, it follows from the Frobenius theo-
rem that π´1S is foliated by a k-parameter family of integral manifolds of
pN,J q. Furthermore, restricted to any integral manifold of pN,J q, π is a
local diffeomorphism onto its image, which is an integral manifold of pM,Iq.
Definition 2.4. A Ba¨cklund transformation pN,B;π, π¯q relating two EDS
pM,Iq and pM¯, I¯q is a double fibration as indicated in the diagram below,
where π and π¯ are both integrable extensions. In particular, when pM,Iq
and pM¯, I¯q are contact equivalent, pN,B;π, π¯q is called an auto-Ba¨cklund
transformation of pM,Iq.
pN,Bq
pM,Iq pM¯ , I¯q
π π¯
From the ‘Frobenius’ argument above, it follows that a Ba¨cklund trans-
formation allows one to obtain integral manifolds of pM¯, I¯q from a given
integral manifold of pM,Iq, and vice versa, for which only ODE techniques
are needed.
Definition 2.5. We say that a Ba¨cklund transformation pN,B;π, π¯q has
rank r if both π and π¯, as integrable extensions, have rank r.
2.1. Hyperbolic Monge-Ampe`re systems. In terms of the above, this
article is concerned with rank 2 Ba¨cklund transformations. In addition, we
will assume that the two EDS being Ba¨cklund-related are both hyperbolic
Monge-Ampe`re systems, defined as follows.
Definition 2.6. A hyperbolic Monge-Ampe`re system is an EDS pM,Iq,
where M is a 5-dimensional smooth manifold, and I is locally generated by
a contact form θ, its exterior derivative dθ and a two form Φ such that, at
each point, all solutions rλ, µs of the congruence
pλdθ ` µΦq2 ” 0 mod θ
correspond to precisely two distinct points in RP1.
Given a hyperbolic Monge-Ampe`re system pM,Iq, locally one can always
choose a coframing η “ pθ, η1, . . . , η4q such that
I “ xη0, η1 ^ η2, η3 ^ η4y.
(Here and in the following, x¨ ¨ ¨y denotes the differential ideal generated by
the enclosed forms and their exterior derivatives; x¨ ¨ ¨yalg will denote the
algebraic ideal generated by the forms alone.)
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The unordered pair of rank 3 vector bundles
Ξ10 :“ rrθ, η1, η2ss, Ξ01 :“ rrθ, η3, η4ss
is intrinsically defined. They are called the characteristic systems of pM,Iq.
(We will use rr¨ ¨ ¨ss to denote the vector bundle generated by the enclosed
elements.)
A particular class of hyperbolic Monge-Ampe`re systems are those that
correspond to second-order PDEs of the form
zxy “ F px, y, z, zx, zyq.
In EDS language, let M Ă J1pR2,Rq be an open subset on which the func-
tion F “ F px, y, z, p, qq is defined; and let θ “ dz ´ pdx ´ qdy be the
restriction to M of the canonical contact form on J1pR2,Rq; finally let
I “ xθ,dθ, pdp´ F px, y, z, p, qqdyq ^ dxyalg.
This class of hyperbolic Monge-Ampe`re systems has an intrinsic character-
ization, as the following proposition shows (see [Hu19] for a proof).
Proposition 2.1. Locally a hyperbolic Monge-Ampe`re system corresponds
to a PDE of the form
zxy “ F px, y, z, zx, zyq
up to contact equivalence if and only if each of the characteristic systems
Ξ10 and Ξ01 admits a nontrivial first integral.
2.2. Ba¨cklund Transformations of Higher Ranks. We now describe
two constructions of Ba¨cklund transformations of ranks higher than 1 from
those of lower ranks. (c.f. [CI05] and [AF16].)
2.2.1. Construction from a family. As a prototypical example, one can re-
gard the classical 1-parameter family of sine-Gordon transformations as a
single rank 2 Ba¨cklund transformation of the sine-Gordon equation; details
are left to the reader. More generally, let pM,Iq and pM¯, I¯q be two fixed
EDS that are related by a smooth family of rank 1 Ba¨cklund transformations
pN,Bλ;πλ, π¯λq pλ P Rq. By “smooth” we mean that (a) there exist smooth
submersions
π : N ˆ R ÑM, π¯ : N ˆ R Ñ M¯,
such that
(1) πλ “ πp¨, λq and π¯λ “ π¯p¨, λq,
and (b) each point p P N has an open neighborhood U , on which there exist
two families of nonvanishing 1-forms θλ and θ¯λ pλ P Rq, varying smoothly
in λ, such that, for each fixed λ,
Bλ|U “ xπ˚λI, θλyalg “ xπ¯˚λI¯, θ¯λyalg.
Consider the space Nˆ :“ N ˆ R, and let λ be the coordinate on the R-
component. Let ρ and σ be the obvious projections shown in the diagram
below.
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Nˆ
N R
ρ σ
Now define an algebraic ideal Bˆ in Ω˚pNˆ q by
Bˆpp,µq :“ xρ˚Bµ,dλyalg, @pp, µq P Nˆ .
This Bˆ is essentially generated by dλ and the algebraic generators of Bλ in
which λ shall be viewed as a variable rather than a constant.
Proposition 2.2. pNˆ , Bˆ;π, π¯q is a rank 2 Ba¨cklund transformation relating
pM,Iq and pM¯ , I¯q.
Proof. For any pp, µq P Nˆ , let U Ă N and θµ P Ω1pUq be as above. By
assumption, we have
Bµ “ xπ˚µI, θµyalg
and
Bˆpp,µq “ xρ˚π˚µI, ρ˚θµ,dλyalg “ xπ˚I, ρ˚θµ,dλyalg.
The last equality holds because for any 1-form ω P Ω1pMq, the difference
π˚ω´ρ˚π˚µω evaluated at pp, µq P Nˆ is a scalar multiple of dλ. Furthermore,
as pp, µq varies, ρ˚θµ gives rise to a 1-form θ defined on U ˆ R Ă Nˆ . Thus,
on U ˆ R we have
Bˆ “ xπ˚I, θ,dλyalg,
which is differentially closed, because dθ splits into two parts, one belonging
to π˚I and the other being a multiple of dλ.
It follows that π : pNˆ , Bˆq Ñ pM,Iq is an integrable extension. The case
for π¯ is similar. 
In the same way, one can obtain a Ba¨cklund transformation of rank k` r
from a k-parameter family of rank r Ba¨cklund transformations relating a
fixed pair of EDS.
2.2.2. Construction by composition. Consider two Ba¨cklund transformations,
one relating pM1,I1q and pM2,I2q, the other relating pM2,I2q and pM3,I3q,
as the following diagram shows.
pN1,B1q pN2,B2q
pM1,I1q pM2,I2q pM3,I3q
π1 π2 π3 π4
The Whitney sum of the fiber bundles π2 : N1 ÑM2 and π3 : N2 ÑM2,
denoted as N1 ‘N2, admits two submersions
p1 : N1 ‘N2 Ñ N1, p2 : N1 ‘N2 Ñ N2,
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satisfying π2 ˝ p1 “ π3 ˝ p2. Let B denote the differential ideal on N1 ‘N2
algebraically generated by p˚1B1 and p
˚
2B2.
Proposition 2.3. pN1‘N2,B;π1 ˝p1, π4 ˝p2q is a Ba¨cklund transformation
relating pM1,I1q and pM3,I3q.
Proof. Considering Lemma 2.4 below, it suffices to show that p1 and p2
are integrable extensions. By the assumption, there exist 1-forms αi, βj such
that
B1 “ xα1, . . . , αk, π˚2I2yalg, B2 “ xβ1, . . . , βℓ, π˚3I2yalg.
Thus, by construction,
B “ xp˚1α1, . . . , p˚1αk, p˚2β1, . . . , p˚2βℓ, p˚1π˚2I2yalg.
Note that p˚1π
˚
2I2 is the same as p
˚
2π
˚
3I2.
Now suppose that v P T pN1 ‘ N2q is tangent to a fiber of p1. It follows
that p2˚v is tangent to a fiber of π3. If p
˚
2pβjqpvq “ 0 for all j “ 1, . . . , ℓ, it
is necessary that p2˚v “ 0, because π3 is an integrable extension. Since p2,
restricted to each fiber of p1, is an immersion, v must vanish. This proves
that p1 is an integrable extension. The case for p2 is similar. 
Lemma 2.4. The composition of two integrable extensions is an integrable
extension.
Proof. Suppose that
π1 : pM,Iq Ñ pN,J q, π2 : pN,J q Ñ pP,Kq
are integrable extensions of ranks q and p, respectively. We prove that
π2 ˝ π1 : pM,Iq Ñ pP,Kq
is an integrable extension of rank p` q.
By definition, locally J is algebraically generated by π˚2K and some 1-
forms α1, . . . , αp. Thus, there exist q 1-forms β1, . . . , βq such that I is alge-
braically generated by
pπ2 ˝ π1q˚K, π˚1α1, . . . , π˚1αp, β1, . . . , βq.
For π2 ˝π1, the first condition in Definition 2.3 is clearly satisfied. To verify
the second condition, suppose that there exist constants ci, fj such that
(2)
˜
pÿ
i“1
ciπ
˚
1αi `
qÿ
j“1
fjβj
¸
pvq “ 0
for any v P TxM satisfying π2˚pπ1˚pvqq “ 0. Since π1 is an integrable
extension, each TxM is a direct sum:
TxM “ V1 ‘ V2 :“ kerxpπ1˚q ‘ tβ1, . . . , βquKx .
In order for (2) to hold on V1, all fj must vanish. In order for (2) to hold
on V2 X kerppπ2 ˝ π1q˚q, ci must all vanish, because the restriction of π1˚ to
V2 is a linear isomorphism. This completes the proof. 
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Corollary 2.5. Being Ba¨cklund-related is an equivalence relation for exte-
rior differential systems.
Proof. Symmetry and reflexivity are obvious from the definition. Transi-
tivity is just Proposition 2.3. 
3. Genericity Assumptions and Structure Reduction
From now on, pN,B;π, π¯q will denote a rank 2 Ba¨cklund transformation
relating a pair of hyperbolic Monge-Ampe`re systems pM,Iq and pM¯ , I¯q. As
a hyperbolic EDS, pN,Bq is of class s “ 3 in the sense of [BGH95]; it has
an unordered pair of characteristic bundles χ10 and χ01. However, in our
analysis below, we will regard χ10 and χ01 as an ordered pair, for better
clarity.
Since pM,Iq is hyperbolic Monge-Ampe`re, for every point x P M , there
exists (according to [BGG03]) an open neighborhood U Ă M of x and an
adapted coframing pθ, η1, . . . , η4q P F˚pUq, which by definition satisfies
θ ^ pdθq2 ‰ 0, I “ xθ, η1 ^ η2, η3 ^ η4yalg.
Similarly, for every point x¯ P M¯ , there exists a neighborhood U¯ of x¯ and an
adapted coframing pθ¯, η¯1, . . . , η¯4q P F˚pU¯q.
Definition 3.1. Let π : N Ñ M be a submersion of smooth manifolds. A
vector subbundle J Ă T ˚N is said to be transversal to π if, at each point
p P N ,
pJpqK X kerppπ˚q “ 0.
By Definitions 2.4 and 3.1, there exists a rank 2 subbundle J Ă B1 that
is transversal to π, which satisfies
B1 “ J ‘ π˚pI1q.
(Here and in the following, we use Ik to denote the vector bundle generated
by the degree k part of a differential ideal I.) Similarly, there exists a rank
2 subbundle J¯ Ă B1, transversal to π¯, satisfying
B1 “ J¯ ‘ π¯˚pI¯1q.
In particular, B1 Ă T ˚N has rank 3.
Next, we will set up the equivalence problem, in the sense of E´lie Cartan
(see [Gar89]), for rank 2 Ba¨cklund transformations relating two hyperbolic
Monge-Ampe`re systems. As we proceed, we will state two genericity condi-
tions to help identify the cases of interest.
We begin by stating the following.
First genericity condition:
π˚I1 X π¯˚I¯1 “ 0.
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Assuming this condition, for each p P N , there exists an open neighbor-
hood U of p, 1-forms γ P Ω1pUq, θ P I1|πpUq and θ¯ P I¯1|π¯pUq such that
π˚θ, π¯˚θ¯, γ span B1|U . (Here Ik :“ I X ΩkpMq, etc.) Moreover, γ can be
chosen in such a way that π˚θ¯ and γ (respectively, π˚θ and γ) are linearly
independent when pulled back to each fiber of π (respectively, π¯).
By shrinking U , if needed, we can extend θ to a coframing pθ, η1, . . . , η4q
on πpUq that is adapted to the Monge-Ampe`re ideal I; similarly extend θ¯
to a coframing pθ¯, η¯1, . . . , η¯4q on π¯pUq, adapted to I¯. Doing this, we obtain
a coframing on U Ă N :
pπ˚θ, π¯˚θ¯, γ, π˚η1, π˚η2, π˚η3, π˚η4q.
Dropping the pullback symbols for clarity, we have that
B|U “ xθ, θ¯, γ, η1 ^ η2, η3 ^ η4yalg “ xθ, θ¯, γ, η¯1 ^ η¯2, η¯3 ^ η¯4yalg.
Now we state the following.
Second genericity condition:
λdθ ` µdθ¯ ” 0 mod θ, θ¯, γ
if and only if λ “ µ “ 0. (Note that this condition does not
depend on the choice of θ, θ¯ and γ.)
Assuming both genericity conditions, we have that
rrdθ,dθ¯ss ” rrη1 ^ η2, η3 ^ η4ss ” rrη¯1 ^ η¯2, η¯3 ^ η¯4ss mod θ, θ¯, γ.
for the three rank 2 vector bundles involved. In addition,
B “ xθ, θ¯, γ,dθ,dθ¯yalg.
The choice of a coframing on U above has some ambiguity in it. To refine
the choice, we start with an adapted coframing pθ, η1, . . . , η4q on πpUq ĂM
that satisfies the extra condition
dθ ” η1 ^ η2 ` η3 ^ η4 mod θ.
The same congruence then holds for the pullbacks of θ, η1, . . . , η4 by π.
Once we make the change of notations
π˚θ ÞÑ ω0, π¯˚θ¯ ÞÑ ω¯0, π˚ηi ÞÑ ωi,
we obtain the following congruences on U Ă N :
dω0 ” ω1 ^ ω2 ` ω3 ^ ω4 mod ω0,(3)
dω¯0 ” A1ω1 ^ ω2 `A2ω3 ^ ω4 mod ω0, ω¯0, γ,(4)
dγ ” A3ω1 ^ ω2 `A4ω3 ^ ω4 mod ω0, ω¯0, γ,(5)
where A1, . . . , A4 are functions defined on U . Here A1, A2 are nonvanishing
because ω¯0 ^ pdω¯0q2 ‰ 0. Moreover, A1 ‰ A2, by the second genericity
assumption.
Next, we perform the following steps successively:
Step 1. add multiples of ω0, ω¯0 to γ to arrange that A3 “ A4 “ 0.
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Step 2. add multiples of ω0 to ω1, . . . , ω4 such that (4) still holds when
reduced modulo only ω¯0 and γ.
Step 3. scale ω¯0 to arrange that A1 “ 1.
Step 4. depending on the sign of A2, scale ω
3 and ω0 to put (3) and (4) in
the form
dω0 ” Aω1 ^ ω2 ` ω3 ^ ω4 mod ω0,
dω¯0 ” ω1 ^ ω2 ` ǫAω3 ^ ω4 mod ω¯0, γ,
where ǫ “ ˘1, A ą 0, and A2 ‰ ǫ.
Step 5. if needed, swap pω1, ω2q with pω3, ω4q, and then scale ω0 and ω¯0 so
that the characteristic bundles of pN,Bq are
(6) χ10 “ rrω0, ω¯0, γ, ω1, ω2ss, χ01 “ rrω0, ω¯0, γ, ω3, ω4ss.
Step 6. add multiples of γ to ω3, ω4 such that
dω0 ” Aω1 ^ ω2 ` ω3 ^ ω4 ` pB3ω3 `B4ω4q ^ γ mod ω0,(7)
dω¯0 ” ω1 ^ ω2 ` ǫAω3 ^ ω4 ` pB1ω1 `B2ω2q ^ γ mod ω¯0,(8)
for some functions B1, . . . , B4 defined on U . Note that there cannot
be an pω0 ^ γq-term in dω¯0, because ω¯0 ^ pdω¯0q3 “ 0.
Finally, there exist functions C0, Ci,Di pi “ 1, . . . , 4q on U such that
(9) dγ ” C0ω0 ^ ω¯0 ` Ciωi ^ ω0 `Diωi ^ ω¯0 mod γ.
Remark 1. The parameter ǫ has a geometric meaning: it indicates whether
pdω0q2 and pdω¯0q2 determine the same or the opposite orientation(s) on the
rank 4 distribution pB1qK on U .
Definition 3.2. We say that a rank 2 Ba¨cklund transformation relating a
pair of hyperbolic Monge-Ampe`re systems is of
‚ Type A , if both genericity conditions hold;
‚ Type B, if only the first genericity condition holds.
4. Type A
Definition 4.1. Let pN,B;π, π¯q be a Type A rank 2 Ba¨cklund transfor-
mation with an ordered pair of characteristic systems χ10, χ01 for pN,Bq.
A coframing pω0, ω¯0, γ, ω1, . . . , ω4q defined on an open subset U Ă N is said
to be 0-adapted if it satisfies
(10) rrω0ss “ π˚I1, rrω¯0ss “ π¯˚I¯1, rrω0, ω¯0, γss “ B1,
the condition (6) and the congruences (7), (8), (9) for a parameter ǫ “
˘1 and some functions A (A ą 0 and A2 ‰ ǫ), B1, . . . , B4, C0, . . . , C4,
D1, . . . ,D4 defined on U .
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Lemma 4.1. Given a Type A rank 2 Ba¨cklund transformation pN,B;π, π¯q,
locally the 0-adapted coframings are precisely the local sections of a G-
structure G on N , where G Ă GLp7,Rq is the subgroup generated by matrices
of the form
(11)
g “
¨
˚˚˚
˚˝
detpbq 0 0 0 0
0 detpaq 0 0 0
0 0 c 0 0
0 0 0 a 0
0 0 0 0 b
˛
‹‹‹‹‚,
detpaq “ detpbq ‰ 0, c ‰ 0 P R,
a “ paijq, b “ pbijq P GLp2,Rq.
Proof. Given a 0-adapted coframing ω defined on U Ă N , it is easy
to check that ω ¨ g :“ g´1ω (ω viewed as a column) remains a 0-adapted
coframing for any g : U Ñ G.
Conversely, by (6), changing from one 0-adapted coframing to another
must preserve the order of the characteristic bundles rrω0, ω¯0, γ, ω1, ω2ss and
rrω0, ω¯0, γ, ω3, ω4ss. Thus, by (10), if ω and ωˆ, both defined on U Ă N , are
two 0-adapted coframings, then there exists a function g : U Ñ GLp7,Rq of
the form
g “
¨
˝ Ψ 0 0˚ a 0
˚ 0 b
˛
‚ pa, b : U Ñ GLp2,Rqq,
where Ψ : U Ñ GLp3,Rq is lower triangular with vanishing p2, 1q-entry, such
that ωˆ “ ω ¨ g. In order for ω and ωˆ to both satisfy (7), (8) and (9), g must
be of the form (11). 
Lemma 4.2. Let ω “ pω0, ω¯0, γ, ω1, . . . , ω4q be any 0-adapted coframing of
a Type A Ba¨cklund transformation pN,B;π, π¯q, defined on U Ă N .
(i) Let Ξ10 “ rrθ, η1, η2ss and Ξ01 “ rrθ, η3, η4ss be the restrictions to πpUq
of the characteristic systems of pM,Iq. Their pullbacks via π are, up
to ordering,
rrω0, ω1, ω2ss, rrω0, ω3 ´B4γ, ω4 `B3γss.
(ii) Let Ξ¯10 “ rrθ¯, η¯1, η¯2ss and Ξ¯01 “ rrθ¯, η¯3, η¯4ss be the restrictions to π¯pUq
of the characteristic systems of pM¯ , I¯q. Their pullbacks via π¯ are, up
to ordering,
rrω¯0, ω3, ω4ss, rrω¯0, ω1 ´B2γ, ω2 `B1γss.
Proof. We only prove (i); the proof of (ii) is similar.
By (7), the retracting space (see [BCG`13]) of ω0 is
Cpxω0yq “ rrω0, ω1, ω2, ω3 ´B4γ, ω4 `B3γss.
Because
π˚pIq Ă B, π˚prrθssq “ rrω0ss, CpIq “ Cpxθyq,
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the ideal generated by π˚pIq must be contained in the intersection of B and
the algebraic ideal generated by the sections of Cpxω0yq, which is
(12) xω0, ω1 ^ ω2, pω3 ´B4γq ^ pω4 `B3γqyalg.
It follows that the ideal generated by π˚pIq is equal to B X Cpxω0yq. Com-
paring the characteristic systems leads to (i). 
By Lemma 4.2, the 1-forms ω0, ω1, ω2, ω3´B4γ, ω4`B3γ are π-semibasic,
meaning that the pullback of each of these forms to each fiber of π is zero.
Moreover, the EDS (12) is invariant along the fiber directions of π. To be
more precise, let
X0, X¯0,Xγ ,X1,X2,X3,X4
be the vector fields on U Ă N that are dual to the 1-forms
ω0, ω¯0, γ, ω1, ω2, ω3 ´B4γ, ω4 `B3γ;
and let
Y0, Y¯0, Yγ , Y1, Y2, Y3, Y4
be the vector fields dual to
ω0, ω¯0, γ, ω1 ´B2γ, ω2 `B1γ, ω3, ω4.
Lemma 4.2 implies that any 0-adapted coframing defined on U Ă N must
satisfy the ‘invariance property’ below, where L stands for the Lie derivative,
and ΓpU,Kq stands for the space of sections of a vector bundle K over U .
Invariance property:
When K is either rrω0, ω1, ω2ss or rrω0, ω3´B4γ, ω4`B3γss,
(13) σ P ΓpU,Kq ñ LX¯0σ, LXγσ P ΓpU,Kq;
when K is either rrω¯0, ω3, ω4ss or rrω¯0, ω1´B2γ, ω2`B1γss,
(14) σ P ΓpU,Kq ñ LY0σ, LYγσ P ΓpU,Kq.
Conversely, we have the following proposition.
Proposition 4.3. Let U be a 7-manifold. Suppose that there exists a
coframing ω “ pω0, ω¯0, γ, ω1, . . . , ω4q, a constant ǫ “ ˘1 and functions
A,Bi, C0, Ci,Di pi “ 1, . . . , 4; ǫ “ ˘1;A ą 0, A2 ‰ ǫq defined on U sat-
isfying (7), (8) and (9). If, in addition, ω satisfies the invariance property
described by (13) and (14), then ω is 0-adapted to a rank 2 Ba¨cklund trans-
formation of Type A .
Proof. The proof is in three steps.
First, let
K :“xω0, ω1, ω2, ω3 ´B4γ, ω4 `B3γy,
K¯ :“xω¯0, ω1 ´B2γ, ω2 `B1γ, ω3, ω4y
be two EDS on U obtained from the coframing ω, where Bi are the coeffi-
cients occurring in (7) and (8). We claim that both K and K¯ are Frobenius.
RANK 2 BA¨CKLUND TRANSFORMATIONS 13
Assuming this, we can construct π : U Ñ M as the quotient of U by the
2-dimensional leaves of K, and similarly obtain π¯ : U Ñ M¯ .
To see that K is Frobenius, note that the vector fields X¯0 and Xγ anni-
hilate all degree 1 generators of K; thus, it suffices to show that their Lie
bracket rX¯0,Xγs satisfies the same property. We verify this for ω1. In fact,
ω1prX¯0,Xγ sq “ ´dω1pX¯0,Xγq “ ´pX¯0 ⌟ dω1qpXγq.
By (13), X¯0 ⌟ dω
1 “ LX¯0ω1 is a linear combination of ω0, ω1, ω2; hence,
pX¯0 ⌟ dω1qpXγq “ 0.
The other cases, including the case for K¯, are similar.
Second, we need to show that the systems
J :“xω0, ω1 ^ ω2, pω3 ´B4γq ^ pω4 `B3γqy,
J¯ :“xω¯0, pω1 ´B2γq ^ pω2 `B1γq, ω3 ^ ω4y
descend to M and M¯ , respectively. To see this, note that (7) implies that
LX¯0ω
0,LXγω
0 are both multiples of ω0; hence, there exists a contact form
η0 P Ω1pMq satisfying rrπ˚η0ss “ rrω0ss. By the invariance property, there
exists a coframing η “ pη0, . . . , η4q on M such that
π˚rrη0, η1, η2ss “ rrω0, ω1, ω2ss,
π˚rrη0, η3, η4ss “ rrω0, ω3 ´B4γ, ω4 `B3γss.
It follows that I “ xη0, η1^ η2, η3^ η4yalg is hyperbolic Monge-Ampe`re and
that J is generated by π˚I. The case for J¯ is similar.
Third, consider the differential ideal B “ xω0, ω¯0, γ, ω1 ^ ω2, ω3 ^ ω4yalg
on U . It is easy to verify by definition that pU,B;π, π¯q is a Type A
rank 2 Ba¨cklund transformation relating pM,Iq and pM¯, I¯q. Moreover,
the coframing ω is 0-adapted to this Ba¨cklund transformation with the
ordered pair of characteristic systems χ10 “ rrω0, ω¯0, γ, ω1, ω2ss and χ01 “
rrω0, ω¯0, γ, ω3, ω4ss. 
Proposition 4.3 implies that the geometry of Type A Ba¨cklund transfor-
mations is completely contained in a G-structure on a 7-manifold.
Let G be as in Lemma 4.1. By a simple calculation, one can show that,
under the transformation u ÞÑ u ¨ g “ g´1u P G, where g is as in (11), the
coefficients B1, . . . , B4 in (7) and (8) transform byˆ
B1
B2
˙
pu ¨ gq “ c
detpaqa
T
ˆ
B1
B2
˙
puq,ˆ
B3
B4
˙
pu ¨ gq “ c
detpbqb
T
ˆ
B3
B4
˙
puq.
Since SLp2,Rq acts transitively on R2zt0u, we can always, by choosing an
appropriate 0-adapted coframing, reduce to one of the following 4 cases:
A1: B1 “ B3 “ 1, B2 “ B4 “ 0;
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A2: Bi “ 0 pi “ 1, . . . , 4q;
A3: B2, B3, B4 “ 0, B1 “ 1;
A4: B1, B2, B4 “ 0, B3 “ 1.
Among these cases, A3 and A4 are essentially equivalent, because they
turn into each other as one switches the submersions π and π¯. Moreover,
we will regard A1 as the generic case.
We are only interested in those rank 2 Ba¨cklund transformations that are
not obtained from a 1-parameter family of rank 1 Ba¨cklund transformations
in the obvious way, so we present the following criterion.
Lemma 4.4. Locally a Type A rank 2 Ba¨cklund transformation pN,B;π, π¯q
is one that arises from a 1-parameter family of rank 1 Ba¨cklund transfor-
mations (in the sense of Section 2.2.1) if and only if, for any 0-adapted
coframing
ω “ pω0, ω¯0, γ, ω1, . . . , ω4q,
γ is integrable.
Proof. Suppose that γ P Ω1pUq is integrable, that is, there exists a func-
tion λ : U Ñ R such that γ “ fdλ for some nonvanishing function f . Let
ιµ : Uµ :“ λ´1pµq ãÑ U
be the obvious inclusions; define on each Uµ the differential ideal
Bµ :“ ι˚µB.
It is straightforward to check that pUµ,Bµ;π ˝ ιµ, π¯ ˝ ιµq corresponds to a 1-
parameter family of rank 1 Ba¨cklund transformations, from which the ideal
B can be recovered by the construction described in Section 2.2.1.
Conversely, suppose that pN,B;π, π¯q arises from a 1-parameter family of
rank 1 Ba¨cklund transformations in the sense of Section 2.2.1. Let λ be the
parameter. Then we have that B1 is generated by the pullback of θ, θ¯ and
dλ. It follows that, given a 0-adapted coframing defined on U Ă N , there
exists a linear combination of ω0, ω¯0, γ that is integrable. By (7), (8) and
(9), the first derived system of rrω0, ω¯0, γss must be rrγss. It is necessary that
γ is integrable. 
4.1. The case A1. For the rest of Section 4, we will concentrate on the case
A1. In this case, pB1, B2q “ pB3, B4q “ p1, 0q. In geometric terms, we have
reduced to a G1-structure G1 Ă G, where G1 is the matrix group formed by
those elements g P G (see (11)) that satisfy
a12 “ b12 “ 0, a11 “ b11, c “ a22 “ b22.
Thus, G1 is 4-dimensional. Let g1 denote the its Lie algebra. We say
that the elements of G1 are 1-adapted coframes of the underlying Ba¨cklund
transformation.
Let ω “ pω0, ω¯0, γ, ω1, . . . , ω4q denote the tautological 1-form on G1. The
following structure equation holds:
(15) dω “ ´ϕ^ ω ` τ ,
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where ω should be viewed as a column and
(16) ϕ “
¨
˚˚˚
˚˚˚
˚˝˚
α` φ 0 0 0 0 0 0
0 α` φ 0 0 0 0 0
0 0 φ 0 0 0 0
0 0 0 α 0 0 0
0 0 0 β1 φ 0 0
0 0 0 0 0 α 0
0 0 0 0 0 β2 φ
˛
‹‹‹‹‹‹‹‹‚
, τ “
¨
˚˚˚
˚˚˚
˚˝˚
Ω0
Ω¯0
Γ
Ω1
Ω2
Ω3
Ω4
˛
‹‹‹‹‹‹‹‹‚
.
The 1-forms α, φ, β1, β2 P Ω1pG1q are linearly independent of the compo-
nents of ω and among themselves. The g1-valued 1-form ϕ is called the
pseudo-connection 1-form of G1; τ is called the torsion.
By the reproducing property of ω and (7), (8) and (9), the 2-forms
Ω0, Ω¯0 and Γ are restricted. By adding any linear combination of ω0, ω¯0, γ,
ω1, . . . , ω4 into α and φ, we can arrange that
(17)
$’’&
’’%
Ω0 “ Aω1 ^ ω2 ` ω3 ^ pω4 ` γq ` pKγ ` Piωiq ^ ω0,
Ω¯0 “ ω1 ^ pω2 ` γq ` ǫAω3 ^ ω4 ´ pKγ ` Piωiq ^ ω¯0,
Γ “ C0ω0 ^ ω¯0 ` Ciωi ^ ω0 `Diωi ^ ω¯0, pA ą 0, A2 ‰ ǫq
for some functions A,C0, Ci,Di,K, Pi pi “ 1, . . . , 4q defined on G1.
Further restrictions come from the invariance property (see (13) and (14)),
as the following lemma shows.
Lemma 4.5. The following hold for the torsion components of G1.
(A) Ω1 and Ω2, when reduced modulo tω0, ω1, ω2u, are both congruent to
scalar multiples of ω3 ^ pω4 ` γq;
(B) Ω1 and Ω2`Γ, when reduced modulo tω¯0, ω1, ω2`γu, are both congruent
to scalar multiples of ω3 ^ ω4;
(C) Ω3 and Ω4, when reduced modulo tω¯0, ω3, ω4u, are both congruent to
scalar multiples of ω1 ^ pω2 ` γq;
(D) Ω3 and Ω4`Γ, when reduced modulo tω0, ω3, ω4`γu, are both congruent
to scalar multiples of ω1 ^ ω2.
Proof. We prove (A) and (D), leaving (B) and (C) to the reader, since
they are similar.
Let σ : U Ñ G1 be any section. By construction, the vector fields X¯0,Xγ
on U are annihilated by the 1-forms σ˚ω0, σ˚ω1, σ˚ω2, σ˚ω3, σ˚pω4`γq and
are dual to σ˚ω¯0 and σ˚γ. Using (15) and dropping the pullback symbols
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for clarify, we obtain #
LX¯0ω
0 ” 0
LXγω
0 ” 0
+
mod ω0,(18)
$’’’’&
’’’’%
LX¯0ω
1 ” X¯0 ⌟Ω1
LX¯0ω
2 ” X¯0 ⌟Ω2
LXγω
1 ” Xγ ⌟Ω1
LXγω
2 ” Xγ ⌟Ω2
,////.
////-
mod ω0, ω1, ω2,(19)
$’’’’&
’’’’%
LX¯0ω
3 ” X¯0 ⌟ Ω3
LX¯0pω4 ` γq ” X¯0 ⌟ pΩ4 ` Γq
LXγω
3 ” Xγ ⌟ Ω3
LXγ pω4 ` γq ” Xγ ⌟ pΩ4 ` Γq
,////.
////-
mod ω0, ω3, ω4 ` γ.(20)
There exist functions ai, bj such that
Ω1 ” a1ω¯0 ^ γ ` a2ω¯0 ^ ω3 ` a3ω¯0 ^ pω4 ` γq
` a4γ ^ ω3 ` a5γ ^ pω4 ` γq ` a6ω3 ^ pω4 ` γq mod ω0, ω1, ω2,
Ω3 ” b1ω¯0 ^ γ ` b2ω¯0 ^ ω1 ` b3ω¯0 ^ ω2
` b4γ ^ ω1 ` b5γ ^ ω2 ` b6ω1 ^ ω2 mod ω0, ω3, ω4 ` γ.
From this we obtain
X¯0 ⌟ Ω
1 ” a1γ ` a2ω3 ` a3pω4 ` γq
Xγ ⌟ Ω
1 ” ´a1ω¯0 ` a4ω3 ` a5pω4 ` γq
+
mod ω0, ω1, ω2.
X¯0 ⌟ Ω
3 ” b1γ ` b2ω1 ` b3ω2
Xγ ⌟ Ω
3 ” ´b1ω¯0 ` b4ω1 ` b5ω2
+
mod ω0, ω3, ω4 ` γ.
In order for the right-hand-sides of (19) and (20) to be congruent to zero
modulo tω0, ω1, ω2u and tω0, ω3, ω4 ` γu, respectively, it is necessary that
a1 “ ¨ ¨ ¨ “ a5 “ b1 “ ¨ ¨ ¨ “ b5 “ 0.
This justifies (A) for Ω1 and (D) for Ω3; the argument for Ω2 and Ω4 ` Γ is
similar. 
We remark that the converse of Lemma 4.5 is also true, in the sense that
any G1-structure on a 7-manifold whose tautological 1-form ω satisfies (15),
(17) and the conditions (A)-(D) in Lemma 4.5 is associated to a Type A1
Ba¨cklund transformation.
By Lemma 4.5, on G1 there exist functions
T i0, Si pi “ 1, . . . , 4q
T σρ ,T¯
σ
ρ , R
σ
ρ pσ, ρ P t1, 2u or t3, 4uq
T ijk pi, j, k “ 1, . . . , 4; T ijk ` T ikj “ 0q
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such that Ω1, . . . ,Ω4 take the form:
(21)
$’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’%
Ω1 “ T 10ω0 ^ ω¯0 ` ω0 ^ pT 11ω1 ` T 12 pω2 ` γqq ` ω¯0 ^ pT¯ 11ω1 ` T¯ 12ω2q
` γ ^ pR1
1
ω1 `R1
2
ω2q ` S1ω3 ^ pγ ` ω2 ` ω4q ` 1
2
T 1ijω
i ^ ωj ,
Ω2 “ T 2
0
ω0 ^ ω¯0 ` ω0 ^ pC3ω3 ` C4ω4 ` T 21ω1 ` T 22 pω2 ` γqq
` ω¯0 ^ pT¯ 2
1
ω1 ` T¯ 2
2
ω2q ` γ ^ pC2ω0 `R21ω1 `R22ω2q
` S2ω3 ^ pγ ` ω2 ` ω4q ` 1
2
T 2ijω
i ^ ωj ,
Ω3 “ T 3
0
ω¯0 ^ ω0 ` ω¯0 ^ pT¯ 3
3
ω3 ` T¯ 3
4
pω4 ` γqq ` ω0 ^ pT 3
3
ω3 ` T 3
4
ω4q
` γ ^ pR3
3
ω3 `R3
4
ω4q ` S3ω1 ^ pγ ` ω2 ` ω4q ` 1
2
T 3ijω
i ^ ωj ,
Ω4 “ T 40 ω¯0 ^ ω0 ` ω¯0 ^ pD1ω1 `D2ω2 ` T¯ 43ω3 ` T¯ 44 pω4 ` γqq
` ω0 ^ pT 43ω3 ` T 44ω4q ` γ ^ pD4ω¯0 `R43ω3 `R44ω4q
` S4ω1 ^ pγ ` ω2 ` ω4q ` 1
2
T 4ijω
i ^ ωj ,
where
T 123, T
1
24, T
1
34, T
2
23, T
2
24, T
2
34, T
3
12, T
3
14, T
3
24, T
4
12, T
4
14, T
4
24
are all zero.
The coefficients in Ω1, . . . ,Ω4 are not all determined. In fact, by adding
a linear combination of ω0, ω¯0, γ, ω1, . . . , ω4 into β1, we can arrange that
T 212 “ T 213 “ T 214 “ T 21 “ T¯ 21 “ R21 “ 0;
in a similar manner, by adjusting β2, we can arrange that
T 413 “ T 423 “ T 434 “ T¯ 43 “ T 43 “ R43 “ 0;
by adding a multiple of γ into α and subtracting the same multiple from φ,
we can arrange that
R44 “ ´R22.
As a standard step in the method of equivalence, we apply the fundamen-
tal identity dpdωq “ 0 to (15). From this, we obtain relations among the tor-
sion functions, that is, the coefficient functions occurring in Ω0, Ω¯0,Γ, . . . ,Ω4.
In particular, by expanding the expressions$’’’’’’’&
’’’’’’’%
dpdω0q mod ω0, ω1,
dpdω0q mod ω0, ω2,
dpdω¯0q mod ω¯0, ω3,
dpdω¯0q mod ω¯0, ω4,
dpdγq mod ω0, ω¯0, γ,
we find the relations
(22) D2 “ ´ ǫ
A
C2, C4 “ ´ 1
A
D4, D1 “ ´ ǫ
A
C1, C3 “ ´ 1
A
D3
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and
(23)
$’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’%
T 112 “ P2 ´K ´R11 ´R22,
T 334 “ ´P4 `K ´R33 `R22,
T 113 “ ´ǫAS4 ` S2 ` P3,
T 313 “ AS2 ´ S4 ` P1,
T 114 “ ǫAS3 ` P4,
T 323 “ ´AS1 ` P2,
T 22 “ C2 ´ T 11 ,
T¯ 44 “ D4 ´ T¯ 33 ,
Thus, we replace the functions on the left-hand-side of (22) and (23) by
the corresponding expressions on the right-hand-side.
Next, by expanding the expressions#
dpdω0q mod ω0,
dpdω¯0q mod ω¯0,
we obtain
(24) R22 “ K `
1
2
pR33 ´R11q `
1
2A
pǫS1 ´ S3q
and
(25)
$’’’’’&
’’’’’%
dA “ ´ApT 33 ` T 44 qω0 ´ApT¯ 11 ` T¯ 22 qω¯0
´ 1
2
pAR11 `AR33 ` ǫS1 ` S3qγ
´ p2AP1 ` pA2 ´ ǫqS2qω1 ´ p2AP2 ´ pA2 ´ ǫqS1qω2
` p2AP3 ´ pǫA2 ´ 1qS4qω3 ` p2AP4 ` pǫA2 ´ 1qS3qω4.
Therefore, A is a scalar invariant of the G1-structure on N .
Lemma 4.6. In (17),
(26) C0 “ ǫC1S1 ` ǫC2S2 ´D3S3 ´D4S4
A
.
Proof. Computing dpdγq and reducing in two ways, modulo tω¯0, γ, ω1, ω2u
and tω0, γ, ω1, ω2u, respectively, we obtain
ω3 ^ dD3 ` ω4 ^ dD4 ” pf1 ` gqω3 ^ ω4 ` ψ
ω3 ^ dD3 ` ω4 ^ dD4 ” pf2 ` gqω3 ^ ω4 ` ψ
+
mod ω0, ω¯0, ω1, ω2, γ,
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where $’’’’’&
’’’’’%
g “ 2D3K ´ D3
2
pR11 `R33q ´D4P3 ´
D3
2A
pS3 ´ ǫS1q,
f1 “ ǫA2C0 ´ApC1S1 ` C2S2q ` ǫA
2 ´ 1
A
pD3S3 `D4S4q,
f2 “ C0 ´ ǫ
A
pC1S1 ` C2S2q,
and
ψ “ ´p2D3α`D4β2q ^ ω3 ´D4pα` φq ^ ω4.
Evidently, f1 and f2 must be equal. This implies (26), because A
2 ‰ ǫ. 
Now, other than A, there are 31 torsion functions remaining. By applying
the fundamental identity to (15), we find the infinitesimal transformation of
those functions under the action of G1, listed as follows, where all congru-
ences are reduced modulo the 1-forms ω0, ω¯0, γ, ω1, . . . , ω4.
(27)
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
dK ” φK,
dS1 ” φS1, dS2 ” ´β1S1 ` αS2,
dS3 ” φS3, dS4 ” ´β2S3 ` αS4,
dC1 ” 2αC1 ` β1C2, dC2 ” pα` φqC2,
dD3 ” 2αD3 ` β2D4, dD4 ” pα` φqD4,
dP1 ” αP1 ` β1P2, dP2 ” φP2,
dP3 ” αP3 ` β2P4, dP4 ” φP4,
dR11 ” φR11 `
β1
2
R12 ´
β2
2
R34, dR
1
2 ” p2φ´ αqR12,
dR33 ” φR33 ´
β1
2
R12 `
β2
2
R34, dR
3
4 ” p2φ´ αqR34,
dT 10 ” pα` 2φqT 10 , dT 20 ” p2α ` φqT 20 ´ β1T 10 ,
dT 30 ” pα` 2φqT 30 , dT 40 ” p2α ` φqT 40 ´ β2T 30 ,
dT 11 ” pα` φqT 11 ` β1T 12 , dT 12 ” 2φT 12 ,
dT¯ 11 ” pα` φqT¯ 11 ` β1T¯ 12 , dT¯ 12 ” 2φT¯ 12 ,
dT¯ 22 ” pα` φqT¯ 22 ´ β1T¯ 12 , dT 44 ” pα` φqT 44 ´ β2T 34 ,
dT 33 ” pα` φqT 33 ` β2T 34 , dT 34 ” 2φT 34 ,
dT¯ 33 ” pα` φqT¯ 33 ` β2T¯ 34 , dT¯ 34 ” 2φT¯ 34 .
These 31 functions are called the relative invariants of G1.
It is natural to impose G1-invariant algebraic constraints on these relative
invariants and then study the resulting structures.
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4.2. Existence and rigidity. By (27), C2,D4 and K scale under the G1-
action along each fibre of G1. It follows that the open condition:
(28) C2,D4,K ‰ 0
is G1-invariant. Assuming this and using (27), we can normalize to
D4 “ K “ 1, C1 “ C3 “ 0.
This normalization exhausts the G1-action on each fibre of G1; thus, it
gives rise to a canonical coframing ω defined on N . The original pseudo-
connection components α, φ, β1, β2 are now linear combinations of the com-
ponents of ω. All coefficients that occur in dω are then explicit expres-
sions of 54 primary invariants (including A,C2, Si, etc.) of the underlying
Ba¨cklund transformation. Once we take into account the fundamental iden-
tity dpdωq “ 0, relations among these primary invariants arise. At a stage,
we find 7 such relations. For the remaining 47 primary invariants, say, Xi
pi “ 1, . . . , 47q, we find a condition on their covariant derivatives that is
both necessary and sufficient for dpdωq to vanish identically. However, the
computation of dpdXiq becomes difficult to manage even with the help of
a machine. Thus, for the time being it seems unlikely to achieve a gener-
ality result under the only assumption (28) by directly applying Cartan’s
generalization of Lie’s third theorem, but one can still investigate under less
generic assumptions.
Still assuming (28) and in view of Lemma 4.6, a simple constraint that
we can impose is
(29) Si “ 0 pi “ 1, . . . , 4q.
By Lemma 4.4, the Ba¨cklund transformations, if any, that belong to this
case are not obtained in the obvious way from a 1-parameter family of rank
1 Ba¨cklund transformations. In fact, those Ba¨cklund transformations that
satisfy (28) and (29) not only exist but also display some rigidity, as the
following theorem indicates.
Theorem 4.7. Up to contact equivalence, the space of local Type A1 Ba¨cklund
transformations whose relative invariants satisfy
(30)
"
C2,D4,K ‰ 0,
Si “ 0 pi “ 1, . . . , 4q,
is parametrized by a finite number of constants.
Proof. By the assumption, we can apply a pointwise G1-action to reduce
to the subbundle G2 Ă G1 defined by"
D4 “ K “ 1,
C1 “ D3 “ 0.
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The result is an teu-structure. On G2, which is diffeomorphic to N , the
1-forms φ, α, β1, β2 can be expressed as
(31)
$’’’’&
’’’’%
φ “M0ω0 ` M¯0ω¯0 `Mγγ `Miωi,
α “ U0ω0 ` U¯0ω¯0 ` Uγγ ` Uiωi,
β1 “ V0ω0 ` V¯0ω¯0 ` Vγγ ` Viωi,
β2 “W0ω0 ` W¯0ω¯0 `Wγγ `Wiωi,
for certain coefficient functions defined on N . We note that V1,W3 do not
appear in the structure equations. There are 50 primary invariants for the
teu-structure: 26 from the coefficients of (31); 23 from what’s remaining in
(27); and the function A. For convenience, we rename them as X1, . . . ,X50
with the particular assignment:
(32) X1 :“ A, X2 :“ C2, X3 :“M0, X4 :“ M¯0.
Furthermore, define the covariant derivatives Xi,j by
dXρ “ Xρ,1ω0 `Xρ,2ω¯0 `Xρ,3γ `Xρ,4ω1 `Xρ,5ω2`Xρ,6ω3 `Xρ,7ω4
pρ “ 1, . . . , 50q.
Expanding the equation
dpdωq “ 0
yields a system of polynomial equations in the Xρ and Xρ,i. This system im-
poses relations among the primary invariants Xρ; we update these relations
and repeat until a stage when the system of polynomial equations arising
at that stage can be solved for the covariant derivatives Xρ,i that appear in
the system.
Following this procedure, after a somewhat lengthy calculation using
Maple™, we find that (see also (34) and (35) below)
‚ all Xρ pρ “ 1, . . . , 50q are explicit expressions of X1, . . . ,X4;
‚ all covariant derivatives of X1, . . . ,X4 are explicit expressions of
X1, . . . ,X4;
‚ dpdωq and dpdXiq pi “ 1, . . . , 4q vanish identically.
Since the systems of structure equations is involutive, and since there are
no free derivatives of X1, . . . ,X4, the structure of the underlying Ba¨cklund
transformation near p P N is completely determined by the value of pXiq
pi “ 1, . . . , 4q at p. This is a consequence of Cartan’s third fundamental
theorem (see [Bry14]). The conclusion follows. 
On the next two pages we record the structure equations (34) and (35)
that are mentioned in the proof of Theorem 4.7. The substitutions
(33) H1 :“ X1, H2 :“ X1X2, H3 :“ X1X3, H4 :“ X1X4
X2
are made to simplify the expressions.
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(34)
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
dω0 “
1
2
ˆ
1´
ǫH2
pH1q2
˙
ω
0 ^ ω¯0 ` p3ǫH4 ´H3 ` 1qω
0 ^ γ `H1ω
1 ^ ω2
´
1
2
pH2pǫH4 ´ 3H3 ´ 3q ´ 3ǫH4 `H3 ´ 3qω
0 ^ ω2 ` ω3 ^ pω4 ` γq
´
1
2
ˆ
H3 ´ 3ǫH4 ` 1`
pH1q
2 pǫH3 ´ 3H4 ´ 3ǫq
H2
˙
ω
0 ^ ω4,
dω¯0 “ p3ǫH4 ´H3 ` 3qω¯
0 ^ pω2 ` γq ` pǫH4 `H3 ` 1qω¯
0 ^ ω4
` ω1 ^ pω2 ` γq ` ǫH1ω
3 ^ ω4,
dγ “
1
H1
pH3γ `H2ω
2 ´ ω4q ^ ω0 `
ˆ
H2H4
pH1q2
γ ´
ǫH2
pH1q2
ω
2 ` ω4
˙
^ ω¯0
`
ˆ
3
4
`
ǫH2
4pH1q2
˙
ω
1 ^ γ ` p3ǫH4 ´H3 ` 3qpǫH4 ` 1qω
2 ^ γ
´
3H2 ` 1
4H1
ω
3 ^ γ ` pǫH4 ´ 3H3 ´ 3qpH3 ` 1qω
4 ^ γ,
dω1 “ p3pH4q
2 ´ 3pH3q
2 ` 8ǫH4 ´ 6H3 ` 1qω
1 ^ γ `
H3 ` 1
H1
ω
0 ^ ω1
` p3pH4q
2 ´ ǫH3H4 ` 7ǫH4 ` 4qω
1 ^ ω2 `
H2pH4 ` ǫq
pH1q2
ω¯
0 ^ ω1
´ p3pH3q
2 ´ ǫH3H4 ` 5H3 ´ 2ǫH4 ` 2qω
1 ^ ω4 ´
3H2 ` 1
4H1
ω
1 ^ ω3,
dω2 “ ´
1
H1
ω
0 ^ pω4 ` γq `
H2 ´H3 ´ 1
H1
ω
0 ^ ω2 ´
H2pH4 ` ǫq
pH1q2
ω¯
0 ^ ω2
`
ˆ
3
4
`
ǫH2
4pH1q2
˙
ω
1 ^ ω2 ` p3pH3q
2 ´ 3pH4q
2 ` 7H3 ´ 7ǫH4qω
2 ^ γ
`
3H2 ` 1
4H1
ω
2 ^ ω3 ´ pǫH4 ´ 3H3 ´ 3qpH3 ` 1qω
2 ^ ω4,
dω3 “
1`H2 ` 2H3
2H1
ω
0 ^ ω3 `
ˆ
´
1
2
`
H2H4
pH1q2
`
3ǫH2
2pH1q2
˙
ω¯
0 ^ ω3
´
ˆ
3
4
`
ǫH2
4pH1q2
˙
ω
1 ^ ω3 ` p3pH4q
2 ` 8ǫH4 ´ 3pH3q
2 ´ 6H3 ` 3qω
3 ^ γ
`
1
2
pǫH4pH2 ` 2H3 ´ 6ǫH4 ´ 15q ´ 3H2H3 ´ 3H2 ` 3H3 ´ 9qω
2 ^ ω3
´
1
2
ˆ
pH1q
2pǫH3 ´ 3H4 ´ 3ǫq
H2
` p3H3 ´ ǫH4 ` 3qp2H3 ` 1q
˙
ω
3 ^ ω4,
dω4 “ ´
H3 ` 1
H1
ω
0 ^ ω4 ´
ǫH2
pH1q2
ω¯
0 ^ pω2 ` γq `
ˆ
1´
H2pH4 ` ǫq
pH1q2
˙
ω¯
0 ^ ω4
`
ˆ
3
4
`
ǫH2
4pH1q2
˙
ω
1 ^ ω4 ` pH4 ` ǫqp3H4 ´ ǫH3 ` 3ǫqω
2 ^ ω4
´
3H2 ` 1
4H1
ω
3 ^ ω4 ` p3pH3q
2 ´ 3pH4q
2 ` 7H3 ´ 7ǫH4qω
4 ^ γ.
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(35)
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
dH1 “ ´
1
2
pH2 ´ 1qω
0 ´
1
2
ˆ
H1 ´
ǫH2
H1
˙
ω¯
0 ` 2H1pH3 ´ ǫH4qγ
´
H1
2
pǫH2H4 ` 3ǫH4 ´ 3H2H3 ´ 3H2 ´H3 ` 3qω
2
´
H1
2
ˆ
pH1q
2
H2
p3H4 ` 3ǫ ´ ǫH3q ` pǫH4 ´ 3H3 ´ 3q
˙
ω
4
,
dH2 “
H2p1´H2q
H1
ω
0 ` 4H2pH3 ` 1qpω
4 ` γq
´H2pǫH2H4 ´ ǫH4 ´ 3H2H3 ´ 3H2 ´H3 ´ 1qω
2
,
dH3 “
H3pH3 ` 1q
H1
ω
0 `
H2pH3 ` 1qpH4 ` ǫq
pH1q2
ω¯
0
´ p6ǫH4 ´ 3pH3q
2 ` 3pH4q
2 ´ 4H3 ` 3qpH3 ` 1qγ
´ pH3 ` 1q
ˆ
3
4
`
ǫH2
4pH1q2
˙
ω
1 `
3H2H3 ` 4H2 `H3
4H1
ω
3
´ pH3 ` 1qp3H4 ´ ǫH3 ` 3ǫqpH4 ` ǫqω
2
´H3pH3 ` 1qpǫH4 ´ 3H3 ´ 3qω
4
,
dH4 “
pH3 ` 1qpH4 ` ǫq
H1
ω
0 `
H2H4pH4 ` ǫq
pH1q2
ω¯
0
´ p4ǫH4 ´ 3pH3q
2 ` 3pH4q
2 ´ 6H3 ´ 3qpH4 ` ǫqγ
´
ˆ
3H4
4
`
ǫH2H4
4pH1q2
` ǫ
˙
ω
1 ´H4p3ǫH4 ´H3 ` 3qpǫH4 ` 1qω
2
`
pH4 ` ǫqp3H2 ` 1q
4H1
ω
3 ´ pH3 ` 1qpH4 ` ǫqpǫH4 ´ 3H3 ´ 3qω
4
.
4.3. Symmetries. For each choice of ǫ,
Θ :“ pH1,H2,H3,H4q
is a map defined on N , that is,
Θ : N Ñ S :“ tphiq P R4 : h1 ą 0, ph1q2 ‰ ǫ, h2 ‰ 0u Ă R4.
Generically, Θ has rank 4. On the other hand, there exist singular loci in
S where Θ drops rank; this corresponds to Ba¨cklund transformations with
lower cohomogeneity. Now we will describe these cases in more detail.
Let h “ phiλq pi “ 1, . . . , 4;λ “ 1, . . . , 7q be the coefficient matrix occur-
ring in (35), whose entries are defined by
dHi “ hi1ω0 ` hi2ω¯0 ` hi3γ `
4ÿ
j“1
hip3`jqω
j pi “ 1, . . . , 4q.
For i, j, k, ℓ P t1, 2, . . . , 7u all distinct, let hˆijkℓ denote the square matrix
formed by columns i, j, k and ℓ of h. We obtain
(36) detphˆ1246q “ H2 ¨ χ1 ¨ χ2 ¨ χ3
32pH1q5 ,
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where
(37)
$’’’’&
’’’’%
χ1 “ H2 ´ 1,
χ2 “ pH1q2 ´ ǫH2,
χ3 “ ´ǫp3H2H3 `H3 ` 4H2q ¨ χ2
´ pǫH2 ` 3pH1q2qpH4 ` ǫq ¨ χ1.
SinceH2 ‰ 0, in order for detphˆ1246q to vanish, one of χ1, χ2, χ3 must vanish.
Also note that χ1, χ2 cannot vanish simultaneously.
If χ1 “ 0, that is, H2 “ 1, then
detphˆ2346q “ ´ǫpH3 ` 1q
2ppH1q2 ´ ǫq2
2pH1q4 .
Since pH1q2 ‰ ǫ, in order for rankphq to be less than 4, it is necessary that
H3 “ ´1.
One can verify that, wherever H2 “ 1 and H3 “ ´1, the exterior derivatives
dH2 and dH3 vanish identically. Moreover, in this case, the matrix h has
constant rank 2 (in particular, the rank is never strictly less than 2), as a
result of the assumption pH1q2 ‰ ǫ. Therefore, the corresponding Ba¨cklund
transformations have cohomogeneity 2.
If χ2 “ 0, that is, H2 “ ǫpH1q2, then
detphˆ1346q “ ´1
2
ppH1q2 ´ ǫq2H1pH4 ` ǫq2.
Again, in order for rankphq ă 4, it is necessary that
H4 “ ´ǫ.
By (35), wherever χ2 “ 0 and H4 “ ´ǫ, the exterior derivatives dχ2 and
dH4 vanish identically. Moreover, rankphq “ 2, since pH1q2 ‰ ǫ. The
corresponding Ba¨cklund transformations have cohomogeneity 2.
If χ3 “ 0 and χ1, χ2 ‰ 0, then it is straightforward to verify that dχ3
vanishes automatically. We note that χ3 “ 0 includes the cases"
χ1 “ 0
H3 “ ´1 and
"
χ2 “ 0
H4 “ ´ǫ
above. Hence, the remaining question is whether the image of Θ can belong
to any other k-dimensional locus pk ă 3q contained in the zero set of χ3. To
answer this question, let hˆabcijk denote the matrix formed by rows a, b, c and
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columns i, j, k of h. We have
(38)
$’’’’’’’&
’’’’’’’%
detphˆ124236q “ ´
χ2H2 ¨ p3H2 ` 1qpH3 ` 1qpH4 ` ǫq
2pH1q2 ,
detphˆ123126q “ ´
χ1χ2H2 ¨ pp3H2 ` 1qpH3 ` 1q ` χ1q
8pH1q3 ,
detphˆ124234q “
ǫχ2H2pH3 ` 1q ¨
`p3ǫpH1q2 `H2qpH4 ` ǫq ` χ2˘
2pH1q3 .
Since χ1, χ2,H2 are nonzero by assumption, it is impossible for the 3 deter-
minants in (38) to vanish simultaneously. To sum up, we have proved the
following result.
Theorem 4.8. Let pN,B;π, π¯q be a Type A1 rank 2 Ba¨cklund transforma-
tion whose relative invariants satisfy (30), the canonical structure equations
on N being (34) and (35). This Ba¨cklund transformation is of
‚ cohomogeneity 2 if and only if
(39) either
"
H2 “ 1
H3 “ ´1 or
#
H2 “ ǫpH1q2
H4 “ ´ǫ
;
‚ cohomogeneity 3 if and only if
(40)
ǫp3H2H3 `H3 ` 4H2q ¨ ppH1q2 ´ ǫH2q
“ ´pǫH2 ` 3pH1q2qpH4 ` ǫq ¨ pH2 ´ 1q
and it is not of cohomogeneity 2;
‚ cohomogeneity 4 if and only if it is not of cohomogeneity 2 or 3.
Remark 2. In (34) and (35), if we replace
ω0, ω¯0, γ, ω1, . . . , ω4;H1, . . . ,H4
by the following expressions
ǫH2
H1
ω¯0,
H2
H1
ω0,´γ,´H2
H1
ω3,´ω4,´ǫH2
H1
ω1,´ω2;H1, ǫpH1q
2
H2
, ǫH4, ǫH3,
the resulting equations still hold. In particular, after the replacement, the
two cases in (39) are swapped, and (40) remains the same. This discrete
symmetry arises from switching the two underlying Monge-Ampe`re systems
as well as the two characteristic systems of pN,Bq. Because of this, we
regard the two cases contained in (39) as equivalent.
4.4. Coordinate forms. Observe that, in (34), both ω1 and ω3 are inte-
grable. Using Lemma 4.2 and Proposition 2.1, we immediately deduce the
following result.
Proposition 4.9. For any Type A1 Ba¨cklund transformation whose relative
invariants satisfy (30), the underlying hyperbolic Monge-Ampe`re systems
must be contact equivalent to PDEs of the form
zxy “ F px, y, z, zx, zyq;
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furthermore, one can choose coordinates such that the x, y variables are pre-
served under the Ba¨cklund transformation.
Now suppose that a Type A1 Ba¨cklund transformation satisfies not only
(30) but also the ‘cohomogeneity 2’ condition
(41)
"
H2 “ 1,
H3 “ ´1.
By (35), the zero locus of H4 in N has empty interior. Wherever H4 ‰ 0,
we introduce 1-forms σ0, σ1, . . . , σ4 as follows.
pσ0, σ1, . . . , σ4q :“
ˆ
ω0
H1
,
ω1
H4
,H4ω
2,
ω3
H1H4
,H4pω4 ` γq
˙
.
By (34) and (35), pσiq satisfy the structure equations
(42)
$’’’’’’’&
’’’’’’’%
dσ0 “ ´ǫσ0 ^ pσ2 ´ σ4q ` σ1 ^ σ2 ` σ3 ^ σ4,
dσ1 “ ǫσ1 ^ pσ2 ` σ3 ` σ4q,
dσ2 “ σ0 ^ pσ2 ´ σ4q ´ ǫpσ1 ´ σ3q ^ σ2,
dσ3 “ ´ǫσ3 ^ pσ1 ` σ2 ` σ4q,
dσ4 “ ´σ0 ^ pσ2 ´ σ4q ´ ǫpσ1 ´ σ3q ^ σ4.
It follows that one of the hyperbolic Monge-Ampe`re systems being Ba¨cklund-
related is homogeneous and has the differential ideal
(43) I “ xσ0, σ1 ^ σ2, σ3 ^ σ4y.
To determine the other underlying Monge-Ampe`re system, we introduce
functions R,S and 1-forms τ0, τ1, . . . , τ4 as follows, wherever H4 and 3H4`
4ǫ are both nonzero. $&
%
R :“ ǫpH1q2,
S :“ H4
3H4 ` 4ǫ ,
pτ0, τ1, . . . , τ4q :“
ˆ
ω¯0,
ǫω1
H4
, ǫH4pω2 ` γq ´ Sω¯
0
R
,
ǫω3
H1H4
, ǫH4ω
4 ` Sω¯
0
R
˙
.
By (34) and (35), pτ iq and pR,Sq satisfy
(44)
$’’’’’’’’’’’’&
’’’’’’’’’’’’%
dτ0 “ τ0 ^
ˆ
´Sτ
1
R
` τ
2
S
` Sτ3 ` τ4
˙
` τ1 ^ τ2 `Rτ3 ^ τ4,
dτ1 “ τ1 ^ pτ2 ` τ3 ` τ4q,
dτ2 “ ´R` S
R
τ1 ^ τ2 ´ τ2 ^ τ3 ´ Sτ3 ^ τ4,
dτ3 “ pτ1 ` τ2 ` τ4q ^ τ3,
dτ4 “ S
R
τ1 ^ τ2 ´ τ1 ^ τ4 ` pS ` 1qτ3 ^ τ4.
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(45)
$’&
’%
dR “ ´RpS ` 1q
S
τ2 ´ RpR` Sq
S
τ4,
dS “ ´pR` SqS
R
τ1 ´ pS ` 1qτ2 ` SpS ` 1qτ3.
The corresponding Monge-Ampe`re system has the differential ideal
(46) I¯ “ xτ0, τ1 ^ τ2, τ3 ^ τ4y.
Remark 3. Since H1 ą 0 and ǫpH1q2 ‰ 1, we have that R ‰ 0, 1. By (45),
both R and S have nonzero gradients everywhere.
Proposition 4.10. Up to contact equivalence, the hyperbolic Monge-Ampe`re
system characterized by (42) and (43) corresponds to the PDE:
(47) px` yqzxy ` 2?zxzy “ 0.
Proof. In (42), the two cases that correspond to ǫ “ 1 or ´1 are turned
into each other if we swap pσ1, σ3q with pσ2, σ4q, which does not affect the
differential ideal I. Thus, we proceed assuming ǫ “ 1.
Since σ1, σ3 are integrable, locally there exist functions f, g, x, y such that
(48)
#
σ1 “ efdx,
σ3 “ egdy.
The equations of dσ1,dσ3 then imply that there exists a function F px, yq
such that
(49)
#
f ` g “ F px, yq,
σ2 ` σ4 “ ´df ` Fxdx´ σ1 ´ σ3.
Substituting these in the equation of dpσ2`σ4q, we find that F must satisfy
(50) Fxy “ ´2eF .
By using the flexibility of choosing x, y in (48), we can eliminate the
ambiguity of F , normalizing it to
(51) F px, yq “ ´2 ln |x´ y| px ‰ yq.
Technically, this amounts to showing that for any F satisfying (48), one can
always find upxq, vpyq that satisfy
eF px,yq “ u
1pxqv1pyq
pupxq ´ vpyqq2 ,
which is a consequence of the Frobenius theorem.
To proceed, note that σ2 ´ σ4 is integrable, so there exist functions h, s
such that
(52) σ2 ´ σ4 “ ehds.
By expanding dpσ2 ´ σ4q using (42), we deduce that
(53) σ0 “ 1
2
pdh` efdx´ egdy ` rdsq
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for some function r.
Finally, the equation of dσ0 enforces that
(54) r “ ´eh `Gpsq,
for some function Gpsq. Using the flexibility of choosing s and h in (52), we
can arrange that
Gpsq “ 0.
Introducing the new variables$’’&
’’%
z :“ s` e´h,
p :“ ef´h,
q :“ ´eF´f´h,
we obtain:
(55)
$’’&
’’%
´2e´hσ0 “ dz ´ pdx´ qdy,
2e´pf`hqσ1 ^ σ2 “
d
´qpx´ yq
2
p
dp^ dx` dx^ dz ` qdx^ dy.
It follows from the vanishing of σ0 and σ1 ^ σ2 that z “ zpx, yq satisfies
px´ yqzxy “ ˘2
a´zxzy.
By flipping the sign of either x or y, we obtain (47). 
Proposition 4.11. Up to contact equivalence, the hyperbolic Monge-Ampe`re
system characterized by (44)-(46) corresponds to the PDE:
(56) px` yqzxy ´Wpzx, zyq “ 0,
where
Wpp, qq “ pW0pepq ` 1qpW´1p´eqq ` 1q
with W0,W´1 being the two real branches of the Lambert W function.
Proof. The argument is similar to the proof of Proposition 4.10, but the
calculations are more complicated.
First, we have chosen pτ iq in a way so that the coefficient of τ0 in dτ0 is
a closed 1-form; that is, locally there exists a function r such that
dr “ ´Sτ
1
R
` τ
2
S
` Sτ3 ` τ4.
It follows that
dperτ0q “ erpτ1 ^ τ2 `Rτ3 ^ τ4q.
Second, similar to how the proof of Proposition 4.10 began, we observe
that τ1, τ3, τ2 ` τ4 are integrable. From this we deduce that, for certain
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independent functions f, x, y, the following hold:
(57)
$’’&
’’%
τ1 “ efdx,
τ3 “ eF´fdy,
τ2 ` τ4 “ ´df ´ eF´fdy ` pFx ´ ef qdx,
where F “ F px, yq must satisfy Fxy “ ´2eF . Using the flexibility of choos-
ing x, y, we can arrange that
(58) F px, yq “ ´2 ln |x´ y| px ‰ yq.
By Remark 3 and by shrinking the domain, if needed, we can assume that
S ‰ ˘1. With this assumption, τ1, . . . , τ4 are expressible as linear combi-
nations of dx,dy,dr,df with coefficients being functions of x, y, f,R, S.
Next, using the expression of dS, we find that
(59) dp2 ln |S ` 1| ´ ln |S| ´ f ´ rq “
ˆ
2ef
S ` 1 `
2Sef
RpS ` 1q `
2
x´ y
˙
dx;
thus,
2 ln |S ` 1| ´ ln |S| ´ f ´ r “ T pxq
for some function T pxq.
Let T 1 denote coefficient of dx on the right-hand-side of (59). We observe
by direct calculation that
dT 1 “ ´1
2
pT 1q2dx.
Therefore, either
T pxq “ 2 ln |x` a|
or
T pxq “ b,
where a, b are constants. In the latter case, we translate r by a constant to
set T “ 0. In the former case, we first add an appropriate constant to both
x and y to set a “ 0, and then replace px, yq by p´x´1,´y´1q to arrange
that T “ 0. In both cases, (58) is preserved.
Now T “ 0 implies that
(60) pS ` 1q2 “ |S|ef`r,
which involves two cases: S ą 0 and S ă 0.
When S ą 0, it is necessary that ef`r ą 4, or (60) cannot be solved for
S (noting that S ‰ 1 as well). Thus, introduce a variable α and write
(61) ef`r “ 2 coshα` 2 pα ą 0q,
which implies that
S “ coshα˘ sinhα.
By allowing α to be negative, we have
(62) S “ coshα` sinhα pα ‰ 0q.
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The equation T 1 “ 0 determines R, that is,
(63) R “ ´ px´ yqSe
f
px´ yqef ` S ` 1 .
The equations in (45) are now identities.
In the last steps, we express
dperτ0q “ erpτ1 ^ τ2 `Rτ3 ^ τ4q
in the form dx^ dp` dy ^ dq, where p “ ´pα` eαq, and
q “ ln
ˆ
er`α
peα ` 1qpx´ yq ` 1
˙
´ e
r`α
peα ` 1qpx´ yq ´ 1.
Meanwhile,
(64) erpτ1 ^ τ2q “ ´pe
α ´ 1q sinhα
coshα´ 1 dx^ dα`
er`α
px´ yq2dx^ dy,
and
(65) dx^ dp “ 2dx^ dα
tanhpα{2q ´ 1 .
Since τ1 ^ τ2 vanishes on integral manifolds, it follows from (64) and (65)
that the underlying PDE is contact equivalent to
zxy “ ´ e
r`α
px´ yq2 .
By expressing er`α in terms of x, y, p, q and by flipping the sign of x, the
PDE can be written as (assuming x` y ă 0 and thus q ă ´1)
(66) px` yqzxy ´ pW0pepq ` 1qpW´1p´eqq ` 1q “ 0,
where W0 and W´1 stand for the two real branches of the Lambert W func-
tion.
When S ă 0, the argument almost identical to the above, from which we
obtain (66) with x` y ą 0.
This completes the proof. 
To sum up, we have proved the following result.
Theorem 4.12. If a Type A1 rank 2 Ba¨cklund transformation whose rela-
tive invariants satisfy (30) attains the maximum possible symmetry (i.e., of
cohomogneity 2), then, up to contact equivalence, it relates solutions of
(67) px` yqzxy ` 2?zxzy “ 0
with those of the following equation
(68) px` yqzxy ´Wpzx, zyq “ 0,
where
Wpp, qq “ pW0pepq ` 1qpW´1p´eqq ` 1q
with W0,W´1 being the two real branches of the Lambert W function.
RANK 2 BA¨CKLUND TRANSFORMATIONS 31
Remark 4. It is worth noting that (67) belongs to Goursat’s list [Gou99]
of Darboux integrable PDEs of the form zxy “ F px, y, z, zx, zyq (see also
[CI05]). It was observed in [Zvy91] that there exists a rank 1 Ba¨cklund
transformation relating (67) and the homogeneous wave equation uxy “ 0.
5. Type B
Let pN,B;π, π¯q be a Type B rank 2 Ba¨cklund transformation relating
two hyperbolic Monge-Ampe`re systems pM,Iq and pM¯ , I¯q. Let χ10 and χ01
be an ordered pair of characteristic systems of pN,Bq. By the assumption,
for each p P N , there exists an open neighborhood U of p, a coframing
ω “ pω0, ω¯0, γ, ω1, . . . , ω4q P F˚pUq
and two functions A1, A2 defined on U such that
(69)
$’&
’%
dω0 ” ω1 ^ ω2 ` ω3 ^ ω4 mod ω0,
dω¯0 ” ω1 ^ ω2 ` ω3 ^ ω4 mod ω0, ω¯0, γ,
dγ ” A1ω1 ^ ω2 `A2ω3 ^ ω4 mod ω0, ω¯0, γ.
The generic case is when A1 ‰ A2, which corresponds to B being Pfaffian,
which means that B is differentially generated by its degree 1 part. This is
what we will assume from now on.
To ‘refine’ the coframing, we take the following steps successively.
Step 1. swap the pairs pω1, ω2q and pω3, ω4q, if needed, to arrange that
(70) χ10 “ rrω0, ω¯0, γ, ω1, ω2ss, χ01 “ rrω0, ω¯0, γ, ω3, ω4ss.
Step 2. add a multiple of ω0 into γ to arrange that
A1 “ ´A2 ‰ 0.
Step 3. scale γ to arrange that A1 “ ´A2 “ 1; as a result,
(71) dγ ” ω1 ^ ω2 ´ ω3 ^ ω4 mod ω0, ω¯0, γ.
Step 4. add suitable multiples of ω0 into ω1, . . . , ω4 to arrange that
dω¯0 ” ω1 ^ ω2 ` ω3 ^ ω4 mod ω¯0, γ.
Step 5. add suitable multiples of γ into ω3, ω4 such that the following con-
gruences hold:
dω0 ” ω1 ^ ω2 ` ω3 ^ ω4 ` pB3ω3 `B4ω4q ^ γ mod ω0,(72)
dω¯0 ” ω1 ^ ω2 ` ω3 ^ ω4 ` pB1ω1 `B2ω2q ^ γ mod ω¯0,(73)
where B1, . . . , B4 are functions defined on U . (Note that dω¯
0 cannot
have an ω0 ^ γ term, since ω¯0 ^ pdω¯0q3 “ 0.)
Definition 5.1. Let pN,B;π, π¯q be a Type B rank 2 Ba¨cklund transforma-
tion with an ordered pair of characteristic systems χ10, χ01 for pN,Bq, where
B is Pfaffian. A coframing
ω :“ pω0, ω¯0, γ, ω1, . . . , ω4q
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defined on an open subset U Ă N is said to be 0-adapted if it satisfies
(74) rrω0ss “ π˚I1, rrω¯0ss “ π¯˚I¯1, rrω0, ω¯0, γss “ B1,
the condition (70) and the congruences (71), (72), (73) for some functions
B1, . . . , B4 defined on U .
Given a TypeB rank 2 Ba¨cklund transformation with a 0-adapted cofram-
ing ω defined on an open subset U Ă N , there are two types of transforma-
tions
ω ÞÑ ω ¨ g “ g´1ω
that can yield a coframing that is still 0-adapted. One is when
g : U Ñ GLp7,Rq
takes the form
(75) g “
¨
˝ rI3 0 00 a 0
0 0 b
˛
‚, a “ paijq, b “ pbijq : U Ñ GLp2,Rq,
detpaq “ detpbq “ r ‰ 0;
the other is when
(76) g “
¨
˚˚˚
˚˚˚
˚˝˚
1 0 0 0 0 0 0
0 1 0 0 0 0 0
c ´c 1 0 0 0 0
B2c 0 0 1 0 0 0
´B1c 0 0 0 1 0 0
0 ´B4c 0 0 0 1 0
0 B3c 0 0 0 0 1
˛
‹‹‹‹‹‹‹‹‚
, c : U Ñ R.
All 0-adapted coframings that are related to ω by a transformation of the
first type are precisely the local sections of a principal bundle H over U ;
along the fibres of H, the functions Bi pi “ 1, . . . , 4q transform byˆ
B1
B2
˙
pu ¨ gq “ aT
ˆ
B1
B2
˙
puq,ˆ
B3
B4
˙
pu ¨ gq “ bT
ˆ
B3
B4
˙
puq.
On the other hand, (76) depends on the choice of ω and the functions Bi
pi “ 1, . . . , 4q associated to it; and the transformation preserves Bi. Thus, we
encounter an issue of not being able to express all 0-adapted coframings as
local sections of a single H-structure for some subgroupH Ă GLp7,Rq. This
issue can be resolved by a so-called ‘structure reduction’, which normalizes
pBiq by applying transformations of the first type above.
Indeed, given any 0-adapted coframing ω in the sense of Definition 5.1,
we can apply a transformation ω ÞÑ ω ¨ g, where g is of the form (75), to
reduce to one of the following 4 cases.
B1: B1 “ B3 “ 1, B2 “ B4 “ 0;
B2: Bi “ 0 pi “ 1, . . . , 4q;
B3: B2, B3, B4 “ 0, B1 “ 1;
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B4: B1, B2, B4 “ 0, B3 “ 1.
The cases B3 and B4 are essentially equivalent, since they turn into each
other as we swap the two underlying Monge-Ampe`re systems.
5.1. The Case B1. This is the case when, in (72) and (73), both pB1, B2q
and pB3, B4q are nonzero, a generic subcase of Type B.
Definition 5.2. A local coframing ω is said to be 1-adapted to a Type B1
rank 2 Ba¨cklund transformation if it is 0-adapted with
(77) pB1, B2q “ pB3, B4q “ p1, 0q.
Lemma 5.1. Let pN,B;π, π¯q be a Type B1 rank 2 Ba¨cklund transformation
relating two hyperbolic Monge-Ampe`re systems pM,Iq and pM¯, I¯q, where
B is Pfaffian. Each point p P N has an open neighborhood U , on which
the 1-adapted coframings (Definition 5.2) are precisely the sections of a G-
structure G on N , where G Ă GLp7,Rq is the subgroup formed by matrices
of the form
(78) g “
¨
˚˚˚
˚˚˚
˚˝˚
r 0 0 0 0 0 0
0 r 0 0 0 0 0
c ´c r 0 0 0 0
0 0 0 1 0 0 0
´c 0 0 a r 0 0
0 0 0 0 0 1 0
0 c 0 0 0 b r
˛
‹‹‹‹‹‹‹‹‚
, a, b, c P R; r ‰ 0.
Proof. Let ω be a 1-adapted coframing. For any function g : U Ñ G, the
coframing ω ¨ g “ g´1ω is also 1-adapted.
Conversely, suppose that ω and ω ¨ g are both 1-adapted coframings de-
fined on U with g : U Ñ GLp7,Rq. Using (70)-(74) and (77), it is straight-
forward to check that g must be of the form (78). 
Let ω also denote the tautological 1-form on G. The following structure
equations hold.
(79) d
¨
˚˚˚
˚˚˚
˚˝
ω0
ω¯0
γ
ω1
ω2
ω3
ω4
˛
‹‹‹‹‹‹‹‚
“ ´
¨
˚˚˚
˚˚˚
˚˝
φ 0 0 0 0 0 0
0 φ 0 0 0 0 0
̟ ´̟ φ 0 0 0 0
0 0 0 0 0 0 0
´̟ 0 0 α φ 0 0
0 0 0 0 0 0 0
0 ̟ 0 0 0 β φ
˛
‹‹‹‹‹‹‹‚
^
¨
˚˚˚
˚˚˚
˚˝
ω0
ω¯0
γ
ω1
ω2
ω3
ω4
˛
‹‹‹‹‹‹‹‚
`
¨
˚˚˚
˚˚˚
˚˝
Ω0
Ω¯0
Γ
Ω1
Ω2
Ω3
Ω4
˛
‹‹‹‹‹‹‹‚
.
Here, by adding a linear combination of the semibasic 1-forms to φ,̟ and
by the reproducing property of ω, we can arrange that
(80)
$’’&
’’%
Ω0 “ ω1 ^ ω2 ` ω3 ^ pω4 ` γq ` pP0ω¯0 `Kγ ` Piωiq ^ ω0,
Ω¯0 “ ω1 ^ pω2 ` γq ` ω3 ^ ω4 ` pP0ω0 ´Kγ `Qiωiq ^ ω¯0,
Γ “ ω1 ^ ω2 ´ ω3 ^ ω4 ` Ciωi ^ pω0 ` ω¯0q,
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for certain functions Ci, Pi, Qi, P0,K pi “ 1, . . . , 4q defined on G.
It is not difficult to see that the conclusions of Lemma 4.2 and Lemma 4.5
apply to the current case without any change. As a result, Ω1, . . . ,Ω4 are
the same as (21) except that each Di are now replaced with Ci. Moreover,
T kij “ ´T kji for all i, j, k “ 1, . . . , 4, and
T 123, T
1
24, T
1
34, T
2
23, T
2
24, T
2
34, T
3
12, T
3
14, T
3
24, T
4
12, T
4
14, T
4
24
are all zero.
Furthermore, one can add semibasic 1-forms into α to arrange that
T 212 “ T 213 “ T 214 “ T 21 “ T¯ 21 “ R21 “ 0;
similarly, by adjusting β, we can arrange that
T 413 “ T 423 “ T 434 “ T¯ 43 “ T 43 “ R43 “ 0.
By adding a multiple of ω0 ´ ω¯0 to ̟, we can arrange that
T 40 “ ´T 20 .
The torsion cannot be absorbed further.
By expanding dpdωq, we can uncover relations among the torsion func-
tions. In fact, by computing$’&
’%
dpdω0q mod ω0,
dpdω¯0q mod ω¯0,
dpdγq mod ω0, ω¯0, γ,
we obtain the relations below.
(81)
$’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’%
T 2
2
“ P0 ´ T 11 ` C2, Q1 “ P1 ` 1,
T 4
4
“ P0 ´ T 33 , Q2 “ P2,
T¯ 2
2
“ P0 ´ T¯ 11 , Q3 “ P3 ` 1,
T¯ 4
4
“ P0 ´ T¯ 33 ` C4, Q4 “ P4,
T 112 “ ´2K ´ P2 ´ C4 `
P4
2
, S1 “ C2 ` P2
2
,
T 334 “ 2K ´ P4 ` C2 `
P2
2
, S2 “ ´C1 ´ P1
2
,
T 113 “ ´C3 ´ C1 ´
P1 ` P3 ` 1
2
, S3 “ ´C4 ` P4
2
,
T 313 “ ´C1 ´ C3 `
P1 ` P3 ` 1
2
, S4 “ C3 ´ P3 ` 1
2
,
T 114 “ ´C4 ´
P4
2
, R22 “ K ` C4 ´R11 ´
P4
2
,
T 323 “ ´C2 `
P2
2
, R44 “ ´K ´ C2 ´R33 ´
P2
2
.
There are 25 torsion functions remaining, and they are not independent.
RANK 2 BA¨CKLUND TRANSFORMATIONS 35
By computing #
dpdω0q mod ω¯0, γ, ω2, ω3,
dpdω¯0q mod ω0, γ, ω2, ω3,
we obtain two expressions for dφ, both reduced modulo tω0, ω¯0, γ, ω2, ω3u:
(82)
#
dφ ” C4ω1 ^ ω4 ` ψ
dφ ” ´3C4ω1 ^ ω4 ` ψ
+
mod ω0, ω¯0, γ, ω2, ω3,
where
ψ “ pdP1 `̟ ´ P2αq ^ ω1 ` pdP4 ´ φP4q ^ ω4
´
ˆ
P1P4
2
` P1C4 ` P3C4 ´ P4C3 ` P4
2
˙
ω1 ^ ω4.
From (82) we deduce that
(83) C4 “ 0.
Similarly, by expanding
(84)
#
dpdω0q mod ω¯0, γ, ωi, ωj ,
dpdω¯0q mod ω0, γ, ωi, ωj ,
for pi, jq being p1, 4q, p2, 4q and p3, 4q and by comparing in each case the two
expressions of dφ (reduced modulo the same set of 1-forms), we obtain
(85)
$’’&
’’%
C2 “ 0,
C3 “ ´C1,
K “ P4 ´ P2
4
.
Computing (84) for pi, jq being p1, 2q and p1, 3q does not yield new relations.
Furthermore, computing dpdγq and reducing in two ways:
(86)
#
dpdγq mod ω0, γ, ω1 ´ ω3,
dpdγq mod ω¯0, γ, ω1 ´ ω3,
we obtain two expressions for d̟:
(87)
$’&
’%
d̟ ” ξ ` ζ
2
d̟ ” ξ ´ ζ
2
,/.
/- mod ω0, ω¯0, γ, ω1 ´ ω3,
where
(88)
$’&
’%
ξ “ ̟ ^ pP2ω2 ` pP1 ` P3 ` 1qω3 ` P4ω4q,
ζ “ p2P0 ` C1pP2 ´ P4qqω2 ^ ω3
` p2P0 ´ C1pP2 ´ P4qqω3 ^ ω4.
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From (88) and (85) we deduce
(89)
"
P0 “ 0,
C1K “ 0.
In particular, we have either C1 “ 0 or K “ 0 (or both), but we do not
make a choice yet.
We use the structure equations to determine the infinitesimal transfor-
mation of the 20 remaining torsion functions under the G-action, listed as
follows.
In (90), all congruences hold modulo tω0, ω¯0, γ, . . . , ω4u.
(90)
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
dC1 ” 0,
dP1 ” αP2 ´ 2̟, dR11 ” φR11 ` αR12,
dP2 ” φP2, dR12 ” 2φR12,
dP3 ” βP4 ` 2̟, dR33 ” φR33 ` βR34,
dP4 ” φP4, dR34 ” 2φR34,
dT 10 ” 2φT 10 ´̟pT 12 ´ T¯ 12 q,
dT 20 ” ´
α
2
T 10 ` φT 20 `
β
2
T 30 `
̟
2
pT 11 ´ T 33 ´ T¯ 11 ` T¯ 33 q,
dT 30 ” 2φT 30 ´̟pT 34 ´ T¯ 34 q,
dT 11 ” φT 11 ` αT 12 ´̟
ˆ
P2
2
´R11
˙
,
dT 12 ” 2φT 12 `̟R12,
dT¯ 11 ” φT¯ 11 ` αT¯ 12 `̟
ˆ
P4
2
´R11
˙
,
dT¯ 12 ” 2φT¯ 12 ´̟R12,
dT¯ 33 ” φT¯ 33 ` βT¯ 34 ´̟
ˆ
´P4
2
`R33
˙
,
dT¯ 34 ” 2φT¯ 34 ´̟R34,
dT 33 ” φT 33 ` βT 34 `̟
ˆ
´P2
2
`R33
˙
,
dT 34 ” 2φT 34 `̟R34.
In other words, to each point in N is associated a 20-dimensional real rep-
resentation of G. By the expressions of dP1 and dP3, any G-orbit must be
at least 1-dimensional. Furthermore, we observe the following.
Proposition 5.2. The G-action represented by (90) has all its orbits being
at most 2-dimensional if and only if, in (79), both ω1 and ω3 are integrable.
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Proof. Consider the following sets of functions:
C0 “ tP2, P4u,
C1 “ tR12, R34u,
C2 “ tT 12 , T¯ 12 , T 34 , T¯ 34 u,
C3 “ tT 10 , T 30 u.
By the expressions of dPi pi “ 1, . . . , 4q, if either P2 or P4 is nonzero, then
G has an orbit of dimension at least 3. If both functions in C0 are zero with
either function in C1 being nonzero, say, R
1
2 ‰ 0, then there exists a G-orbit
whose projection to the pP1P3R11R12q-space is at least 3-dimensional. Similar
arguments work when we assume either of the following:
‚ both functions in C1 are zero, but not all functions in C2 are zero;
‚ all functions in C1 and C2 are zero, but a function in C3 is nonzero.
In each of these cases, G must have an orbit of dimension greater than 2.
On the other hand, if all functions in Ci pi “ 0, . . . , 3q are identically zero,
then neither α nor β occur in the right-hand-side of (90). In this case every
G-orbit is at most 2-dimensional.
Finally, we calculate and obtain
(91)
$’’’’’’’’&
’’’’’’’’%
dω1 ” T 10ω0 ^ ω¯0 ` T 12ω0 ^ pγ ` ω2q ` T¯ 12 ω¯0 ^ ω2
` γ ^
ˆ
R12ω
2 ´ P2
2
ω3
˙
` P2
2
ω3 ^ pω2 ` ω4q mod ω1,
dω3 ” T 30 ω¯0 ^ ω0 ` T¯ 34 ω¯0 ^ pγ ` ω4q ` T 34ω0 ^ ω4
` γ ^
ˆ
R34ω
4 ´ P4
2
ω1
˙
` P4
2
ω1 ^ pω2 ` ω4q mod ω3.
It follows that #
dω1 ” 0 mod ω1
dω3 ” 0 mod ω3
holds if and only if all functions in Ci pi “ 0, . . . , 3q are zero. This completes
the proof. 
Remark 5. Recall how ω1 and ω3 occur in the characteristic systems of
π˚I and π¯˚I¯. From this it is not difficult to see that if both ω1 and ω3
are integrable, then under a suitable choice of local coordinates on N the
Ba¨cklund transformation is one that relates a pair PDEs of the form
zxy “ F px, y, z, zx, zyq and ZXY “ GpX,Y,Z,ZX , ZY q,
in such a way that x “ X and y “ Y on corresponding solutions; the
converse is also true. As one can verify, the classical 1-parameter family
of Tzitze´ica transformations belong to this subclass of Type B1 Ba¨cklund
transformations.
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