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INTRODUÇÃO 
O problema da colisão de uma particula com o núcleo pesado do 
átomo (espalhamento) assume um interesse particular, uma vez que 
evidencia o significado fisico da função de onda. Como é sabido, a 
função de onda, 'l'(r,t}: !R3 x IR IR serve para escrever o estado de uma 
partlcula e é solução da equação de Schrôdinger ih8'li/8t "" I-Jijl onde H é o 
operador enargia, também chamado hamiltoniano do sistema. 
Suponhamos uma função de onda do seguinte tipo: 
>Ir = { c exp[ixp/h] + c exp[iyp/h] } exp[-ip2t/2m] 
I 2 
neste estado a energia é igual a E = p 2/2m porém o movimento não tem 
uma direção definida. Fazendo-se um experimento que permita constatar a 
direção do movimento (pm· exemplo, por mio de um diafragma com a 
abertura orintada de uma certa maneira) e o repetirmo multas vezes, 
verificamos que existe uma ceta probabilidade de detectarmos a 
partícula deslocando-se, ao longo do eixo dos x, com velocidade v = 
p/m, assim como existe a probabilidade de a detectarmos, deslocando-se 
ao longo do eixo dos y, com a mesma velocidade. 
No estado descrito pela função de onda acima, a partlcula tem uma 
certa potencialidade de ser detectada ao deslocar-se segundo qualquer 
uma das duas direções. t: claro que isto pressupõe um estado totalmente 
diferente daquele que corresponde ao movimento da partícula segundo a 
resultante da soma das duas direções. 
Agora, se a particula se deslocasse ao longo da bissetriz do 
ângula formado pelos eixos dos x e y, com a velocidade correspondente à 
energia E = p2/2m a sua função de onda seria igual a 
1}1 =C exp[ ~ x + y p] exp[-iEt/h] 
21/2 
sendo esta função de onda completamente distinta da anterior. 
A probabilidade de existirem estados nos quais uma dada grandeza 
não ter valor determinado e que se obtém a partir da superposição de 
i 
estados com um determinado valor desta grandeza, constitui uma 
característica da mecânica quântica que a distingue radicalmente da 
mecânica clásica. 
A necessidade de adotar o princípio da superposição resulta do 
fato de só com base neste principio é possível explicar a n<Itureza 
du<IHstic<I da luz e da matéria que se manifesta tanto sob a forma de 
onda como sob a forma de partículas. 
Analisando do ponto de vista da potencialidade é possível escrever 
uma expressão que nos dê a probabilidade de detectar a particula 
deslocando-se segundo o eixe dos x ou segundo o eixo dos y, se 
inicialmente ela se encontrava no estado caracterizado por IV. Estas 
probabilidades são proporcionais aos 
amplitudes e a razão entre elas é igual 
quadrados dos módulos das 
a I c 12 ·. IC I' d c -on e os 1 sao I 2 
os coeficentes de expansão da base do espaço considerado. 
No inicio da mecênica ondulatória, De Broglie interpretava a 
função de onda como uma certa onda especial, a qual representava um 
cojunto de partículas susceptiveis de se difratarem, as chamadas ondas 
de De Broglie 1 ll. 
A secção de choque de espalhamento elástico de uma partícula com 
energia E, movendo-se num campo de forças central, é determinado pela 
diferença de fase das ondas parciais, de diferentes momentos angulares 
na qual a função de onda da partlcula pode ser descomposta(Z). No final 
da década de quarenta Bargmann(3l discutiu a conexão entre diferença de 
fase e o potencial espalhador, construindo e discutindo potenciais com 
fases equivalentes. 
No começo da década de sessenta Bhattachar jie e (41 Sudatshan 
apresentaram um método de construir potenciais independentes da 
velocidade, para os quais a equação diferencial de Schrüdinger, 
independente do tempo, é resolvida em termos de funções analíticas e 
dai estudaram as correspondentes amplitudes de espalhamentos. 
No contexto 
I . ~ (5,6,7,8,9) ap 1caçoes 
da física 
onde propriedades 
matemática são várias as 
das funções analíticas são 
usadas para fornecer aproximações numéricas razoãveis. Assim, pelo 
ii 
menos para sistemas simples- potenciais solúveis- a solução analltica 
exata joga um papel importante. Entende-se por potenciais solúveis 
aqueles para os quais a equação diferencial de Schrõdinger possa ser 
resolvida em termos das funções analíticas, as chamadas funções 
especiais da flsica-matemática. 
Infelizmente s5o poucos os potenciais solúveis, quase todos 
encontrados isoladamente. Dentre estes potenciais solúveis podemos 
citar: Oscilador Harmdnico lsotdnico(7); Potencial de Morse e Potencial 
de Põschl-Teller(ól e Átomo de Hidrogênio( 8 l. 
Para que um ploblema dinâmico esteja completamente resolvido 
devemos conhecer os auto-valores, as auto-funções e a respectiva função 
de Green associada ao potencial em questão. Os dois métodos mais 
usados para determinarmos o espectro mecânico-quântico são: O método de 
- (lO) (11) fatoraçao e as técnicas de teoria de grupo . O método clássico 
pa1·a obtenção da função de Green é o método de expansão tipo 
Sturm-Liouville(12'. 
O método de fatoração é um procedimento que nos capacita 
responder, de modo direto, questões sobre problemas de autovalores. Tal 
método considera um par de equações diferenciais de primeira ordem como 
sendo equivalente à equação diferencial de segunda ordem com condições 
de contorno. Utilizando este método Dongpei( 7 l obteve um novo potencial 
com o espectro de um oscilador harmônico com uma barreira centrlpeta, 
também chamada oscilador isotônico. Barut-Inomata-Wilson(Sl, também, 
utilizando o método de fatoração obtiveram os operadores escada da 
respectiva álgebra dinâmica. 
As considerações em termos de técnicas de grupos têm mostrado ser 
importante no que tange a obtenção de novas equações de movimento bem 
como a determinação das soluções de equaçôes já conhecidas. Na década 
de (19) sessenta Barut encontro, para certos sistemas, um grupo não 
compacto tal que suas representações irredutlveis continham todas as 
representações irredutíveis do grupo simétrico maximal. assocido com os 
nlveis de energia do respectivo sistema. Este fato culminou com a idéia 
da assim chamada álgebra dinâmica, a qual não é uma álgebra do grupo 
iii 
simétrico uma vez que contém operadores conectando diferentes níveis de 
energia. A partir do estudo das álgebras dinâmicas surgiram duas 
correntes, uma das quais concentra a atenção na derivação explícita das 
álgebras dinâmicas para dados sistemas quânticos041 e o outro grupo 
investigando a possibilidade de estender o formalismo à física das 
(15) partlculas elementares , 
B d .. (S) d ! d . u uu mostrou que o espectro e energ a e um dado ststema 
fisico pose ser deduzido dos operadores de Casimir da correspondente 
álgebra dinâmica. A ida, o mesmo t (16) au ar mostou que um problema 
dini'lmico pode ser completamente resolvido dentro da estructura da 
álgebra dini:lmica sem o conhecimento explfcito do potenciaL Então, 
podemos esperar que seja posslvel resolver o problema inverso, ou seja, 
dctc!'lllinar o potencial ou uma classe de potenciais para uma dada 
álgebt·a dinâmica. 
Na presente dissertação pretendemos, a partir de transformações 
funcionais efetuadas sobre uma equação diferencial ordinária, linear de 
segunda ordem, reduzi-la a uma equação de Schrõdinger unidimencional, 
uma única variável espacial e, portanto, obter a forma mais geral para 
o potencial, com o qual a equação de Schri:5dinger possa ser resolvida em 
termos de funções analiticas. Também pretende-se obter a forma mais 
geral para o potencial via técnicas de teoria de grupo. 
Uma vez obtido a fotma mais geral para o potencial, mostraremos a 
redução da respectiva equação a uma classe de equações 
hipergeométricas, a qual será identificada com a respectiva álgebra 
dinâmica do problema em questão. A partir de processo de limite 
discutiremos a forma mais geral para o potencial que nos leva à outra 
classe de equações, ou seja: equações hipergeométricas confluentes. 
Para a resolução destas equações utilizaremos o método de 
fato1·ação nos resprctivos casos, equações hipergeométricas e 
hipergeométricas confluentes, bem como técnicas de teoria de grupo 
discutindo as álgebras assosiadas aos grupos correspondentes a tais 
funções. 
Resumindo, construiremos potenciais unidimensionais independentes 
i v 
da velocidade para os quais a equação de Schrôdinger possa ser 
resolvida em termos de funções hipergeométricas e hipergeométricas 
confluentes. Então, para tais potenciais, conhecemos a solução 
analltica completa com a qual podemos estudar a sua forma assintótica e 
dai estudar a matriz de espalhamento associada ao respectivo potencial 
em questão. 
O presente trabalho está organizado da seguinte maneira: No 
primeiro capítulo construímos a forma mais geral para o potencial com o 
qual a equação de Schrõdinger possa ser resolvida em termos das funções 
hipergeométricas e hipergeomémetricas confluentes. No segundo capitulo 
discutiremos as técnicas de grupo, apresentando a álgebra simétrica, a 
álgebra geradora do espectro e a álgebra dinâmica relacionadas com a 
álgebra so(2,1) que está associada as funções consideradas. No capitulo 
três discutiremos o método de fatoração, enfatizando as fatorações tipo 
A e tipo B as quais estão associadas as funções hipergeométricas e 
hipergeométricas confluentes, respectivamente. No capítulo quarto 
discutiremos uma aplicação ao problema do potencial de Pôschl-Te! ler 
bem como a maneira a ser seguida para obter a respectiva matriz de 
espalhamento, Finalmente apresentamos as conclusões. 
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CAPITULO I 
TRANSFORMAÇÕES SOBRE AS EQUAÇÕES HIPERGEOMÜRICA E 
HIPERGEOMtTRICA CONFLUENTE 
Neste capítulo discutiremos a transformação funcional sobre as 
equações hipergeométricas e hipergeométricas confluentes a partir de 
uma equação diferencial geral linear de segunda ordem. Obtemos assim um 
potencial geral,e, como um caso particular, obtemos potenciais da forma 
de Schrõdinger. 
Consideremos então a equação diferencial geral linear e de segunda 
m·dem, em uma variável independente 
( l. I) d
2 d 
u(z) + P(z) dz u(z) + Q(z) u(z) = O. 
dz
2 
Introduzindo-se as seguintes substituições, nas variáveis 
independente e dependente 
(!. 2) z =f(r) u(z)=g(r )rp( r) ;g (r );tQ 
obtemos 
(1.3) _c!_ ~(r J 
ctl 
d 
+ A(r) dr rp(r) + B(r) ~(r) = o 
onde A(r) e B(r) são dadas, respectivamente, por: 
(!. 4) 
2 A(r) = g(r) ~r g( r J 
B(r) = [ 
2 2 d g(r)/dl' 
g(r) 
d 
+ P(r) dr f(r)-
] + Q(r)[ d f(r I dr 
[ 
d d 2 f(r)/dr 2 ] 
· P(r) dr f(r)- df(r)/dr 
P(r) = p[f(r)l Q(r) = q[f(r)] 
1 
d 2 f(r)/dr 2 
df(r)/dr 
l
z [dg(r)/drl 
+ g( r J • 
então, tomando-se A(r l = O 
equação de Schrõdinger 
B(r) = K2- V(r); d dk V(r) = O obtemos a 
I 1.5) d 
2 
2 
- ~Ir) + K ~(r) = V(r)~(r) 
dr 2 
Pat-a o caso particular da equação hipergeométrica tomamos 
P(r) = c-(a+b-t )f(r) 
f{l'l{l r(rll Q(r) = 
ab 
f(r)(l-f(r)) 
e dai, temos: 
I 1. 61 B(r) = ~g 'ç' -\-'1 r-"-) g(r) 
ab z 
<'fT( r;o,-i)[:'il'::cfT( r"J I I f' I r) I + 
+ g'(r) [ c-(a+b+l)f(r) f'(r) 
glrl f(r)[l-f(r)l 
f" Ir) 
f' I r) 
onde a (') denota a diferenciação. 
Por outro lado temos a condição A(r) = O logo com 
P(r)=c- (a+b+llf(r) f(r)ll firil 
obtemos a seguinte equação diferencial 
g(;) g'(r) + c-(a+b+Ilf(r) firlll flril f' (r) 
f" (r) 
f' Ir) 
Integrando esta equação diferencial obtemos 
ou, ainda 
(1.7) g'Ir) = [f'(~) f-0(r)[l- f(r)l o-•-b-l] 
2 
l 
= o . 
onde M é uma constante. 
Introduzindo g(r) em B{r) e usando a condição B{rl = K 2 - V{r) 
obtemos uma equação diferencial de terceira ordem, não linear, para f, 
ou seja: 
(1. 8) 1 f''' 2 f' 
2 2c - c 
Zf 2 
+ 
a+b+l-c 
( 1 - fl 2 
(a + b 
2[ 1 
onde f = f{r). 
2 
+1 - c) 
- fi' 
~2::oa::cb ---T.("ia'--::+-7-b ,-+'--'1_-::.c )c] f' 2 
- f[l-f] 
2 
= K - V(r) 
Já que a solução geral desta equação diferencial é intratável, 
devemos encontrar soluções particulares, isto é, funções particulares 
f(r), g(r) as quais levam à forma da equação de Schrõdinger {1.5). 
Como um exemplo consideremos a seguinte escolha 
[f' 12 
f(! f( 
2 
= 4cx ::::: 
onde ab é um parâmetro real arbitrário. Logo integrando obtemos 
2 f(r) = sen [o::r+(3] 
onde (3 é uma constante de integração. E por (1.7) obtemos para g(r) 
assim 
2 2cx l-2c -1-2(a+b-c)[ "] g (r) = M sen [cxr+/31 cos o::r+1_, 
g' (r) 
g(r) = cx((a+b-c+uz) tan[o::r+/3] - (c-uz) cot[ar+f3] 
e de (1.4 l temos 
3 
B(r) = K2 - V(r) 
logo substituido (1.6) e usando (1.8} nesta expressão obtemos 
Vir) g" (r) = "'gc-;( "'"'r ).-' 
portanto, temos para o potencial 
z[g'(r)l2 grrr 
Vir) 
2 
l/4 -(a+b-c) 
2 
cos (etr+(3] 
(c-112) (c-3/2) 
2 
sen (o:r+(3] 
Agora, para obter potenciais independentes 
escolhemos et e a+b Independentes de K, logo 
7 + 
= 7 -
então (1.3) se reduz a 
2 
•"Ir) +[ K - V(r)] •ir) = O 
com K 2 = ;/ - 4o:';l'2 e substituindo a e b em V(r) obtemos 
1/4 - (n-cl 2 
2 
c os (o:r+(3 1 
(c-I /2 )(c-2/3) 
sen
2(o:r+(3] 
da 
l . 
velocidade, 
com O :!i r < oo , a qual é uma equação com potencial de POschl-Teller de 
primeiro tipo. 
Na última equação podemos introduzir as seguintes mudanças 
4 
e obtemos 
"'"(p) + 
,(r) = sen 112 !ar+~l W(p) 
r= 2tan- 1!exp(p)J 
a
'[ 
I 1/4 - IZr - cl 2 1 
senh 2 [p] 
- (c - 11 Wlpl = O 
a qual é uma equação de SchrOdinger com potencial de POschl-Tel!er de 
segundo tipo. As equações acima com ambos potenciais, primeiro e 
segundo tipos, serão resolvidas no capitulo III, pelo método de 
fatoração. 
Agora, para passar ao caso da equação hipergeométrica confluente, 
a partir da equação (1.8), tomamos f(r) ~ Ef(cr), b ~ 1/c e obtemos um 
potencial geral quando e ~ O da seguinte forma: 
1. 10) 1 f"' 3 2 ~ -4 
-.! [f']2 = 
4 
onde f= f( r) 
Este potencial é 
z K - V(r) = B(r) 
c [f'l 2 
2- a l-r--
igual ao potencial obtido fazendo uma 
transformação funcional na equação hipergeométrica confluente da mesma 
forma que fizemos para a equação hipergeométrica. 
Como exemplo consideremos a escolha 
f(r) = r f'(r) = f"(r) = f'"(r) = O 
logo obtemos 
B(r) = ~2 [ ~ - f ] -~ 
5 
assim 
~"[r) + [- i + ( ~ - a ) ~ c 2- 2c l ( ) ~[r) = O 
4r2 
Esta é a equação de Whittaker, cuja solução é 
(c-ll/Z ~(r) = exp[r/2] r F(a; c; r). 
onde F(a;c;r) é solução da equação hipergeométrica confluente. 
Agora podemos escolher f(r) = exp[o:r] logo temos que 
f'{r) = a expiar] ; f"(r) = a?expiarl ; f"'(r) = o:3exp[o:rl 
portanto sustituindo em (1.10) obtemos, com o: = 1 
B[r) 
2 
=-i+ ( ~- ~ ) + (~-a )explrl 1 - 4 exp[zr] 
Seja, agora, s+l/Z = C/2 - a e m = (cn - 1/2), obtemos 
Blrl 2 = -m + (s + 112) exp[r] - l/4 exp[zrl 
logo 
~"(r) + (-1/4 exp[2r] + (s + 112) exp[r] - m2 )~(r) = O 
esta é a equação com potencial Morse, onde J =O da equação sugerida 
por Morse (Zol. 
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CAPITULO 11 
TtCNICAS DE TEORIA DE GRUPO 
Neste capitulo discutiremos os tratamentos algébricos e 
representações de álgebra de L! e para obter o espectro 
mecânico-quântico de alguns potenciais solúveis para os quais a 
equação diferencial de Schrõdinger possa ser resolvida analiticamente. 
No apêndice A, definimos o conceito de álgebra de Lie e as álgebras de 
Ue envolvidas no presente capitulo. 
Passamos agora a discutir o problema geral de construção sobre 
realizações de uma dada álgebra de Lie e subsequentemente mostramos 
como a obtenção de representações, pode ser usada para conjuntos sobre 
formalismos algébricos que permitem a solução completa de um problema 
de mecânica quântica. Nós damos aqui uma formulação matemática do que 
entendemos pelas técnicas que permitem desenvolver um tal programa. A 
saber, as técnicas são: Álgebra Simétrica (AS), Álgebra de Geração 
Espectral (AGE) e Álgebra Dinâmica (AD). 
Por AS, usualmente se entende uma álgebra !f. associada a um grupo 
invariante do sistema quãntico considerado. Nós só estudaremos um 
sistema tendo uma A.S. de tipo maximal, isto é, quando existe uma 
correspondência um a um entre os nlveis de energia do sistema e um 
conjunto de representações irredutlveis de :e (ver apêndice A). Nosso 
propósito é encontrar a conexão entre o Hamiltoniano, H, e os 
operadores de Casimir, C, da A.S., já que as Representações 
Irredutiveis (R.l) de X são completamente determinadas fornecendo-se o 
valor de um número suficiente de operadores de Casimir da álgebra 1 18 1, 
então 
(2.1) H = f( C I 
I 
Por AGE, para um sistema, entendemos uma álgebra tal que seus 
geradores possam ser usados para substituir as variáveis canônicas na 
equação de Schrõdinger de tal forma que o espectro de energia é então 
7 
conectado ao espectro de geradores simultaneamente diagonalizáveis da 
álgebra. 
Dada uma representação R de uma álgebra de Lie !l em termos de um 
conjunto irredutível de operadores, consideramos uma combinação linear, 
com coeficentes reais dos geradores J da 
l 
álgebra e formalmente 
encontramos uma expressão contendo o Hamiltoniano, como segue 
(2.2) G( H - E ) a J - d 
l l 
onde G é um operador não singular arbitrário. Os coeficentes a e d 
l 
assim como os geradores J podem, em geral, depender da energia. Uma 
l 
vez que a representação dos geradores J1 é dada, da equação (2.2), 
determinamos, em geral, uma familia de Hamiltonianos tendo :t. como AGE e 
as mesmas restrições flsicas, tal como hermiticidade ou propriedades 
simétricas particulares serão impostas a H. É possível determinar o 
espectro discreto por meio de uma transformação de similaridade , para 
mudar o lado direito da equação (2.2) em uma combinação linear de 
geradores compactos ( operadores com espectro díscreto ) comutativos. 
De fato, se este é o caso temos 
(2.3) TG ( H - E ) T-1 = 
co 
são geradores compactos e onde os J 
l 
diagonalizados. Logo, por hipótese, 
representação induzida pelos J 's 
l 
'\ b JCD - d 
L ' ' 
assim podem ser simultaneamente 
se o conjunto irredutível da 
é conhecida, conhecemos, em 
co 
os autovalores J (r) dos operadores J , assim o 
l l 
particular, espectro 
discreto de H é determinado, de acordo com a equção (2.3), por 
(2.4) I b (E) J (r) - d(E) = O 
L ' ' 
Ainda mais, podemos ver de um ponto de vista mais geral a AGE, 
fazendo uma analogia entre a equação (2.2) e o novo formalismo. Isto é, 
esct·evendo 
8 
(2.5) C ~ (y)~ = G(H - El~ (y)~ 
m m 
onde C é o operador de Casimir da álgebra :f., I{J (y) é uma função que 
m 
depende só da parte angular, G é um operador arbitrário não singular e 
a função !j1 depende só da variável fisicamente relevante para o sistema 
cujo hamiltoniano é H, aqui o hamiltoniano H não depende da variável y. 
Podemos definir a AO como a menor álgebra contendo a A. S. e 
A.G.E., isto é, uma vez conhecida a A.S. e a A.G.E. é considerado todo 
o conjunto de operadores os quais representam estas duas álgebras então 
as fechamos em uma única álgebra. 
Discutiremos agora um exemplo usando o enfoque da AS, o oscilador 
harmônico em três dimensões, o qual tem como A.S. a álgebra su(3) e ela 
é de tipo maximal. Nós usaremos os operadores de criação e aniquilação 
para esquematizar as representações. O problema é o seguinte: 
a) Esquematizar uma representação da álgebra su(3) emtermos de pares de 
operadores de criação e aniquilação. 
b) Identificar estes operadores como funções de observáveisfísicos. 
c) Resolver a equação de autovalores para os correspondentes operadores 
de Casimir. 
d) Expressar o Hamiltoniano do sistema como uma função destes 
operadores. 
O Hamiltoniano do oscilador harmônico em três dimensões, com massa 
(2.6) 
onde {3 é 
operadores, 
H= 1 2~ 
constante. Da representação de su(3) obtém-sedefinindo os 
9 
(2.7) 
onde 
(2.8) 
onde b 
i 
I 
- - R 8 3 i) E = R lj I j 
3 
R =L R 
i i 
= b a 
i J 
J 
+- 8 2 ij 
e 
sn.o os operadores 
(i ,J 1,2,3 ) 
de criação 
respectivamente, e eles satisfazem a relações de comutação 
[a ,b I = 8 
I J IJ 
Pode-se verificar então a relação de comutação 
da álgebra su(3). 
e aniquilação, 
Agora para estudar o operador de Casimir desta representação 
definimos as bases standard F (a "' t, .. ,s) 
• 
F,= ( E + E )12 F= ( E -E )12 i2 21 2 l z 21 
F=( E -E )/2 . F= 
3 11 22 ' 4 ( E +E )12 13 31 
(2.9) 
F= ( E - E )/2i ·F= ( E +E )12 5 13 31 • 6 23 32 
F= (E -E )/Zi ·F =-(3) 112E 
7 23 32 ' s --2- 33 
estes operadores satisfazem a relação de comutação 
[F f F 
abc c • 
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onde as constantes f são totalmente antisimétricas<31. 
•bo 
Os operadores de Casimir para a álgebra são 
e c2 - L d abc F F 
' b a,b,c 
com d completamente simétricos {3 J. 
•bo 
Logo, podemos obter os operadores de Casimir, usando (2.7), (2.8) 
e (2. 9), 
Agora escolhendo os operadores b
1 
posição e momento, como 
obtemos 
b a 
l I 
C=N(N+3)/3 
I 
onde N é o operador numérico, dado por 
em termos das variáveis 
• 
= a 
I 
e, por outro lado, os autovalores de N são os inteiros não negativos, 
logo o espectro de C é dado pelos autovalores 
I 
(2.10) C
1
(n) = n ( n + 3 )/3 ( n 0,1. .. ) 
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e da mesma forma obtém-se para C
2 
C = N I N + 3 )( 2N + 3 )/18 
2 
C
2
(n) = n ( n + 3 )( 2n + 3)/18 (n o,!. .. ) 
Falta ainda expressar o Hamiltoniano como 
destesoperadores, para tanto escrevemos 
logo 
e de (2.6), obtemos 
pot·tanto 
(2.11) H
2 
= [ 2~ r ( 12C, + 9 ) . 
uma função 
2 E, como H rp obtemos a partir de (2.10) e (2.11) o 
" 
espectro de energia para o sistema mecânico qutlntico considerado, ou 
seja 
E
0 
(3 ( n + 3/2 )lf.l 
Da mesma forma pode-se tratar o prOblema do átomo de hidrogênio, 
mas acontece que a representação expllcita da A.S. para obter (2.1), 
12 
não pode ser construida de modo fácil, através de representações 
( 1 1 ) 
equivalentes da álgebra abstrata , Então os geradores L' s da A.S. 
serão conectados com os operadores L's de outra representação da 
álgebr·a por uma transformação unitária U que não pertence ao grupo, 
logo os operadores de Casimir das duas representações não terão a mesma 
e:q)['essão e em lugc:w da equação (Z.l) teremos uma r·r.daç5.o da forma 
onde "' C's são os operadores de Caslmír da representação principal I 
Agora passamos a aplicar a AGE como técnica para resolver 
problemas concretos de mecânica quântica. 
Começamos considerando a representação da álgebra de Lie so(Z,l) 
J0 = ( S + T )/4 
12.12 I J 1 = ( S - T )/4 
J = -i R /2 
2 
onde s z -1 T b' R ab I [a,b] l = a + pT = = + 2 = 
IJ,J I =IJ 
O I Z 
[J,J]=iJ 
z o 1 
[J,J]=iJ 
Z I O 
e o operador de Casimir definido por 
é igual a c = -3/16 - p/4 
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Dada então, a representação em termos dos operadores criação 
e aniquilação a, b expressamos estes operadores em termos da posição 
relativa e operadores momenta de duas partículas sem spin. 
Supomos que b é uma função só do módulo q do vetor posição, em 
três dimensões 
b = ig(q) 
tal que g(q) é invertivel. Então podemos tomar 
a= f(q) q p + j(q) 
onde 
assim calculando os comutadores 
[f(qlq, p l ' ig(q)] 
d 
= f(q)q2h dq g(q) 
2 
[f(q)q3p3 ' ig(qiJ = f(q)q h dd g(q) 
3 q 
3 
e usando o fato que [a, b] = 1 obtemos 
logo 
[a,b) = f(q)h q g'(q) = 
-1 f(q) = [q g'(ql) 
onde h ;;::; 1 e j(q) é uma função a ser determinada convenientemente, e a 
(') indica a primeira derivada em relação a q. 
Também obtém-se expressões p::u·a S,T e R como segue! 
S = a 2 + pT-1 = ( f(q) q.p + j(q) ) 2 - p/g(q) 
= r qg'(q) r2r q.p l2 + zr qg'(q) Jq.pj(q) 
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e usando a identidade 
obtemos 
s" (g'(qlr' p'. 1 1/qg'lqll( 2/qg'(q). g"lql/(g'lqlJ'q.p 
- L 21( qg'(q) ) 2 - ij'(q)/g'(q) + ( j(q))- p/g 21ql 
R" (ig(q)/qg'(ql)q.p + ig(q)j(q) + 1/2 
2 To-g(q) 
Escolhendo, agora, j{q) tal que o termo q.p de S desapareça, temos 
j (q) "-i1212{qg'(q) + g"(q)/(g'(q)) 211 
e da[ obtemos 
s" (g'(qJr' p'- (qg'(qJr' L'- 1/2 g"'(qJ(g'(q)r3 • 
• 3/4 (g"(qlJ' (g'(qlr'- p(glq)r' 
R" (ig(q)/qg' (ql)q.p + g(q)/2(12/qg (q)l + g'' (q)/Jg'(qll 2) + 
+ 1/2 
z T " -g I ql 
estas equações conduzem à representação geral da álgebra so{2, 1) 
por meio das equações {2.12). 
2 Introduzindo a função h(q) = g (q)/4 e usando as equações acima, 
com (2.12)e colocando i\ = -p/16 obtemos 
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(2.13) Jo o 
I 
1 h 2 1 h"' h 3 [h"l2 h [ À - 3 l 1 p ± h = 4 h'z 8 + 16 [h'] 4 h h'' 16 
onde h "'=' h(q) e J
2 
se obtêm usando a relação J
2 
Agora já temos a representação geral de so(2,1), logo podemos 
escrever, de aCOi'dO com a equação (2.2) 
(2.14) 2a(J0 + J ) - 2~(1 - J ) + o I O I 
e, usando (2.13) e escolhendo G{q) 
coeficentes iguais dos termos em 
(2.14),obtemos 
= 
2 p, 
2 
E_ 
2m + V(q) - E l 
2mo: h(q)/!h'(q)J 2 
em ambos os 
(2.15) h' " Zh' 3[h"]' [ 2 3 ][h']' - 4 h' - 4À (L ,E) -16 h + 
o ih' I 2 
+ = Zm[E- V(q)] a -h-
para 
lados 
ter 
de 
desta equação podemos achar o potencial V(q) escolhendo uma função 
h(q) particular. O problema chave então, consiste em isolar o lado 
esquerdo de (2.15) em termos que não dependam de q e possa assim ser 
identificado com o termo 2mE do lado direito. 
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Escolhamos, por exemplo, h(q) z = q ma E --2-
e + mr 8 a arbitrária a,(3 < O 
a qual nos conduz à 
z z V(q) = w q + ' z q 
que é um potencial tipo oscilador harmônico com barreira. 
Escolhamos agora, h(q) = exp[-a(q-q0)] 
ma O 
2a 2 
>.(E) = mE ---; 
128a 2 
o = 4mbDo::. 
;} 
a arbitrário: a > O 
onde a, b, D são constantes arbitrárias, com a condição L 2 = O obtemos 
V(q) = O ( exp[-2a(q - q 11 - 2b exp[-a(q - q 11 ). 
o o 
o qual é um potencial de Morse, igual ao potencial obtido em (1.10) 
com com a = 1; q - q
0 
= r; D = -114; b = 2s + 1 
Passemos agora a discutir o tratamento geral, usando a fórmula 
(2.5). Começamos então por considerar uma representação geral da 
álgebra so(2,1), introduzindo os três operadores 
(2.16) { 
que satisfazem às relações 
[J 
3 
17 
ZJ 
3 
e o operador de Casimir é dado por: 
{2.171 
[J+, - I Da relação J = 2J obtemos as seguintes equações 
3 
diferenciais 
A A' - A A' + A B + B A = o 
- + + - - + + 
{2.18) A+ B' - A 8' - 28 8 = 2 
-
- + + -
A C' - A C' + B C + n c = o 
- + + - + - - + 
onde (') denota a diferenciação em relação a r. 
A partir destas últimas equações, podemos obter soluções 
escolhendo A_ (r) "" -A+ (r) logo obtemos que B }r) = B (r) e agora 
substituindo estas igualdades na segunda equação de (2.18) obtemos 
{2.19) 
e substituindo na terceira equação de (2.18) resulta 
onde q é uma costante arbitrária, ou 
{2.20) 
portanto (2.16) fica 
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(2.21) 
J = 
3 
+ 
.a 
-1-
ay 
r= exp[±iy[ 
iB(r) ~y + 
onde B(r) = B+(r). 
Comparando com o operador de Casimir (2.17) obtemos 
(2.221 C = -[ I + 82]2 
B' 
a• 
+ 
ar 2 B' [
(I + 821 B"- 20 - s] a 
(B'Iz ar-
2 a 
- (I BZ)!l_ 2iqB[I 82]1/2 2 2 2 + - + ay + (l + B )q - D -
a/ 
I + a• D' + BD. 
B' 
Por outro lado o hamlltonlano é 
H 
az 
+ 21-!(E - V) - !(I + 1 I =-
ar
2 2 
r 
logo para escrever a relação (2.5) o termo contendo 8/Br tem que 
desaparecer e devemos ter 
(2.231 O(r) =H 1 + 8 2 
(B' I 2 
B" - B l 
Introduzindo agora, uma nova função f(r) da forma: 
(2.24) B(rl = il+f(r) 
2 [f(rll!IZ 
e substituindo (2.24) e (2.23) em (2.22) obtém-se 
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(2.25) C = f I I - fl
2 
{ 8
2 
(f' 12 ar 2 
+}_~'-~[.!:..:.']2-1 (f')2 + 
2 r· 4 r· 2 11 - n' 
2 
- q + 2iq~y + ~ ]~ + [ 
2 r' 
. a 1 ] c r· 12 } 1qay-2 f[l+fl 
e desta equação segue que 
(2.26) [C- u(u + I I I exp[imy] ~(ri = 
+ ._!.~'-~[ ~']\ ..!:_[ ..!:_- (m 
2 f' 4 f' 4 2 
J 
(f'J' 
+ u( u + l) f ( 1 - f l -[à+u(u+ J (f' ) 2 1 ) I I - fl 2 
+ 
[ ~ + qm + 
}exp[ irny] 1/J(r) 
Impondo agora que 
(2.27) 
obtemos 
(2.28) 
[C - u(u f[l-f)
2 {a' + 1)] exp[imyl 1/J(r) = - + 
(f' ) 2 8r2 
1(1+1)} + 2J1(E- V)- r 2 exp{imy] 1/J(r) 
l_f"' __ 3[_f"]2+_1[_1_ ][f']2 [I 
- (m + ql' f - -2 + 
2 f' 4 f' 4 2 
+ qm + u(u + o] I f' I 2 r I 1 f I 
I I I + I l 
= 2M (E - V) - =-';-''-'-
2 
r 
I f' l 2 
11- rJ 2 
A equação (2.28) coincide identicamente com a equação (1.8) com: 
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2 2 l/2 - (m .., q) "" 2c - c 
112 + qm + u (u +ll = Zab - (a+b + 1 - c )c 
112 + u(u +I)= l/2[(a+ b + 1- c) 2-(a + b + 1 -c)] 
E agm'a, novamente como fizemos no primeiro capitulo, por um 
PI'Ocesso de limite obtemos a equação de Schrõdinger com um potencial 
independente da velocidade na forma mais geral, relativo às funções 
hipergeométricas confluentes, portanto a nova representação (2.26) da 
álgebra so(2,1) é a mais geral, isto é, jó. não precisamos da 
representação (2.12) para obter potenciais de tal forma que a equação 
de Shrõdinger tenha solução em função das funções hipergeométricas 
confluentes. 
Os resultados então, para o problema de construir potenciais 
independentes da velocidade, a partir do ponto de vista da teoria das 
equações diferenciais, tratado no capítulo I, para os quais a equação 
de Schrüdinger possa ser reduzida às equações hipergeométricas ou 
hipergeométricas confluentes, são idênticos aos resultados obtidos com 
as técnicas de teoria de grupo. 
21 
CAPITULO III 
O MÉTODO DE FATORAÇÃO 
O método clássico para solucionar um problema de autovalores 
consiste em encontrar a solução geral da equação clifercnc!al e então 
determinar os possíveis valores do para.metro i\ tal que satisfaçam as 
condições de fronteira e da[ obter as autofunções. 
Neste capitulo discutiremos o método N (10) de fatoraçao o qual nos 
capacita responder, de um modo direto, questões sobre problemas de 
autovalores. Tal método considera um par de equações diferenciais de 
primeira ordem no lugar de uma equação diferencial de segunda ordem com 
as condições de contorno. 
I 3.11 
A equação a ser resolvida, na forma standard, é dada por 
d2 
y(x) + dx,m)y(x) + i\y(x) = O 
dx2 
onde r(x,ml é uma função que caracteriza um particular problema. 
Suporemos m como sendo um inteiro não negativo que emerge do processo 
de separação de variáveis onde seus valores são restritos pelas 
condições de contorno. 
O método de fatoração trata a equação diferencial de primera ordem 
diretamente ou substitui a equação diferencial de segunda ordem por um 
par de equações de primera ordem, com a seguinte forma 
[ k(x,m+ll - ~x l >12 m•l Um+ll Y 1 
[ k(x,m) + ~x ] Y7 [ ]
112 
m-1 
• À-Lim) Y
1 
onde k(x,ml e Uml estão associados a um dado r(x,m) e a função 
y(x) normalizada, no sentido de J I y7 12 = l. 
Existem somente seis tipos de - (lO) fatoraçao os quais não são 
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independentes. Uma vez encontrada a fatoração correta, os autovalores e 
as correspodentes autofunções podem ser obtidos quase que imediatamente. 
Nosso procedimento será transformar a equação diferencial 
considerada na forma padrão, equação (3.1), onde m = m
0 
+1, m
0 
+z, ... 
tomando m = O. Tal transformação é posslvel se, na forma original 
o 
d [ dP l d~ pd~ + qP + 1\pP = O 
as funções p, p são não negativas e p/p existe em quase todas partes. A 
transformação que conecta estas equações é 
Dizemos que a equação (3.1) pode ser fatorada se esta pode ser 
sustituida por cada uma das seguintes equações 
(3.Zal 
(3.Zb) 
onde ~Ifl = k(x,m) ± (d/dx) 
Notemos que (3.2a) pode ser obtida de (3.2b) comutando o operador H 
e trocando m por m+t exceto na função y(x,/\,m). 
A idéia fundamental do método de fatoração pode agora ser 
estabelecida através dos cinco teoremas seguintes, apresentados sem 
prova'101 
TEOREMA I ' 
Se y(/\,m) é uma solução de nossa equação diferencial (3.1) e se ela 
for fatorável então 
(3.3al 
(3. 3b) 
y(/\,m+I) = -Hm+ly(/\,m) 
' m ) 
_y(i\,m-1) = H y(ll,m 
são também soluções correspondentes ao mesmo i\ mas para os diferentes 
m's sugeridos pela própria notação. 
Se nós temos uma solução, podemos, pelo teorema I, usar o operador 
H para encontrar outras soluções, e continuando o processo, obtemos uma 
escada de soluções pertencentes a um i\ fixo. Agora podemos, então, 
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interpretar as equações (3.2) como: Indo um passo acima da escada e 
outro passo abaixo ( ou vice versa ) chegamos à solução com a qual 
começamos, mas multiplicada por i\ - Um+l) ( ou i\ - L(m) ). Passando 
através de (3.3) podemos alcançar uma solução que é identicamente nula. 
TEOREMA 11: 
Se cp e f são funções de quadrado integrável de IR em IR tal que, rpf 
são nulas nos extremos do intervalo (a,b) e os lntegrandos abaixo 
são continuas no intervalo, então 
fb • m )dx = ( H ~ )f dx 
• 
Este teorema afirma que os operadores -H, +H são mutuamente 
adjuntos, isto é, em termos de produto interno 
TEOREMA m, 
Se y(i\,m) é quadraticamente integrável sobre todo x e L(m) é uma 
- m+l função crescente de m ( m > O ), então o operador H produz uma 
função, a qual é também de quadrado integrável, e nula nos pontos 
extremos. Se L(m) é uma função decrescente de m m > O), então o 
operador 
extremos. 
• m H produz uma função de quadrado integrável e nula nos pontos 
Passemos agora a discutir a existência de soluções a partir das 
condições sobre i\. Divideremos nosso problema em duas classes: 
CLASSE 1: 
Será caracterizada pelo fato de L(m) ser uma função crescente de m. 
Veremos que esta situação usualmente conduz a uma escada finita de 
soluções pertencentes a m=O,t, ... ,l para cada conjunto discreto de 
valores i\1(t=O,l,z ... ). 
CLASSE u, 
As soluções aparecerão quando L(m) for uma função decrescente de m. 
Usualmente obtemos uma infinidade de soluções pertencentes a 
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m=l,h1,1+2, ... para cada valor \Íl=0,1,2, ... ) de À. 
Em cada classe ao final, y(Ã ,J}, da escada pode ser obtida por uma 
I 
quadratura simples e as outras soluções por meio da equação (3.3). 
Nestes casos onde i\ é não discreto, utilizamos a fórmula de recorrência, 
equação (3.3), mas não temos correspondência do inlcio da escada de 
funções y(\,1)· Ê também possfvel que L(m) seja uma constante, e neste 
caso temos de novo só a fórmula de recorrência. A equação de Bessel nos 
leva a um exemplo importante desta possibilidade001. 
Os seguintes teoremas determinam \ como uma função de 1. 
TEOREMA IV' 
Quando L(m) é uma função estritamente crescente do inteiro m para 
O < m ~ M e À ~ o maior de L(M), L(M+ll, então uma condição necessária 
para a existência da solução quadratlcamente lntegrável é que À = 
L(t+l), onde 1 é um inteiro e 
L(M) = ~ 
m=o,t,z, ... ,t e usualmente M = o:o e 
Se Uml é uma função estritamente decrescente do inteiro m, para 
O~m~M e lo.~L(O) então uma condição necessária para a existência da 
solução quadraticamente integrável é 
inteiro e m = 1, 1 + 1, 1 + 2, .. 
TEOREMA V: 
que!. = À= U1l onde 1 é um 
I 
O operador H definido abaixo preserva a normalização das 
autofunções quando estas funções são normalizáveis. 
O teorema III garante que podemos combinar as funções, para ter 
nosso operador preservando não só a integrabilidade quadrática, mas 
também a normalização das autofunções. 
Escrevemos, a partir da equação (3.2) 
+Hm+l - Hm+l ym 
= 
ym 
I I I I 
-Hm +Hm ym = ym 
I I I I 
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e em vez da equação (3.3) escrevemos 
(3. 4a) 
(3. 4b) 
L(t+l )-L(m) ( ) -1(2 classe I 
I L() L( )\ -1/2 + Hm \ 1- m 1 - classe 11 
e onde a dependência das soluções sobre 1 é sugerid.a pela nova notação. 
Portanto se 
teorema V. 
Y1 é normalizável, as outras 
I 
também o serão pelo 
Passemos agora a discutir as soluções de (3.3). Para tanto, 
escrevemos os autovalores e autofunções de uma equação uma vez que esta 
equação possue fatoração, isto é, uma vez que k(x,m) e Um) 
correspondentes a um dado r(x,m) são conhecidos. 
Consideremos o problema de classe I. Aqui Um) é uma função 
crescente de m e estamos interessados só no caso em que À :S o maior de 
L(M), L(M+l). 
Os autovalores, a partir do teorema IV sã.o 
ffi:O,l,Z, ••• ,J 
ainda mais, da demostração ( 1 O.l do teorema IV temos que 
( k(x,l+l) - ~x ) Y: = O 
é condição necessária para a existência de autofunções normalizáveis. 
Então temos que 
(3,5) Y: = C exp ( j' k(X,I+l) dx ) 
onde C é uma constante a ser determinada, se possível, pela condição 
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b 
J(Y:) 2 dx=l 
• 
As outras soluções normalizadas são, então, dadas por 
(3.6) 
A figura seguinte representa graficamente a situação usual. 
' 
2 
Cada ponto da figura representa uma solução de classe I. As 
soluções conhecidas são obtidas a partir de (3.5), as outras de (3.6). 
As soluções de nossa equação (3.1) dependem de dois parâmetros I,m. 
A cada par de valores (J,m) correspondem duas soluções. Se uma solução é 
bem comportada, esta é representada por um ponto na figura. Só para I ~ 
m pode-se satisfazer a condição de fronteira já que só então L{J+l) -
L(m+l) ~ O. As soluções ao longo da linha m "" 1 são dadas imediatamente 
por uma quadratura simples de (3.5). Depois cada uma destas soluções é 
levada por uma escada a outras soluções pertencentes ao mesmo 1\ =Ut+ll. 
Elas são obtidas através de (3.6).Da mesma forma trata-se o problema de 
classe li Uol 
Discutiremos agora as técnicas de fatoração. Voltamos então ao 
problema de encontrar uma fatoração. Para tanto precisamos conhecer 
k(x,m) e L(m) correspondentes a um dado r(x,m}. Temos seis possiveis 
tipos de fatoração, logo, quando estes seis possiveis tipos são 
exibidos, o problema de fatoração é reduzido a identificação de r(x,m) 
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dado como um caso especial de uma destes tipos gerais. 
De {3.2) temos 
~Hm~l -Hm~1y{Ã,m) = ( k(x, m+l) + ~x) ( k ( x,rn+l) - ~x ) y{Ã,m) 
= ?.y(?.,m) -L(m+l)y(?.,m) 
e comparando com a equação {3.1) temos 
kz(x,m+l) y(Ã,m) + [ ~x K(x,m+ 1)] y(Ã,m) + Um+ll = 
dz 
=- y{Ã,m) + Ãy(À,m) = - r(x,m) 
dx2 
logo temos 
d 
+ dx k(x,m+l) + L(m+l) = -r(x,m) 
(3.7) [ z d k (x,m)- dx k(x,m) + L(m) = -r(x,m) 
Subtraindo as equações acima obtemos 
z (3.8) k (x,m+l) z d - k (x m) +-
' dx 
d k(x,m+ll + dx k(x,m) = Um) - L(m+ll 
esta é uma condição necessária a ser satisfeita por k(x,m) e Um). Ela é 
também suficiente já que qualquer k(x,ml e Um) satifazendo esta equação 
leva, através da equação(3. 7) a uma função r(x,m) e logo a uma equação 
a qual tem fatoração conhecida. 
Agora as funções k(x,m) e L(m) que satisfazem (3.8) podem ser do 
z tipo k{x,m) = f(m) e Um) = -f {m) com f uma função qualquer de m, 
então de (3. 7) temos r(x,m) "' O e logo {3.1) fica 
dz 
- y(?.,m) + ;>, y(?.,m) = O 
dx2 
1/Z 1/Z 
cuja solução são combinações lineares de senl\ x e cos.\ x. 
Uma outra maneira é começar com uma solução teste do tipo 
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(3.9) K(x,m) = k0 + m k1 
com k0, k 1 funções só de x. Substituindo em (3.8) obtemos 
(3.10) ( lm+l) lk2 +k') > 2lm+lllk k +k'))- ( m2 lk2+k') + 11 010 11 
onde a linha (') significa diferenciação. 
Logo de (3.10) a solução mais geral para L(m) é 
Um) =- m2 (k2 + k') - 2m(k k + k') +i 
1 1 o 1 o 
-onde 1 é uma função de m .e x de período 1 em m. Mas nós estamos 
interessadossó nos valores de Um) para valores inteiros de m assim 
podemos tomar i = f(x) com f(x) uma função arbitrária de x. Logo, como 
L(m) é só função de m podemos tomar, sem perda de generalidade, f(xJ = O 
e 
(3.lla) 
(3.llb) 
com a, b,c constantes. 
Portanto 
(3.12) 
= ( -bca
2 
k' + k k 
o o 1 
[ 
2 2 
am 
L(m) = -2bm 
se a ':1:- O 
se a = O 
se 
se 
as soluções de {3.11) são: se a :;t O 
(A) 
IB) 
ou, se a 
(C) 
(D) 
=o 
k = a cot[a(x+p)] 
1 
k = ca cot[a(x+p)] + d/ sen[a(x+pll 
o 
k = la k = ica + d expl-iaxl 
1 o 
k
1 
= 1/x 
k =o 
I 
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k = bx/2 + d/x 
o 
k
0 
= bx/d 
a • O 
a = O 
onde d,p são constantes quaisquer. 
Os quatro resultados não são independentes B,C, e D podem ser 
considerados casos limites de A. Qualquer solução de A a D determina 
uma função k(x,m), Um) e r(x,m) através de (3.9), (3.12) e (3.7) 
respectivamente. Podemos, como segundo caso, supor agora k(x,ml = 
k +mk + m2k qual não leva nada (10) .Também podemos ter 
' 
o a novo 
o 1 2 
k(x,m) = k /m+ k +m k o qual leva as fatorações tipo (E) e (F), isto é 
-1 o 1 
(E) k = 1 a cot a(x+p) k = o k = q o -1 
(F) k = 1/x k = o k = q 1 o -1 
A partir de (3.7), {3.9), (3.12) e fatoração tipo 
primeiro tipo de fatoração geral, correspondente a 
{A) obtemos o 
(3.13) ( 2 2 ) r(x,m) =- a (m+cHm+c+l )+d +zad{m+c+uz)cos(a(x+p)J 
2 
sen (a(x+p) 1 
e a fatoração é dada por 
(3.14) 
[ 
k(x,ml 
Um) = 
= (m+c)a cot[a(x+p)] + d/sen[a(x+p)] 
2 2 
a (m+c) 
Da expressão para (3.13) obtém-se, substituindo as soluções de tipo 
- 2 2 (A) em (3. 9) e em L(m) colocando 1 = a c em vez de zero. 
Passemos agora a discutir o caso da função hipergeométrica. 
A equação diferencial satisfeita pela funçiio hipergeométrica 
F(a,b;c;z) é 
(3.15) ct' z(I-z)- F 
dz2 
d 
+ (c-{a+b+l)z) dz F - abF = O 
Nós fatoraremos esta equação de quatro diferentes modos os quais 
geram casos particulares da equação hipergeométrica 
A equação (3.15) pode ser colocada na forma standard por meio da 
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substituição 
e obtemos 
2 
z=senp 
F 
-c+l/2 -a-b+c-112 V 
=sen pcos p 
(c-3/Z){c-vz) V _ (a+b-c-112) (a+b-c+112l V + (a _ b)2 V = 0 
2 
sen p 2 cos p 
Se, agora, introduzimos o parâmetro m, fazendo c 
a+b+2n, obtemos 
c+n e a+b 
(n+c-3/Z)(n+c-1121 V_ (n+a+b-c-l!z){n+a+b-C+l/2) V + (a-b)ZV =O 
2 2 
sen p cos p 
e sendo p = o:(r-r ) 
o 
V(p) = ~(r) 
obtemos 
ct 2 qt _ o?(n+c-3/2)(n+c-uz) qt _ 
dx 2 sen 2 [o:(r-r )] 
o 
2 
o:: (n+a+b-c-uz)(n+a+b-c+uzl>.l< + 
2 
cos [a( r-r 
0
) 1 
Agora, identifiquemos este potencial com o potencial de 
. ( 1 o) POsch-Teller de prJmetro tipo obtendo 
(m+g)(m+g+t) = (n+c-312Hn+c-vzl 
(m-gHm-g+t) = (n+a+b-c-vz)(n+a+b-c+i/2) 
assim temos para g e m 
g = c - a/2 - b/2 - 1/2 m=n +a/2+b/2-1/2 
logo 
k(x,m) = (m+g)a cot{a(r-r ll - (m-g)a tan[a(r-r )] 
o o 
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2 2 Uml = 4a m 
e para as autofunções usando (3.5) obtemos 
[ ll/2 1 za: rlzt+J) J+t+g ' 1 = rrcc:o~c:oi~~=:-::g"l sen {a( r-r0 I I r(t+J;z+gl n t+3/Z 1-g+l cos [o:(r-r li 
=_I ( (t+z+m)(J-m) 
z~ 
com m + 3/Z > lgl 
) ~112 ( k(x,m)+ ~x ) 'l'm+l I 
e g , m são dados acima. 
o 
Em fOJ·ma similar obtém-se as outras três fatorações da equação 
h. ét . (lO) 1pergeom nca . 
A partir de (3.7), (3.9},(3.12)e fatoração tipo(B)obtemos o segundo 
tipo de fatoração geral. 
Escrevendo 
(3.161 
(3.171 
a em vez de -ia e somando 2 2 -a c a L(m) temos 
2 
r{x,m) = -d exp{zax) + zad(m+ c+uz ) exp(axl 
[ 
k(x,ml 
Llml = 
== d exp(ax) 
2 2 
-a (m+c) 
- m -c 
Passamos agora a discutir um exemplo deste tipo, ou seja, tipo 8, 
ou ainda, a função hipergeométrica confluente. 
A equação diferencial satisfeita pela função hipergeométrica 
confluente, F(a;c;z), é 
Introduzindo-se 
d2 
z- F+ 
dz2 
(c-z) ~ F - a F = O 
dz 
F(a,c;z) = -(c-t}/2 exp{-z/2) z W(zl obtemos 
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(3.18) 
d2 
-W 
dx2 
+ (-I + [s + ttzl + [114 - m2] ) W = o 
onde c-t-za s = 
2 
4 
que é a cqu.:J.çi1o de Whittakc1· . 
z 
m= 
C-1 
2 
2 
z 
Q:Sz(oo 
A substituição z=exp(x) W(z)=exp(x/z)U(x) conduz (3.18) à 
forma normal desejada 
d2 
- U + (-exp(zx)/4 + (s+l/z) exp(x) ) U- m 2U =O 
dx2 
com-oo<x<oo. 
Nós reconhecemos este problema como tipo (B) com a = 1 , c = O , 
d = l/2 e com m, ;\ substituldospor s ,-m2 respectivamente, assim 
k(x,s) = (exp{x))/2 - s 
2 Usl = -s 
L(s) é uma função decrescente de s, então pelo teorema IV m ::; 1 , 
logo consideremos m como o menor valor de s Agora, olhemos para as 
soluções quadraticamente integráveis 
m m+l m+l u . u , .... , u 
m m m 
estas soluções são, usando ( 3.5) 
um= r- 112 (zm) exp( mx- (exp(x))/2) m ) o 
m 
(3. l9) us = ( (s-m)(s+m) r' 12 ( (exp(x))/2- d ) us-1 s - dx 
"' 
us-1 ( )-112( 
= (s-m)(s+m) 
m 
onde a normalização é obtida de 
f( Us) 2 dX= m 
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m 
I exp(x I )/2 d ) u' - s +-dx m 
e escrevendo s = k - 112 z = exp(x) temos que 
Us(x) = z-112 W (z) 
m k,m 
logo (3.19) fica, em termos de W e z 
- 1 /2 m+l/2 \V (z) = r (2m) z exp(-Z/2) 
m+l/2,m 
- ( ) -1/2 ( z W (z) = (k-m-li2Hk+m-112) -
2 k ,m 
- k + 1 - d ) -z -d W (z) 
z k-l.m 
_ ( I) - 112 ( z d ) I I \Vk-l,m(z) = (k-m-1/2) (k+m-1/2 2 -k + Z dz Wk,m Z 
onde a normalização é 
f r 
o 
-2 w 
k,m 
I z2 ) dz = I 
logo esta normalização é diferente da normalização feita por Whittaker. 
Outros exemplos sobre os tipos de fatorações restantes C, D, E, e F são 
encontradas em 1 1 01que lista todas as possibilidades. 
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CAPITULO IV 
ÁLGEBRAS DE LIE PARA POTENCIAIS DE ESPALHAMENTO 
Neste capitulo estudaremos a forma assintótica e depois a matriz de 
espalhamento associada ao potencial em questão, que será, no que segue, 
do tipo de POsch-Teller(171 . Nossa discussão se baseia em técnicas de 
teoria de grupo, a saber, a técnica usada é AS, pois para cada 
representação obtemos só um potencial. (No apêndice B, discutimos a 
teoria formal 
aqui tem duas 
de espalhamento no contecto clássico). A técnica discutida 
• (19) 
ventagens mmto interessantes . 
a) Ambos estados, ligados e de espalhamento, pertencem ao mesmo grupo. 
b) A matriz de espalhamento ou matdz S pode ser determinada somente por 
manipulação algébrica, ou seja, não precisamos da forma espllcita das 
funções de onda do potencial em questão. 
(4.1) 
consideremos a álgebra de Lle so(2,1) gerada pelos operadoresUSl 
J = -l(z8/8y + y8/8z) 
X 
J = i(xB/Bz + z8/Bx) 
y 
J = -llx8/8y - y8/8x) 
z 
que satisfazem as relações de comutação 
IJ ,J I = -iJ 
X y Z 
[J ,J 1 = iJ 
Z X y 
[J ,J j = iJ 
Y 2 'X 
e com o operador de Casimir dado por 
(4.2) 
Introduzindo agora as coordenadas polar-hiperbolicas 
x = r cosh[p] cos['l)] ; y = r cosh{p] sen[tJ] ; z = r senh[p] 
e a 
1/2 1/2 transformação de slrnllarldade O = { cosh[p] } , obtemos 
representação equivalente com: 
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uma 
O operador de Casimir (4.2) toma a forma 
a2 z 
- sech (pJ 
apz 
a2 1 (- --) 
8<J2 4 
e J = -ia/81? onde O s 1? < 4rr. 
' Agora esquematizamos, as autofunções normalizadas I KM > de J2 e J 
' 
classificadas por seus autovalores 
[4.3) J' I Km > = K[K - I) I Km > J 
' 
Km>=miKm> 
As representações de so(2,1) podem ser divididas em duas séries, 
continua C e série discreta D como segue: 
I [ 
em C0 K > 11z,m= o ± I' ± 2' ••• 
[4.4a) c K K=z + K ' 
em co K > 1/(2)1 /2 m = ± 1/2, ± 3/2, ... 
K 
I 
K=z 
3 
• 1, 2 
[
em D: m = k, k+l, k+2, .... [4.4b) D • 2, ... 
em D 
k 
m = -k, -k-1, -k-2, ... 
• (18) 
O operador de Casimir tem assim um espectro nusto . Por outro 
lado as funções de onda (4.3) têm a forma 
[4.5) I Km > = ~k[p) exp!im~l 
m 
k 
onde ll (p) satisfaz a equação 
m 
ou ainda 
[4.6) [ :;z -sech2[p) ( m2 - 114 ) ] ~~(p) = ( K - 112 ) <[p) . 
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A equação (4.6) é uma equação de Schrôdinger com potencial de 
Põschl-Teller de segundo tipo. 
Observemos que (4.4b) juntamente com (4.6) descrevem corretamente o 
espectro de energia ligado do potencial Pôschl-Teller, já que para um m 
fixo temos 
E = (K - 1/2)2 
k 
K = 1/2, I, 3/2, ... JmJ. 
Mas nosso interesse é considerar a equação (4.6) para a série de 
representação C. Agora K = 1/2 + K, com m inteiro e m semi-inteiro em C0 
e d/2 respectivamente, logo a equação (4.6) se transforma na equação de 
espalhamento com potencial Pôschl-Teller de segundo tipo 
(4.7) [ 
82 
- sech2p ( m2 - 1/4 ) J 
ap' 
k ~ (p) 
m 
z k 
= K ~ (p). 
m 
Agora para se obter os coeficentes de transmissão e reflexão ou 
equivalentemente a matriz S, procedemos como segue: 
Usando (4.1) em coordenadas hiperbólicas, definimos os operadores 
de criação e aniquilação 
(4.8a) J+ = iJ J = i exp( I~ I [ - :p + tanh(p] (1/2 - ~:~) ] X y 
(4.8b) J = iJ + J = i exp[-1~] [ :p + tanh]pl (-1/2 + ~~~) ] 
X y 
assim 
(4.9} J±l Km > = ((1/2 ± m- iK){-112 + m- iKH1nl Km ± 1 > 
notando que no llm tanh[pJ = ± 1, definimos os operadores assintóticos: 
p ±!XI 
(4.10) = i exp(±i11} [ - ~p 
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+ .!. 
- 2 + i~'(j ] 
Agora escrevemos as funções bases assintóticas de so(2, 1) como 
segue: 
Por (4.5) temos 
~~-> = lim Km > = llm f.~.K(p) exp[imol 
m 
logo p -oo 
p -00 
(4.lla) = a exp[imO] exp[iKp) + c exp[imtl] exp[-iKp] 
m m 
da mesma forma 
(4.llb) Km > = & exp[imt?] exp[iKp] 
m 
Por outro lado de (4.10) e (4.11) temo 
(4.12) lim ( J+ I Km >) = 
P ±oo 
e usando ( 4. 9) obtemos 
(4.13al 
(4.13b) 
lim iJ+I Km >I= 
P •oo 
= l im ([(l/2 + m - IKH-1/2 - m - iK)]112 I Km + l >I 
P •m 
= [(1/2 + m - iK)(-1/2 - m - iK)]112 1 im J.LK (p) exp(i(m+l)tl] 
m>l p • 00 
"" [(1/2 + m - iK)(-1/2 - m - iK)]112 & exp[IKp + Hm+lltl] 
m•l 
J!+D:l) I '~~+ > = 
= i exp[itl] [- ~p + 4 - i~11 ] I &m exp(i(m+ll'iJ + iKp] > 
= i[l/2 + m - iK] & exp[i(m+l)tJ +iKp] 
m 
logo por (4.l3a,b) e a relação (4.12) temos 
[(1/2 + m - h::H-1/2 - m - 1Kll112 & exp[iKp) exp[i(m+l}O] = 
m•l 
= Hl/2 + m - iK] & exp[i(m+lltJ] exp[iKp] 
m 
assim 
(4.14a) & 
mo! 
, +m-IK & 
[ 
1/2 . ]1/2 
"" 
1 
-1/2 - m - iK m 
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agora da igualdade 
lim J+ I Km > = J~-oo>l ~ > 
obtemos da mesma forma que obtivemos & 
m>l 
(4.J4b) 
(4.14c) 
a = i [ ---;1',/;;2_-c--'m"'-----:~;K ]1/2 a 
m+l 1/2 + m lK m 
c 
m>l 
1/2 + m - iK 
-1/2 - m - iK 
Finalmente, já que o potencial Põschl-Teller com m =1/2 em (4.6) 
corresponde ao sistema de onda livre, vemos que al/
2 
= &l/
2 
• c
112
= O. 
As equações (4.14) podem ser resolvidas para achar os coeficientes 
de transmissão e reflexão. 
m r(l/2 + m- iK)r(l/2 - m - iK) T = - = =-:.:::..=._,.T,--';C'Ti;T--T::,,...:::-= 
m a r(1 iK)r{ iK) 
m 
c 
R m o = - = 
m a 
para m semi inteiro 
m 
e a matriz S sendo 
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CONCLUSÕES 
No presente trabalho construimos potenciais unidimensionais, 
independentes da velocidade, para os quais a equação de SchrOdinger 
pode ser resolvida em termos de funções hlpergeométricas ou 
hipergeométricas confluentes. 
Para tal construção utilizamos dois processos, a saber: 
Transformações funcionais e técnicas de álgebras de Lie. Mostramos que 
os resultados obtidos em mecânica quântica com uso da álgebra dinâmica 
nos leva às equações de Schrõdinger as quais são reduzidas às equações 
hlpergeométrlcas ou hlpergeométrlcas confluentes. 
Mostramos que, uma vez construída a forma mais geral para o 
potencial com o qual a equação de Schrõdinger pode ser resolvida em 
termos de funções hipergeométricas, não é preciso fazer uma nova 
transformação funcional ou mesmo obter uma nova representação para se 
obter a forma mais geral para o potencial com o qual a equação é 
reduzida a uma equação hipergeométrlca confluente, isto é Através de 
um processo de limite obtivemos a forma mais geral para o potencial 
com o qual a equação de Schrõdinger pode ser resolvida em termos de 
funções hipergeométricas confluentes. 
Então, se temos uma equação de Schrõdinger e queremos saber se 
esta tem solução em termos de funções hipergeométricas ou 
hipergeométricas confluentes, basta encontrar uma função particular 
que, quando substitufda na expressão que dá o potencial coincida com a 
equação em questão, logo se existe tal função temos a certeza que a 
equação a ser resolvida tem solução dada por funções hipergeométricas 
ou hipergeométricas 
método de fatoração 
confluentes. Para tais equações utilizamos:o 
tipo A, para hipergeométricas e tipo 8 para 
hipergeométricas confluentes. 
Finalizando discutimos técnicas de álgebra de Lie para obter a 
matriz de espalhamento ( matriz S ) as quais possuem duas importantes 
vantagens Primeiro, ambos os estados, ligado e de espalhamento ( 
continuo e discreto l pertencem ao mesmo grupo e segundo, a matriz de 
espalhamento pode ser determinada somente por manipulação algébrica_ ou 
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seja, não precissamos da forma explicita das funções de onda 
associadas ao potencial em questão. 
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APtNDICE A 
Definimos aqui o conceito de álgebra de Lie e as álgebra de Lie que 
precisamos para o presente trabalho. 
Uma álgebra de Lie f sobre um corpo F, é um espaço vetorial sobre F 
junto com o produto [A,Bl e !e definido para todo A,B e ff. tal que, para 
todo A,B,C e i!. e a,b e F 
i) [A,BI = -[B,AI 
ii) [aA + bB,C] = a[A,C] + b[B,C] 
iii) [[A,B],C] + [[C,A],B] + IIB,C],A] = O (identidade de Jacobi) 
Denotemos por '!! uma subálgebra da âlgebra de Lie !e, isto é, ':! é um 
conjunto de elementos de !e, tal que, [x,y] E '!l se x,y e '9, ':! dize-se uma 
subálgebra invariante se, [x,y] e '!l para qualquer y e 'fJ , x e !f.. Mais 
ainda, se [x,y] "" O para qualquer x,y e '?! , a subálgebra invariante é 
chamada abeliana. 
Um álgebra é chamada simples,se não possue subálgebra invariante, 
exceto 1?., ela mesma e zero; E esta é chamada semi-simples se não possue 
subálgebras invariantes abeliana. 
As propriedades de um álgebra abeliana ou que possua uma subálgebra 
invariante abelianasão fáceisde se expressar em termos da constante de 
h 
estrutura C
1
k. De fato, se a álgebra é abeHana, [x,y] = O para todo 
x,y e l , isto é toda constante de estrutura é zero, Ch = O (l,k,h "" 
lk 
1,2, •.. n) , onde 
. h [x ,x 1 =C x 
I k lk h 
Se l tem uma subálgebra invariante '5", denotamos por 
( p < n, n dim l ) os elementos bases de '5", então obtemos que 
assim que c' = kJ 
p 
[Àk,ÀJ] =L c~J \ 
1=1 
( k :S p,j arbitrário ) 
O parak:Sp I ) p 
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À ,À .... ,À 
I 2 p 
Se a subá.lgebra invariante 'J é abeliana, então d =o kJ para 
k,J :5 p , 1 arbitrário. 
Definamos também o posto de um álgebra de Lle, este é o máximo 
número de elementos independentes da álgebra que comuta. 
Passemos, agora, a enunciar o teorema de Cartan. 
Consideremos a matriz n x n 
= \d ck g 1 J L Ik JI 
k, I 
O teorema afirma que uma condição necessária e suficiente para que 
uma álgebra seja semi-simp 1 e s é que 
DETI gl J I * o 
Mais ainda, se a equação acima é satisfeita, a condição necessária 
e suficiente para que o correspondente grupo seja compacto é que glj 
· · ,. ct r· ld usJ seJa uma matnz nega 1va e m a , 
REPRESENTAÇÕES DE ÁLGEBRAS DE LJE 
Definimos uma representação de uma ãlgebra de Lie, como uma função 
de elementos da álgebra sobre operadores lineares de um espaço vetorial 
linear L 
x - T(x) tal que 
T(roc + ~y) = aT(x) + ~T(y) 
T((x,y]) = (T(x) , T(y)) 
a expresão [T(x),T(y)J é o comutador dos dois operadores T(x), T(y). 
A representação T(x) de f em L dize-se redutível se existe em L ao 
menos um subespaço não trivial L1 de L que é invariante à esquerda por 
todos os operadores T(x), isto 
subespaço invariante para todo 
é, yT(x) per"tence a L . 
I 
T(x) dize-se irredutível. 
Se não existe 
Dize-se que a 
representação T é equivelente com a representação S se existe uma matriz 
-I invertlvel U tal que T = USU . 
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O OPERADOR DE CASIMIR 
Consideremos a álgebra de Lie associada a um certo grupo 
chamamos operador de Casimir para a álgebra considerada ( ou para o 
correspondente grupo ) toda expressão C nos i\. ,s que comutem com todos 
I 
os elementos da base da álgebra, isto é, [C,i\ ] = O. 
k 
Note que C, em geral, não pertence à álgebra, já que este é não 
linear nos \,s. 
A partir disto podemos deduzir que em qualquer representação da 
álgebra ou do correspondente grupo, C é um operador expresso em termo 
dos geradores da representação considerada, que commuta com todos os 
operadores elementares da representação do grupo, 
Se a representação considerada é lrredutlvel, C deve então ser um 
múltiplo constante da identidade no espaço vetorial linear levando a 
representação. A representação irredutivel pode então ser rotulada pelos 
autovalores de um número suficientemente grande de operadores de 
Casimir. 
Se a álgebra de Lie é semi-simples, podemos obter um operador de 
Casimir na seguinte forma. Já que !l é semi-simples, o teorema de Cartan 
garante que a matriz g
1
}tensor metrlco 
Podemos, então, definir g1J pela equação 
e agora pondo 
é não singular. 
calculando (C,i\) mostra-se que C comuta com todos os \• assim C é um 
operador de Casimir, também chamado operador de Casimir quadrático. 
Pode-se provar que o número mlnimo de operadores de Casimir 
necessários para se ter um conjunto completo, isto é, para especificar 
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( 18) 
completamente as representações irredutlveis é o posto da álgebra , 
Para determinar outros operadores de Casimir, devemos especificar a 
álgebra de Lie. 
Definamos agora algumas álgebras de Lie especificas e suas 
respectivas dimensões. 
gl(n,k) = { A E M {k) 
nxn 
k real ou complexo } 
sl(n,IC) = { A e gl(n,IC) tr(A) = O } 
so(n) = { A E gl(n,!R) A t = -A } , dim so(n) = n(n-ll/2 
so(p,q) = { A E gl(n,R) -A } , com p+q = n e 
onde I I são matrizes identidades de dimensão pxp e qxq p q 
respectivamente. 
e a dimensão de so(p,q) = p(p - 1)/2 + q(q - 1)/2 + p.q = n(n - 1}/2 
-t 
u(n) = { A e gl(n,IC) : A = -A 
su(n) = u(n) n sHn,C) e dim su(n) 2 = n- 1 
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APtNDICE B 
Neste ap~ndice consideramos a teoria formal de espalhamento na 
forma clasica. 
Consideremos a equação de movimento 
(B.l) ih~t"(r,t) = H"(r,t) 
3 
onde 'Jr(r,t) : IR xiR IR 
e o hamiltoniano H é dado por 
2 
H=H +V=E._+V 
o 2~ 
onde H descreve o sistema independente do tempo não perturbado e V é a 
o 
perturbação. 
A solução da equação (B.l) pode ser escrita em termos dos 
autovalores de H
0 
como 
(B.Zl "(t) =L Cn(t) exp( ~E.<) Wn 
n 
ondeHi' =E>lf e 
O n n n 
é a amplitude de probabilidade para encontrar o sistema no n-ésimo 
estado não perturbado, e assumimos aqui que H é simplesmente o operador 
o 
energia cinética. 
Agora sustituindo a função (B.2) na equação (B.l) e usando o fato 
que 
H" =E" O n n n 
obtemos 
=L -1 ( i ) (" ) VC (t) exp -h(E - E )t " r n r n n 
n 
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ou ainda 
{B.J) ih~tCr(t) ""E vrn cn exp( iWrnt ) 
n 
onde c {t) = c w = E -E )Ih 
n n 
'" ' 
n 
e v = (~ l-1v~ = ( ~ v~ ) 
'" ' 
n 
' 
n 
Assim, v são os elementos de matriz de pertubação entre os 
kn 
autoestados não perturbados. 
Em notação matricial podemos escrever o sistema de equações 
diferenciais lineares homogênio (B.3) como: 
c v v iw t e 12 
l 11 12 
-w t 
= 
'h d 
l dt c v e 12 v ........... 2 21 
Também temos assumido que os 
l 
normalizados para a unidade; ou seja: 
1 \J!J ) ""Ô 
n '" 
22 
autovalores 
' n ) 
e as condições iniciais do problema sendo: 
C ( -oo) = I 
• 
C ( -oo) = O 
' 
para r :i:- s 
não 
'" 
c 
l 
c 2 
pertubados são 
Agora integrando a equação {8.3) e usando o fato que V é constante 
obtemos: 
(8.4) c (t) 
' 
i 
=--v 
h '" 
t 
J exp[iW t'l dt' 
'" -oo 
+ ll 
'" 
Mas a integral (8.4) não existe, então devemos alterála para ter 
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convergência. Introduzindo um fator exp[o:t] na integral (8.4) e 
escrevendo 
{B.S) c {t) 
" 
t 
f exp[iW t'+ t "' o:t'J dt' + "' o 
onde o: é positivo e limite o: - O deve ser tomado depois do limite 
t
0 
-co • 
A equação (B.S) será assumida para dar C (t) corretamente só para 
k 
tempos t tais que satisfazam a relação 
{8.6) /t /« {lia). 
Notemos que a matriz V foi trocada por uma matriz não conhecida 
"' T na equação {8.5), nós esperamos agora evitar a perturvação 
(8.4) está baseada. Supomos ( 21 agora que a "' aproximada sobre a qual 
matriz T pode ser determinada tal que (8.5) seja solução de (B.3). 
"' Integrando (B.S) obtemos 
{B. 7) 
pois 1 im 
" o 
t -oo 
o 
T e xp i W t + o:t 
{ ) -~"~·c_~ ____ _c"~·------c t = 
r ( W: • + 0:2 ) 
exp o:t = O 
o 
assim para estados r -:t. s temos 
/CCtl/ 2 = 
" 
/T / 2 expl2at] 
"' ( w' + a' ) 
"' 
Por tanto, para a velocidade de transição no estado r 
{8.8) d dt 
z Za: 1 /c {t) / = ---;;-=-;; exp(2at] 2 r w2 + 0:2 
RS 
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/T I' 
"' 
No limite a O, que deve ser tomado, mas para valores finitos de 
t e usando que 
a I c = - 1 im n 
c o 2 2 x +c 
obtemos de (B. 7) 
(8.9) d IC () 12 d(W liT I ~nd(E- E JIT I dt = = 
' 
rs rs r s rs 
Onde supõe-se r ~ s e que T não tem singularidade como uma 
" função de energia em E- E. 
' . 
Portanto, a solução (B.8) implica uma 
velocidade de transição constante, esperada para ser o efeito de 
espalhamento causando transições desde o estado s para o estado r. Por 
este fato T é chamado a matriz de transição. 
" Agora sustituindo C (t) de (8. 7) na equação (b.3)) obtemos 
' 
(B.IO) 
V T 
T = ! \' ,~'~"'-...;;"~'-
rs L i o:- W +v 
" n 
"' 
se o::t = O de acordo com a restrição (8.6). 
Para conectar a teoria formal de espalhamento com a descrição mais 
simples de espalhamento, é conveniente definir um conjunto de vetores 
1/J(+l pelas equações lineares 
' 
(B.ll) T = L ( "' . VI/I ) ( "' • "'''') = ( "', . w:·'l rsJr J Js 
sustituindo este produto escalar em (8.10) obtemos 
' VI/Jl•l) 
• 
E + i a + ( 1/1' ' VI/J .l 
n 
ou, já que esta deve ser verdade para todo r 
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8.12) "'(+) = 
"'· 
+ L 1/1 ( 1/1 n ' vw:·'l 
• n n E 
-E + i a 
• n 
"'· 
• L I 
"'· 
( 
"' 
VI/JI•l ) = E H + i " n • n • o 
mas pela relação de completeza 
(8.13) L "'· ( "'· vw:·' ) = w:·' 
n 
obtemos, como resultado final, a equação impllcita 
(8.14) 1/1!+) = 1/J, + "E~-_<JHrl-,-+_1...-=a VI/Ja(+) 
• o 
Esta é a equação fundamental da teoria formal de espalhamento. 
Então o problema de obter a matriz de transição foi reduzido a resolver 
- (8 14) h "d - d L" S h ' 1 Zl a equaçao . , con ec1 a como a equaçao e tppmann - c wmger . 
Agora aplicando o operador H - E+ ia para a equação {B.l4) e 
o ' 
fazendo ex O obtemos 
(8.15) (H0 -E,) ,/,1+) (+) '~' = -VI/J • 8 
ou seja é um autovetor de H = H+ V e E o correspondente 
o • 
autovalor. 
Formalmente podemos resolver (B.14) multiplicado por E - H + i a 
• o 
e somando e sustraindo -Vt/1 do lado direito da equação, assim obtemos 
• 
( E, - H + " ) ( E8 - H + i IX ) I/J8 + Vt/Ja 
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ou 
(B.16) 
• 
Nesta última equação aparece no denominador H em vez de H . Agora 
o 
se a solução {8.16) é sustituida em (8.11) para a matriz de transição 
obtemos 
IB.l7) T,. = ( ~' W, ) • ( ~' , V E 1 H • i a v~. ) 
• 
mas, para propósito prático não ganhamos multo, pois o efeito do 
operador { E - H + i a f 1 é não conhecido a menos que os autovalores de 
• 
H o sejam. Portanto usualmente é necesario obter relações de recorrência 
por métodos de aproximação para resolver (8.17) 121. 
A solução formal (B.17) pode ser usada para demostrar a 
ortonormalidade dos autovetores I/J 1 ~ 1 • de fato. 
( 1/J(+) tjJ { +) ) ( ~. 1 v~ 1/J( + ) ) = • E 
' . • -H • i a ' • 
' 
( ~. 1/J ( +) • v 1 1/J (+) ) = 
• E H- i a • 
' 
( ~. t/J ( +) • v 1 l/1 (+) ) = 
• E E - i a ' 
' • 
( ~ 1/J(+) - 1 v~''') = 
' • 
E - H • i a ' 
• o 
logo usando (8.14) obtemos 
( t/1(+) vP1 ) = ( ~. ~. ) = ll 
' • '" 
da mesma forma obtemos 
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r~·-,~·-, l. 5 
r , s rs 
onde 
(8. 18) ~ ( - ) • ~ + ,----::--.:il'::--,--;:; v~ 
s sE-Hias 
• 
correspondente a um conjunto ortonormal de 1/J assim obtemos dois 
' 
• ,,,(+) 
conJuntos, 't' e 1/JH, de autovetores ortonormais do hamiltoniano total 
' ' H. A questão é agora se estes conjuntos são cmpletos. Parece que cada 
conjunto por si mesmo é um conjunto completo, pois os vetores 1/J formam 
• (+) (-) -
e 1/J {ou 1/J ) estao sobre 1/J quando V 
. ' . 
O. Mas, um conjunto completo, 
H pode ter autovalores, energia, discretos correspondentes a estados 
ligados produzidos pela lnteracção V. Estes estados discretos, os 
quais não têm contrapartida no espectro de H
0 
entre as soluções de {8.16), são ortogonais 
espalhamentos e devem ser somados a todos os 
completar o conjunto de autovetores. 
e não 
para 
1/J(+) 
' 
são encontrados 
os estados de 
A t . d · t t t d continues '1' ( + 1 par tr o acima expos o segue que os au oes a os '~' 
(-) devem ser expressos como combinações linares dos 1/J : 
(8.19) 
A partir da ortogonalidade dos estados de espalhamento obtemos 
(8.20) S ( (-) ,,,<•> ) rq= 1/Jr''~'q 
esta matriz é chamada a matriz de espalhamento ou simplesmente matriz-S. 
Já que dois autovetores de H pertencentes a autovalores de energia 
diferentes são ortogonais, qualquer matriz de espalhamento é sempre 
diagonal com respeito à energia. Assim, se no limite L co a energia é 
vista como uma variável continua, a transformação matricial deve ser da 
forma 
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(8.21) s = d + d(E -E)U ,, ,, 
' 
q ,, 
onde U é não singular para E = E ,, 
' 
q 
Usando a identidade 
d(x) 1 . 1 [ 1 1 l = 1 m Zrri X - ic x + ic c o 
podemos escrever 
(8.22) s d 1 [ I 1 a l u = + 2rri ,, ,, E E i a E- E + ,, 
' 
q 
' 
q 
Para relacionar U com a matriz de transição T sustituimos ,, ,, 
(8.14), (8.18) e (8.22) em (8.19) e usando a definição (8.11) obtemos 
(B.23) 1 l: >/1 T = E- H+ i a ' ,, 
q o 
' 
I [ I I a l 1: "'u • = 2n:i E H 1 a E - H + i ' ,, q o q o 
' 
desde a comparação dos termos proporcinais a (E - H + 
o 
-I 
o:) obtemos 
U = -2rriT 
rq rq 
assim por (8.21) 
(8.24) S = d - 2nid(E - E ) T 
rq rq rqrq 
Agora comparando os termos propocionais a (E 
(8.23), obtemos 
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H-
o 
-1 
a) em 
(8.26) T,, =L ( ~, , v~:-'J s,, 
' 
e da definição (8.11) podemos escrever 
(B.26) 
A importância central da matriz de espalhamento é que ela é 
unitaria ( 21 . 
Por último, uma relação muito importante é mostrada se analizamos 
de novo a equação (B.S). No limite t -oo e « 
o 
equação se reduz a 
(8.27) C (+co) = - Ztti T ô(W ) 
r hrq rq 
+ ,, 
O e t +oo esta 
se o estado inicial é denotado por q. Comparando esta com (8.24) obtemos 
o resultado 
C ( +oo) = S 
' ,, 
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