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We investigate the roots of polynomials with concentration at low degrees, and 
prove that there is an open disk, the radius of which depends only on d and k, such 
that any polynomial with concentration d at degree k has at most k roots in this 
disk. We also give numerical estimates for thus radius. 0 1990 Academx press, hc 
Polynomials with concentration at low degrees were introduced by 
B. Beauzamy and P. Enflo [ 11; this notion plays an important role in the 
construction of an operator on a Banach space with no non-trivial 
invariant subspace. We investigate here the behavior of the zeros of such 
polynomials. 
Let’s first give some definitions. Let d, 0 < dd 1, and k E N. Let also 
P(z)=a,+a,z+ ... +a,z” (1) 
be a polynomial. We say that P has concentration d at degree k if 
laoI + l&l + ... + IU,A ad(lu,l + Ia,/ + ... + lu,J). (2) 
We first observe that if d= 1, P has degree k, and so has exactly k complex 
roots. If de 1, the degree of P is not fixed, so the number of roots is 
arbitrary: no bound on it can be given, depending only on d and k. 
However, we will prove that there is an open disk, the radius of which 
depends only on d and k, such that in this disk, there are at most k roots 
of the polynomial. 
An obvious example is as follows: a polynomial P with concentration l/2 
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at degree 0 does not have any root in the open unit disk. Indeed, if a was 
a root of P with 1x1 < 1, we would have 
laoI = la,cx+ ... +a,r*“l Q Ia,\ Ii + .‘. + IanI IXnl < la,/ + ‘.’ + la,l, 
which would contradict our concentration assumption on P. 
1. RESULTS IN THE GENERAL FRAMF 
Let P be a non-zero polynomial, written as Eq. ( 1). We define the 
concentration factor of P at degree k as the quantity 
Then of course (2) means that cf,(P) > d. 
We denote by 9(d, k) the set of polynomials satisfying (2). 
We also use the /,-norm on the coefficients, that is, 
IPI,= -i 14. 
/=O 
In order to fulfill our study, we introduce 
R(d, k)=sup{p>O; any P~g(d, k) 
has at most k roots in the open disk D”(0, p)}. 
Then we have the following: 
PROPERTIES. (1) R(d, k + 1) 9 R(d, k), 
(2) ifd<d’, R(d’,k)>R(d,k), 
(3) R(d, O)=inf{d/(l -d), l}, 
(4) R(d, k) < 1. 
Proof. Property (1) follows from the inclusion zb(d, k) c b(d, k + 1). 
Property (2) is obvious. Let’s prove (3). Let P be a polynomial with 
concentration d at degree 0, written as Eq. (l), with 
i la,1 = 1. 
,=o 
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Then, if ~1 is a root with 1~~1 < , we have 
which implies d/( 1 - d) < ju/. This is possible only if d< l/2, and proves 
that otherwise there is no root in the open unit disk. If d< l/2, we see that 
R(d, 0) > d/( 1 - d), and we have obtained the inequality 
R(d, O)ainf{d/(l -d), l}. 
To see that the equality holds, we consider the polynomials 
P,(z) = -d+ (1 - d)z”. 
They have n roots of modulus (d/(1 -d))““. This implies R(d, 0) Q 
(d/(1 -d))““, for every n E N. Taking, on one hand, n = 1, and letting, on 
the other hand, n -+ co, we see that 
and property (3) follows. Property (4) follows from (1) and (3). 
We can now state our main result: 
THEOREM 1. For Oc d< 1 and ke N, there exists an (non-empty) open 
disk, centered at 0, in which any polynomial in 9(d, k) has at most k roots. 
The radius R(d, k) of the biggest such disk satisfies the estimate 
Proof: We use an induction on k. We have already seen the case k = 0. 
Let’s assume that the property holds for k, that is, R(d, k) > 0, for all d, 
0 < d< 1. Let now P be a polynomial satisfying 
We need a lemma: 
LEMMA 2. Let PeB(d, k+ 1) and c1 a root of P. Zf (al <d/(d+ 1) then 
the polynomial Q(Z) = P(z)/(z - ~1) h as concentration 6 = d( 1 - lal) - la1 at 
degree k. 
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Proof’ oj‘ Lemma 2. We write Q(z) = b, + h, z + . .. + h, ,? ‘, and 




from which we deduce the two systems of inequalities, 
lb,- ,I 6 IanI 
and 
hl d Ic4 
IaIl d lab11 + lb 
h+,l G I~bk+II + IhA. 
Adding up these inequalities, we obtain 
n-~ I 
(l-14) 1 lh,ldl 
,=O 
(I+ 14) i: lb,1 ad- bbici ,I (6) 
,=O 
Let 




lbk+ll <(l-d) 2 lbrl. 
,=o 
Replacing in (6), we get 
(5) 
(1 + 1~1) f lb,1 ad- (ctl (1 - 6) ‘I:,: jb,l. 
r=O 
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Using (5), we obtain 
63d(l-(a()-Ial. (7) 
This proves our lemma. 
To prove the theorem, we fix x, 0 < x < d/( 1 + d). Two cases can occur: 
-either P has a root a, with Ial d x. 
Then, by the lemma, the corresponding polynomial Q has concentration 
@d,x)=d(l-x)-x 
at degree k and the induction hypothesis implies that Q has at most k roots 
in the open disk of radius R(6(d, x), k) > 0. 
- Or P has no root of modulus dx. 
Looking at both cases, we deduce that P has at most k + 1 roots in the 
open disk of radius inf{.x, R(6(d, x), k)} > 0, and we obtain the relation 
R(d, k+ l)> sup inf{x, R(6(d, x), k)}. (8) 
O<x<d/(l+d) 
We now use this relation to get the numerical estimate on the radius. 
Let’s put a = (1 + d) x/d, 0 < a < 1. One shows easily by induction on k 
the estimate 
R(d,k)a; (l-~)~d. (9) 
Taking the maximum of the right-hand side upon all a E IO, l[, we obtain 
(3), and our theorem is proved. Another way to obtain the same conclu- 
sion was suggested by J.-B. Baillon, using Roucht’s Theorem. However, it 
does not seem to give better estimates or simpler computations. 
We now investigate a special class of polynomials, called Hurwitz polyno- 
mials. 
2. HURWITZ POLYNOMIALS 
We call Hurwitz polynomial a polynomial P with real, positive coef- 
ficients, satisfying the property: if a is a root of P, then ‘%a GO, and Or is 
also a root of P (here ‘%a is the real part of a). 
Such polynomials may be written as n,(; - a,) n,(z - a,)(z - ii,), where 
the a,% are real negative, and the a,‘s have negative real parts. 
Hurwitz polynomials were first studied, in the context of concentration 
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at low degrees, by A. Rigler, S. Trimble, and R. Varga [Z], who gave for 
them sharp estimates for a generalized Jensen’s Inequality. 
We denote by PH(d, k) the class of Hurwitz polynomials having concen- 
tration N’ at degree k, and we define 
R,(d,k)=sup{p>O; any Pe&(LI,k) 
has at most k roots in the open disk D”( 0. p) I. 
For such polynomials, the radius can be computed exactly: 
PROPOSITION 3. For every k E N and d, 0 < d < 1, 
I.lk+ I) 
- 1, if k is odd. 
To prove this statement, we will need several lemmas; the first of them 
is stated in a more general frame: 
LEMMA 4. Let P be a polynomial with comples co@ients, nith degree 
k + 1, und having concentration A at degree k. Then P has at most k roots 
in the open disk with center 0 and radius 
I.(k+l) 
- 1. 
Proof. We write P under the form (Z - CX, ) (; - ak + ,), with 
1x11 G “. <lIxk.‘l. 
Then 






and our lemma is proved. 
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We now study the way Hurwitz polynomials behave, with respect to 
concentration at low degrees, when one factor is removed: 
LEMMA 5. Let P be a Hurwitz polynomial of degree n + 1 (n E N), and 
let a be a real root of P. We set Q(Z) = P(z)/(z - a). Then 
c&(P) <h(Q). 
Proof. We write 
P(z)=a,+a,z+ ... +a,+,z”+‘, 
Q(z)=b,+b,z+ ... +b,z”. 
From relations identical to those used in the proof of Lemma 2, we deduce 
from which follows 
b/c 
cfdf’) =&c(Q) - (1 _ a) c;=. b,’ 
By assumption, the a;s and the b]‘s are positive, and a is real negative. The 
lemma is proved. 
LEMMA 6. Let P be a Hurwitz polynomial of degree n + 2 (n E N), and 
let a, C be distinct complex conjugate roots of P. We set Q(z) = 
P(z)/(z - a)(z - a). Then 
G(P) G G(Q). 
Proof. We write 
P(z)=a,+a,z+ ... +a,+zz”+2, 
Q(z)=b,+b,z+ ... +b,zn, 
and we obtain 
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So we get 
a II + 2 = h,,. 
; a,=(l-cc)(l-E) i h,+2%ah,-h,-h, ~1 
,=O 
n + 2 
,?” a,=(l-~N- 
c&(P) = cf,(Q 
and thus 
,=O 
Co i 6,. 
,=O 
2’3ictb, - b, - b, ~, 
+(l -a)(1 -x,c:=,, h,’ 
Since the last term in the right-hand side equation above is negative, the 
result follows. 
In the two following lemmas, we study polynomials of degree k + 2. 
LEMMA 7. Let P(z) = nfzf (Z-IX,) be u Huruit; polynomiul, with 
degree k + 2. Assume that Mu+ 7 = G is a non-real root of P, und set 
P= Ia k + ?I. Then, one of the t\l,o polynomials 
Q,(=)=(z-p)’ fi (z-r,) 
,=l 
satisfies cfk( Q,) 2 cfk( P). 
Proqf We have 
1 - Cf_‘,2 a, /rt2 
cf,(P)= l- 
IPll ’ 
and IPl, = l--I (1 -r,J. 
I= I 
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We set ~~+~=a~+, =a+ib, s= -C:=, a,, ~=nfl=, (1 -cI,). Then 
l-2a+s 
cfkv)= 1 -(I +P2-2a)p’ 
If we consider the function f(x) = (1-2.x + s)/(l + p2 - 2.x), defined on 
[0, p], we see that its derivative has constant sign in this interval, and, 
since s and p are positive, we deduce that the minimum of f occurs for 
x = 0 or x = p, that is, when we replace c(~ + 2 by p or ip, and elk+, by the 
conjugate. So the concentration factor increases, and our lemma is proved. 
LEMMA 8. Let P be a Hurwitz polynomial with degree k + 2, and with 
concentration d at degree k. Then P has at least two roots aI, a2, the moduli 
of which satisfy (for i = 1, 2) 
IcI,~ 2 inf “‘*+‘)-I, /p}, ifk is even, 
Ia,1 2(&d)1”k+1’- 1, ifk is odd. 
We consider separately two cases: 
Case 1. P has a real root. Let’s denote by c1 the root with the greatest 
modulus. Then Lemma 5 says that Q(z) = P(z)/(z - a) has also concentra- 
tion d at degree k, so, by Lemma 4, there is a root /I of Q such that 
l/(k + 1) 
- 1. 
If B is real, then by hypothesis we have I@. > IPI. If not, then b is also a 
root of Q. In both cases, we obtain two roots with modulus greater than 
(l/(1 -d))“(k+l)- 1. 
We observe that Case 1 always occurs when k is odd. 
Case 2. P has no real root (so k is even). We write P as in Lemma 7, 
and suppose that two conjugate roots appear consecutively. We have: 
- Step 1. We replace P by one of the polynomials Q, of Lemma 7. 
If it is Q,, we are in Case 1 again, and the result follows. If not, we turn 
to Step 2. 
- Step 2. We pass to c(& I and ak and apply Lemma 7 once more. 
Then again we have two cases. Iterating this process, we see that two 
possibilities can occur: 
ROOTS OF POLYNOMIALS 433 
[II a real root appears at some step j< (k + 2)/2. Then we are in 
Case 1, and can conclude. 
[II] No real root appears at any step. At step (k + 2)/2, we finally 
obtain a polynomial with only purely imaginary roots, that is of the form 
/+ 1 
Q(z)= n (z”+pf), 
,= 1 
with I= X-12. Then we have 
1 
d<&(Q)= 1 -E, 
and [Ql, =ni+:(l +pf). Therefore 
So we can find an index i such that 
I,(/+ I) 
- 1. 
We conclude that P has two complex conjugate roots with modulus greater 
than 
and Lemma 8 follows. 
We can now turn to the proof of Proposition 3. For simplicity, we put 
lick+“- 1, /p]. ifk is even, 
I.lkfl) 
- 1, if k is odd. 
We write P under the form 
P(=)=(,-cr,)...(=-a,), 
where the Ic(,I’s are in increasing order, and two conjugate roots appear 
consecutively. 
If c1,, is real, we withdraw the factor (2 - a,,), and Lemma 5 allows us to 
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conclude that the concentration at degree k for the new polynomial is 
again d. If a is not real, we withdraw the factor (z - a,)(z - or,), and apply 
Lemma 6. Iterating this process, we finally obtain a Hurwitz polynomial of 
degree k + 1 or k + 2, with roots aI, . . . . ak + i or aI, . . . . ak + 2, and which has 
concentration d at degree k. If it has degree k + 1, we apply Lemma 4 once 
more, and if it has degree k + 2, we apply Lemma 8, and in both cases, we 
conclude that 
So R,(d, k) > pk. But in fact, equality holds in this formula. Indeed, this is 
easily seen, if one considers the polynomial (Z - 1 + (l/(1 - d))‘lck+ l))kf I, 
for all k, and the polynomial (z* + (l/( 1 - d))“(‘+ ‘) - l)!+l, if k = 21 is 
even. So Proposition 3 is proved. 
We observe that, when k = 21, for d < 1 - 1/2kf ‘, that is, for 
lick + 1) 
-1g1, 
we have 
2/(k + 2) 
Indeed, if we set x= (l/(1 -d))“(k+2), t= l/(k+ 1). Then 1 <x< 
2’k + ‘)A~+ *), 0 < t < 1. So our inequality becomes 
x2 - 12 (Xl+‘- 1)‘. 
We set f(x)=x2- 1 -(xl+’ - l)*. Computation of successive derivatives 
shows that there is a point x,,, 1 < x0 < 2(k+ ‘Mu+ 2), such that f is increas- 
ing between 0 and x,,, and decreasing between x0 and 2(k + l’l(k + 2). So, in 
order to show that f 2 0 on [ 1, 2ck + lJl(k + *)I, all we have to do is to check 
that f (2 W+WW+*')~o. But 
f(2 (k+l)l(k+*')=2*/(1+-'_2~ 
Since t d 1, we have the required result. 
So we obtain: 
COROLLARY 9. The radius R(d, k) satisfies 
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This leads to the asymptotic estimates 
d 
2e(k + 1) 
when k -+ ‘x,. 
Remark. The above results concern a disk in which there are k roots. 
One may wonder, more generally if, in any open disk of radius R, there is 
an upper bound on the number of roots of any polynomial with concentra- 
tion d at degree k, this bound depending only on R, d, k. The following 
example shows that the answer to this general question is negative. 
EXAMPLE. Let’s consider the family of polynomials 
P,,(z) = 1 - 3: + 4:“. 
They have concentration l/2 at degree 1. Moreover, all roots c( satisfy 
/@I < 1, except maybe c1= - 1, which is a root only if )I is odd. Indeed, we 
have 
11 -3Z1 61 +3 1-1, 
with equality if and only if 2 is real negative. If CI was a root with Ia] > I, 
we would have 
1 + 3 I@[ 3 4 lrln > 4 Ia/ > 3 lsll + 1, 
which is impossible. So we have at least n - 1 roots inside the open unit 
disk. 
A first insight about the distribution of the zeros of these polynomials 
was obtained by means of the algorithm “ALLROOTS” in the MAC- 
SYMA system. 
-On the other hand, we have a positive answer to this question for 
the special class of Hurwitz polynomials: the upper bound N(R, d, k) of the 
number of roots in the open disk of radius R of any polynomial in .yJ d, k ) 
is finite. 
Indeed, if R < R,(d, k), we have of course N(R, d, k) 6 k (and, more 
precisely, N( R, d, k) = k, as one sees considering zk). We now look at the 
case R> RH(d, k). Then, let P be a polynomial in g’,(d, k), and tr,, . . . . ,x,, 
be the roots of P such that RH(d, k) < Ic1,1 <R, for i= 1, . . . . n. Then, by 
Lemmas 6 and 7, 
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is still in PH(d, k). Now, we have 
an-* = c @,, . . atm d 
I,< <I, 




4, . . . uzn ’ R,(d, k)“’ 
But since Q is in P,(d, k), we have the inequality 
a,+ ... +a,>d n 11 -x,1, 
that is, 
But 
So we have 
The growths of both sides of this inequality, with respect to n, show that 
there is an no, depending only on d, k, and R, such that (10) does not hold 
for any n 3 no. So we have N(R, d, k) < no + k, and this proves our claim. 
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