Abstract-Particle Swarm Optimisation (PSO) has been very successful in finding, if not the optimum, at least very good positions in many diverse and complex problem spaces. However, as the number of dimensions of this problem space increases, the performance can fall away. This paper considers the role that the separable nature of the traditional PSO equations may have in this and introduces the ideal of a dynamic momentum value for each dimension as one way of making the PSO equations non-separable. Results obtained using high dimensional versions of a number of traditional functions are presented and clearly show that both the quality of, and the time taken to find, the optimum obtained using variable momentum are better than when using fixed momentum.
I. INTRODUCTION
Particle Swarm Optimisation was first introduced by Kennedy and Eberhart [1] in 1995. Since then it has been successfully used for a wide range of problems. When used on a problem in a high dimensional space, however, PSO in general has problems refining the solutions it finds with the swarm finally converging to a point in the vicinity of, but not actually at, an optimum. This happens as updates are made in all dimensions simultaneously and, in the final stages of convergence, the number of moves that make an overall fitness improvement becomes low and there is a high probability that the swarm will converge on the best position in problem space yet found before one of these elusive better moves is encountered.
Additionally, convergence of the swarm does not occur simultaneously in all dimensions. This results in a diminution of the regions of problem space that can be explored as the particle coordinates in the converged dimensions are no longer changing.
Using a (generally) different and adjustable momentum (also called the inertial weight) value per dimension, the convergence behavior of the swarm can be modified so that dimensions converge more closely together. Whilst this may have a beneficial effect at any point during the flight of the swarm, it is especially likely to be of help during the final convergence period when it is important that no regions of problem space be cut off during the more fine grained search around the optimum. As a result the swarm will, in general, converge to a better position in problem space than it would without variable momentum. The decrease in the regions of problem space not able to be explored may have a beneficial effect on the time taken to achieve convergence. Many other authors have suggested varying the momentum to improve the performance of the swarm. Strategies include making random adjustments [2] , linearly decreasing the value [3] , [4] , [5] , decreasing the value in a non-linear way [3] , [6] , [7] , [8] , [9] and increasing the value [10] , [11] . The only other approach known to the author that tries to adapt the momentum to the current situation is [12] . Here a set of nine fuzzy rules are used which, given the fitness of the current global best and the current momentum value as input (expressed as the membership functions of the low,medium and high fuzzy sets), generate the change required in the momentum. The current approach is far less complicated.
The rest of this paper is organized as follows. In section 2 a brief introduction to the Particle Swarm algorithm is given. Section 3 introduces the variable momentum in detail, while section 4 introduces a number of problems used to explore the effect of variable momentum. Results obtained on these problems are given and discussed in section 5 followed by concluding remarks in section 6.
II. AN INTRODUCTION TO PARTICLE SWARM OPTIMISATION
In PSO a number of particles moving through problem space are called a swarm. Every point in this space corresponds to a possible solution to the problem. Periodically the positions of all the particles in the swarm are updated and the fitness of the new positions of the particles evaluated. The positional update is traditionally done in two steps. First the velocity of each particle is updated using Equation 1
where the symbols are as defined in Table I . Once the new velocity of a particle has been calculated, the new position of each particle is calculated using Equation 2.
As with the velocity (1), each component of the new position is calculated independently of the other components. The time interval t is often taken as unity and omitted although this tends to hide the fact that updates are only made at discrete times which may under certain circumstances have dramatic effects on the swarm behaviour (see, for example, [13] , [14] ). Once at the new position, the fitness of each particle can be calculated (or estimated (see [15] )) and the values for the global best position updated if appropriate. It is postulated that having the swarm convergence behaviour separable may negatively affect its performance as the volume of problem space able to be explored decreases with every dimension the swarm converges in.
III. MAKING DIMENSIONAL CONVERGENCE OF A
SWARM NON-SEPARABLE From the brief introduction to PSO above, it is clear that the PSO exhibits a behaviour that is dimensionally separate, yet the problems that it is used on often are not: the change in the fitness value produced by moving a distance d along some axis cannot be calculated only knowing the position on that axis, the position on one or more of the other axes is/are also required.
Two useful measures concerning a swarm are the absolute value of its average velocity V 
where s i , the speed of particle i, is always considered positive. In particular, the behaviour of a swarm in dimension d can be quantified by the position of the point whose coordinates are its average speed in that dimension on one axis and its absolute average velocity in that dimension on the other, an example of which is shown in Figure 1 .
Since the average velocity V av i
(plotted horizontally in Figure 1 ) cannot be more than the average speed S av i (plotted vertically in figure 1), the swarm point can never appear in the top right shaded section of the plot. The closer the plot point is to the point A (at which both V av i and S av i are zero) the closer the swarm is to convergence in this dimension. This distance is shown as d in figure 1 . For any given value of d, the closer the plot point is to the line AC the more the particles are circling some point -presumably converging on it. The closer the plot point is to the line AB (and therefore the further from line AC) the more the swarm is exploring through problem space.
It is important to realise that a plot will exist for each dimension of the problem, and that these plots can show different behaviours in the different dimensions. In particular, that a swarm may be converging (or even converged) in one or more dimensions while still aggressively exploring in others. For non-separable problems, in which contribution to the fitness a change in one dimension makes is dependent not only on the magnitude of this change but also on the values of the particle's position in the other dimensions, this failure of all dimensions to simultaneously converge has the effect of restricting the amount of problem space that can be explored.
By calculating the distance of a swarm from convergence in each of the dimensions of the problem using Equation 3, a check can be made of the degree of convergence in each dimension.
If convergence is occurring in one (or more) dimension more quickly than in other dimensions, corrective action can be taken by adjusting the value of the momentum parameter used for these dimensions. The symbol M in Equation 1, which represents a constant, is replaced by the symbol M i , which represents a momentum that changes (in general) from dimension to dimension and from iteration to iteration. A suitable equation for calculating the momentum weighting W is given in Equation 4 .
These weighting factors are combined with the conventional constant mutation value so as to produce the actual weighting values used for each dimension this iteration. These actual weighting values M i (as defined in Equation 5) are normalised so that the average momentum value is still M and we are in fact using values that vary around this basic figure.
where the new symbols have the meanings given in Table II. Finally, so that the actual momentum applied to any one dimension does not change too abruptly, the value applied is low pass filtered by the application of Equation 6 where M calculated i is the value calculated from Equation 5 and M appliedlasttime i is the actual momentum value applied last iteration. Note that at any time the modified momentum values for some (but not all) of the dimensions can exceed unity, causing the particles to spread out along these dimensions. In this way dimensions in which the swarm is converging faster can be kept from fully converging until the swarm is also converging in the rest of the dimensions. This will minimise the regions of problem space that become un-explorable to the swarm.
IV. TEST PROBLEMS USED
The first three test functions used are all non-separable.
A. Sphere function
This simple problem, described by Equation 7 , is to minimise the distance from the origin 1 . It is non separable as the difference a change of x in one dimension makes to the overall result depends not only on the magnitude of x but also on the values of the coordinates in the other dimensions.
1 Commonly minimising the square of the distance to the centre (that is omitting the square root sign from equation 7) is called the sphere function. In this work this will be called the distance squared function and is introduced in subsection D.
While this is a simple problem when the number of dimensions is small, as the number of dimensions increases it becomes very hard to make a move which results in a net decrease in the distance, especially close to the origin.
B. Griewank function
The
C. Rosenbrock function
The Rosenbrock function shown in Equation 9 has one global minimum f min = 0, for x i = 1, i = 1, ..., N , x i ∈ (−100, 100). This minimum is located at the bottom of a flat valley and it is difficult to discriminate between a number of very similar fitness positions so as to find the global minimum.
The following two functions are separable.
D. Distance squared function
This is just the Sphere function equation (7) without the square root, producing an equation for which the contribution made by the value in one dimension is totally determined by that dimension. Again the difficulty of finding the minimum of the function (zero when all x i = 0) increases rapidly with the number of dimensions.
E. Schwefel function
This function, described by Equation 10, is one in which the global maximum is sought from the 6 N maxima available (where N is the number of dimensions and x i ∈ (−512, 512)).
The value of the global maximum is easily calculated and is N × 418.983. Since the maxima in each dimension are well separated finding the global maximum is a hard task, especially for large value of N . For 100 dimensions, for example, there are approximately 6.5 × 10 77 to choose from.
V. METHODOLOGY
All the results presented in this paper, with the exception of plots of individual runs, are derived from 100 independent repeats of the relevant problem from random starting positions. Although the distribution of the results cannot be expected to be Gaussian, the standard deviation is still quoted as it provides some indication of the variability found within the set of 100 runs. Each individual run was determined to be finished when the average speed of the all the swarm particles dropped to 0.1 (or less) for three consecutive iterations for the Sphere, Rosenbrock and Distance Squared functions and to 1 (or less) for the Griewank and Schwefel functions. Averages for the final fitness and the number of iterations have been rounded for clarity. Other settings that were held constant throughout the runs are shown in Table III . The use of variable momentum does lead to an improvement in the quality of the results for this minimisation problem when compared with the conventional fixed momentum for all tested numbers of dimensions, as shown in Table IV . The magnitude of the improvement varies from 1.2 for 30 dimensions up to approximately 2.5 for 100 dimensions. However, the greatest improvement occurs in the time taken to achieve these better results. Again variable momentum took less time than fixed momentum in all tests, the improvement ratios ranging from 1.7 for 30 dimensions up to 3.4 for 100 dimensions. It is also clear that variability in the results decreased markedly in all cases when variable mutation was used. Note that the improvement of the results obtained using variable mutation starts early and is roughly consistent during the run. The runs shown were the two that were closest to average in final fitness and iteration within their respective cohorts of runs. Figure 3 shows the number of individual dimensions of the Sphere 100 dimensions problem that are converged as a function of iteration (a dimension being considered converged if the average speed of the swarm particles in this dimension has dropped to be less than 0.1). Note that when using variable momentum, convergence onset is delayed compared to the case with fixed momentum. Further, once convergence of any dimension occurs, convergence of the other dimensions follows far quicker than with fixed momentum. As soon as some dimensions become converged the possible region of problem space that can be explored from then on is reduced and exploration is best served by convergence occurring in all dimensions at once. The momentum control parameter values have not been optimised for any of the problems in this paper, as the paper is to explore the effects of variable mutations rather than to obtain the finest solution to any of the problem used, and it is possible that the convergence simultaneousness might be able to be further improved if the parameter values were 'tweaked'. Similar curves to those in Figure 3 can be obtained for the other problem discussed in this paper but are not included here as they add nothing new.
VI. RESULTS AND DISCUSSION

A. Sphere function results
B. Griewank function results
Similarly to the sphere function, variable momentum improved both the quality of the best fitness found and decreases the number of iterations taken to obtain this better result. Again, observing one run with and one without variable mutation, it is clear that the improved performance is present all through the run with variable mutation. Again the same basic mutation value was used for both runs, the only difference being the mutation modification factor as defined by Equation 5. The two runs actually shown in figure 4 were the two closest to average in final fitness and iteration within their respective cohorts of runs.
C. Rosenbrock function results
Unlike the two previous functions, the Rosenbrock function has many close valued minima on the floor of a shallow valley. The difficulty of differentiating between these is the reason for the larger variability if the results, as evidenced by the higher standard deviation. None-the-less, the average final fitness is both better and more consistent when variable mutation is used. The time taken for the swarm to converge is again significantly less when variable mutation is used, with a reduction in the variability of this that is similar to those seen for the Griewank function. Observing the global best value at each iteration for both fixed and variable mutation once more emphasises the improvements obtained by preventing early convergence in any dimension but rather trying to get all dimensions to converge roughly simultaneously. As before the two runs chosen for display are the two closest to the average performance of their cohort.
D. Distance squared function results
This function was only included as it is a separable version of the non-separable sphere function and it was interesting to see if there was a significant difference between the performance on the separable and non-separable PSO versions on these two related functions. From the results for the distance squared function shown in Table VII, which can  be directly compared with Table IV if the best fitness values reported there are squared, it can be seen that there was no significant difference in terms of the final fitnesses obtained Since the dependence of the change in fitness resulting from a change of δx in one dimension is only weakly dependent of the values of the other dimensions this is perhaps to be expected.
E. Schwefel function results
Schwefel's equation is included as it is a more complex separable function. Unlike the earlier functions the fitness landscape is complex with widely separated maxima. The conventional (separable) PSO equations should be at no disadvantage as premature convergence to a point in one dimension will have no effect on exploration in the other dimensions. The results obtained are shown in figure VIII.
Noting that this is the only maximisation problem of all the problems presented in this paper, it can be see that variable mutation this time does not provide any advantage, in fact it appears to provide a marginal disadvantage overall. Keeping all dimensions converging at roughly the same rate, thus keeping more of the problem space available for exploration, does again produce a faster convergence. However, the interaction apparently can result in particles being kept moving when they would have converged to the eventual slight disadvantage of the overall result. The nature of the fitness position function, with the best and second best positions widely spaced and a number of significantly smaller local maxima in between, accentuates the consequences of this tendency. It should be noted that the results are not very good, in terms of finding the global maximum, for either version of the PSO.
VII. CONCLUDING REMARKS
In general the results presented here show that the use of variable momentum both improves the quality of the result obtained, at least in part as a result of a better local search in the closing stages of convergence, and decreases the time taken for the swarm to converge. It appears that the separable nature of the conventional PSO equations does degrade their performance on non-separable problem spaces. The performance gain must be expected to be problem specific and in highly disrupted problem spaces may become slightly negative. However, the balancing of the exploration between dimensions achieved by the use of variable momentum leads to more of the problem space being available for exploration and for faster convergence of the swarm.
While the results presented here clearly show that variable mutation outperforms fixed mutation, at least for four of the five problems and the basic momentum rate considered here (0.9), it should be checked if fixed momentum, at some other rate, can match this improved performance or whether variable momentum does provide a genuine better performance. For this reason the performance using various values of fixed mutation should be compared with the performance achieved using variable mutation. Whilst results could have been presented for any of the functions considered in this paper, results for the Griewank function are presented as this function has moderate complexity and deception. Table IX shows the performance of fixed momentum PSO on the 100 dimensional Griewank function for a range of momentum values from 0.86 to 0.94. This table, which again shows the average of 100 independent repeats, facilitates a direct comparison between the two types of momentum. To match the variable mutation performance when using a basic mutation of 0.9 (a final average fitness of 0.40 obtained in about 800 iterations), a convention PSO with a fixed momentum between 0.93 and 0.94 could match the final fitness but would take more than 13.5 times as many iterations. Alternatively, if only given as many iterations as the variable momentum version required, the best a conventional mutation PSO could do would give about 2.5 times the error. Two new parameters have been added, the momentum power fraction (pwr) and the low pass filter smoothing factor (F ). All the results here have used a value of 2 for pwr, increasing this value will have the effect of more tightly coupling the convergence in the various dimensions. Experiments using the problems reported here have not shown a very large effect from altering pwr from 2. Similarly all results have used a low pass filter smoothing factor (F ) of 0.5 -again changing this appears to have only second order effects on the performance.
Showing the feasibility of variable momentum for an interesting but limited range of problems does not mean that similar results should be expected from all problems. Tests on a wider range of problems and with a range of parameter values will be necessary before definitive statements can be made. However, the first results look most promising.
