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Preface
This conference is the eighth in a series. The organizers have tried to get together those PhD
students whowork on any fields of computer science and its applications to help them possibly
in writing their first abstract and paper, and may be to give their first scientific talk. As far as
we know, this is one of the few such conferences. The aims of the scientific meeting were
determined on the council meeting of the Hungarian PhD Schools in Informatics: it should
• provide a forum for PhD students in computer science to discuss their ideas and research
results,
• give a possibility to have constructive criticism before they present the results in profes-
sional conferences,
• promote the publication of their results in the form of fully refereed journal articles, and
finally
• promote hopefully fruitful research collaboration among the participants.
The best talks will be awarded with the help of our sponsors. The papers emerging from the
presented talks will be forwarded to the journals of Acta Cybernetica and Infocommunications
Journal. The deadline for the submission of the papers is the middle of September 2012. The
manuscripts will be forwarded to the proper journals.
Although we did not advertise it on the web, a high number of good quality abstracts have
been submitted. If you encounter any problems during the meeting, please do not hesitate to
contact one of the Organizing Committee members. The organizers hope that the conference
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Symbolic Tools for Reformulation of Unconstrained Nonlinear
Optimization Problems
Elvira Antal and Erika Griechisch
Formalization decisions in mathematical programming could significantly influence the
complexity of the problem, and so determine the computational effort of the applied solver
methods. Consequently, there is some potential in reformulation to improve the efficiency by
producing easier to solve problem forms. This kind of preprocessing, working on the formula
of the problem is usually done by hand in the stage of stating the problem, but that is not the
only possibility. There are several techniques, that do automatic manipulations on optimization
problems in order to increase the efficiency of the solver. However, such a usage of symbolic
computation is applied better just for linear and integer programming. The quick evolution
and the widespread use of computer algebra systems in the last few years motivated us to use
symbolic computation techniques also in the field of global optimization.
We present an algorithm, what is potentially able to simplify an unconstrained nonlinear
optimization problem by transforming it to an alternative problem, what can be solved with
less computation. Redundant variables also can be eliminated, while the simplified task re-
mains equivalent to the original, in the sense, that a conversion between the solutions of the
two forms is possible. Our implementation based on the method of Csendes and Rapcsák [2, 3],
and realized in a popular computer algebra system.
This preprocessing method seems to be unusual in nonlinear optimization, but the results
for custom made and standard global optimization test problems show, that the solution is
favorable in many cases.
References
[1] Antal, E., T. Csendes, and J. Virágh. Nonlinear Transformations for the Simplifica-
tion of Unconstrained Nonlinear Optimization Problems, submitted. http://www.inf.
u-szeged.hu/~antale/en/research/Antale_Opkut2011.pdf
[2] Csendes, T., T. Rapcsák. Nonlinear Coordinate Transformations for Unconstrained Opti-
mization. I. Basic Transformations, J. of Global Optimization 3(1993) 213–221
[3] Rapcsák, T., T. Csendes. Nonlinear Coordinate Transformations for Unconstrained Opti-
mization. II. Theoretical Background., J. of Global Optimization 3(1993) 359–375
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Low Level Conditional Move Optimization
(Intel Sandy Bridge and AMD K12)
Artyom Antyipin, Attila Góbi, and Tamás Kozsik
Although high level optimizations are becoming more and more sophisticated, the impor-
tance of low level optimizations should not be underestimated either. Sensible performance
improvements can be achieved simply by reordering instructions or using an alternative, but
equivalent instruction sequence. Besides all the enhancements implemented in modern pro-
cessors they remain compatible to their ancestors – new instruction sets are introduced, but
none of the existent instructions become unsupported. Due to the changes in the inner archi-
tecture of the processors, some optimization techniques may become more or less effective.
Existing techniques need, from time to time, be reconsidered, and new techniques, targeting
these modern architectures, may emerge.
This paper introduces a novel approach to the optimization of the conditional move oper-
ations, using the well known instruction introduced in the sixth generation Intel x86 microar-
chitecture: CMOVcc. In spite of being around for a long time, it was never used actively – fre-
quently used code generators like gcc or cl.exe also avoid it. This decision can be explained by
the fact that the impact of this instruction on the efficiency of the generated code is not obvious
– inappropriate use may result in sensible performance regression. Furthermore, in most cases
the replacement of this instruction with a corresponding conditional jump and unconditional
move yields performance improvement on older processors.
Being forgotten and avoided, CMOVcc not only remained supported by all modern pro-
cessors, but became recommended both by AMD [1] and Intel [2,3] as an alternative to the
sequence of a conditional jump and an unconditional move. One of the main reasons of this
recommendation is that the usage of the conditional move avoids any possibility of branch
mis-prediction (which is inescapable when a conditional jump depends on random data), and
any further performance penalties caused by the mis-prediction.
In this paper we analyze the usage of CMOVcc in different contexts on various modern AMD
(K12 family) and Intel (Sandy Bridge family) processors, and, based on these results, propose a
technique to automatically decide whether conditional move or the sequence of a conditional
jump and an unconditional move should be performed in a given situation.
Acknowledgements
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References
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Heuristic methods for the bus rescheduling problem
Viktor Árgilán, János Balogh, Balázs Dávid, Miklós Krész
Recovery from disruptions and the rescheduling of vehicles is a fairly new research field in
the optimization of public transportation [1,2,3]. Vehicle disruptions can occur as a result of a
variety of reasons: accidents, roadblocks, or simply because of the delay of one or more trips.
Since disruptions happen on a daily basis, transportation companies have to consider a proper
method to deal with this problem.
The typical way for companies to address the delay of one trip is by using a backup ve-
hicle from the depot. However, the above approach might not always prove to be the most
efficient solution, and dealing with several delayed trips simultaneously would require more
backup vehicles present in the depot. Different modes of public transportation require vari-
ous approaches for the solution of this problem. First, we give an overview of the models and
methods in literature for the different types of vehicle rescheduling problems (aircraft, rolling
stock, bus). Based on these methods, a mathematical model is developed for the multiple depot
bus rescheduling problem.
However, certain aspects have to be considered when applying a solution method in prac-
tice. Most importantly, a practical situation needs a real time solution for the problem in order
to guarantee efficiency in operations management. Fast heuristic approaches can be applied to
give suggestions and help in supporting the decision itself. The two most important features
of these methods are:
i) give a well-structured, realizable solution for the problem,
ii) solutions for the problem are expected to be produced in real time
To address the above requirements, we developed several types of solution algorithms for the
problem which can help a transportation company in their decision support process.
Acknowledgements
This work was supported by Gyula Juhász Faculty of Education, University of Szeged (project
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[1] J. Clausen, A. Larsen, J. Larsen, N.J. Rezanova: Disruption Management in the Airline
Industry - Concepts, Models and Methods. Computers & Operations Research, Vol. 37.,
809-821., 2010.
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Disruption Management in Passenger Railway Transportation. Lecture Notes in Computer
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Barcode detection with uniform partitioning and morphological
operations
Péter Bodnár
Visual codes referred as barcodes have two major groups, 1- and 2-dimensional barcodes.
1D barcodes consist of a well-defined group of parallel lines aiming easy automatic identifica-
tion of carried data with endpoint devices such as PoS terminals, smartphones, or computers.
Most two-dimensional barcodes serve the same purpose as their one-dimensional ancestors.
They usually consist of simple picture elements (e.g. rectangles, dots, hexagons) organized in
a 2D pattern layout.
Barcode detection methods have twomain objectives, speed and accuracy. On smartphones,
fast detection of barcodes is desirable, but accuracy is not so critical since the user can easily
reposition the camera and repeat the scan. For industrial environment, accuracy and speed are
desired properties for detection.
For 1D barcodes, the basic approach for detection is scanning only one, or just a couple of
lines of the whole image. This method is common at hand-held PoS laser scanners or smart-
phone applications. Scanned lines form an 1D intensity profile, and barcode-detector algo-
rithms [1, 2, 3] work on these profiles to find an ideal binary function that represents the orig-
inal encoded data. The main idea is to find peak locations in blurry barcode models, then
thresholding the intensity profile adaptively to produce binary values. For 2D barcodes, most
approaches involve the extraction of texture-like properties and detection of properties that re-
fer to code-like appearance. Also, there are approaches for detection of specific types of codes
with heavy perspective distortion, motion blur [4], and noise [5].
The MIN-MAX method [6, 7, 8] uses the difference image of the dilated and eroded original
image. White blobs on these images show the possible barcode locations. Further processing,
like segmentation and filtering of small blobs are required on these difference images. This
approach can be used on both 1D and 2D barcodes with minor modifications. Methods based
on wavelet transformation [9] look at images for barcode-like appearance by a cascaded set of
weak classifiers. Each classifier working in the wavelet domain narrows down the possible set
of barcodes, decreasing the number of false positives while trying to keep the best possible ac-
curacy. Variants of Hough transformation [10] detect barcodes by working on the edge map of
the image. The two most common methods are standard and probabilistic Hough transforma-
tion. Both transform edge points into Hough space first, and make decisions of line locations.
Our proposed method examines the image in small, disjunct or overlapping tiles, and make
local measurements. We use distance transformation [11], clustering and morphological oper-
ations for these measurements.
References
[1] Timothy R. Tuinstra. Reading Barcodes from Digital Imagery. PhD thesis, Cedarville Univer-
sity, 2006.
[2] Eugene Joseph and Theo Pavlidis. Bar code waveform recognition using peak locations.
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Describing interaction relationships in SMV language
Zsolt Borsi
During the phases of the software development process UnifiedModeling Language (UML)
helps in managing the complexity of problems by separately describing different aspects of
the system under development. The created intermediate artifacts are mainly UML diagrams
representing a particular view of the system. Since UML models represent specification docu-
ments, they provide ideal basis for validation and verification. Model checking is a successful
method to prove that a given system meets its specification [3, 4]. It has been found especially
useful when the correctness of the system requires a formal approach, for instance when the
system under consideration is a safety-critical system.
In this paper the translation of a particular scenario-based model into SMV language (the
input language of the NuSMVmodel-checker tool [5]) will be investigated. With the introduc-
tion of Interaction Overview Diagrams (IODs) in UML2.0, relationships between interaction
diagrams can be explicitly defined in a standard way. IODs are a graphical representation of
relationships between UML interaction diagrams and the control flow passing between them,
where each node in the activity graph is a reference to an IOD. This paper takes into account ad-
ditional relationships, which are not available in IODs. These extension version of Interaction
Overview Diagram (namely EIOD) introduced by Whittle [1] includes interruption, continua-
tion, concurrency and the notion of negative scanario. Whittle introduced a way of structured
specification as well. A use case chart specifies the scenarios for a system’s use cases in such a
way that each of the EIOD nodes is refined by a set of use case nodes at the lower level of the
use case chart. In fact, in this paper the description of a use case chart in SMV language will be
presented. The rationale behind that idea is that the module concept of SMV provides a mean
for describing a hierarchical construct and SMV modules (like scenarios defined by interaction
diagrams) operate parallel to each other.
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Efficient simulation of infection processes
András Bóta, Miklós Krész, András Pluhár
Studying virus marketing Domingos and Richardson [1] introduced the so-called Indepen-
dent Cascade model. Kleinberg, Kempe and Tardos have proven in [2] that this model is an
equivalent form of Granovetter’s Linear Threshold model [3]. In that model a small set, the
initial adopters (infected vertices) infect neighboring vertices with prescribed probabilities in
stages. This model has been extended and applied to many other real-world examples with
considerable success [4].
The computation of a single infection process may not be difficult, but very often we are
faced with the task of predicting the possibility of nodes (or the network as a whole) getting
infected. This task can be solved by running the infection process multiple times resulting in an
a posteriori probability distribution over the network. Due to the nature of infection dynamics
the complexity of this simulation is demanding.
Another way of solving this task is to design an algorithm that is able to compute the a
posteriori distribution directly, omitting the simulation. Unfortunately, this task is also very
difficult. In this talk we will describe alternative ways of simulating infection processes with
improved performance. We will also describe an algorithm, that is able to compute the desired
distribution directly. Finally we will compare the results of these methods considering both
accuracy and time complexity.
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An online 1-dimensional clustering problem with variable sized
clusters
Gabriella Divéki
In the online clustering problems, the classification of points into sets (called clusters) is
done in an online fashion. Points arrive one by one at arbitrary locations, to be assigned to
clusters at the time of arrival without any information about the further points. A point can be
assigned to an existing cluster, or a new cluster can be opened for it. Existing clusters cannot be
merged or split. We study one-dimensional variants. The cost of a cluster is the sum of a fixed
setup cost scaled to 1 and the square of the diameter of the cluster. The goal is to minimize the
sum of costs of the clusters used by the algorithm.
We study two variants, both maintaining the properties that a point which was assigned to
a given cluster must remain assigned to this cluster, and clusters cannot be merged. In the strict
variant, the size and the exact location of the cluster must be fixed when it is initialized. In the
flexible variant, the algorithm can shift the cluster or expand it, as long as it contains all points
assigned to it. We study the online and the semi-online versions of the above two variants.
In [1] the one-dimensional variant of our problem is examined, where there is no restriction
on the length of a cluster, and the cost of a cluster is the sum of a fixed setup cost and its
diameter. Both the strict and the flexible model have been investigated and an intermediate
model, where the diameter is fixed in advance but the exact location can be modified is also
studied.
In [2] the two-dimensional problem is considered using the l∞ norm instead of the l2 norm.
Thus, "balls" are actually squares. The cost of each cluster is a sum of a constant setup cost
scaled to 1 and the area of the cluster. The goal is to minimize the total cost of the clusters.
We present the first online algorithms for the solution of the problem. We present algorithms
for the strict and the flexible variant. We also give lower bounds on the possible competitive
ratio in the case of both of the variants.
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Spectrum skeletonization: a new method for acoustic sign feature
extraction
Tibor Dobján and Gábor Németh
Nowadays, the noisy acoustic signals investigating by machine learning algorithms is a fre-
quently researched topic in the signal processing. They play an important role in speech recog-
nition algorithms and industrial applications as well. To find the appropriate parameters is a
keypoint of the learning process of machine learning. The parameter sets are optimal if they
produce different results for objects having different quality and similar results for those ones
that are similar in quality. Methods, that are used in practice, search a threshold hit in the
given time series or provide some parameters extracted from the auto power spectrum density
(APSD) function (e.g., the Root Mean Square Rate calculation). In present work we propose a
novel method to analyze the APSD function. The benefits of the skeletonization can be useful
to determine relevant frequency components in the APSD function [1].
Skeleton is a shape descriptor which summarizes the general form of objects [2]. Although
the power spectrum is a vector of density values corresponding to different frequencies, we can
map it into a binary image. Centerlines provide structural and geometric information about the
APSD function. The relevant peaks in it are represented by skeletal branches. Removing the
“main branch” of the skeleton (i.e., the lower curve segments that ensure the connectivity be-
tween the vertical side branches), we split it into disjunct trees. The frequency having the min-
imal density value between the skeletal trees is the proper location to separate the frequency
ranges. By this way no peak are split unlike in the former methods. In Fig. 1, the vertical dark
gray lines indicate the bounds of the frequency ranges, and the skeletal trees are also superim-
posed with black curves in the picture. Usually the skeletal trees are inside in their frequency
ranges, however in some cases the lower branch of a skeletal tree may grow into the neighbour
range. In order to separate the frequency ranges we have to consider the upper side branches of
a skeletal tree (i.e., that represents a peak of the APSD). Furthermore, the geometry of skeletal
branches in frequency range holds useful information that can be used for shape analysis.
According to our best of knowledge, there is no other acoustic verification system that uses
skeletons to analyze the structure of the APSD function of a vibration sample.
Figure 1: The APSD function of a vibration sample. Its skeletal branches are superimposed
with black curves, while the frequency component bounds are indicated by dark gray vertical
lines.
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Computation of Background for Photoemission Electron Microscope
Image Using FPGA
Ádám Fazekas, Hiroshi Daimon, Hiroyuki Matsuda and László Tóth
The purpose of our development is to design an FPGA based hardware acceleration system
that is able to be used for analyzing photoemission electron microscope (PEEM) [1, 2, 3] images
or improving their quality. Even though a usual PEEM has an energy filter unit, which is able
to eliminate certain disturbing signals, a post processing computation can also be useful to
improve the image quality.
Here we propose an FPGA based hardware acceleration system for the computation of a
certain image background component. It has uniquely designed hardware modules that per-
form the computations in parallel, resulting in less calculation time. The system shown here is
a prototype which was only used for testing and experimental purposes.
The prototype of the background computer system provided remarkable results and impor-
tant experiences which will be useful in the design of the final high performance hardware
acceleration system. During the development of the prototype we realized that relevant per-
formance enhancement requires a high-end FPGA platform which has the necessary resources
to determine the background values in real-time. That device could be used as a built-in or
with other words embedded unit with the measuring instrument so it is no longer necessary
to use communication protocols between the PC and the hardware. The running time could be
easily reduced in the future work, if the system performs the computations in more than two
threads of the Shirley modules, which is limited mainly by the applied hardware resources and
not by the realization of the method, therefore using a higher performance FPGA, more parallel
Shirley modules could be executed simultaneously.
We have also concluded that the removal of Shirley [4] (or analogous e.g. linear) background
can enhance the quality of measured images, and our method can also be applied in other fields
and different kind of microscopy for different kind of background removals.
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Environment Matting by Sparse Recovery
Bálint Fodor
Introduction
Environment matting is an image based relighting technique that aims to extract information
about the light transport of a given scene exploiting the assumptions of the measurement set-
ting. The measurement involves a digital camera and a controllable screen as the background
of the scene.
While displaying special patterns in the background the camera captures the light response
of the scene. Processing such measurements a background-free representation of the scene is
aimed to be produced. The technique of environment compositing is to offline rerender the
scene with arbitrary background using the extracted representation.
Based on recent results in the field of compressive sensing and sparse signal recovery [1]
this work solves the problem of environment matting by assuming that only few background
pixels are linearly interplaying to produce a single camera pixel.
Thus a vector of corresponding pixel intensities can be thought of as a linear combination of
some entries of a known signal dictionary built from vectors of corresponding pixel intensities
through the displayed background patterns.
Previous Work
Whilst related works on image matting deal with basically opaque scene elements [4] the con-
cept of environment matting intruduced by Zongker et al. [7] is intended to reveal the reflective
and refractive nature of the scene.
Wexler et al. [5] formulates and solves a more general problem where the background varies
due to camera movement. It involves two steps: first a merged pure background is extracted,
then the 2D-2D map of the light transport is estimated. Experiments show that the method has
limited accuracy especially when employing non-planar backgrounds.
Frequency and wavelet based approaches [6] are more robust but require a large number of
images making the measurement last long.
Efforts on improving accuracy and time-consumption are also made [2]. In [2] the mapping
between the background and the camera image is estimated by color-coding all the pixels in
the backgound image and matching those of in the camera image.
The most related method of this work is attributed to Duan et al. [3]. A compressive sensing
scheme is used to estimate the contribution coefficients of pixels by displaying patterns in a
coarse-to-fine manner. It is assumed and exploited that the background pixels supporting a
camera pixel (i.e. pixels that have non-zero coefficient) are spatially grouped in the background
image.
Methodology
It is assumed that there is a linear relationship between the pixels of the screen and that of the
camera. So the common gamma function-like intensity distortion of the devices are compen-
sated.
The number of camera and screen pixels are denoted by dc and ds respectively.
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αjsj , |{j : αj 6= 0}| ≤ k (1)
where ci is the ith pixel of the camera, sj is the jth pixel of the screen and 0 ≤ αj ≤ 1 are the
screen pixel coefficients. The aim is to extract the k non-zero αj coefficients.
DisplayingM patterns (1) can be easily rewritten as C = AS where C is dc×M , S is ds×M
matrices and A is a dc × ds sparse matrix. Each corresponding coloumns of S and C represent
a pattern-response image pair. As A is the coefficient matrix it has at most k non-zero entries in
each row.
Compressed sensing theory suggests employing random patterns for the problem of sparse
recovery so the entries of S are choosen to be realizations of a random variable with normal
distribution. Here S is called the signal dictionary. For every camera pixel a row of C belongs.
Given x a row ofC the problem is to find k rows (k non-zero coefficient) in S that all together
are the best approximation of x.
A is reconstructed via the Orthogonal Matching Pursuit algorithm. It is a relatively simple,
greedy method and iteratively decreases the residual error by selecting the vector from the
dictionary that is maximizing the dot product with the residual. The coefficients of the so far
selected entries are updated in each step.
Finding the first k entries and their coefficients gives the sparse reconstruction of x. The
pixels corresponding to the selected entries of S are treated as themain contributors that form x.
In this work the problem of environment matting is considerd employing a compressive
sensing approach. Using OMP as the sparse solver the performance of the concept is evaluated
and its competitiveness is justified.
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Reconsidering the Multiple Criteria Decision Making Problems of
Construction Projects; Using Advanced Visualization and Data
Mining Tools
E. Foldi, A. Mosavi, A. Delavar, K. N. Hewage, A. S. Milani, A. A. Moussavi, M. Yeheyis
The construction project managers have to make tough decisions. They are considering dif-
ferent tools of IT and would like to invest on getting better data analysis tools for enhancing
their decisions. The increasing of IT usage in construction projects has been the most effective
option for improving the process of problem solving [1, 4, 6]. However making critical de-
cisions for the complicated and multiple criteria problems of construction projects cosidering
multiple coflicting criteria in which a huge amount of data involved is not a simple task to do.
As the datasets of our problems, i.e. construction projects analysis dealing with waste manage-
ment, productivity improvement, environmental impacts, human and IT factors, emergy based
lifecycle, and process optimization, are often huge they can not easily be handled with the tra-
ditional means of data analysis. In order to better manage the data collected andmake the most
of our datasets a series of the advanced interactive visualization and data mining tools [5] are
utilized. Using data mining tools for processing the large-scale data involved in the multiple
criteria decision-making problems is previously considered in [2, 7].
Here the idea for solving themultiple criteria decision-making problems is to visuallymodel
and clarify the whole dimension of the problems. Interesting patterns are automatically ex-
tracted from our raw dataset via the data mining tools e.g. reducing the dimensionality and
the dataset size, multidimensional scaling, clustering and user interaction. Additionally the
advanced visual analytical interfaces are involved to support the decision maker interactively.
With such tools i.e. parallel filters and clustering tasks, the decision maker can solve multi-
objective optimization problems as it amends previous approaches [7]. Furthermore the ani-
mations of sweeping through data and advanced visualizations including 7D plots accomplish
managers and enable them to screen the data at their consulting room making decision inter-
actively.
The effectiveness and performance of the interactive visualizations are evaluated along with
a number of study cases related to construction workers [1]. Along with our study cases the
aspects of data mining, modeling, and visualization the data related to construction workers
are considered and briefly presented in this article. As the main result, the achieved hidden
information through visualization tools has enhanced the final decisions. Moreover the 7D
plots and the option of sweeping through data and clustering [3, 5] have been found to be very
useful for our challenging applications.
Keywords: Building construction workers, IT usage in construction projects, reactive busi-
ness intelligence, reactive search, multiobjective optimization, multiple criteria decision mak-
ing, interactive visualization, multi-dimensional plots, Grapheur, LIONsolver, 7D graphs,
Clustering and sweeping through data
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A Biological Driven Method for Correlation Clustering
András Fülöp
Many applications benefit from partitioning data points into clusters. Correlation clustering
is a clustering method which originates from document clustering. The problem was intro-
duced by Bansel, Blum and Chawla [1] and was proved to be NP-complete in the same paper.
Correlation clustering can be viewed as a graph partitioning problem in which each connection
is labelled + (similar) or − (different) depending on the components. In correlation clustering,
unlike a large portion of clustering algorithms, the number of clusters is not specified. The goal
is to partition the nodes into clusters of similar nodes. There are several existing algorithms for
correlation clustering (e.g. [2], [3], [4]).
In this talk we introduce a method with which the correlation clustering problem can be
solved. The algorithm is based on a biological optimization method, the Ant System method
introduced by Dorigo, Maniezzo, and Colorni in an early report [6], and motivated by the
work of Liu and Fu who utilized a similar algorithm for clustering problems [5]. In our talk we
discuss our solution and results including comparisons with other existing solutions.
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Artificial Intelligence Methods in Discrete Tomography
Mihály Gara and Péter Balázs
Tomography is an imaging procedure to examine the internal structure of objects. The cross-
section images are constructed with the aid of the object’s projections. It is often necessary to
minimize the number of those projections to avoid the damage or destruction of the examined
object, since in most cases the projections are made by destructive rays.
Sometimes the number of available projections are so small that conventional methods can-
not provide satisfactory results. In these cases Discrete Tomograpy can provide acceptable solu-
tions, but it can only be used with the assumption the object is made of only a few materials,
thus only a small number of intensity values appear in the reconstructed cross-section image.
Although there are a lot of discrete tomographic reconstruction algorithms, only a few pa-
pers deal with the determination of intensity values of the image, in advance. In our work we
try to fill this gap by using different learning methods. During the learning and classification
we used the projection values as input arguments.
In the second part of our talk we concentrate on Binary Tomography (a special kind of Dis-
crete Tomography) where it is supposed that the object is composed of onematerial. Thus, there
can be only two intensities on the cross-section image - one for the object points and one for
the background. Here, we compared our earlier presented binary tomographic evolutionary
reconstruction algorithm to two others. We present the details of the above-mentioned recon-
struction method and our experimental results. This paper is based on our previous works
[1, 2].
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Embedding a Query Language into C++
Attila Góbi, Zalán Szűgyi, and Tamás Kozsik
The integration of query languages and programming languages is an old, returning prob-
lem. In the case of SQL, traditional solutions were either based on language embedding or
on representing queries as string values. The latter approach is very fragile since no compile
time checks are performed. The former (relational) approach re-emerges in the object-oriented
paradigm with the rise of LINQ, which appeared in .Net 3.5. LINQ is a language integrated
into .Net languages providing native data query capabilities. The upcoming JavaSE 8 standard
is planned to provide similar functionality, and until then Criteria Queries of JPA 2.0 can be
used.
This paper addresses the same problem in C++. We develop an embedded language using
the boost::proto library [2]. This library provides a quasi standardway to embed languages
into C++. Unlike the above mentioned solutions, we are not trying to introduce a language
similar to SQL or OQL, but one which is based on object comprehensions. Object compre-
hensions are introduced by D.K.C. Chan and P.W. Trinder [1] and are designed especially for
object-oriented databases.
Due to our approach, namely the application of C++ template metaprogramming, it is possi-
ble to process a significant part of the language in compile-time. Similarly to LINQ, our query
language can be compiled to work on collections as well as on databases. Furthermore, the
processor of the query language is designed to be non-intrusive – an existing source code, or
even a compiled object code can be integrated with the queries by providing the necessary
metainformation.
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Acceleration-based Online Signature Verification
Erika Griechisch and János Csirik
Several kinds of technology are available for biometric authentication. Some of them have
appeared in the last few decades - such as DNA and iris recognition -and they provide more
accurate results than the earlier methods did (like fingerprint and signature recognition). Not
surprisingly, these systems are harder to fool. However, a signature is still the most widely
accepted method for identification (e.g. in contracts and bank transfers). For this reason, some
studies tackle the problem of signature verification and examine the process in detail, as we do
here.
There are two basic approaches of recognising signatures: offline and online. Offline sig-
nature recognition is based on the image of the signature, while the online case utilises data
related to the dynamics of the signing process. The drawback with the offline approach is that
it produces more false accept and false reject errors, but the dynamic approach requires much
more sophisticated techniques. One key issue with online signature verification is to learn
which features best represent the dynamics of the signing process - like velocity, acceleration
and pressure.
In our view, tablets affect the natural signing process, hence we devised an online signature
recording environment. This environment does not need any special surface and it contains
a simple ball-point pen with a three-axis accelerometer that does not significantly affect the
signature writing process. Moreover, it can be easily connected to a computer via a USB and
signals can be measured using a fully open-source package called EDAQ [1, 2].
In our study, we created two databases in order to compare the signatures obtained in two
different time periods and to analyse the relevance of training data selection [3, 4].
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The vagueness measure: a new interpretation and an application to
image thresholding
Gergely Gulyás and József Dombi
Here, we introduce a new interpretation of the vagueness measure [1] and an application
for this approach. The vagueness measure is a generalized fuzziness measure based on a class
of fuzzy operators. These operators contitute a coherent system which is called Pliant system
[2], a subclass of continuous-valued logic. In this class each operator is defined by one gen-
erator function. The new property of the vagueness measure proposed in this work is that if
the vagueness measure is computed for the distribution function of a given population, the
value obtained gives a similar characteristic as the standard deviation of the population. Based
on this feature, a new global thresholding algorithm was developed that generalizes the idea
of Otsu’s optimality criterion by the means of continuous-valued logic. The advantage of this
approach is that it can be tuned for different problems by applying the appropriate operators.
The performance of this method is compared with other commonly used algorithms to vali-
date the usefulness of the proposed approach. The method was applied to a set of synthetic
images for the sake of objectivism and we give a real application example where it is a part of a
segmentation algorithm which segments skin lesions in digital dermoscopy images. Although
the purpose of this algorithm is to threshold a grayscale image, it can be generalized for other
tasks that require the separation of two or more populations, characterized by real values.
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Binary Tomography Using Two Projections and Morphological
Skeleton
Norbert Hantos, Péter Balázs, Kálmán Palágyi
Binary Tomography (BT) [1] aims to reconstruct binary images from their projections. In the
most common applications of BT usually just few projections of the object can be measured,
since the acquisition of the projection data can be expensive or damage the object. Owing to the
small number of projections the binary reconstruction can be extremely ambiguous. A common
way to reduce the number of solutions of the reconstruction task is that certain geometrical
properties (e.g., convexity and/or connectedness) are satisfied.
In this talk we investigate a new kind of prior information, the skeleton of the image to be
reconstructed. Skeleton is a region-based shape descriptor which represents the general form
of binary objects. One way of defining the skeleton of a 2-dimensional continuous object is as
the set of the centers of all maximal inscribed (open) disks. The skeleton of a discrete binary
image can be characterized via morphological operations [2], where disks are approximated
by successive dilations of the selected structuring element that represents the unit disk. An
interesting property of the morphological skeleton is that the original binary image can be
exactly reconstructed from the skeletal subsets. In this work, we deal with the reconstruction
problem in which the entire morphological skeleton (instead of the individual skeletal subsets)
and two projections of the original image are known.
In the reconstruction process the prior knowledge is often incorporated into an energy func-
tion, thus the reconstruction task is equivalent to a function minimization problem. Many
common methods exist to solve that kind of problems. In this talk, we show how to use Sim-
ulated Annealing (SA) [3] for the binary reconstruction problem using the information of the
projections and the skeletal points. We show that, although theoretically the problem is non-
unique, under some circumstances an acceptable image quality can be achieved. We propose
three different methods to solve the above problem, based on parametric SA reconstruction.
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On Some Subsystems of Interval-Valued Logic
László Hegedüs
The non-classical logic we consider here differs from classical propositional logic mainly
in the interpretation function. A computing device, based on this idea can be quite powerful
as shown in [3, 4, 5], also an application of this paradigm can be found in [6]. In classical
propositional logic, an interpretation maps each propositional variable an element of the set
{0, 1}. In the case of many-valued logics, variables can be assigned values from different sets
(e.g. {0, 1/2, 1}, {1, . . . , n}, or even [0, 1]). In the case of interval-valued logic (see for example:
[1, 2]), a union of subintervals of [0, 1] is assigned to each variable. We also require all of these
subintervals to be in the form [a, b). In other words an interval-value is a set of ordered pairs
(ai,1, ai,2) (i = 1, . . . n) such that 0 ≤ ai,1 < ai,2 < 0, and ai,1 ≤ aj,1 < ai,2 is not possible for any
distinct i, j ∈ {1, . . . , n}. Logical operators negation, conjunction, disjunction and implication
are defined as A = [0, 1) \ A, A ∩ B, A ∪ B, A ∪ B respectively, where A,B are interval-




{[ai,1 + bj,1(ai,2 − ai,1), ai,1 + bj,2(ai,2 − ai,1)) | 1 ≤ i ≤ n, 1 ≤ j ≤ m},
where A and B consists of intervals [an,1, an,2) (1 ≤ n ≤ k) and [bm,1, bm,2) (1 ≤ m ≤ l) respec-
tively. We note that this product is not commutative, but associative. An additional operator,
based on Kleene’s strict implication will be defined. One possible usage of this operator is to
represent the semantic consequence relation.
We will investigate subsystems of interval-valued logics, where each value consists of only
one interval. Thus the following two main cases are considered:
1. Each value starts from a designated end of [0, 1). We have three sub-cases:
All interval-values are in the form
(a) [0, a)where 0 < a ≤ 1,
(b) [a, 1) where 0 ≤ a < 1,
(c) [0, a) or [b, 1) where 0 < a ≤ 1 and 0 ≤ b < 1.
2. Each value is in the form [a, b), where 0 ≤ a < b ≤ 1.
In each of these cases, some logical operators must be redefined in order to have a closed
system. We will prove logical equivalences and show, that in all of these cases ¬X ∨ X is not
necessarily a tautology. Thus some of them can be considered as intuitionistic logics.
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Periodicity of Circular Words
László Hegedüs and Benedek Nagy
We investigate some properties of circular words (or necklaces as mentioned in [6]). An
ordinary word w is just a (finite or infinite) sequence of symbols (e.g. in the finite case: w =
w1w2 . . . wn). A set of symbols are called an alphabet and usually denoted by Σ. For a detailed
introduction to combinatorics on words the reader can consult [3].
A circular word is obtained from a finite word w by joining it at the two extremes (i.e. the
beginning and the end ofw). We denote it bywo and it can also be viewed as the set of all conju-
gates ofw (i.e.,wo = {v ∈ Σ∗ | v is a conjugate of w}). It can easily be seen that ifw is a primitive
word, then the number of conjugates of w is |w|. Results about pattern avoidance of circular
words can be found in [1, 2, 5]. Also [4] contains some applications to integer sequences.
For traditional (i.e., linear) words, the definition of a period is as follows. Let v ∈ Σ∗ be a
word and r = p
q
∈ Q such that 0 < r < 1 and p = |v|. Then vr = v1v2 . . . vq. A positive integer
p is a period of w if there exist v ∈ Σ∗ such that |v| = p ≤ |w| and w = vr for some r ∈ Q.
We introduce new notions of weak- and strong periods of circular words and investigate their
properties. The number p > 0 is a weak period of wo if it is a period of some conjugate of w.
Similarly, p is a strong period of wo if it is a period of all conjugates of wo.
A theorem of Fine and Wilf (see [3]) states that if p and q are both periods of a linear word w
and p+ q− gcd(p, q) ≤ |w|, then gcd(p, q) is also a period of w. This is not true for weak periods
of circular words. Consider for example the word (aabab)o which has weak periods 2, 3, 4, 5
and 2 + 3 − 1 ≤ 5, but gcd(2, 3) = 1 is not a weak period of this word. Thus we investigate so
called paired periods, that are in the form (p, p + 1) such that p and p + 1 are both weak periods
of wo. Over the two letter alphabet, only words in the form (ab)∗ or (ba)∗ cannot have paired
periods. The following list is a summary of some of our results:
• If wo is a non empty circular word with strong period p, then p divides |w|. Corollary: If |w|
is a prime and there exists a strong period p of wo such that p < |w|, then w is a unary word.
• Let w ∈ Σ∗ an arbitrary word. Then wo has factors xx and yy with |y| = |x| + 1 iff (|w| −
|y|, |w|− |x|) is a paired period of wo. A special case is when xx = aa for some a ∈ Σ and yy = ε
(the empty word). Then w has paired period (|w| − 1, |w|).
Using our results we also state two conjectures about circular words obtained from the Thue-
Morse and Fibonacci words:
• Circular words that are obtained from Tn (i.e., the nth Thue-Morse word) with n ≥ 5 have
only the paired periods that can be constructed from {ℓ− 4, ℓ− 3, ℓ− 2, ℓ− 1, ℓ}, where ℓ = |Tn|.
• Circular words that are obtained from Fn (i.e., the nth Fibonacci word) with n ≥ 4 have only
the paired periods that can be constructed from {k − 3, k − 2, k − 1, k}, where k = |Fn|.
References
[1] Currie, J. D. and Fitzpatrick, D. S.: Circular words avoiding patterns. in Proceedings of DLT
2002. pp. 319–325.
[2] Fitzpatrick, D. S.: There are binary cube-free circular words of length n contained within the Thue-
Morse word for all positive integers n in Ars Combinatorica 74, 2005.
[3] Lothaire, M.: Combinatorics on Words. Addison-Wesley, 1983.
[4] Rittaud, B. and Vivier, L.: Circular words and applications, in Proceedings of Words 2011,
Electronic Proceedings in Theoretical Computer Science 63, pp. 31–36.
[5] Shur, A. M.: On ternary square-free circular words. Electr. J. Comb. 17, 2010.
[6] Smyth, W.: Computing patterns in strings. Addison-Wesley, 2003.
22
A Probabilistic Software Quality Model for C# –
an Industrial Case Study
Péter Hegedűs
Both for software developers and managers it is crucial to have clues about different as-
pects of the quality of their systems. The information can mainly be used for making decisions,
backing up intuition, estimating future costs and assessing risks. The ISO/IEC 9126 standard
[1] defines six high-level product quality characteristics which are widely accepted both by
industrial experts and academic researchers. These characteristics are: functionality, reliability,
usability, efficiency, maintainability and portability. The characteristics are affected by low-level
quality properties that can be internal (measured by looking inside the product, e.g. by ana-
lyzing the source code) or external (measured by execution of the product, e.g. by performing
testing).
Maintainability is probably the most attractive, observed and evaluated quality character-
istic of all. The importance of maintainability lies in its very obvious and direct connection
with the costs of altering the behavior of the software. Although, the quality of source code un-
questionably affects maintainability, the standard does not provide a consensual set of source
code measures as internal quality properties. The standard also does not specify the way how
the aggregation of quality attributes should be performed. These are not deficiencies of the
standard, but it offers a kind of freedom to adapt the model to specific needs.
We have introduced a practical quality model in one of our previous works [2] that differs
from the other models in many ways:
• It uses a large number of other systems as benchmark for the qualification.
• The approach takes into account different opinions of many experts, and the algorithm
integrates the ambiguity originating from different points of view in a natural way.
• The method uses probabilistic distributions instead of average metric values, therefore
providing a more meaningful result, not just a single number.
Although the introduced model proved to be useful and accepted by the scientific community,
real industrial settings and evaluations are required to show that our solution is useful and
applicable in real environments too. Additionally, the first published model is only a prototype
for the Java language and weighted by a small number of researchers and practitioners. The
goal of my presentedwork is to develop amethod andmodel for estimating themaintainability
of the C# systems of a large international company. To achieve this goal, the following tasks
were completed:
• Together with the industrial partners, we have introduced a new maintainability model
for systems written in the C# language.
• A benchmark from the C# systems of the company has been created (several millions of
C# code lines has been analyzed).
• Amethod and tool has been developed for qualifying the smaller components of the com-
pany’s software using the benchmark - producing a relative measure for maintainability
of the components (we were able to rank the components of the company).
• A new weighting has been created involving the developers and managers.
• According to the method andmodel, a large number of components have been evaluated.
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The results were discussed after the evaluation and compared to the developers’ opinions. The
industrial application of our method and model was successful as the opinions of the devel-
opers highly correlated with the maintainability values produced by our C# maintainability
model. This result shows that our probabilistic quality model is applicable in the industry, as
the industrial partners accepted the provided results and found our approach and tool very
useful.
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The Security History of the WebKit Browser Engine
Renáta Hodován
Over the years, more and more emphasis has been placed on the web domain. Customers
are constantly requesting new features in web-applications and in the hosting browser itself
as well. As these requests are fulfilled, the software becomes more and more complex and it’s
getting harder to take care of all side effects of the modifications. This can lead to undesired
behaviour along with security vulnerabilities.
At the conference, I’ll focus on the browser component and take a closer look at the secu-
rity evolution of the WebKit layout engine. Among others, WebKit powers the Apple Safari
and Google Chrome browsers and it holds nearly 36% of the browser market according to the
survey of StatCounter in February 2012. Since WebKit is an open-source project, all implemen-
tation details and most bug entries are available. In this survey, I investigate a dataset that was
generated from the publicly accessible security bug entries of WebKit. Furthermore, I deter-
mine a trend of the number of introduced security bugs over revisions and show the relation
between the size of the code and the probability of the existing security holes.
As Chart (a) shows, the number of committed revisions is growing increasingly over the
months in the last few years. In line with this, the number of exposed security vulnerabilities
follows the same trend, see Chart (b). This hangs together with the theorem that as a software
is getting older and more complex [1], its maintenance and development turn into a hard chal-
lenge and we should count on undesired consequences. On Chart (c) we can see the way the
size of the source code of the whole project is changing. And the last one shows how many
lines of source code were modified during the months as a result of fixing security holes.
(a) Commited revisions over months (b) Commited security bug fixes
(c) Code size over revisions (d) The number of modified lines over security
revisions
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Introduction to an automatized cheating prevention system at
computerized open-book lab exams
Balázs Keresztury and László Cser
Organizing exams puts heavy load on the responsible departments at almost every univer-
sity. To be fully prepared for fair and professional examinations, the department has to create
tests, evaluate them by multiple teachers, print them, securely distribute them and after the
actual examination they also have to keep all the documentation for many years. During the
actual exams departments have to provide sufficient number of exam supervisors who keep an
eye on the students while they are working on their tests. This is especially important when
students write open-book exams, where they are allowed to use almost every help they can
find online. Even if they can freely use online tutorials, forums or slides, they are strictly for-
bidden to utilize any kind of manual help, which typically includes instant messengers, email
systems, etc. These, seemingly contradictory requirements forced us to research this area and
come up with a viable solution.
Our department is responsible for organizing big amount of exams each year at Corvinus
University of Budapest (CUB), which let us realize that many of the tasks above could be sig-
nificantly simplified by using a Learning Management System (LMS). Since our university suc-
cessfully adopted the widely used and accepted Moodle LMS[1, 3], we decided to use it to sup-
port our examination process. However, switching to computerized exams not only brought
advantages, but also some disadvantages. While on one hand exams generally became safer
(Moodle is capable of restricting users by authentication, quiz passwords, ip ranges, etc), on
the other hand we faced the problem that users were able to save exam questions without any
effort, which rendered them unusable later. Even if this problem could be fixed by some simple
measurements, securing open-book exam was still a big challenge for us.
To face this challenge, our department decided to develop a software system which was
responsible for making electronic open-book exams more secure. During the specification of
requirements many ideas came up, including various known methods of cheating[4] and pos-
sible ways to prevent them[2]. After the usual specification of functional and non-functional
requirements, we came to the following conclusion: The system has to be rock-solid, easy to
use, multilingual, integrated with Moodle and it should be highly customizable. To achieve
these goals, we have researched the market for similar solutions, chosen the programming and
database platform, and started the actual development process. The implementation was fol-
lowed by smaller test runs at optional pre-exams, but later we significantly broadened the circle
of users. In the first runs we only typically added some features based on the feedback of the
users, but later we moved the emphasis to stress-testing.
In this talk we plan to tell more about why one needs a system like this, if there is any
similar solution available from the market, who benefits from using it, give better insight to
our development process and share our experiences.
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Wavelets and rational function methods in ECG signal processing
Péter Kovács
The electrocardiograms (ECG) represent the electrical activity of the heart related to different
phases of the muscular contraction. These electrical changes can be measured on the surface of
the skin by electrodes. An ECG signal records the potential difference between these electrodes.
The electrocardiogram consists of five standard waves labelled with the letters P, Q, R, S, T. The
amplitudes, durations and shapes of these waves carry important diagnostic information about
the patients. There is a wide range of recent applications of digital signal processing including
detection, analyzation and compression.
Lately, we used rational functions to model the electrocardiogram [3]. In order to outline
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where the pole is a/ |a|2 . a itself is called the inverse pole of ra . Then we take linear combi-
nations of powers of elementary functions and consider them on the unit circle. We use these










where the cn,j ’s are complex coefficients. Three different poles turned to be appropriate in most
cases [2]. In the present work we compare the widely used wavelet-based techniques [1] with
those of rational functions [3]. We compared these methods in various aspects.
(e) Synthetic ECG signal with an 50Hz power
line interference.
(f) Denoised ECG curve smoothed by basic ra-
tional functions.
Figure 2: Rational function approximation of a synthesized electrocardiogram.
Firstly, we compare the rate of compression by rational functions in contrast with the
Daubechies andMorlet wavelets. Furthermore, we want to use an objective measure of level of
compaction and distortion rate. For this reason, synthesized ECG signals [5] were used to test
these methods. In this case, we can generate electrocardiogramswith different diagnostical and
geometrical features, but we can get the original signals in analytic forms as well. So, both com-
pression and distortion rate can be measured by using different types of error measures, such
as percentage root mean square difference (PRD) and weighted diagnostic distortion (WDD)
[6]. By taking advantage of the analytic form of the original signal, one can test the sensitivity
of these methods by changing the signal-to-noise ratio (SNR). On Figure 2(f) one can see the
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reconstructed signal marked by red line. The original ECG curve has 512 sample, but we used
only 16 complex coefficients and 3 complex poles for the representation.
Secondly, a related problem is the filtering property. Namely, these methods can be used
for denoising ECG signals. Different types of noise such as muscle noise, baseline drift, etc.
were used to test the smoothing ability of rational functions in contrast with Daubechies and
Morlet wavelets. During filtering it is important to keep the most significant ECG features
by tempering the distortion rate of the process. An example for rational filtering is given in
Figure 2.
Finally, we propose a wave detection algorithm based on the rational function approxima-
tions. This method separates one period of an electrocardiogram into three main parts that are
designated alphabetically as P, QRS and T waves. On one hand, it is a rough approximation of
the original signal, because we use only the most significant terms from the projection (2). On
the other hand, the onsets and the offsets of the main lobes of the ECG curve can be predicted
well. Furthermore, both synthesized electrocardiograms and real ECG databases such as phy-
sionet [4] were used to test and compare the accuracy of this wave detection algorithm with
wavelet-based methods. These databases are also annotated, so the test results can be easily
achieved.
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PhP + MySQL questions and possible answers
Edit Lázár
During the education of programmingwemeet varios problems. Inmy essay I want to show
some problems and their possible solutions in PhP and MySQL. Today these two programs
together make a very fast and useful complex on web-programming. I want to pay attention
to the possible errors and failures what can programmers do writing a questionnary-make
program. I will make a process from the planning of software and database to the realize. I
will give a list about problems, their possible solutions, if I know they, and the source where I
found the solution (e.g. character-set using problems, random-procedure, etc.). I won’t be able
to enumarate all of problems and solutions but I intended to show a lot and I want to give some
help to teachers, too.
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Hybrid Face Detector Based on Boosted Classifiers
Szidónia Lefkovits
The task of object detection is one of the most widespread research domains in computer
vision. Despite of the fact that humans have the extraordinary capacity to detect several types
of objects or object categories, the general problem of object detection has not been solved yet.
Nowadays, a high-performance system supposes a high rate of detection, and at the same time,
a low rate of false detections.
This paper presents a robust face detection system that combines holistic and component-
based methods. At first, a very fast appearance-based method detects the face as a whole using
the well-known AdaBoost algorithm [1, 2]. This method does an exhaustive search over the
image in different scales and positions using the image pyramid. Millions of image parts have
to be analysed, out of which only a few are faces and all the others are backgrounds. A rate
of 5 · 10−6 false detections is not sufficient to eliminate all of the backgrounds [3]. Visually, the
falsely detected images are not similar at all to the face. This is the reason why in the second
phase, we propose a detection system whose role is to examine the image in detail. This pro-
cess is slow, but it needs to be done only rarely.
The second part of the system is built with a well-known deformable object model [4] based
on our proposed local descriptor. The deformable model solution can be implemented through
a dynamic programming technique [5] which applies a new proposed algorithm for general
distance transform [6]. The most important factor that determines the system’s performance is
the local image descriptor. Our idea comes from the working principle of the visual receptive
field of mammalians. Hence, the proposed descriptor is based on Gabor filters. As you may
know, the bi-dimensional Gabor filter [7] is defined in a high dimensional space of 9 parame-
ters. One of the difficult tasks is to limit the domain of parameters. The first step is a thorough
study that defines their theoretical limits. The fine-tuning process of the parameters for one
kind of patch is done experimentally, with the goal to retrieve the most characteristic set of
filters for the target object. The selection of the filters is done by the GentleBoost algorithm [8].
We implemented a supervised learning process that needs a huge amount of image patches
of the object. This translates to a high computational complexity of the proposed descriptor.
Nevertheless, it can be implemented in almost all detection systems.
The case study has beenmade for face detection, and the detailed search has used the above-
mentioned descriptor for eye detection. We demonstrate the viability of the proposed system
experimentally. We try to find the optimum between local and global aspect-based methods
and between computational speed and detection performances.
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Verified localization of trajectories with prescribed behaviour in the
forced damped pendulum
Balázs László Lévai
In mathematics, it is quite difficult to define exactly what chaos really means. In particular,
it is easier to prepare a list of properties which describe a so called chaotic system than give
a precise definition. A dynamic system is generally classified as chaotic if it is sensitive to its
initial conditions. Chaos can be also characterized by dense periodic orbits and topological
transitivity.
While studying computational approximations of solutions of differential equations, it is an
important question is whether the given equation has chaotic solutions. The nature of chaos im-
plies that the numerical simulation must be carried out carefully, considering fitting measures
against possible distraction due to accumulated rounding errors. Unfortunately except a few
cases, the recognition of chaos has remained a hard task that is usually handled by theoretical
means [3].
In our present studies, we investigate a simple mechanical system, Hubbard’s sinusoidally
forced damped pendulum [3]. Applying rigorous computations, his 1999 conjecture on the
existence of chaos was proved in Bánhelyi et al. [1] in 2008 but the problem of finding chaotic
trajectories remained entirely open. This time, we present a fitting verified numerical technique
capable to locate finite trajectory segments theoretically with arbitrary prescribed qualitative
behaviour and thus shadowing different types of chaotic trajectories with large precision. For
example, we can achieve that our pendulum goes through any specified finite sequence of
gyrations by choosing the initial conditions correctly.
To be able to provide solutions with mathematical precision, the computation of trajectories
has to be executed rigorously. Keeping in mind this intention, we calculated the inclusion of
a solution of the differential equation with the VNODE algorithm [5] and based on the PRO-
FIL/BIAS interval environment [4]. The search for a solution point is a global optimization
problem to which we applied the C version of the GLOBAL algorithm, a clustering stochastic
global optimization technique [2]. This method is capable to find the global optimizer points
of moderate dimensional global optimization problems, when the relative size of the region of
attraction of the global minimizer points are not very small.
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Analysis of a hyperbolic optimization method
Levente Lócsi, Ferenc Schipp
In our works concerning the analytic representation of ECG signals using complex rational
functions we had to face an optimization problem which is defined on the complex unit disc,
i.e. on the set { z ∈ C : |z| < 1 }. It turned out that the function to be optimized has several local
minima, sophisticated methods are required to reach an optimal solution. We have developed
and analysed many algorithms suitable for this problem, see e.g. [1] and [2].
This work to be presented here is aimed at the study of another algorithm, which is based
on the hyperbolic version and variation of the well-known gradient method. Note that the
complex unit disc also provides the so-called Poincaré disc model of the Bolyai–Lobachevsky
hyperbolic geometry. We will also make advantage of the fact that the congruent transforms in
this geometry can be expressed by the means of some rational complex functions, namely the




. (δ, a, z ∈ C, |δ| = 1, |a| < 1, z 6= 1/a)
Our aim is to create a MATLAB implementation of this proposed algorithm, to present some
numerical experiments and to analyse the method and its convergence properties in the case of
some simple test functions.
The Project is supported by the European Union and co-financed by the European Social
Fund (grant agreement no. TAMOP 4.2.1./B-09/1/KMR-2010-0003).
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Adapting the Reactive Search Optimization and Visualization
Algorithms for Multiobjective Optimization Problems; Application
to Geometry
Amir Mosavi, Miklos Hoffmann, A. S. Milani
In most of the real-world optimal design problems of engineering and business processes,
in order to improve the functionality, the operating parameters need to be accurately tuned
with the aid of the multiobjective optimization algorithms for which many conflicting objec-
tives have to be traded off in selecting the preferred solution(s). For solving the complicated
multiobjective optimization problems numerous biology-inspired metaphors e.g. evolution-
ary algorithms [1] which have indeed a very limited learning capabilities, have been widely
utilized so far.
On the other hand very recently the effectiveness of reactive search optimization (RSO) al-
gorithms [3, 9] along with the visualization tools [2], in operations research and mathematical
programming, covering a variety of different applications to multiobjective optimization, are
becoming increasingly popular. The RSO algorithms, considered as the most advanced Brain-
Computer Optimization (BCO) algorithms, are developed on the basis of involving the decision
maker interactively in the loop; loading the intelligent expertise to the algorithm leading to in-
creasing the learning capabilities. RSO employs learning for optimization, via integration of
sub-symbolic machine learning techniques into the search heuristics so that the algorithm se-
lection, adaptation and integration, are done in a rather automated way. In this way the past
history of the search could be used for self-adaptation in an automated manner. Moreover
visualization and optimization are connected through decision maker interaction.
In this article the RSO algorithms are compared with the evolutionary algorithms in terms
of the effectiveness, usability, and efficiency. To do so three of the well-known geometrical
optimization problems, previously solved by evolutionary algorithms, i.e. multiobjective op-
timization the curves and surfaces [4, 10], skinning problem [5], and welded beam design [6],
are reconsidered utilizing RSO and visualization tools via a commercial implementation [7, 8].
The results are further carefully discussed in each study case.
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Approximate dictionary matching for biomedical information
extraction
György Móra
Information extraction techniques arewidely used in various textmining fields like scientific
literature mining and Web mining. Named entity recognizers often make use of word lists,
that they subsequently map to the text. There are efficient methods available for mapping
large dictionaries to texts. The species name recognizer Linnaeus, for instance, uses regular-
expression-like patterns generated from a simple list of organism names [3]. The patterns are
generated in such a way that the system can recognize spelling variants, but their flexibility
is limited. Biomedical entities display a great spelling variability, hence the tagging of gene
and protein names is essential for good information extraction in the biomedical domain. We
developed a method for effectively matching large dictionaries containing millions of entity
names using a flexible matching procedure. Our system was developed for gene and protein
name matching, but it can also be used for other tasks where flexible matching is required.
Our approach tries to overcome the difficulties of biomedical entity matching. The order of
the words in these entities may be different and extra punctuation characters and words may
appear inside entity names. For instance, member 3 of the solute carrier family 6 can be written as
solute carrier family 6, member 3. Numbers can be written as Roman or Arabic numerals, which
increases the number of possible variations. Greek letters are often transcribed or a similar
Latin letter is used. For instance, nuclear factor kappa beta can be written as NF-kappa B or NF-
κβ. To match all linguistic forms of a word we determined the base form of all words used
in all dictionary entries and during the matching the base forms of the words in the texts are
matched against the base form of the entries in the dictionary. Biomedical entities often have
nonconventional plural or adjective forms. In our experiments, we used the LVGTools [1] lin-
guistic package to determine the possible base forms of the words in the dictionary and in the
text. Most words have one possible base form (like dogs -> dog), but there are ambiguous cases
where only a syntactic or semantic analysis can determine which base form belongs to the word
form in a given context. The LVGTools also handle the above-mentioned issues with Greek let-
ters and Roman numerals as it generates all possible ’interpretations’ of the ambiguous word.
Our approach utilizes the Lucene search engine [2] for indexing. The dictionary entries are
split into words and the possible base forms of the words are determined. The entities are
indexed with respect to the base forms and the number of words in the entity name. When
the text is tagged, the possible base forms of the words are also determined. If one of the base
forms of a word is contained in the index, the word is marked as a potential part of an entity
name. Based on these annotations, a value for each word in each sentence is calculated which
tells us how many words the longest entity name can have, which the current word may be
a part of. This value is used as a maximum value when the possible names are queried from
the index. This restriction speeds up the process because an entity name may be as long as
22 words. The tagging speed is approximately one document per second on biomedical full
articles with over 7 million different entity names using a computer with a 2 GHz processor.
The spans of the hits may overlap and a rule-based system filters out the matches to produce
the longest non-overlapping annotations.
We developed a dictionary lookup tagger, which can be effectively applied in biomedi-
cal information extraction pipelines, to perform string matching with the necessary flexibility.
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Wikipedia-based methods to identify noun compounds in running
texts
István Nagy T.
In natural language processing, multiword expressions (MWEs) have been received special
interest. Noun compounds (NCs) form a subtype of multiword expressions: they form one
unit the parts of which are meaningful units on their own, and the unit usually has some extra
meaning component compared with the meanings of the original parts [2]. The semantic rela-
tion between the parts of the noun compound may vary: it may express a “made of” relation
(apple juice), a “location” relation (neck pain), a “made for” relation (hand cream) just to name a
few. Thus, noun compounds encode some important meaning relations that can be fruitfully
applied by e.g. information extraction systems. However, such applications require that noun
compounds should be previously known to the system.
Noun compounds are very frequent in language use (in the Wiki50 corpus [2] 67.3% of the
sentences contain a noun compound on average). Furthermore, they are productive: new noun
compounds can enter the language all the time hence they cannot be exhaustively listed and ap-
propriate methods should be implemented for their identification. In this paper, we introduce
several methods to automatically identify noun compounds on the basis of Wikipedia, like dic-
tionary labeling, rule based methods and machine learning based approaches and show how
the expansion of Wikipedia helps the performance of different NC-detecting methods.
References
[1] Sag, I.A., Baldwin, T., Bond, F., Copestake, A., Flickinger, D.: Multiword Expres- sions: A
Pain in the Neck for NLP. In: Proceedings of the 3rd International Confer- ence on Intelli-
gent Text Processing and Computational Linguistics (CICLing-2002, Mexico City, Mexico
(2002) 1-15.
[2] Vincze, V., Nagy T., I., Berend, G.: Multiword expressions and named entities in the Wiki50
corpus. In: Proceedings of RANLP 2011, Hissar, Bulgaria (2011).
39
Online Signature Feature Extraction from Video
József Németh
Handwritten signature verification is an intensively investigated area through it is an easy
way to electronically verify a person’s identity. While other authentication techniques may be
more reliable, HSV is more convenient and less intrusive. Most early works focused only on the
offline (static) HSV which only requires only an image of the signature. When the signatures
are acquired using an electronic graphic tablet or an other special device the dinamics (i.e. the
movement) of the writing is also captured and can be used for the verification (online systems,
see [1]).
We present a video based online signature verification method. The signatures are acquired
using a low-cost camera which records not only the track of the pen tip but other data like the
movement of the whole pen. We use calibration patterns to estimate the camera parameters
thus the trajectory of the pen can be reconstructed. Furthermore we extract other features
which are also used to compare the signatures data.
We performed our experiments on our private database in which each person provided 10
genuine and 5 forgery signatures. The learning dataset is consisted of 5 randomly selected gen-
uine signature for each signer. The comparison and classification of the signatures are achived
using classical online HSV methods like dynamic time warping (DTW). These experiments
showed that which features can be used most efficiently for signature verification. The pro-
posed system achieved an equal error rate of 6%.
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Analysing Synchronization Contract Support in Modern Software
Development Methodologies
György Orbán
The quality of the software systems must be increased. There are many techniques and
methods to achieve this. In our paper we will focus one of these techniques the contract
based development. Bertrand Meyer devised the expression "design by contract" which is a
trademark of Eiffel Software. He created the Eiffel programming language in mind of con-
tract support in the implementation and design. Not just a programming language, a software
development methodology was created.
Four levels (syntactic, behaviour, synchronization, quality of service) of contracts can be sep-
arated based on Beugnard’s categorization. At the different levels different type of contracts
can be defined based on the specification. Contract based development is a continuously evolv-
ing area, but most of the developments are connected to the second, behaviour level. There are
many tools which support contract based development at the implementation level. Program-
ming languages like Eiffel, D with native support and other languages (Java, .NET, Python etc.)
with extensions. There are some tools and extensions which can be integrated into an IDE and
others can be used as a library. With these extensions the contracts can be weaved with differ-
ent techniques into the source code or byte code. Contracts can be created at different levels
in a software system. In the modern software development methodologies like Model Driven
Development (MDD) the contract creation support should be at the modelling level. To achieve
this we have different tools and methods. One of the most widely used modelling language
is the Unified Modeling Language (UML). Object Constraint Language (OCL) expressions in
the UML models can be used as contracts. With tools like DresdenOCL it is possible to gen-
erate Java source code from the OCL expressions. With this source code generation second
level (behaviour) contracts can be created. But this is only one level from the four. There are
many Interface Description Languages (IDL) for different types of systems and in most cases
the source code generation is possible from these descriptions. The first two contract levels
have more modelling and tool support.
In the paper we would like to focus on the modelling and implementation support for the
synchronization (third level) contracts. From themodelling view the OCL, as a synchronization
level contract definition language and from the implementation view different concurrency
techniques will be examined. As a summary of our work we would like to recommend a
software development process workflow with tools and methods used in the different steps to
create more reliable, better quality software systems.
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Change management applying comparison of different versions of
Dynamics AX
István Orosz and Tamás Orosz
Microsoft Dynamics AX continuously extends functional and technical approaches. Former
Axapta and Navision applications are being replaced with the modern and smart AX and NAV
solutions, like the other Dynamics modules and components. A brand new MS Dynamics
implementation follows standard methodologies of Sure Step. However, companies, where
one can find former Microsoft ERP systems, like Axapta or Navision, face to several change
management issues and problems. One can figure out that business requirements for Software
change management depend on specific business functions, industry, technologies and so on.
An organizational change management usually comes with organizational developments as
well. The purpose of change management is to minimize the negative impacts on the organi-
zation and to avoid concerns. There are some different types of change management: chang-
ing the behavior of the personnel; technological changes; operational and structural changes;
strategic and mission changes. The changes, which affect Dynamics AX, come from opera-
tional, structural and technological sides. The organizational change management should start
with detailed description of the current situation, and after that focusing on the need of change
and the ability of change. The objectives, content, and the process all should be part of the
organizational change management plan. It uses the following techniques: performance met-
rics such as financial results, operational efficiency, leadership commitment, communication
effectiveness. The perceived need for change to plan the appropriate strategies, in order to
avoid change failures or solve troubled change projects. It is also important to make a clear
governance and organizational model of the company, which is suited and aligned to the ex-
pectations of the company
This paper tries to introduces an agile way for business change management in Microsoft
Dynamics environment and determine its usability in changing business environment. The
comparison of different business requirements is made in different MS Dynamics business
change issues.
Sustainability is one of the core factors of developing Dynamics AX 2012. One of the key
aspects was to speed up the business and technological process of upgrading from the previ-
ous versions to AX 2012. Sure Step is the official software process for Dynamics AX. This is
the tool of defining process phases, milestone roles, artifacts, cross phase processes, additional
project management processes. Agile implementation model is an iterative, incremental pro-
cess for developing Microsoft Dynamics Solutions. This Project Type gives customers greater
control over the final solution because they can quickly change the direction of solution devel-
opment and implementation from one sprint cycle to the next. It focuses delivering the whole
functionality in smaller chunks, within a series of smaller developing series. By delivering
and accepting smaller parts of development, the risk of the customer will not get the solution
needed is smaller.
Our study tries to discover the options to build up the change management process flows
within AX systems, and check the possible ways of creating them. We try to take a step forward
to extend these workflows by using test driven software development methods.
Keywords: Change Management, Microsoft Dynamics AX, CRM, GP, NAV.
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Empirical Studies of Reconstructing hv-Convex Binary Matrices
from Horizontal and Vertical Projections
Zoltán Ozsvár and Péter Balázs
Tomography is a method of producing a three-dimensional image of the internal structure
of an object from its projections, without damaging it. In binary tomography we assume, that
the examined object is homogeneous. In order to reduce the number of projections needed to
the reconstruction, we further assume that the image satisfies certain geometrical conditions,
such as hv-convexity.
The reconstruction of hv-convex binary matrices from their horizontal and vertical projec-
tions is proved to be NP-hard. In this paper, we take a closer look at the difficulty of the prob-
lem. We investigate different heuristic reconstruction algorithms of the class, and study them
from the viewpoint of runnung-time and reconstruction quality. In the experiments we use a
large set of test data, with different size and number of components. We observe that for each
studied algorithm the dissimilarity of the reconstucted and the original images depends on the
number of the components, rather than the size of the image. Futhermore, the reconstruction
time of the core-shell algorithm depends both on the size of the image and the number of its
components, while the speed of the simulated annealing reconstruction is mostly determined
by the number of so-called switching components present in the image.
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Synergy between mobile terminal and cloud computing.
Krisztián Pándi and Hassan Charaf Dr.
The role of cloud computing, as a new area of computing, is growing intensively. Mobil
e computer technology has also greatly evolved in the recent years. The application variety
that can b e used in mobile terminals is emerging, putting strong requirements both on soft-
ware and hardware side of the mobile terminal. In cloud computing application services are
provided through the Internet. Distributed and cloud computing is recognized to b e a new
area for solving performance issues. Mobile terminal can take advantage from cloud comput-
ing. To cope with these new resources and fulfill new quality and performance requirements
a more sophisticated architecture and resource management is necessary. The basis of effec-
tive resource management is a precise knowledge of the hardware and software capabilities;
currently available performance metrics must be adapted for mobile terminals. Performance
and resource utilization of the mobile terminal must be identified. Performance metrics serve
as an input for resource management, deciding which application where to run, on the mobile
terminal, or in the cloud.
Mobile terminal can use cloud for solving performance issues, and to obtain richer user
experience. The aim of the study is to present architecture of mobile resource management,
that can utilize benefits of cloud computing. Performance measurement and usable metrics are
mandatory for our later research: decision making mechanism implementation. The goal of the
mechanism is to decide where the optimal place to run for a certain service/application is. On
the mobile terminal itself, or on other nearby mobile terminal, or on public cloud computing
server. Hence a performance and usage of the mobile terminal should be determined.
Emerging complexity of the application used in mobile terminals implicate harnessing of
these extra performance resources. Applications with distributed components differ from tra-
ditional non distributed applications in numerous attributes, such as communication type and
overhead, latency, concurrency etc. The task of proposed mobile terminal resource and service
management is to decide which application and service where to execute. To effectively fulfill
this complex task; sophisticated and dedicated decision formula is needed. As such a formula
amplifies adapted and dedicated software and performance metrics. Mobile terminal coupled
with distributed system can be dynamic, changing over time, resulting CPU and network load
changing. Therefore mobile terminal as a part of the distributed hierarchy needs to have met-
rics very different than traditional software and performance metrics [1].
With mobile computer technology progress, the software and hardware platform becomes
more and more complex, together with the amount of the tasks meant to be processed. Mobile
terminal has some special features in comparison with traditional computing; small size, de-
pendence on limited battery lifetime, computing power is changing, possible presence of 3D
hardware, network bandwidth is limited [2], and almost exclusively wireless, relatively small
display size, the user input is special one.
Usually same or similar applications are used in mobile terminals as in traditional comput-
ers so similar user experience is expected. Therefore, with comparably less performance nearly
the same look and feel is required. Thus, the capabilities of the mobile hardware should be
efficiently harnessed with smart resource management and load balancing.
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x86 instruction reordering for code compression
Zsombor Paróczi
Runtime executable code compression is a special method, which uses standard data com-
pression methods and binary machine code transformations to achieve smaller file size, yet
maintaining the ability to execute the compressed file as a regular executable. In a typical case
the source code gets compiled with a compiler and linker, the output is a binary executable,
which contains the machine code and the data needed by the application. This work focuses
only on executable machine code for the Intel x86 instruction set.
Many compression methods for x86 machine code have been developed, most of them
use model based compression techniques (such as huffmann coding, arithmetical coding,
dictionary-based methods, predication by partial match and context tree weighting), with CPU
instruction specific transformations such as jump instruction modification. [1, 2] Compression
of executable code is mainly used for lowering bandwidth usage on transfer and decreasing
storage needs in embedded devices.
The compiled code can be split into so called basic blocks, sequences of instructions ending
with a single control transfer instruction. The internal program representation used to facili-
tates our program transformations is the Control Flow Graph. This graph contains basic blocks
as nodes, and potential control flow paths as edges.
In my work I show, that reordering instructions using data flow constraints can improve
code compression, without changing the original behavior of the code. Using the data usage
obtained from the analysis of the disassambled code, a basic, local data flow graph can be
produced. A basic block instruction data flow is shown on figure 3. , each instruction is in a
separated box, the original position is the code is the first line, the actual instruction is in the
second line. The arrows represents data flow within the basic block, indirect dependencies are
hidden.
Figure 3: Data dependency graph in a basic block
The order of these instructions can be different from the original, and still the reordered code
will be equivalent with the original (in the state machine sense).
In my work I distinguish two kind of data affection (read, write), and use 27 data types
include registers: 16 basic x86 registers, 11 eflags, andmemory data. The memory data refers to
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Figure 4: Compressed code size change
any kind of memory read/write including stack instructions. The generated control flow graph
has a control flow instruction at the end of each basic block, these instructions are condition and
unconditional jump and call instructions are treated as if they write every data type. Among
x86 instructions only control flow instructions have relative to current address pointers, that
is why reordering instructions can be done by simply changing the instruction’s order. The
control flow instructions always remain at the end of each basic block.
The complexity of a function is a product of all basic block instruction count within a func-
tion. The code generates all possible reordering using depth first search, dependency rules are
checked on each search iteration. When all the possible reordering are generated, two different
data compression methods are evaluated.
In my work I use the latest stable gzip and lzma software to compress the produced code.
Repeating the reordering and compression test on every function of a binary file, a more com-
pressible code can be produced, without modifying the data flow. Using gzip, the compressed
code for an avarage function is 0.71% smaller than with the original instruction ordering. Re-
sults are even better using lzma, the avarage gain is 1.13%.
A detailed statistics on the compressed code size change can be seen on figure 4. The con-
clusion is that, more than 40% of functions can have a better compressable reordering than the
original one.
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Non-destructive Examination of Tree Trunks with the Help of
National Instruments Devices
István Póser
The parameters of vibration signals spreading in a special type of tree trunk change depend-
ing on the damaged or dead portions inside it, because the vibrations will only spread in the
higher density regions. So the time of the signal flight, the amplitude and other parameters
of the signals will change too depending on the inner structure of the tree trunk. I’m mea-
suring these parameters, primarily the time of flight and the amplitude with piezolelctrical
accelerometers and a prototype measurement system based on National Instruments devices.
The software controlling the measurement system and preprocessing the data is based on Lab-
VIEW. I’m trying to build up a picture of the inner structure of the tree trunk from multiply
generation and measurement cycles on a PC. This first approach is required to determine the
parameters that should be measured and algorithms that should be used in the future. The
final goal is to build a portable device capable of examining the inner structure of a tree trunk
on the field without the need for using a computer.
The purpose of this paper is to show the different type of National Instruments devices, that
I used, and the results, that I achieved in my work so far.
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Workflow processing using SAP Objects
Attila Selmeci, Tamás Gábor Orosz
The SAP, the developer of the leading Enterprise Resources Planning System in the World,
has been providing business solutions in different areas required by the market for more than
40 years. The basic development environment of the SAP applications is smoothly imple-
mented into the system. All business applications are developed in the internal ABAP (Ad-
vanced Business Application Programming) language. This language has its origin from the
old style COBOL, PL1, but in the last 40 years the company had enough time to implement
features from new technologies, programming languages. In the last ten years SAP imple-
mented and uses for its own applications the object oriented programming paradigm, which is
an extension of the original ABAP.
The business logic is implemented as reports, so-called transactions and function modules.
Reports generate lists, transactions help to store, change business data in the system through
many input and output screens defining a single logical unit of work. The function modules
are special modularization units executing a determined functionality (like booking). Grouped
function modules can share data through the main program of the group, which cannot be
touched directly only via the connected function modules. This approach is similar to the static
methods and attributes of an OOP class.
The Business Framework Architecture provides a special environment for internal and ex-
ternal usage of the system services by collecting them into Business Components and offering
the real business entities as so-called Business Objects. The Business Objects (a determined en-
tity from an entity type) are instances of the Business Object types. This Business Object layer
extends the original report, transaction and functionmodule layer with an object-oriented view,
which is usable from outside as well. The Business Object Types contain as subcomponents at-
tributes, methods, and events as well. There are special attributes, the key fields, which refer
to the real, underlying data model. The other attributes can be simple fields, structures, arrays
or even references to other Business Object Types. The events are information to the "world"
about status changes of the Business Object. For example an employee can be hired or fired,
an invoice can be approved, rejected, booked, parked as well. If a status change would be
interesting for the system it can be publicized by an event. The methods execute the status
changes of the business objects, like book, approve for an invoice. A method (as an attribute)
can be instance specific or static (class level), and it can have parameters as well. There are
special methods in the Business Object world, like CreateFromData, GetList, etc. These can
get information from the available entities of the entity type or create a new instance, entity
from scratch in the database. There is a unique meaning of public methods, because it means
released for external availability. Only these methods can be called from outside of the system.
These public methods of Business Objects are the BAPIs (Business Application Programming
Interfaces).
The main constituent of process control is an object, which can store its current state; the
state can be modified from outside, and the status changes can be publicized. The Business
Objects are good candidate to be process control components.
In our study we uncover the options to build up process flows or workflows within SAP
systems, and check the potential of creating outside driven workflows. We try to stretch the
borders of the study to show the possibilities of creating and using system-wide workflows or
processes by help of Business Objects.
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AST-based source code analysis and visualization
Melinda Simon
Developing complex software systems is a long-term, difficult process which requires a lot
of planning. We have to guarantee the quality of the system, which means in this case that
the software works as it is expected and satisfies the needs of the procurers. To lower the
costs of testing and avoiding later bugfixes, the system is continously analyzed by automated
testing during the development from the very beginning. These tests can be unit tests, which
can validate and/or verify the implementation of single unit (e.g. a class or a function) or
integration test cases, which investigates the cooperation between different components of the
system [2].
Although we have some good tools to use when writing unit tests (JUnit [3] and other JUnit-
based tools), the data used for testing have to be chosen manually. To ease our work we can
test and visualize the code coverage of our unit test by various open-source frameworks, such
as Coverclipse or CodeCover and a lot more, which shows how much of a software’s source
code has been tested and can point to the weaknesses of testing in our project.
Similarly to unit tests, we would like to see the code coverage when running integration
test to highlight the riskious parts of the project. There are several tools to run integration tests
and some of these can count information on integration tests’ code coverage, e.g. Sonar project
[4]. It is not enough to have a good code coverage by integration tests if we have a poor result
from unit tests’ code coverage. Having code coverage for both unit tests and integration tests,
we have to combine these informations and use a new metrics to indicate the quality of the
developed code and it’s test suites. For this purpose I created a simple Eclipse-plugin, which
analyzes the Abstract Syntax Tree (AST) [1], counts the code coverage from calls started from a
different component of the system. This plugin can visualize the colored AST and print a report
containing various information about the code coverage when a call comes from a different
module, e.g. which methods were involved, what parts of these methods were traversed how
many times, and so on. Know the weak points of our integration tests we can improve our test
cases and grant the quality of the software more effectively.
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Extracting Geometrical Features of Discrete Images from Their
Projections
Tamás Sámuel Tasi, Péter Balázs
The task of Reconstruction Tomography is to produce 2-dimensional cross-section images of an
otherwise 3-dimensional target object from several projections, which would reveal the inner
structure of the object under investigation. Due to the nature of the problem, any prior infor-
mation about the build-up or conformation of the test object is more than welcome to assist the
task, usually leading to a reconstruction of better quality. This especially applies for Discrete
Tomography, designated by DT in short, where the number of projections to work with is very
limited. In return, we assume that the image only holds a few discrete intensity values known
beforehand. Nevertheless, in order to obtain appropriate results we have to limit the search
space by exploiting the additional information about the object given prior to reconstruction.
Most of the reconstruction algorithms in DT rely heavily on such ’a priori’ knowledge. Ex-
traction of these features could be attempted from the projections themselves, e.g. by using
the wide range of tools of Artificial Intelligence. We succesfully used learning algorithms, like
Feedforward Neural Networks to retrieve geometrical properties of images, such as convexity
and connectivity [1], as well as estimating the perimeter of the shape [2] and the number of
distinct intensities present in the image [3] from the projection data only. Knowledge gained
during this preliminary step could then be used to ease the task of choosing the proper recon-
struction method, or setting its parameters appropriately.
The work of the second author was supported by the János Bolyai Research Scholarship
of the Hungarian Academy of Sciences and by the OTKA PD100950 project of the Hungarian
Scientific Research Fund.
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Ideas for Improving Efficiency of Procedural Abstraction
Tamás Szirbucz
Memory consumption in embedded systems is a critical arrea. The smaller code size, the
less memory is needed on the device or more features can be implemented in the system. An
effective method for reducing code size is the code factoring. An algorithm called procedural
abstraction has been previously implemented in GCC [1]. It finds identical copies of code se-
quences in the program and abstract them out into functions, replacing the original occurences
with function calls.
Currently we are investigating how the original algorithm can be made more effective. Be-
low, I present some ideas we are currently focusing on. The original algorithm works on basic
blocks. However bigger single-entry/single-exit sections of code can turn out to be clones.
Finding such duplicates is computationally more expensive, but can give higher gain as well.
It should also be improved with variable renaming. In many cases two sequences differ in
just variable names, that the current algorithm doesn’t handle. Otherwise variable renaming
increases the overhead of abstractions, and also has higher computing cost.
The current choosing strategy of abstractable sequences is a greedy algorithm. It choose
the sequences with higher gain first. I will show, it is less optimal than abstracting the longest
sequences first.
At the conference, beside presenting the above ideas, I will discuss implementation prob-
lems of these modifications.
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Efficiency and Accuracy Analysis of a Fuzzy Single-Stroke Character
Recognizer with Various Rectangle Fuzzy Grids
Alex Tormási and László T. Kóczy
Nowadays the market share of portable computer devices is continuously growing. In some
cases the use of physical keyboards in portable devices is not possible at all. This is why de-
signers are in need of new methods for data input, such as software-based virtual keyboards
combined with touch interfaces, further voice and handwriting recognition.
Processing written text by computers nevertheless has a long history. In this field there are
still many ongoing research and development projects aiming to achieve the more accurate
recognition of handwriting. In her study LaLomia [1] determined 97% as the general user
acceptance rate for handwriting recognizers.
In this paper the results of a study on the efficiency and accuracy of a fuzzy logic-based [2]
single-stroke character recognizer are presented by using various rectangle fuzzy grid cells in
the feature extraction phase.
During the design of the recognition algorithm limiting the resources needed for the method
was targeted as a primary goal besides the acceptable recognition accuracy. A solution has been
worked out to eliminate geometrical transformations from the method so we could reduce
the overall computational complexity. In the early stage of the development we decided to
handle the stroke segmentation as a separate problem so we could focus on the concept of the
recognition engine.
Each stroke could be represented as a continuous function sampled by the digitizer tablet.
The system collects all the coordinates in chronological order representing the pen movement.
Due to hardware bottlenecks the input device is not capable of collecting all parts of the signal
and the distance between the sampled points may differ.
During the pre-processing phase the input stroke is re-sampled. The first and last points
of the stroke are stored for reference. After that, the filtering algorithm calculates the distance
between the points. If the distance reaches the minimum threshold, the point will be added to
the re-sampled stroke if however it is not it will be filtered out.
Input signals are identified by the width/height ratio of the stroke and the average number
of stroke-points in the rows and columns of the grid. Our tests pointed out a big disadvantage
of crisp grids (grids with sharp borders). If the angular offset of the input stroke and the etalon
symbol are different then the distribution of the points in the grid will also differ. This might
cause a high reduction in recognition rates. As a solution we designed a grid with blurred
boundaries which will be referred to as fuzzy grid (inspired by fuzzy logic).
The symbol set is a modified version of Palm’s Graffiti single-stroke alphabet and it contains
26 different symbols. The rule base was determined by a subset of the collected samples. The
extracted stroke-features are used as input parameters for the fuzzy rules [3, 4]. The number
of rules is equivalent to the number of the symbols in the base set. The consequent part of
the rules represents the degree of matching of the parameters of the input stroke and of the
parameters of the symbol represented by the given rules. The best fitting rule will be chosen as
the output of the inference.
Our first implemented system [5] used a four-by-four fuzzy grid and reached 94.3% ac-
curacy. Our more recent work compared the efficiency of the system with different N-by-N
(square) fuzzy grids using trapezoidal membership functions of rows and columns defined to
cover each point constituting Ruspini-partitions [6]. As a result 99.4% recognition rate was
achieved with the 6-by-6 fuzzy grid. In this work different numbers of rows and columns were
analyzed for the N-by-M fuzzy grids in order to find its optimal size. The new system achieved
99.2% recognition rate with a 6-by-4 fuzzy grid which almost reached the best accuracy of the
square fuzzy grid, however it resulted in a decreased computational complexity.
54
To make the system more accurate the algorithm includes a training phase where the spe-
cific features of the user’s handwriting is learned but this function was disabled during the
tests to avoid its effects on the accuracy. In the adaptation phase an evolutionary algorithm [7]
was used due to the limited available hardware resources. The results clearly showed that bac-
terial evolutionary algorithms [8, 9] were suitable for tuning fuzzy sets. During the adaptation
the system had to consider the features of the previously stored samples as much as the new
input stroke. All parameters of the new symbol had to fit to the tuned fuzzy set of the target
symbol as much as possible without decreasing the fitness of the stored samples. At the same
time the method had to minimize the overlap of the target and non-target fuzzy rules without
modifying the fitness of the samples stored in non-target symbol classes. Classical evolution-
ary solutions could not be used due to the special constraints in which the different dynamic
fitness functions had to be deployed for the different symbols at the same process. Without
these constraints the fuzzy sets would overlap in the different rules which would decrease
the recognition rate. The bacterial evolutionary algorithm has been extended with "punish"
and "reward" option. The modified algorithm solved the overlap-problem and resulted in an
increased average recognition rate.
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Geometric Newton-Raphson Methods for Plane Curves
Gábor Valasek, Levente Sallai, András Jámbori, Júlia Horváth
Plane curves play an important role in computer graphics, geometric modeling, GIS sys-
tems, and other applications. Queries on these curves, such as findig the closest point of a curve
to a given point of the plane, or finding the intersection of two plane curves, often require the
solution of a system of non-linear equations or finding the roots of a non-linear function. The
Newton-Raphson method is a popular choice for solving these problems iteratively.
Kallay presented a geometric Newton-Raphson strategy in [1]. Each new guess was com-
puted by solving a geometric approximation of the problem at the current guess. The geometric
approximation consisted of substituting the curve with its osculating circle, and using the so-
lution of the query on the osculating circle to choose the new guess.
Our paper presents a secant method-like modification of Kallay’s algorithm and compare
it with the classic and Kallay’s geometric Newton-Raphson methods in point-curve distance
and curve-curve intersection queries, with emphasis on computational cost and robustness
issues. The osculating circle is approximated by fitting a circle to points on the curve, avoiding
the evaluation of the curve’s derivatives. Another modification of Kallay’s method, that uses
osculating parabolas and their approximations instead of osculating circles, is also presented
and evaluated.
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A Novel Optimization-Based Reconstruction Algorithm for
Multivalued Discrete Tomography
László Varga, Péter Balázs and Antal Nagy
Transmission tomography [1, 2] is the reconstruction of objects from their projections. This
is usually done by exposing the object of study to some type of radiation, and measuring the
transmitted energy on the other side. The object will absorb some fraction of the radiation and
from this, one can derive the summed density of the object along the paths of the beams. By
taking such projections from many different directions it is possible to reconstruct the inner
structure of the object.
In discrete tomography [3, 4] one also assumes that the object of study consists of only few
known materials. With this information it is possible to reduce the number of required projec-
tions significantly. This can be useful in practical applications since the projection acquisition
can be cost-, or time-consuming, or in some cases the high amount of radiation caused by tak-
ing many projections can damage the object [5].
We developed a new reconstruction algorithm that can provide accurate reconstructions of
objects in the binary and non-binary case of discrete tomography, by minimizing an energy
function with a novel optimization process.
We also tested the algorithm by comparing it to other reconstruction methods, in a series of
software test.
Acknowledgements
This research was in part supported by the TÁMOP-4.2.1/B-09/1/KONV-2010-0005 project of
the Hungarian National Development Agency co-financed by the European Union and the
European Regional Development Fund. The work of the second author was also supported by
the János Bolyai Research Scholarship of theHungarian Academy of Sciences and the PD100950
grant of the Hungarian Scientific Research Fund (OTKA).
References
[1] A. C. Kak, M. Slaney, Principles of Computerized Tomographic Imaging, IEEE Press, New
York, 1999.
[2] G.T. Herman, Fundamentals of Computerized Tomography, Image Reconstruction from
Projections, 2nd edition, Springer-Verlag, London, 2009.
[3] G.T. Herman, A. Kuba (Eds.), Discrete Tomography: Foundations, Algorithms and Appli-
cations, Birkhäuser, Boston, 1999.
[4] G.T. Herman, A. Kuba (Eds.), Advances in Discrete Tomography and Its Applications,
Birkhäuser, Boston, 2007.
[5] S. van Aert, K.J. Batenburg, M.D. Rossell, R. Erni, G. Van Tendeloo. Three-dimensional
atomic imaging of crystalline nanoparticles, Nature 470, pp. 374-377 (2011).
57
List of Participants
Antyipin, Artyom: Eötvös Loránd University, Faculty of Informatics, H-1117 Budapest, Pázmány
Péter sétány 1/C, E-mail: artyom@pnyf.inf.elte.hu
Árgilán, Viktor: University of Szeged, Gyula Juhász Faculty of Education, 6. Boldogasszony Ave,
Szeged H-6725, E-mail: gilan@jgypk.u-szeged.hu
Bodnár, Péter: University of Szeged, Institute of Informatics, H-6720 Szeged, Árpád tér 2.,
E-mail: bodnaar@inf.u-szeged.hu
Borsi, Zsolt: Eötvös Loránd University, Faculty of Informatics, H-1117 Budapest, Pázmány Péter
sétány 1/C, E-mail: bzsr@inf.elte.hu
Bóta, András: University of Szeged, Institute of Informatics, H-6720 Szeged, Árpád tér 2.,
E-mail: bandras@inf.u-szeged.hu
Dávid, Balázs: University of Szeged, Institute of Informatics, H-6720 Szeged, Árpád tér 2.,
E-mail: davidb@inf.u-szeged.hu
Divéki, Gabriella: Subotica Tech - College of Applied Sciences, Informatics, Marka Oreskovica 16,
24000 Subotica, Serbia, E-mail: diveki.gabriella@gmail.com
Dobján, Tibor: College of Dunaujvaros, Hungarian Acoustic and Industrial Diagnostic Testing Labo-
ratory, H-2400 Dunaujvaros, Tancsics Mihaly street 1/A, E-mail: dobjan.tibor@mail.duf.hu
Fazekas, Ádám: Faculty of Informatics, University of Debrecen, H-4028 Debrecen, Kassai út 26.,
E-mail: fazekas.adam@inf.unideb.hu
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