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1. Introduction and statement of the results
Let (M, g) be a Lorentzian manifold. In this paper we first point out how can be faced
the existence of timelike trajectories joining two fixed points z0, z1 of a region {z ∈ M :
a < T (z) < b} where T is a smooth time function, assuming that its boundary is convex. From
a physical point of view we can interpret M as the space-time where the information about the
gravitational field are “included” in the metric tensor g, while the action of the electromagnetic
field is given by a smooth vector field A. The trajectories connecting the couple of events
are the free falling trajectories of a material point z. The fundamental equation of Classical
Physics related to the motion of z inside a gravitational and an electromagnetic field is the





−〈z˙, z˙〉 dt + q
∫ t1
t0
〈A(z), z˙〉 dt, (1.1)
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(see [8]) where m0 is the rest mass of the particle, q is its charge (and we shall assume q = ±1),
c is the speed of light, A(z) gives the action of the electromagnetic field and 〈· , ·〉 = g(z)[· , ·].





〈z˙, z˙〉 dσ +
∫ σ1
σ0
〈A(z), z˙〉 dσ, (1.2)
satisfying 〈z˙(σ ), z˙(σ )〉 < 0, for any σ (cf. Remark 2.2). The functional (1.2) was introduced
in [5] to study some fundamental equations in General Relativity.
The existence of critical points for (1.2) has been studied by several authors, but just in
the case that A(z) ≡ 0 (see [4] and references therein). The presence of A(z) 6= 0 makes the
problem more complicate. As far as we know the only existence results for critical points of S
are on standard static manifolds (see [2]).
In this paper we assume that the manifold M has a smooth time function, T : M −→ R
namely satisfying
〈∇T (z),∇T (z)〉 < 0, ∀z ∈M.
Here ∇T (z) is the Lorentzian gradient of T defined by
dT (z)[ζ ] = 〈∇T (z), ζ 〉, ∀ζ ∈ TzM.
The study of critical points of S will be done under intrinsic assumptions on the function T . Set
W (z) = ∇T (z)√
−〈∇T (z),∇T (z)〉
. (1.3)
By the help of W (z) we can define a natural Riemannian metric on M (see [1]) setting
〈ζ, ζ1〉R = 〈ζ, ζ1〉 + 2〈W (z), ζ 〉〈W (z), ζ1〉. (1.4)
(We can easily prove that (1.4) is a Riemannian metric, using the wrong way Schwartz inequality,
see [10].) For any fixed constants a, b ∈ R with a < b, let us consider the strip
Ma,b =
{
z ∈M : a < T (z) < b}.
Our assumptions are the following:
the metric 〈· , ·〉 is complete in Ma,b. (1.5)
Let
β = β(z) = 1〈∇RT (z),∇RT (z)〉R
= − 1〈∇T (z),∇T (z)〉
(see Lemma A.1) be such that
∃ν, N > 0 : ν 6 β(z) 6 N ∀z ∈Ma,b (1.6)
(here ∇R represents the gradient with respect to the Riemannian metric). Denote by H T the
hessian of T with respect to the Lorentzian metric
(〈H T (z)ζ, ζ 〉 = d2/ds2(T (γ (s)))/s=0 where
γ is a geodesic such that γ (0) = z and γ˙ (0) = ζ ). We assume that
∃K > 0 : ‖H T (z)‖R 6 K ∀z ∈Ma,b, (1.7)
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where ‖ · ‖R =
√〈·, ·〉R.
∃ A0, A1 ∈ R : ‖A‖R 6 A0 and ‖d A‖R 6 A1 on M. (1.8)
There exists δ > 0 :
〈H T (z)ζ, ζ 〉 < 0 ∀z ∈ T−1(]a, a + δ[),∀ζ ∈ TzM, with 〈ζ,∇T (z)〉 = 0, (1.9)
〈H T (z)ζ, ζ 〉 > 0 ∀z ∈ T−1(]b − δ, b[),∀ζ ∈ TzM, with 〈ζ,∇T (z)〉 = 0, (1.10)
and
[d A∗ − d A](z)[ζ ] ≡ 0 ∀ζ ∈ TzM, ∀z ∈ T−1(]a, a + δ[) ∪ T−1(]b − δ, b[),
with 〈ζ,∇T (z)〉 = 0, (1.11)
where d A is the covariant differential of A and d A∗ is the adjoint operator of d A.
Finally we need the following assumption, giving the Saddle Point structure for the func-
tional S: there exists θ ∈ (0, 2) and two continuous maps c(z), d(z) not depending on T (z) such
that ∣∣〈ζ, ζ 〉R − β(z)〈ζ,∇T (z)〉2∣∣ 6 [c(z)+ d(z) |T (z)|θ]〈ζ, ζ 〉R. (1.12)
Remark 1.1. Observe that conditions (1.9) and (1.10) are equivalent to the strict convexity of
the boundary of Ma,b (cf. [9])
The main result of the paper is the following
Theorem 1.2. Assume (1.5)–(1.12). Then for any fixed z0 and z1 there exists a solution of the
Euler–Lagrange equation corresponding to the functional (1.2) connecting z0 with z1.
Remark 1.3. Whenever A ≡ 0, Theorem 1.2 gives the results proved in [9], under non-intrinsic
hypothesis.
Remark 1.4. Using the a priori estimates in Section 4 and relative category as in [6] allows
us to get, under the assumptions of Theorem 1.2, that there exists a sequence {zn} of critical
points of S such that {zn} → +∞. Note that the result of Theorem 1.2 has only a geometrical
meaning but not yet a physical interpretation. Indeed while we are able to find critical points
where S is strictly negative (if |T (z1) − T (z0)| is sufficiently large), we cannot conclude that
they are time-like. This is due to the particular conservation law satisfied by the critical points
of S (see Proposition 2.1). The presence of the term ∫ 10 〈A(z), z˙〉 carries such difficulty, together
with many others related to the a priori estimates. However the proof of Theorem 1.2 is a first
step in the search of time-like critical curves for the functional S. We hope that the techniques
used in that proof will allow also to guarantee the existence of the time-like solutions.
Remark 1.5. For the proof of the existence of time-like critical curves of F the situation is
completely different with respect to the case A ≡ 0, where the global hyperbolicity assures the
existence of a causal critical curve of F, namely a causal geodesic connecting two given events
(see, e.g., [3]). Indeed, since both integrals in F are positively homogeneous of the same degree
with respect to z˙, if A 6= 0, global hyperbolicity is not sufficient to obtain a priori estimates
for z˙ even if we use the time coordinate to parameterize the admissible paths.
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2. The variational principle
Denote with H 1,2([0, 1],M) the space
H 1,2([0, 1],M) =
{
z : [0, 1] −→M : z ∈ AC([0, 1],M) and
∫ 1
0
〈z˙, z˙〉R ds < +∞
}
,
where AC([0, 1],M) is the set of absolutely continuous curves on M, and 〈· , ·〉 is defined
in (1.4). Define






z ∈ Ä1,2 : z([0, 1]) ⊂Ma,b
} (2.1)
where Ma,b is defined in Section 1. It is well known (see, e.g., [10]) that Ä1,2 is a Hilbert
submanifold of H 1,2([0, 1],M) and its tangent space at z ∈ Ä1,2 is given by
TzÄ1,2 =
{
ζ ∈ H 1,2([0, 1], TzM) : ζ(s) ∈ Tz(s)M ∀s ∈ [0, 1], ζ(0) = ζ(1) = 0
}
,
while the Hilbert structure is
〈ζ, ζ 〉1 =
∫ 1
0
〈DRs ζ, DRs ζ 〉 ds. (2.2)
In order to prove Theorem 1.2 we need the following simple result which gives the equation
satisfied by the critical points of S.
Proposition 2.1. If z is a critical point of S on Ä1,2, then z ∈ C2([0, 1]) and satisfies the
equation
Ds z˙ + d A(z)[z˙]− d A∗(z)[z˙] = 0. (2.3)
Moreover 〈z˙, z˙〉 = const.
Proof. If z is a critical point of the functional S, then∫ 1
0




(d A(z))∗[z˙], ζ 〉 ∀ζ ∈ TzÄ1,2








)∗[z˙(r)] dr], Dsζ 〉 = 0 ∀ζ ∈ TzÄ1,2. (2.4)
By (2.3) we deduce that z˙ + A(z) − [ ∫ s0 ((d A(z(r)))∗[z˙(r)] dr] is of class C1. Then z˙ is a
continuous curve and applying again (2.4), z˙ is of class C1. Finally, since d A∗ is the adjoint of
the operator d A, multiplying (2.3) by z˙, we obtain 〈Ds z˙, z˙〉 = 0, that is
〈z˙, z˙〉 ≡ const. ¤
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Remark 2.2. Let z ∈ Ä1,2 be a critical point of S such that 〈z˙(s), z˙(s)〉 = Ez < 0 for any
s ∈ [0, 1] and z(0) = z0, z(1) = z1. Suppose
√−Ez = m0c. Then w(s) = z(s) is a critical
point of the functional F whenever q = 1, and w(s) = z(−s) is a critical point of F whenever








+ q[d A∗(w)− d A(w)][w˙] = 0. (2.5)
Indeed by Proposition 2.1, z satisfies equation (2.3). Assume q = 1. By the definition of F









d A(w)[ζ ], w˙〉+ ∫ t1
t0
〈A(w), Dsζ 〉
that yelds (2.5) for any w critical point of class C1 of F . Since
√−Ez = m0c, putting w(s) =
z(s) in (2.5) we obtain the thesis. The same result can be obtained if q = −1 choosing
w(s) = z(−s).
3. Palais–Smale condition on a strip
For the search of critical points of F via variational methods, we need some compactness
assumption on the action functional S. The most natural one is the Palais–Smale condition.
Definition. Let X be a Hilbert manifold,Ä an open subset of X , F : Ä→ R a C1-functional,
and c a real number. We say that F satisfies the Palais–Smale condition at the level c, (P.S.)c,





there exists a subsequence {znk }k∈N converging in Ä. A sequence {zn} in Ä satisfying (1) and
(2) is called a Palais–Smale sequence at the level c.
We do not know if the functional S satisfies tha Palais–Smale condition, for this reason we
introduce a penalizing family of functionals, denoted by Sε, as follows: letψ : [0,+∞) 7−→ R
be a smooth (C2) real function having the following properties:
(1) ψ(0) = ψ ′(0) = ψ ′′(0) = 0,
(2) ψ(σ) > 0 ∀σ ∈ R+, ψ ′(σ ) > 0,
(3) limσ→+∞ σψ ′(σ )− ψ(σ) = +∞.
An example of such a function is given by









if σ > 1
ε
,




Now fix two real numbers a < b and take, as in section 1,
Ma,b =
{
z ∈M : a < T (z) < b}.
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Fix 0 < δ < 12(b − a) and consider a C2-map φδ : R 7−→ R such that
φδ(σ ) =
{
b − σ if σ ∈ [b − δ, b + δ],
σ − a if σ ∈ [a − δ, a + δ].
Take 8 : Ma,b 7−→ R defined as 8(z) = φδ(T (z)). By construction 8 vanishes on ∂Ma,b and
















where Ä1,2a,b has been defined in (2.1). To prove the Palais–Smale condition is more convenient




























is such that 〈Wˆ , ζ 〉R = 〈W, ζ 〉 (cf. Lemma A.2).
We have the following
Proposition 3.1. Assume (1.6)–(1.8). Let c ∈ R, {δn} be an infinitesimal sequence belonging
to R+. Let {zn} ⊂ Ä1,2a,b be a sequence such that
Sε (zn) 6 c, (3.3)
sup
06=ζ∈TznÄ1,2
|S′ε(zn)[ζ ]| 6 δn
∫ 1
0
〈DRs ζ, DRs ζ 〉R, (3.4)
where S′ε denotes the differential of Sε.
Then
∫ 1
0 〈z˙n,∇RT 〉2R is bounded and zn is uniformly far from ∂Ma,b.
Whenever zn is uniformly far from ∂Ma,b, the boundedness of
∫ 1
0 〈z˙n,∇RT 〉2R is useful to
prove the boundedness of
∫ 1
0 〈z˙n, z˙n〉R. Indeed we have the following
Lemma 3.2. If Sε(zn) 6 c, zn is uniformly far from ∂Ma,b and
∫ 1
0 〈z˙n,∇RT 〉2R 6 c1, then∫ 1
0 〈z˙n, z˙n〉R is bounded.
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6 c + N
∫ 1
0









































0 〈z˙n,∇RT 〉2R ds and
∫ 1
0 1/(8
2(zn)) ds are bounded, (3.5) implies the boundedness of∫ 1
0 〈z˙n, z˙n〉R. ¤
Proof of Proposition 3.1. For the sake of simplicity during this proof we will write z instead
of zn. By (3.1) and (3.4), for any ζ ∈ TzÄ1,2a,b we have that
0 6 S′ε(z)[ζ ]+ δn
∫ 1
0
































〈∇R8, ζ 〉R ds + δn
∫ 1
0
〈DRs ζ, DRs ζ 〉R
(3.6)
where DRζ (·) denotes the covariant derivative (with respect to (1.4)) along the direction ζ . Now
take
ζ(s) = [tn(s)− t∗(s)]Y (z),
where
Y (z) = ∇
RT (z)〈∇RT (z),∇RT (z)〉R , (3.7)
tn(s) = T (z(s)) and t∗(s) = (1− s)T (z(0))+ sT (z(1)).
Note that ˙tn = 〈z˙,∇RT 〉R and 〈Wˆ (z), z˙〉2R = β(z)˙t2n , where β is defined in (1.6). Therefore,
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]〉 = − ∫ 1
0
〈
d A(z)[z˙], Y (z)〉[tn(s)− t∗(s)]. (3.9)
Notice that |˙t∗(s)| = |T (z(1))− T (z(0))| ≡ t¯, where t¯ is constant. Moreover, considering that
z ∈ Ä1,2a,b, it follows that
‖tn − t∗‖ 6 c∗. (3.10)
Then, since ‖Y‖R 6
√






















)+ 2A1√Nc∗ ∫ 1
0
√

























)2 + δn M2c2∗ ∫ 1
0










n → +∞ (and using the properties of ψε) gives the
existence of constants D0, D1 > 0 such that
0 6 D0 + D1
∫ 1
0














〈∇R8(z),∇RT (z)〉〈∇RT (z),∇RT (z)〉 (tn(s)− t∗(s)).
(3.11)
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By (3.5) we deduce the existence of constants D2, D3 > 0 such that∫ 1
0














Finally, combining (3.11) and (3.12), using the properties of ψε and the sign of 〈∇R8(z),





is bounded. Now, as 8(z) = φδ(T (z)) using once again (3.11) and (3.12) gives the existence
























n is bounded, we have that tn is uniformly far
from ∂Ma,b. ¤
Proposition 3.3. Assume (1.6)–(1.8). Then Sε satisfies (P.S.)c for every c ∈ R.
Proof. S′ε(z) is a linear and continuous operator in the space Ä
1,2
a,b endowed with the Hilbert




〈An, DRs ζ 〉R,
where An goes to 0 as n→+∞ with respect to L2-norm. Therefore, by construction,∫ 1
0

























〈An, DRs ζ 〉R.
(3.13)
By Proposition 3.1 and assumption (1.5), unless to consider a subsequence, {zn} converges to
z ∈ Ä1,2a,b uniformly and weakly in H 1,2. We have just to prove that the convergence in H 1,2 is
strong. In order to isolate Dsζ in (3.13), we shall integrate by parts the terms that contain ζ.
Using the same techniques of [7] we can state that the covariant integrals appearing in the
integration by parts are bounded in H 1,2. Moreover
DRs ζ = Dsζ + 0(zn)[z˙n, ζ ],
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where 0 is bilinear form depending continuously on zn. So (3.13) becomes∫ 1
0












where (unless to consider a subsequence) σn converges uniformly and Bn goes to 0 in L2. By
(3.14) there exists a sequence kn uniformly bounded, such that Dskn = 0 and





〈z˙n,∇T 〉∇T = Bn + kn. (3.15)










= 〈Bn + kn − σn,∇T 〉. (3.16)
Then by (3.15) and (3.16) we can write
z˙n = an + bn,
where an converges uniformly and bn → 0 in L2, showing that {zn} converges strongly to z
with respect to the H 1,2 norm. ¤
4. A priori estimates for the critical points of S
e
Let us consider a family of curves {zε}ε>0 such that any zε is a critical point of Sε. Arguing
as in the proof of Lemma 2.1 and using (3.16) with Bn = 0, shows that any zε is of class C2.
Moreover putting An = 0 in (3.13) and integrating by parts (with zn replaced by zε) gives the
differential equation satisfied by zε
−Ds z˙ε +
[








· [〈Ds z˙ε,∇T (zε)〉∇T (zε)+ 〈z˙ε, H T (zε)[z˙ε)〉∇T (zε)] = 0. (4.1)
Proposition 4.1. Fix c ∈ R and assume (1.6), (1.7) and (1.8). Let zε be a critical point of Sε
such that
Sε(zε) < c for any ε ∈ ] 0, 1]. (4.2)
Then
∫ 1
0 〈z˙ε, z˙ε〉R is bounded independently of ε ∈ ] 0, 1].
Proof. Since zε is a critical point of Sε, we have
S′ε(zε)[ζ ] = 0 ∀ζ ∈ TzεÄ1,2.
Choose ζ = (∇T (zε))/(〈∇T (zε),∇T (zε)〉)τ, where τ ∈ H 1,20 ([0, 1],R). Set tε = T (zε), so
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2 〈z˙ε, z˙ε〉R + 1
)




















where ν is defined by (1.6). Now multiplying by z˙ε both sides of (4.1) gives the existence of a
constant Eε ∈ R such that
1





〈z˙ε,∇T (zε)〉2 + ε
82(zε)
≡ Eε. (4.4)




































Since 12 〈z˙, z˙〉R = 12 〈z˙, z˙〉+β(z)˙t2 and ν 6 β(z) 6 N for any z ∈Ma,b, combining (4.2)–(4.5)























































Choose τ = sinh (ω(tε − t∗)), where t∗(s) = (1− s)T (z(0))+ sT (z(1)). If T (z) ∈ ]b− δ, b[,
∇8(z) = −∇T (z) and τ > 0, while if T (z) ∈ ]a, a + δ[, ∇8(z) = ∇T (z) and τ < 0. Then









for any s ∈ ]a, a + δ[ ∪ ]b− δ, b[. Fix ω > 1 such that 1− νω > 0. Since T (zε) is uniformly
bounded, using (4.6), (4.7) and the definition ofψε allows to deduce the existence of a constant
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Sε(zε) 6 c, |〈A(zε), z˙ε〉| 6 A0
√〈z˙ε, z˙ε〉R and β > ν, by (4.8) we obtain the existence of


























bounded independently of ε. ¤
Remark 4.2. Under the assumption of Proposition 4.1, if zε is a critical point of Sε and (4.2)







for all ε sufficiently small. Therefore zε satisfies
−Ds z˙ε +
[




Lemma 4.3. Fix c ∈ R and assume that (4.2) holds. Suppose that (1.6)–(1.11) are satisfied.
Then there exist δ(c) > 0 and ε(c) > 0 such that
8(zε(s)) > δ(c) for any ε ∈ ] 0, ε(c)] and s ∈ [0, 1]. (4.12)
Proof. Take ρε(s) = 8(zε(s)). If, by contradiction, (4.12) is not satisfied (since ρε(0) = 8(z0)




By the construction of 8, T (zε(sε)) is an element of interval ]a, a + δ[ ∪ ]b − δ, b[ for any ε
sufficiently small and
ρ ′ε(sε) = 〈∇T (zε), z˙ε〉 = 0. (4.13)
It will be enough to consider the case that T (zε(sε)) ∈ ] a , a + δ[ because when T (zε(sε)) ∈
]b − δ, b[ can be dealt in the same way. Since sε ∈ ] 0, 1[ is a minimum point for ρε we have
ρ ′′ε (sε) > 0. (4.14)
Moreover by the construction of 8,
ρ ′′ε (sε) =
〈
H T (zε)[z˙ε], z˙ε
〉+ 〈∇T (zε), Ds z˙ε〉. (4.15)
Then, combining (4.13)–(4.15) and (4.11), and recalling the construction of 8 gives
0 6
〈
H T (zε)[z˙ε], z˙ε
〉+ 〈∇T (zε), (d A∗(zε)−d A(zε))[z˙ε]〉+ 2ε 〈∇8(zε),∇T (zε)〉
83(zε)
.
From (1.11) and (4.13) it follows that (d A∗(zε)− d A(zε))[z˙ε] = 0. Then in sε,
− 2ε 〈∇8(zε),∇T (zε)〉
83(zε)
6 〈H T (zε)[z˙ε], z˙ε〉.
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If T (zε(sε)) ∈ ]a, a + δ[, ∇8(zε) = ∇T (zε), therefore
−〈∇8(zε),∇T (zε)〉 = −〈∇T (zε),∇T (zε)〉 > 0,
while 〈H T (zε(sε))z˙ε(sε), z˙ε(sε)〉 < 0 by assumption (1.9). Such a contradiction allows to
conclude the proof. ¤
Remark 4.4. Under the assumptions of Lemma 4.3, going to the limit as ε → 0 allows to
obtain a sequence {zεn } that converges (with respect to the C2-norm) to a critical point of the
functional S.
5. Existence of critical points of S
In this section we will prove the main result of this paper.
Remark 5.1. By (1.5) and (1.6), using the flow η(s, z) associated to the vector field∇T, allows
easily to obtain an orthogonal splitting structure for M.More precisely, set M0 = T−1(a+b/2)
and denote by pi the projection of M on M0 obtained by means of the flow η. The map
z 7−→ (pi(z), T (z)) allows to construct an isometry between M and the manifold M0 × R
endowed with the metric
ds2 = 〈α(x, t)ξ, ξ〉 dx2 − β(x, t)τ 2 dt2,
where x ∈M0, t ∈ R, ζ = (ξ, τ ) ∈ TxM0 × R, α is a positive linear operator and β a positive
scalar field. With the above notations we can assume that the space Ä1,2a,b can be written as
Ä
1,2
a,b = 3(x0, x1)× H 1,2a,b
(










T (z0), T (z1);R
)
= {t ∈ H 1,2([0, 1],R) : a < t (s) < b ∀s, t (0) = T (z0), t (1) = T (z1)}.
Now set H 1,2k = t∗ + Hk,0, where
Hk,0 = span
{
sin( jpis), j = 1, 2, . . . , k},
and t∗ is the segment joining t0 = T (z0) and t1 = T (z1).
In order to prove our result we need to use the Saddle Point Theorem (see [12]) and for this
aim we have to introduce a Galerkin approximation argument in the variable t, constructing,
for any k ∈ N, the spaces
Ä
1,2
a,b,k = 3(x0, x1)×
(
H 1,2k ∩ H 1,2a,b (T (z0), T (z1);R)
)
.
Observe that the same proof of Proposition 3.3 implies that the restriction Sε,k of Sε to the space
Ä
1,2
a,b,k satisfies Palais–Smale condition for every k ∈ N.
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Proof of theorem 1.2. Define
6∗ =
{
(x, t) ∈ Ä1,2a,b,k : t = t∗
}
.
For any z = (x, t∗), using the Riemannian structure, and recalling that
〈∇RT, z˙〉R = ˙t∗ = t1 − t0,
we easily get the existence of c∗ = c∗(|t1 − t0|) > 0 such that for any ε ∈ ] 0, 1] and any k ∈ N
Sε,k > −c∗. (5.1)
Since M0 is connected, there always exists a C1-curve x∗ joining x0 and x1. Put
Q(R) = {(x∗, t) ∈ Ä1,2a,b : ‖t − t∗‖H 1,2 < R}
and the corresponding finite-dimensional set
Qk(R) =
{
(x∗, t) ∈ Ä1,2a,b,k : ‖t − t∗‖H 1,2k 6 R
}
.
By (1.8), for any z = (x∗, t) ∈ Q(R) we have
Sε(x∗, t) = 12
∫ 1
0







(〈α(x∗, t)x˙∗, x˙∗〉 + β(x∗, t)˙t2)1/2 . (5.2)
Moreover by (1.6) and (1.12) there exist two positive constants d1 and d2 such that
Sε(x∗, t) 6 d1 + d2
∫ 1
0
















Since θ ∈ ] 0, 2[, for any R sufficiently large and for any ε ∈ ] 0, 1],

















we have that ck,ε ∈ ]inf Sε(6∗), sup Sε(Q(R))[. By the Saddle Point Theorem (see [12]) it is a
critical value of Sk,ε. If zεk is a critical point of Sε,k we have in particular
Sε,k(zε)[(T (zε)− t∗)Y (zε)] = 0 for any k.
Therefore the same proof of Proposition 3.1 allows to obtain that ‖z˙εk‖L2 is bounded indepen-
dently of k. Moreover, a slight change in the proof of Proposition 3.3 gives that
zεk → zε
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in H 1,2 (up to a subsequence). Clearly zε is a critical point of Sε such that
Sε(z
ε) ∈ ] inf Sε(6∗), sup Sε(Q(R))[.
By Proposition 4.1, if ε is sufficiently small, zε is a critical point of S. ¤
Appendix
In this section we prove some useful properties of 〈· , ·〉.
Lemma A.1.
〈∇T (z),∇T (z)〉 = − 〈∇RT (z),∇RT (z)〉R and ∇T (z) = −∇RT (z) (A.1)
where ∇R represents the gradient of T with respect to the metric (1.4), while ∇ is the one with
respect to the Lorentzian metric.
Proof. As the differentiation is invariant with respect to the choice of the metric structure on
M, we have that
dT (z)[ζ ] = 〈∇RT (z), ζ 〉R = 〈∇T (z), ζ 〉 ∀ζ ∈ TzÄ1,2. (A.2)
In particular, if ζ = ∇RT (z), from (A.2) we get
〈∇RT (z),∇RT (z)〉 = 〈∇T (z),∇RT (z)〉. (A.3)
By (1.4), (A.2) can be written as
〈∇T (z), ζ 〉 = 〈∇RT (z), ζ 〉R = 〈∇RT (z), ζ 〉 + 2〈W,∇RT (z)〉〈W, ζ 〉 (A.4)
for all ζ ∈ TzÄ1,2. Then
∇T (z) = ∇RT (z)− 2 〈∇T (z),∇
RT (z)〉
〈∇T (z),∇T (z)〉 ∇T (z). (A.5)
Multiplying (A.5) by ∇T (z), with respect to the Lorentzian metric, we have that
〈∇T (z),∇T (z)〉 = 〈∇RT (z),∇T (z)〉−2〈∇T (z),∇RT (z)〉 = −〈∇RT (z),∇T (z)〉,
so the thesis follows by (A.3) and (A.5). ¤
Lemma A.2. Let Wˆ (z) = ∇RT (z)/
√
〈∇RT (z),∇RT (z)〉R. Then
〈Wˆ (z), ζ 〉R = 〈W (z), ζ 〉 ∀ζ ∈ TzM,
where W is defined by (1.3).
Proof. Follows by straightforward calculations. ¤
Proposition A.3. Assume (1.6) and (1.7). Then there exist constants M1,M2 and M3 such that
(1) |〈ζ, DRζ Y (z)〉| 6 M1〈ζ, ζ 〉R ,
(2) ‖DRζ Y (z)‖R 6 M2〈ζ, ζ 〉1/2R ,
(3) |〈∇Rβ(z), Y (z)〉R| 6 M3,
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for any z ∈ M, and ζ ∈ TzM, Y (z) =
√
β(z)Wˆ (z), Wˆ as in Lemma A.2, β = β(z) =(
1/〈∇RT (z),∇RT (z)〉R
)
, and DRζ is the covariant derivative with respect to the metric (1.4)
along the direction ζ.
Proof. First of all we need to prove that
∃ h1 > 0 : ‖H TR (z)‖R 6 h1 ∀z ∈Ma,b. (A.6)
Since we can consider Riemannian geodesics as critical points of the functional
∫ 1
0 〈z˙, z˙〉 +
〈W (z), z˙〉2, it is easy to prove that they satisfy the equation
−Ds z˙ + 2〈W (z), z˙〉[dW (z)]T z˙ − 2 dds
(〈W (z), z˙〉W (z)) = 0 (A.7)
where [dW (z)]T represents the transpose of the differential of W. Let us define the real function
r(s) = T (z(s)). By construction
r ′′(ζ ) = H TR (z)[ ˙ζ , ˙ζ ]. (A.8)
On the other hand, differentiating r with respect to the Lorentzian metric, we have that
r ′′(s) = 〈H T (z)z˙, z˙〉 + 〈∇T (z), Ds z˙〉. (A.9)
Therefore, substituing (A.7) in (A.9) and comparing (A.8) and (A.9), from (1.3) we obtain
H TR (z)[ ˙ζ , ˙ζ ] = 〈H T (z) ˙ζ , ˙ζ 〉 − 2〈W (z), ˙ζ 〉〈dW (z)[∇T ], ˙ζ 〉
− 2
√
−〈∇T,∇T 〉〈dW (z)[ ˙ζ ], ˙ζ 〉.
(A.10)
By construction, for any ζ ∈ TzÄ1,2 we have that
dW (z)[ζ ] = H





Then, taking ζ = ∇T, from (A.1) it follows











for any bilinear operator G, (1.6), (1.7), (A.10) and (A.11) imply (A.6).
By construction
DRζ Y =
H TR (z)[ζ ]





RT, H TR (z)[ζ ]〉R
)
.
Then (1.6), (1.7) and (A.6) yeld
|〈ζ, DRζ Y 〉R| 6
(






Taking M1 = h1 N+(2h1 N 2)/ν we obtain (1). By construction (2) is an obvious consequence of
(1). To finish the proof we have to prove that∇Rβ(z)[Y (z)] is bounded. Assumptions (1.6), (A.6)
yield ∇Rβ(z)[Y (z)] = −2β2〈H TR (z)[Y (z)],∇T (z)〉R 6 2β3/2‖H TR (z)‖R‖Y (z)‖R 6 2N 2h1,
from which the thesis follows. ¤
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