Stable representation of information in distributed neural connectivity is critical to function effectively in the world. Despite the dynamic nature of the brain's functional architecture, characterizing its temporal stability within a continuous state has been largely neglected. Here we characterized stability of functional architecture at a dynamic timescale (~1 min) for each brain voxel by measuring the concordance of dynamic functional connectivity (DFC) over time, compared between association and unimodal regions, and established its reliability using test-retest resting-state fMRI data of adults from an open dataset. After the measure of functional stability was established, we further employed another fMRI open dataset which included movie-watching and restingstate data of children and adolescents, to explore how stability was modified by natural viewing from its intrinsic form, with specific focus on the associative and primary visual cortices. The results showed that highorder association regions, especially the default mode network, demonstrated high stability during resting-state scans, while primary sensory-motor cortices revealed relatively lower stability. During movie watching, stability in the primary visual cortex was decreased, which was associated with larger DFC variation with neighboring regions. By contrast, higher-order regions in the ventral and dorsal visual stream demonstrated increased stability. The distribution of functional stability and its modification describes a profile of the brain's stability property, which may be useful reference for examining distinct mental states and disorders.
Introduction
Stability is a critical feature for consciousness, to maintain stable and consistent representation of information by distributed neural activity and connectivity patterns over time (Dehaene et al., 2017) . The brain coordinates information from multiple regions and moments through distributed functional connections among regions in conscious states (Hasson et al., 2008; Vidaurre et al., 2017) , thus a stable functional architecture within a continuous state is essential. Several studies have explored stability of brain's functional organization between multiple resting-state sessions, which is often termed as test-retest reliability (Mueller et al., 2015; Noble et al., 2017a Noble et al., , 2017b Shehzad et al., 2009; Tomasi et al., 2017) . However, few studies have explored within-state stability from a dynamic perspective (~1 min). For the neurobiological significance of such stability, the present study explored how stability is distributed across brain systems and how it is modified when executing tasks.
The brain implements cognitive functions in a spatially organized way (Cole et al., 2014; Vidaurre et al., 2017) . From a static perspective, compared to unimodal regions that underlie primary sensory-motor processing, the association regions, involved in high-order cognitive processing, are more globally connected and often taken as brain hubs, especially those regions in the default mode network (DMN) (Buckner et al., 2009; Cole et al., 2010) . From a dynamic perspective, an association hub, which coordinates among different types of information and therefore may dynamically connect to different systems as the need arises (Mesulam, 1998) , is less stable than a unimodal area, which always processes information in the same way. Prior resting-state studies report higher temporal variability in the frontoparietal regions and subcortical areas in terms of functional connectivity with other regions, while lower temporal variability is found in unimodal areas as well as in the core DMN regions (Yin et al., 2016; Zhang et al., 2016) . Based on these findings, the authors proposed that functional organization of high-order association regions is temporally variable and flexible. However, competing evidence and an alternative hypothesis exist. Association regions has been shown to process information over a longer time scale (in minutes) than unimodal regions (in seconds) (Lerner et al., 2011 ). An association hub may need to consistently coordinate information with other brain regions over time, and thus to maintain a consistent functional organization with these brain regions to facilitate future rapid response across time. A primary sensory area is responding to the always-changing world (e.g., changing visual inputs in watching a movie), and its functional connectivity with other brain regions dynamically changes in adapting to the changing world. Under this hypothesis, functional organization of association regions may appear more stable than that of unimodal regions. Previous studies exploring the stability or consistency of functional organization across multiple scanning sessions provide evidence for this hypothesis from a static perspective (Kong et al., 2019; Laumann et al., 2015; Mueller et al., 2015) . They revealed higher level of stability across sessions for association regions than unimodal regions. Whether association regions display high stability of dynamic functional architecture within a continuous state requires direct confirmation. The studies examining flexibility (Yin et al., 2016; Zhang et al., 2016) could have failed to support the latter hypothesis due to two factors: 1) they characterized functional architecture with the Automated Anatomical Labeling (AAL) atlas, an externally defined atlas which may be functionally inaccurate for brain network estimation (Smith et al., 2011) ; and 2) by omitting quantification of stability as a property, emphasizing flexibility may highlight areas with low signal-to-noise ratio, e.g., anterior temporal regions and subcortical areas near ventricles. Thus, it is crucial to test the two competing hypotheses empirically to enhance our understanding of the dynamic architecture of human brain, by precisely characterizing the stability of functional architecture voxel-by-voxel in its intrinsic form.
A related issue concerned how the functional stability profile was modified by a task from its intrinsic form. To implement a specific task, the brain's functional architecture changes according to the current task demands of cognitive processes (Braun et al., 2015; Cole et al., 2013; Fedorenko and Thompson-Schill, 2014) . This change in turn results in modification in the stability of dynamic functional architecture. Cole et al. (2013) showed high between-task flexibility of functional architecture for the frontoparietal network (Cole et al., 2013) , but did not explore dynamic features within a continuous task (e.g., a naturalistic task). Movie watching, for example, requires viewers to constantly integrate presented stimuli which are closely related to each other in context over time. Prior studies with naturalistic tasks have revealed dynamic changes of functional connectivity of the default mode network (DMN) that was specifically induced by the task (Simony et al., 2016) . However, the modification of stability profile in such a real-life situation remains unknown. Integration of visual and auditory information involves the occipital temporal cortex (OTC) and superior temporal sulcus (STS) (Beauchamp, 2005; Zhao et al., 2018) , which can be regarded as association regions for this task. Functional stability of these regions should be increased due to the need to constantly integrate information over a long time scale in naturalistic viewing tasks, though this hypothesis needs to be tested.
The aim of the present study is two-fold: 1) we sought to precisely characterize the profile of within-state functional stability across brain networks using resting-state data, and establish its reliability using testretest data; and 2) we then explored how functional stability was modified by naturalistic viewing through comparison of movie watching vs. resting state. Functional stability for a brain voxel was defined as the concordance of its voxel-level dynamic functional connectivity (DFC) over time within a scanning session. The measure is thus computed in a voxel-to-voxel approach, since use of externally defined parcellation of the brain has been shown to prevent accurate brain network estimation (Smith et al., 2011) . We analyzed resting-state fMRI data from CoRR (Consortium for Reliability and Reproducibility) dataset (Zuo et al., 2014) to address the first issue, since we could take advantage of its test-rest design to investigate the reliability of the newly proposed measure of functional stability and this dataset has relatively large sample size. Since the DMN regions are globally connected and play a key role in internally-directed thought (Andrews-Hanna et al., 2014) , their functional organization is supposed to be the most stable compared to other brain networks. Furthermore, after the measure of functional stability was established, we applied it to the HBN (Healthy Brain Network) dataset (Alexander et al., 2017) to address the second issue. This dataset included fMRI data obtained during resting state and during movie watching. We analyzed the data of two cohorts from the HBN dataset independently, in order to provide further evidence of reliability for the functional stability measure.
Materials and methods

Data sources and participants
Two independent open neuroimaging datasets were used in the present study. The first was obtained from the CoRR release (Zuo et al., 2014) . To keep scanning parameters (e.g., TR) and instructions uniform across subjects, only one site with the largest sample size was used, which contained resting-state fMRI data of 216 young adults (104 females; mean age ¼ 20.0 years, range: 17-27 years). The data contained two resting-state scanning sessions acquired on different days, and each session lasted for 8 min 2 s during which participants were asked to remain still and think of nothing specifically, with their eyes open. For the second dataset obtained from the HBN released by the Child Mind Institute, we analyzed data from its first release and second release. The participants with suitable data consisted of a discovery cohort of 32 children and adolescents (20 females; mean age ¼ 12.1 years, range: 7-19 years) and a replication cohort of 47 children and adolescent (17 females; mean age ¼ 12.8 years, range: 7-20 years). They were scanned while they were at rest and watching an audiovisual movie (Alexander et al., 2017) . There were two runs of resting-state scans each lasting 5 min, and a run of movie watching. The movie was a 10-min clip of an animated film named "Despicable Me" (exact time from 1:02:09-1:12:09).
fMRI data preprocessing
We used Matlab-based toolboxes of SPM12 and DPABI to run data preprocessing (Yan et al., 2016) . For the CoRR dataset, the initial 10 functional volumes (20 s) were deleted to allow for signal stabilization. Functional images were corrected for slice acquisition timing differences and head motion. Nuisance covariates, including linear trend, Friston 24 head motion parameters, white matter signal, and cerebrospinal fluid signal, were regressed out from the functional signal. Then the functional images were normalized to MNI space by DARTEL. Band-pass temporal filter (0.01-0.1 Hz) and spatial smoothing (6 mm FWHM kernel) were applied to the normalized functional images. For the HBN dataset, we also preprocessed the functional imaging data following the above procedure except that the initial 25 vol (20 s) were removed. In addition, slice timing correction was not conducted, since this dataset employed a multiband scanning series and the repetition time (0.8 s) was short. We used the same procedure to preprocess data of the movie-watching run and the resting-state runs, to make them comparable. Subjects with maximum head motion larger than 3 mm in displacement or 3 in rotation were excluded from subsequent analyses, as well as those with mean frame-wise displacement (FD) larger than 0.25 mm. Overall, 16 subjects for the CoRR dataset, 83 subjects of the discovery cohort, and 84 subject of the replication cohort for the HBN dataset (children and adolescents generally have larger head motion during scanning) were excluded. For the remaining subjects of the HBN dataset, head motion (mean FD) did not differ significantly between the movie-watching run and the resting-state runs, for the discovery cohort (n ¼ 32; p ¼ 0.241) and the replication cohort (n ¼ 47; p ¼ 0.715).
Computation of stability of dynamic functional architecture
For a voxel in the brain, the within-state stability of dynamic functional architecture was defined as the concordance of DFC over time of that voxel with the whole brain. DFC was calculated over consecutive segments of data using a sliding-window approach (Hutchison et al., 2013) , with the window length being 64 s (32 TRs for the CoRR dataset and 80 TRs for the HBN dataset) and the sliding step being 4 s (Sakoglu et al., 2010) . We conducted analyses in a voxel-by-voxel approach, such that DFC was computed between a voxel with all other voxels within the mask, resulting in DFC maps across the 101 time windows for that voxel (Fig. 1) . The Kendall's coefficient of concordance (KCC, also known as Kendall's W) of these DFC maps with time windows as raters was computed as:
where K is the number of windows, N is the number of connections of that voxel with all voxels within the mask, and R n is the sum of rank for the n-th connection across all windows. For each window, connections are ranked across all voxels based on their functional connectivity strength. W (ranges from 0 to 1) quantified stability of dynamic functional architecture of that voxel. The connections of that voxel to the whole brain are regarded as features to represent its functional architecture. Here we employed the rank-based Kendall's W since it is a nonparametric test and is robust against temporal noise . Analyses were confined to a grey matter mask, which was created by thresholding the mean grey matter density across participants at 0.2 and intersected with a group mask of 90% coverage of functional images. The mask covered all cortical regions and subcortical nucleus for both datasets. It also covered superior part of the cerebellum for the CoRR dataset and the whole cerebellum for the HBN dataset. The derived KCC was z-standardized across the grey matter mask. Standardization minimizes the effect of overall discrepancy in KCC across subjects and conditions, and thus enabled us to examine relative differences among brain regions (Yan et al., 2013) . A higher KCC value for a voxel (or region) means its dynamic functional architecture configuration is more consistent and stable over time.
Characterization of intrinsic functional stability across the brain
We analyzed resting-state fMRI data of 216 young adults from the CoRR dataset, to examine intrinsic functional stability across the brain at a dynamic timescale (~1 min). One-sample T-tests on the KCC z-score were conducted, with age, sex, and head motion (mean FD) as covariates. In addition to the profile of stability across the brain, we also computed the ratio of voxels with positive and negative KCC, respectively, for each of the seven brain networks (Yeo et al., 2011) . The ratio was computed as the number of significant voxels after multiple comparison correction (voxel-level p < 0.001, Gaussian Random Field (GRF) corrected to cluster-level FWER p < 0.01, two-tailed, the same below), divided by total number of voxels in a network.
To examine whether functional stability was also higher in high-order association regions than unimodal regions within the visual network in the left hemisphere, we selected four unimodal regions of interest (ROIs) located in the primary visual cortex and six high-order association ROIs including V3, V4, and four MT regions. Their coordinates were the same as those used in the study by Yeo et al. (2011) , and for each ROI, a sphere centered on the coordinates was created. Since some ROI's coordinates were closed to each other in space, to avoid overlapping between them, the radius of spheres was set to 4 mm. Functional stability was averaged across the ROIs, for the high-order visual regions and the unimodal visual regions, respectively. Paired-sample T-tests were conducted to compare the averaged functional stability between these two types of visual regions. We also examined the regions in the right hemisphere that were contralateral to the above ROIs.
In addition, to examine whether functional stability was greater than expected by random, we compared the observed KCC to the one derived from simulated data. The preprocessed functional images of a whole run were transformed to the frequency domain using FFT, and for each voxel the phases of frequency bands were randomized, with the amplitude unchanged. This method removed the temporal alignment of neural signals but kept the amplitude, and thus resulted in a noise-related stochastic baseline for the measurement. The KCC was compared between observed data and simulated data for each voxel with paired-sample Ttest, using raw values instead of z-scores.
Modification of functional stability during task state
We next moved to investigate functional stability of the brain in a complex naturalistic task with a continuous state. Here a movie watching task was employed, during which viewers constantly received and integrated changing audiovisual stimuli over time, to comprehend the movie. For the HBN dataset, since the duration of the movie run was twice the duration of the two resting-state runs, we divided the movie run into two parts and deleted the beginning 20 s from the latter part of the movie run. This resulted in a duration of 280 s for each part (or half) of the movie run, equal to that of the resting-state runs. For each participant, voxel-tovoxel KCC was computed, z-standardized, and then averaged for the two resting-state runs and for the two halves of the movie run, respectively. The averaged KCC z-score was compared between movie watching and resting state with paired-sample T-tests. Gaussian random field theory was used to correct for multiple comparisons. We used a strict correction criterion to avoid inflating false positive rates (Chen et al., 2018; Eklund et al., 2016) . We also conducted the comparisons for each half of the movie-watching run vs. each resting-state run. Since results were largely consistent between the two comparisons (see Supplementary 1 and Fig. S1 ), to increase reliability, we reported the comparison based on the averaged KCC. Fig. 1 . Schematic diagram shows how the stability of dynamic functional architecture is computed in a voxel-to-voxel way. Dynamic functional connectivity (DFC) for a given voxel is calculated with all voxels within the grey matter mask for each window, and constitutes features for the functional architecture for that voxel. The rectangular windows are 64 s in length, with 4 s sliding steps. Kendall's concordance coefficient is computed based on DFC across windows, and quantifies the functional stability for that voxel.
Functional stability of specific regions was measured based on the whole-brain DFC for those regions. A further step is to probe which connections specifically contributed to the difference in stability observed between states. To partly address this problem, we took the regions of which the stability was modified by movie watching as ROIs, and then compared their DFC variation maps between movie watching and resting state. We selected the most significant region in either direction as ROI (see Results 3.2). The measure of DFC variation has been often used to explore the dynamics of specific connections (Elton and Gao, 2015; Hutchison and Morton, 2016; Kaiser et al., 2016) , and is helpful for understanding which connections contributed the most to altered stability. DFC variation for each ROI was calculated as the standard deviation of DFC across sliding-time windows, and compared between the two states with paired-sample T-tests.
To examine whether regions in which stability changed were actually engaged by movie watching, we conducted an analysis of intersubject correlation (ISC) of neural activity (Hasson et al., 2010) . The ISC measures the synchronization of responses to naturalistic stimuli across subjects, which should only be caused by common cognitive processes (Hasson et al., 2004) . It can reveal which brain regions were engaged when subjects watched the movie, and is not sensitive to within-subject confounding factors. To derive ISC for a given subject, we correlated the neural activity of that subject to the averaged neural activity of the remaining subjects in each voxel. Then the Fisher's transformation was applied to the correlation coefficient. ISC was computed for all subjects in this way. At the group-level analysis, the ISC was compared to zero using one-sample T-test acros the brain, and the mean ISC was also computed. GRF theory was applied to corrected for multiple comparisons using the criterion stated above. Based on previous research, we also used a threshold of r > 0.25 to eliminate regions with a low level of ISC (Hasson et al., 2010) . The threshold value of 0.25 was the highest ISC value exhibited by any voxel for two different movies (Hasson et al., 2010) .
Exploration of the stability measurement
The functional stability measurement described above was conducted in a voxel-to-voxel approach. This approach regarded voxel-level DFC (tens of thousands of voxels) as features to determine the functional architecture of a given voxel, thus incurring a large computational load. We also explored an approach that could reduce the computational load, and determined to what extent the findings obtained with a voxel-to-voxel approach were preserved. We used a voxel-to-atlas approach, in which the features were defined in terms of DFC with 200 parcellations from the atlas created by Craddock and colleagues (Craddock et al., 2012) . Functional stability of a given voxel was computed as KCC of DFC between that voxel with all parcels (Supplementary 2). Across-subject correlation analyses were conducted to examine the relationship between voxel-to-atlas KCC and voxel-to-voxel KCC.
Results
Profile of intrinsic functional stability
We analyzed resting-state fMRI data to characterize intrinsic functional stability across the brain at a dynamic timescale (~1 min). Onesample T-tests revealed that in both sessions, the intrinsic stability of dynamic functional architecture differed substantially across the brain. First, the apex of intrinsic stability was observed bilaterally in the dorsolateral prefrontal cortex (DLPFC), anterior insula (AIns), lateral temporal cortex (LTC), supramarginal gyrus (SMG), angular gyrus (AG), medial prefrontal cortex (mPFC), posterior cingulate cortex (PCC), and occipitoparietal cortex ( Fig. 2A and B in red) . These regions are highorder association areas. At the other extreme, the lowest intrinsic stability was found in regions near cavities and ventricles, including the anterior temporal lobe (ATL), orbitofrontal cortex (OFC), Hippocampus, and caudate nucleus ( Fig. 2A and B in blue and Fig. S2 for the axial view). High susceptibility to artifacts results in low signal-to-noise ratio in these regions (Ojemann et al., 1997) , which inevitably leads to substantial decrease in functional stability. Most of subcortical nucleus, except the thalamus, revealed low levels of functional stability. Other regions showed intermediate levels of intrinsic stability. Compared to the high-order association regions, unimodal regions (including auditory, somatosensory, visual, and motor regions) displayed relatively lower intrinsic stability ( Fig. 2A and B) . Within the framework of brain networks defined by Yeo et al. (2011) , the ratio of voxels with higher stability was largest for the DMN, followed by the frontoparietal network (FPN) and the ventral attentional network (VAN) (Fig. 2C and D) . Notably, the pattern of intrinsic stability across the brain was similar between the two resting-state sessions, and also between different sliding-window parameters ( Fig. S3 and Supplementary 3) , indicating high reliability of these results. The profile of averaged stability across all subjects resembled the T-test result (Fig. S4 ). Furthermore, since global signal regression (GSR) is proposed to mitigate physiological (Fox et al., 2009 ) and head-motion artifacts , we re-run the analysis with GSR. The result with GSR showed a similar stability distribution to that without GSR (see Fig. S5 ), suggesting that artifacts or other contributors to global signal did not explain the stability difference across brain networks.
Notably, as shown in Fig. 2 , some regions in the visual network exhibited an above average level of functional stability (in yelloworange). This observation might seem to contradict the finding that the brain's functional architecture was more stable for association regions than for unimodal regions. We thus selected four primary visual ROIs and six high-order visual ROIs (Fig. 3A) adopted from the study by Yeo et al. (2011) , and compared the averaged functional stability between the two types of ROIs (Materials and Methods 2.4). The results revealed that high-order association regions also exhibited higher functional stability than unimodal regions in the visual network of both the left hemisphere and the right hemisphere (all p < 0.001; Fig. 3B ).
Furthermore, we examined whether stability exceeded random levels. Paired-sample T-tests revealed that in almost all voxels across the brain, the observed functional stability was greater than the simulated functional stability (all p < EÀ10; Fig. S6 ). Taken together with the prior results, this indicates that functional stability does not exist in simulated random data.
Stability of functional architecture during natural viewing
We next employed two cohorts from the HBN dataset to investigate how functional stability of the brain was modified from its intrinsic form to a natural viewing task. Results on the discovery cohort showed that functional stability was increased during movie watching in the bilateral occipitotemporal cortex (OTC), left posterior middle temporal gyrus (pMTG), left posterior fusiform gyrus (pFG), right posterior inferior temporal gyrus (pITG), right superior temporal sulcus (STS), and left intraparietal sulcus (IPS) ( Fig. 4A and Table 1 ). Most of these loci are in the higher visual processing stream. Decreased stability was observed for movie watching in the mPFC, and the expanse of bilateral medial and posterior occipital region, including the calcarine sulcus (CalS), cuneus, and lingual gyrus (LG) ( Fig. 4A and Table 1 ). With distinct slidingwindow parameters, the analyses also showed similar stability differences between states, especially for the OTC and occipital areas (Supplementary 3 and Fig. S7 ). Results on the replication cohort revealed a similar pattern of functional stability modification, except that increased stability was additionally found in the left frontal eye field (FEF), bilateral OFC, and right ATL, but not in the left IPS ( Fig. 4 and Table 1) . Notably, the within-subject design of the contrast between movie watching and resting state can yield large effect sizes despite a small sample size (Chen et al., 2018) .
Shown are clusters with significant stability modification by movie watching from resting state, for both the discovery cohort (n ¼ 32) and the replication cohort (n ¼ 47) of the HBN dataset. For clusters extending multiple brain areas, subpeaks were listed in following lines to illustrate their coverage area. L, left; R, right; pMTG, posterior middle temporal gyrus; pFG, posterior fusiform gyrus; OTC, occipitotemporal cortex; IPS, intraparietal sulcus; STS, superior temporal sulcus; pITG, posterior inferior temporal gyrus; CalS, calcarine sulcus; LG, lingual gyrus; mPFC, medial prefrontal cortex; FEF, frontal eye field.
We then explored which connections specifically contributed to the difference in stability observed between states. The left CalS and left pMTG revealed the most significant and reliable stability modification in either direction, so they were chosen as seed regions. DFC variation for the left CalS with its neighboring and contralateral regions was larger in movie watching than in resting state, while DFC variation for the left pMTG with the left OTC and left pFG was smaller (Fig. 4C) .
We further examined whether regions in which stability changed were actually engaged by the task. The results revealed significant ISC bilaterally in the occipital lobe, OTC, superior temporal cortex, occipitoparietal cortex, IPS, SMG, FEF, and precentral gyrus (Fig. 5) . These areas included all the regions in which stability were modified by movie watching, except the mPFC and OFC (not significant even if the r threshold was lower to 0.2), suggesting that stability modification was relevant to regional engagement rather than within-subject confounding factors and noise.
Exploration of the stability measurement
We also used a voxel-to-atlas approach which could largely reduce the computational load. For the CoRR dataset, the profile of intrinsic stability derived using this approach was very similar to that derived using the voxel-to-voxel approach (Fig. S8 ). Statistically, it revealed extremely high across-subject correlation between voxel-to-atlas KCC and voxel-tovoxel KCC for all measured voxels (mean r ¼ 0.921, range from 0.728 to 0.975), indicating that the voxel-to-atlas KCC explained most variance of the voxel-to-voxel KCC. For the discovery cohort of the HBN dataset, the voxel-to-voxel and the voxel-to-atlas approaches also produced similar results of stability modification by movie watching (Fig. S9) .
Discussion
The brain's functional organization changes dynamically within a session even during rest (Allen et al., 2014; Chang and Glover, 2010; Hutchison et al., 2013; Vidaurre et al., 2017) . While prior studies have explored temporal variability or flexibility of functional organization at a dynamic timescale Yin et al., 2016; Zhang et al., 2016) , this study investigated the other side-the stability of functional architecture that may represent a critical property of the brain (Dehaene et al., 2017) . We first characterized how stability of functional High stability (in orange to red) is observed in several association regions (indicated by black hollow arrows). (C,D) The radar maps show the ratio of voxels with high vs. low stability for the seven brain networks defined by Yeo et al. (2011) . We used BrainNet Viewer (http://www.nitrc.org/proj ects/bnv/) (Xia et al., 2013) to map results onto the 3D brain for visualization. The results of T-tests are also displayed from axial slices in Fig. S2. DLPFC architecture is distributed across the brain, and found the apex of functional stability in high-order association regions, especially those in the DMN, rather than unimodal regions. Then we explored how functional stability was modified during natural viewing, and showed that compared to resting state, functional stability during movie watching was increased in high-order visual regions (bilateral OTC, right STS, and left IPS), and decreased in low-order visual regions (bilateral posterior and medial occipital lobes) and the mPFC.
Stability of functional architecture differs across brain regions
The study on brain dynamics by Allen et al. (2014) clustered highly-structured reoccurring connectivity patterns into sub-states (Allen et al., 2014) , suggestive of stability for the brain's functional architecture, in addition to flexibility. Our results revealed a high level of stability in high-order association regions, especially in the DMN regions (mPFC, AG, and PCC). The PCC and mPFC are considered as the core DMN regions involved in internally-directed thought (Andrews-Hanna et al., 2014) , and DMN connectivity has been associated with consciousness (Vanhaudenhuyse et al., 2010) . The AG is also proposed to subserve convergence of multisensory information, and to thus participate in various complex tasks (Seghier, 2013) . The DMN regions situate at one end of a principal gradient of brain functional organization, of which the other end is anchored by primary sensory and motor regions (Margulies et al., 2016) . Previous studies observed medium-to-low flexibility of functional architecture in core DMN regions (Yin et al., 2016; Zhang et al., 2016) . Importantly, these two studies did not characterize the core DMN regions as high-order association regions. These regions do not specifically process signals of one modality, and are generally considered to be brain hubs conducting high-order cognitive processes (Andrews-Hanna et al., 2014; Buckner et al., 2009; Cole et al., 2010) . Furthermore, the present findings emphasized that the DMN network revealed the most stable functional organization, as compared with other brain networks. The high stability may provide a foundation for the DMN regions to integrate multimodal information over a long time scale.
Other regions with high functional stability were mainly located in the FPN and VAN, including the DLPFC, AIns, and SMG. The DLPFC plays a critical role in executive functions which refer to high-order organization and dynamic tuning of behaviors and thoughts (Brunoni and Vanderhasselt, 2014; Mansouri et al., 2009) . The AIns has been linked with human awareness (Craig, 2009) , and with an integral hub for high-order cognitive control (Menon and Uddin, 2010) . On average, functional architecture appeared less stable in the FPN and VAN than in the DMN, which was probably due to greater DMN activity during resting state (Fox and Raichle, 2007) . Similarly, previous resting-state studies have revealed high stability for the association regions from a static perspective (across sessions) (Mueller et al., 2015; Shehzad et al., 2009; Tomasi et al., 2017) . The observation of high functional stability in association regions, from both static and dynamic perspectives, is contrary to the hypothesis that they change functional connections frequently since they switch to interact with regions of different modalities. Notably, although the findings of low functional stability in the subcortical nucleus were in accord with previous studies (Yin et al., 2016; Zhang et al., 2016) , they should be taken with caution. Some of these regions locate near ventricles, such as head of caudate nucleus and posterior hippocampus, where the signals are easily affected by noise.
In comparisons across the brain, functional stability in sensory-motor cortices was much lower than that in high-order association regions, indicating that unimodal regions reorganized their activity or connection patterns over time. These regions involved primary motor cortex, somatosensory cortex, primary and second auditory cortex, and the primary visual cortex. The instability reflects that their functional connectivity with other brain regions dynamically changes. Neural activity of unimodal regions is driven by both external stimuli and topdown modulation from high-order regions (Macaluso and Driver, 2005) . As hypothesized, a primary sensory-motor region needs to Fig. 3 . Difference of functional stability between high-order and primary visual regions (CoRR dataset, n¼216). (A) The brain maps show the ROI locations of high-order visual regions and primary visual regions. (B) The violin plots show the distribution and difference of functional stability between these two types of visual regions, for both hemispheres and both sessions. ***, p < 0.001. MT, middle temporal area; V1, primary visual area; V1 pd , dorsal part of peripheral V1; p, peripheral; c, central; d, dorsal; v, ventral; a, anterior. respond to the always-changing world, and thus to reorganize its functional connections with other regions. The shorter time scale to process and accumulate information provides a basis for sensory-motor regions to frequently reorganize the connections (Lerner et al., 2011) . Based on this hypothesis, it can be further inferred that functional stability of primary sensory-motor cortices would even decrease if they are engaged by the current task. For example in a natural viewing task, stability of primary visual cortices may decrease, compared to that in resting state when these regions are not necessarily or specifically recruited. Our following analysis comparing stability between movie watching and resting state provides evidence on this inference.
Stability of functional architecture differs between states
During movie watching, viewers receive a sequence of visual images which constantly change in form but exhibit coherence in meaning. This Fig. 4 . Difference of functional stability and DFC variation between movie watching and resting state (HBN dataset). The brain maps of T-values show the results of paired-sample T-tests between the two states on functional stability for the discovery cohort (n ¼ 32; A) and the replication cohort (n ¼ 47; B), and on DFC variation of left calcarine sulcus (L.CalS) and of left posterior middle temporal gyrus (L.pMTG) for the discovery cohort (n ¼ 32; C). The locations of the two seed regions are indicated by purple circles. Tvalues of the colorbar (p ¼ 1E-3 to 1E-8) are different between analyses and dependent on the sample size of cohorts. MV, movie watching; RS, resting state. task thus gives rise to a continuous and natural state, as compared to conventional experimental tasks with discrete and independent events and stimuli. Our results on two independent cohorts consistently revealed that compared to resting state, movie watching decreased functional stability of the bilateral primary visual cortices and mPFC, and increased functional stability of bilateral OTC, bilateral pFG, and right STS which support high-order visual processing. In addition, stability of the primary auditory cortex was also decreased in movie watching, but only for the replication cohort. The primary visual cortices are proposed to process the form of visual images (e.g., orientation, color, etc.) (Wandell et al., 2007; Zeki et al., 1991) . Since sensory inputs directly affect neural activity of these regions, the decreased stability could possibly be explained by adjustment of functional architecture to the changes of received visual form over time. Considering that the primary visual cortices also receive top-down influence from the high-order regions of visual stream and top-down control from the frontoparietal regions (Bressler et al., 2008; Li et al., 2004) , another possibility is that the switch of connections to these regions caused the reduction of functional stability. The analysis of ROI-based DFC variation of the primary visual cortex (the left CalS) comparison lent support to the former explanation, which revealed larger DFC variation to neighboring regions within the visual cortices.
In contrast, increased functional stability during movie watching was found in regions that participate in high-order visual processing (Goodale and Milner, 1992; Wandell et al., 2007) . In the ventral visual stream, the posterior MTG contributes to visual motion processing (Newsome and Pare, 1988) , while the STS and OTC are considered to integrate auditory and visual information (Beauchamp, 2005; Zhao et al., 2018) . In the dorsal visual stream, the IPS participates in visual processing due to its role in attention and space processing (Behrmann et al., 2004; Husain and Nachev, 2007) . To derive a comprehensive perception and cognition of sight, high-order visual regions not only process visual information alone, but also integrate information from other modalities (Shams and Kim, 2010; Ungerleider and Haxby, 1994) . Movie watching requires coordination of audiovisual information over time. The finding of increased stability in high-order visual regions by movie watching supports the hypothesis that association regions maintain consistent functional organization with other brain regions. During movie watching when high-order visual regions are specifically engaged, their functional organization should be more stable to meet the increased demand of information coordination introduced by the task. Interestingly, although both the primary and high-order visual cortices were recruited by movie watching (Fig. 5) (Hasson et al., 2010) , they could be distinguished by the direction in which functional stability was modified by the task, suggestive of significance for this measurement. On the contrary, the functional stability of the mPFC, a high-order region, appeared to reduce during movie watching. In other words, stability of the mPFC was increased in resting state when spontaneous thought and self-reflection were active. As a DMN region for self processing, the mPFC is less active during task-related state than resting state, and the decreased stability during movie watching was possibly related to such deactivation. In addition, this region integrates information over a rather long window (Lerner et al., 2011) . A 10-min movie clip may be not long or integral enough to elicit a stable connectivity pattern for the mPFC. Future studies using complete versions of movies can address this issue.
Significance of the functional stability measurement
The distribution and modification pattern of functional stability illustrates from a dynamic view how functional organization adapts to fulfill a complex naturalistic task. The functional architecture of unimodal regions dynamically changed in responding to the always-changing world, while stability of the functional architecture of high-order regions allows neural integration both across modalities and across time. This distinction is in line with the previous finding that a hierarchy of temporal scales to integrate information exists in the visual system (Hasson et al., 2008) . The pattern of stability modification during natural viewing also echoes the intrinsic stability profile in resting state that functional architecture appears more stable in high-order association regions than in unimodal regions, since functional architecture in resting state is considered as a composite reflection of multiple task states (Cole et al., 2014) .
We speculate that high within-state functional stability in association regions may render the brain adaptive to the environment. During conscious processing, the brain selects information for global broadcasting (Dehaene et al., 2017) , which should be carried out by high-order association regions through their distributed functional connections (Cole et al., 2010) . Our findings thus provide evidence of a neurobiological basis from the functional network perspective for the stability property of the brain. A variety of complex cognitive functions require the brain to coordinate information from multiple modalities over time (Cole et al., 2014; Vidaurre et al., 2017) . It remained largely unclear whether the functional architecture of association regions is stable or unstable (flexible) over time. The present study provides strong evidence for stability. High within-state stability as we found here does not contradict high flexibility between tasks or states observed in prior studies (Braun et al., 2015; Cole et al., 2013) . The stability property (without frequent alteration of connectivity within a continuous state) may provide the efficient capacity to coordinate information over time and to facilitate future rapid response.
Methodological consideration
Here we measured functional stability using a voxel-to-voxel approach. Differences in data analytic approaches may explain inconsistencies between our findings and previous ones. The studies by Zhang et al. (2016) and Yin et al. (2016) found high flexibility for high-order association regions, especially in the lateral frontal, parietal, and temporal cortices, and low flexibility for unimodal regions. Those studies employed the AAL atlas and analyzed data in an atlas-to-atlas approach. The AAL atlas separates the brain into 90 structural parcels, and some parcels cover large area and span multiple functional regions. In addition, analyses based on externally defined parcellation of the brain would prevent accurate brain network estimation (Smith et al., 2011) (also see Fig. S10 for stability profile derived by analyses using the atlas-to-atlas approach, with the atlas being AAL). For future studies, we therefore recommend using a refined division of the brain (e.g., voxel-level) to define functional architecture of the brain and examine derived measurements. The voxel-to-atlas approach yielded a pattern of results similar to that using the voxel-to-voxel approach, so it is also admissible when computational resources are limited. Another methodological issue concerns window length (64 s) of the sliding-window approach, which is shorter than the largest wavelength in resting-state signals (typically 100 s) (Leonardi and Van De Ville, 2015) . The consistent results across different window lengths (Supplementary 3) can exclude confounding effect induced by such mismatch. The sliding-window approach is more suitable for this study than other approaches, such as temporal independent component analysis (ICA) or time-frequency dynamics analysis. The temporal ICA requires a large number of scanning time points within a session. The time-frequency dynamics analysis derives neural activity coherence over time across a wide range of frequency, but the extra frequency information is unrelated to the aim of this study.
Limitation and future directions
A major limitation of the current study was the heterogeneity of participants between and within the two datasets used. The participants were adults for the CoRR dataset, and were children and adolescents for the HBN dataset. The findings of functional stability modification by natural viewing might be different between children and adolescents, and could not be simply generalized to adult population. Another limitation concerned how noise affected our findings. Researchers have suggested that the observed brain dynamic features might be attributed to noise effects (Hutchison et al., 2013; Laumann et al., 2017) . Since pure noise may only derive stochastic pattern for the difference test on functional stability between states, the consistent findings for two independent cohorts (Fig. 4A and B ) from the HBN dataset indicate that this measure is not just a reflection of noise effect. However, we can not rule out the possibility that it's impacted by other confounding physiological noise, as we don't have direct measure of those noises. One of the noise effects involved higher arousal level during movie watching than in resting state (Tagliazucchi and Laufs, 2014) . Rapid respiration associated with high arousal induces spontaneous changes in carbon dioxide which in turn affect BOLD fluctuation, and this effect is more prominent in the sensorimotor regions (Birn et al., 2006; Horovitz et al., 2008; Power et al., 2017; Wise et al., 2004) . It is possible that stability modification in the primary visual cortices is affected by the higher arousal level during movie watching. Since arousal levels might also be different between during the first half and second half of movie (Bijsterbosch et al., 2017) , the similar findings of the two halves of movie-watching run (Supplementary 1) are partially against such possibility.
Several issues can be further addressed in the future. First, as a critical feature of the brain, the stability of intrinsic functional architecture and the extent of its modification by naturalistic tasks can be taken as potential biomarkers for quantitative diagnoses of mental disorders. For example, patients with major depression disorder could show less modification of stability when engaging in a task, which is associated with mental slowing. Second, we were unable to accurately quantify functional stability of regions near cavities. Future studies using scanning sequences that increase signal-to-noise ratio for regions near cavities will be required to address this issue. Third, future investigations of the brain's functional dynamics and stability should record physiological response during scanning to exclude arousal-related and other noiseinduced effects.
Conclusion
In conclusion, the present study investigates how within-state stability of dynamic functional architecture differs between brain networks and between different mental states. The functional architecture of highorder association regions is stable over time within a continuous state, and functional stability of this type of regions is increased when they are employed in a task, suggestive of their role in coordinating neural information from successive moments. By contrast, unimodal regions vibrate their functional architecture to process ever-changing stimulus forms. The division of labor between these two types of regions may reflect the way in which the human brain implements high-level cognitions.
