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Resumen
En este trabajo se presenta un algoritmo para
hallar una relacio´n de similitud pro´xima a
una relacio´n de proximidad (i.e.: una relacio´n
de tolerancia) R dada. La relacio´n de simi-
litud obtenida es ma´s pro´xima a R que su
clausura transitiva o cualquier opening tran-
sitivo de R.
Palabras Clave: Relacio´n de Proximidad,
Relacio´n de Tolerancia, Relacio´n de Simili-
tud, Clausura Transitiva, Opening Transi-
tivo.
1 Introduccio´n
Las relaciones de similitud son operadores de T -indis-
tinguibilidad respecto a la t-norma Mı´nimo [9]. Son
relaciones borrosas interesantes con diversas aplica-
ciones en Te´cnicas de Clasiﬁcacio´n y Cluster analysis
porque sus α-cortes son particiones del universo de dis-
curso y al aumentar α las correspondientes particiones
reﬁnan a las anteriores. Dicho de otro modo, las rela-
ciones de similitud generan a´rboles jera´rquicos indexa-
dos. Rec´ıprocamente, a partir de un a´rbol jera´rquico
indexado se puede generar una relacio´n de similitud.
En muchas situaciones, los datos de un problema se
dan en forma de una relacio´n de proximidad en el uni-
verso de discurso. Se parte entonces de una relacio´n
reﬂexiva y sime´trica. Si se necesita clasiﬁcar los ob-
jetos del universo mediante un a´rbol jera´rquico, esta
relacio´n debe ser reemplazada por una relacio´n de si-
militud lo ma´s cercana a la original como sea posible.
El me´todo ma´s comu´n de hallar una relacio´n de si-
militud cercana a una relacio´n de proximidad R dada
es calcular su clausura transitiva, que es una relacio´n
mayor o igual que R, o buscar un opening transitivo
de R, es decir, una relacio´n de similitud maximal entre
las que son menores o iguales que R.
Este trabajo presenta un algoritmo de simple ejecucio´n
para hallar una relacio´n de similitud a partir de una
relacio´n de proximidad R dada que es ma´s cercana a R
que su clausura transitiva o cualquiera de sus openings
transitivos. En contraste con la clausura transitiva y
los openings transitivos, en general algunas entradas
de la similitud obtenida son mayores y otras menores
que las correspondientes entradas de la relacio´n de
proximidad.
En [3] se presentaron un par de me´todos parra hallar
buenas aproximaciones de una relacio´n de proximidad
por operadores de T -indistinguibilidad cuando T es
una t-norma arquimediana continua. Estos me´todos
no funcionan para la t-norma Mı´nimo (i.e.: relaciones
de similitud). Con los resultados de este trabajo pode-
mos obtener buenas aproximaciones para las t-normas
ma´s usuales: Lukasiewicz, Producto y Mı´nimo.
2 Preliminares
Esta seccio´n presenta algunos resultados sobre opera-
dores de T -indistinguibilidad que sera´n necesarios a lo
largo del trabajo.
Deﬁnicio´n 2.1 La residuacio´n
→
T de una t-norma T
se deﬁne para todo x, y ∈ [0, 1] mediante
→
T (x|y) = sup{α ∈ [0, 1] | T (x, α) ≤ y).
Deﬁnicio´n 2.2 El operador de T -indistinguibilidad
natural ET asociado a una t-norma T dada es la
relacio´n borrosa en [0,1] deﬁnida para todo x, y ∈ [0, 1]
mediante
ET (x, y) = T (
→
T (x|y),
→
T (y|x)).
ET es de hecho un tipo especial de operador de T -in-
distinguibilidad (Deﬁnicio´n 2.3) [1] y en el contexto de
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la Lo´gica Borrosa, donde T representa la conjuncio´n,
ET se interpreta como la biimplicacio´n asociada a T
[4].
Deﬁnicio´n 2.3 Dada una t-norma T , un operador
de T -indistinguibilidad E en un conjunto X es una
relacio´n borrosa E : X × X → [0, 1] que para todo
x, y, z ∈ X satisface
1. E(x, x) = 1 (Reﬂexividad)
2. E(x, y) = E(y, x) (Simetr´ıa)
3. T (E(x, y), E(y, z)) ≤ E(x, z) (T -transitividad).
Ejemplo 2.4
1. Si T es la t-norma de Lukasiewicz, entonces
ET (x, y) = 1− |x− y| para todo x, y ∈ [0, 1].
2. Si T es la t-norma Producto, entonces ET (x, y) =
Min(xy ,
y
x ) para todo x, y ∈ [0, 1] donde z0 = 1.
3. Si T es la t-norma Mı´nimo, entonces ET (x, y) ={
Min(x, y) si x = y
1 en otro caso.
Teorema 2.5 Teorema de Representacio´n [8]. Sea R
una relacio´n borrosa en un conjunto X y T una t-
norma continua. R es una relacio´n de T -indistingui-
bilidad si, y so´lo si, existe una familia (hi)i∈I de sub-
conjuntos borrosos de X tal que para todo x, y ∈ X
R(x, y) = infi∈IET (hi(x), hi(y)).
(hi)i∈I se llama una familia de generadores de R.
En particular, dada una relacio´n de proximidad R en
X (i.e. una relacio´n borrosa reﬂexiva y sime´trica),
podemos construir el operador de T -indistinguibilidad
R generado por el conjunto de las columnas de R (i.e.
los subconjuntos borrosos R(x, ·), x ∈ X).
Proposicio´n 2.6 R ≤ R.
Deﬁnicio´n 2.7 Sea R una relacio´n o matriz de pro-
ximidad en X y T una t-norma continua. La clausura
T -transitiva R de R es el menor operador de T -indis-
tinguibilidad en X que cumple R ≤ R.
Deﬁnicio´n 2.8 Sean R y S dos relaciones borrosas
de X y T una t-norma continua. El producto Sup-T
de R y S es la relacio´n borrosa R ◦ S on X deﬁnida
para todo x, y ∈ X mediante
(R ◦ S)(x, y) = supz∈XT (R(x, z), S(z, y)).
Gracias a que el producto Sup-T es asociativo para t-
normas continuas, podemos deﬁnir la potencia n-e´sima
RnT de una relacio´n borrosa R para cualquier n ∈ N :
RnT =
n veces︷ ︸︸ ︷
R ◦ ... ◦R .
Deﬁnicio´n 2.9 Sea R una relacio´n borrosa en un
conjunto X y T una t-norma continua. La clausura
T -transitiva de R es la relacio´n borrosa
RT = supn∈NRnT .
Proposicio´n 2.10 Sea R una relacio´n de proximidad
en un conjunto ﬁnito X de cardinal n. Entonces
RT = sups∈{1,...,n−1}RsT .
Deﬁnicio´n 2.11 Sea R una relacio´n de proximidad
en un universo X y T una t-norma. Un operador de T -
indistinguibilidad E de X es un opening T -transitivo
de R si, y so´lo si, E ≤ R y E es maximal en el con-
junto de operadores de T -indistinguibilidad menores o
iguales que R.
3 El algoritmo
En esta seccio´n se dara´ un algoritmo que genera una
relacio´n de similitud E cercana a una relacio´n de proxi-
midad R dada. La idea es partir de su clausura tran-
sitiva o de una relacio´n de similitud menor o igual
que R y modiﬁcar sus valores para hallar una mejor
aproximacio´n de R.
Proposicio´n 3.1 [5] Sea E una relacio´n de similitud
en un universo ﬁnito X de cardinal n. El nu´mero de
entradas diferentes de la matriz que representa a E es
menor o igual que n.
El algoritmo para aproximar relaciones de proximidad
mediante relaciones de similitud se basa en el siguiente
resultado.
Proposicio´n 3.2 Sea E una relacio´n de similitud en
un universo ﬁnito X de cardinal n y a1 < a2 < ... <
ak = 1 (k ≤ n) las entradas de E. Si reemplazamos las
entradas por a′1 ≤ a′2 ≤ ... ≤ a′k = 1 respectivamente,
se obtiene una nueva relacio´n de similitud en X.
Demostracio´n
La reﬂexividad y la simetr´ıa de la nueva matriz son
triviales.
Transitividad: Si Min(ai, aj) ≤ ak, entonces
Min(a′i, a
′
j) ≤ a′k.
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Ejemplo 3.3
E =
⎛
⎜⎜⎝
1 0.2 0.2 0.2
0.2 1 0.3 0.3
0.2 0.3 1 0.4
0.2 0.3 0.4 1
⎞
⎟⎟⎠
es una relacio´n de similitud. Si reemplazamos 0.2, 0.3,
0.4, 1 por 0.1, 0.5, 0.8, 1 respectivamente, obtenemos
la nueva relacio´n de similitud
E′ =
⎛
⎜⎜⎝
1 0.1 0.1 0.1
0.1 1 0.5 0.5
0.1 0.5 1 0.8
0.1 0.5 0.8 1
⎞
⎟⎟⎠
La idea que se sigue para hallar una relacio´n de simi-
litud cercana a una relacio´n de proximidad R dada es
sencilla. Podemos calcular la clausura Min-transitiva
R de R y luego modiﬁcar las entradas de R para mi-
nimizar alguna distancia dada a R o para maximizar
alguna medida de similitud a R. Sin duda, tambie´n
podemos calcular primero un opening transitivo o la
relacio´n de similitud obtenida de R mediante el Teo-
rema de Representacio´n en vez de la clausura Min-
transitiva.
Sin embargo, el me´todo no es tan directo tal y como
muestran los siguientes dos ejemplos.
Ejemplo 3.4 Consideremos la relacio´n de proximi-
dad con matriz
R =
⎛
⎜⎜⎝
1 0.7 0.3 1
0.7 1 0.4 0.7
0.3 0.4 1 0.8
1 0.7 0.8 1
⎞
⎟⎟⎠ .
Su clausura Min-transitiva es
R =
⎛
⎜⎜⎝
1 0.7 0.8 1
0.7 1 0.7 0.7
0.8 0.7 1 0.8
1 0.7 0.8 1
⎞
⎟⎟⎠ .
Si reemplazamos las entradas con valores 0.7 y 0.8 de
R por a y b respectivamente, para minimizar la dis-
tancia eucl´ıdea d entre R y la nueva matriz debemos
minimizar
f(a, b) = (a− 0.7)2 + (a− 0.4)2 + (a− 0.7)2
+(b− 0.8)2 + (b− 0.3)2.
∂f
∂a
= 2(a− 0.7) + 2(a− 0.4) + 2(a− 0.7) = 0
∂f
∂b
= 2(b− 0.8) + 2(b− 0.3) = 0
y
a =
0.7 + 0.7 + 0.4
3
= 0.6
b =
0.8 + 0.3
2
= 0.55
obteniendo ⎛
⎜⎜⎝
1 0.6 0.55 1
0.6 1 0.6 0.6
0.55 0.6 1 0.55
1 0.6 0.55 1
⎞
⎟⎟⎠ .
Esta matriz no es Min-transitiva y por tanto no es una
relacio´n de similitud.
El mismo problema puede presentarse con aproxima-
ciones por debajo tal y como muestra el siguiente ejem-
plo.
Ejemplo 3.5 De la matriz de proximidad
R =
⎛
⎜⎜⎝
1 0.2 0.3 0.4
0.2 1 0.7 0.8
0.3 0.7 1 0.5
0.4 0.8 0.5 1
⎞
⎟⎟⎠
se obtiene la matriz R mediante el Teorema de Repre-
sentacio´n.
R =
⎛
⎜⎜⎝
1 0.2 0.2 0.2
0.2 1 0.2 0.2
0.2 0.2 1 0.3
0.2 0.2 0.3 1
⎞
⎟⎟⎠
Si reemplazamos las entradas con valores 0.2 y 0.3 de
R por a y b respectivamente, para minimizar la dis-
tancia eucl´ıdea d entre R y la nueva matriz debemos
minimizar
f(a, b) = (a− 0.2)2 + (a− 0.3)2 + (a− 0.4)2
+ (a− 0.7)2 + (a− 0.8)2 + (b− 0.3)2.
∂f
∂a
= 2(a− 0.2) + 2(a− 0.3) + 2(a− 0.4)
+2(a− 0.7) + 2(a− 0.8) = 0
∂f
∂b
= 2(b− 0.3) = 0
y
a =
0.2 + 0.3 + 0.4 + 0.7 + 0.8
5
= 0.48
b = 0.3.
La matriz ⎛
⎜⎜⎝
1 0.48 0.48 0.48
0.48 1 0.48 0.48
0.48 0.48 1 0.3
1 0.48 0.3 1
⎞
⎟⎟⎠
no es Min-transitiva y por tanto no es una relacio´n de
similitud.
ESTYLF08, Cuencas Mineras (Mieres - Langreo), 17 - 19 de Septiembre de 2008
XIV Congreso Español sobre Tecnologías y Lógica fuzzy 219
Una posible solucio´n en estos casos es reemplazar las
entradas ”‘mal ordenadas”’ por un u´nico valor. Por
ejemplo, en el Ejemplo 3.4 las entradas 0.6 y 0.55
se pueden reemplazar por 3·0.6+2·0.555 = 0.58 y en el
Ejemplo 3.5 0.48 y 0.3 por 5·0.48+1·0.36 = 0.45. No´tese
que gracias al siguiente lema estos nuevos valores son
los que minimizan la distancia entre la matriz obtenida
y R.
Lema 3.6 Sea P = (x1, x2, ..., xn) ∈ Rn. El punto Q
ma´s pro´ximo a P respecto a la distancia eucl´ıdea de la
forma (a, a, ..., a) cumple a = x1+x2+...+xnn .
El algoritmo que proponemos para hallar una relacio´n
de similitud cercana a una relacio´n de proximidad R
dada en un universo ﬁnito de cardinal n es el siguiente.
Algoritmo 3.7
1. Calcular la clausura Min-transitiva R o una apro-
ximacio´n inferior de R.
2. Ordenar las entradas a1 < a2 < ... < ak = 1
(k ≤ n) de R.
3. Reemplazar cada ai por la media a′i de las en-
tradas de R que ocupan el mismo lugar que los
ai.
4. IF a′1 ≤ a′2 ≤ ... ≤ a′k = 1, entonces la relacio´n de
similitud E se obtiene reemplazando las entradas
a1, a2, ..., ak de R por a′1 ≤ a′2 ≤ ... ≤ a′k respecti-
vamente.
5. ELSE, para cada cadena
maximal C = {a′i, a′i+1, ..., a′i+j} con a′i > a′i+j,
reemplazar todos los elementos de C por su me-
dia aritme´tica ponderada aC , pesando cada a′l de
C por el nu´mero de entradas de R que correspon-
den a a′l. Reemplazando los elementos de C por
aC en E se obtiene la relacio´n de similitud de-
seada.
4 Conclusiones
En este trabajo hemos presentado un algoritmo para
hallar aproximaciones de relaciones de proximidad por
relaciones de similitud que en general son mejores que
su clausura transitiva o sus openings transitivos. Por
ejemplo, la distancia eucl´ıdea entre la proximidad del
Ejemplo 3.4 y su clausura transitiva es 0.825, mientras
que su distancia a la matriz obtenida usando el algo-
ritmo propuesto es 0.795. La distancia eucl´ıdea entre
la proximidad del Ejemplo 3.5 y la similitud obtenida
mediante el Teorema de Representacio´n es 1.183, y
su distancia a la matriz obtenida usando el algoritmo
propuesto es 0.768.
La sencillez del algoritmo permite su aplicacio´n a pro-
blemas reales sin necesidad de aumentar la comple-
jidad o tiempo de ejecucio´n respecto a los me´todos
cla´sicos.
Los resultados de este trabajo junto con los de [3] per-
miten hallar buenas aproximaciones de una relacio´n
de proximidad mediante un operador de T -indistin-
guibilidad para las t-normas ma´s usuales: Mı´nimo y t-
normas arquimedianas continuas (incluidas la t-norma
de Lukasiewicz y la t-norma Producto).
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