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Abstract
Lyapunov functions are used in order to prove stability of equilibria, or to
indicate a gradient-like structure of a dynamical system. Zelenyak (1968) and
Matano (1988) constructed a Lyapunov function for quasilinear parabolic equa-
tions. We modify Matano’s method to construct a Lyapunov function for fully
nonlinear parabolic equations under Dirichlet and mixed nonlinear boundary
conditions of Robin type.
Keywords: fully nonlinear parabolic equations; Lyapunov function; LaSalle
invariance principle; infinite dimensional dynamical systems; global attractor.
1 Main results
We consider the scalar fully nonlinear, strictly parabolic partial differential equation
(1.1) f(x, u, ux, uxx, ut) = 0
for x ∈ (0, 1). Here indices abbreviate partial derivatives. We assume f satisfies the
parabolicity condition
(1.2) fq · fr < 0
for every argument (x, u, p, q, r) = (x, u, ux, uxx, ut). For simplicity we assume f ∈ C
1
and, only at r = 0, also fp, fq, fr ∈ C
1.
We consider (1.1) under two types of separated boundary conditions at x = ι ∈ {0, 1}.
For each boundary x = ι, separately, we either assume homogeneous Dirichlet boundary
conditions,
(1.3) u = 0,
or nonlinear boundary conditions of Robin type
(1.4) ux = b
ι(u).
We assume bι ∈ C1. Neumann boundary conditions appear as the special case bι(u) =
0. We observe (1.4) is equivalent to the seemingly more general case bι(u, ux) = 0,
provided that latter equation can be solved for ux, uniquely and globally. See [1] and
[15] for abstract settings involving nonlinear boundary conditions of the type (1.4).
We consider classical solutions u = u(t, x) of (1.1) with separated boundary conditions
(1.3) or (1.4). This means that we assume boundedness and continuity of u and its
partial derivatives ut, uxx, for t ∈ (0, T ), x ∈ (0, 1). Initial conditions u(t, x) = u0(x), at
t = 0, are therefore approached continuously, for tց 0, in the sup-norm with respect to
x ∈ (0, 1). Similarly, the boundary values u(t, x), ux(t, x) exist as continuous boundary
limits x→ ι ∈ {0, 1}, and are assumed to either satisfy (1.3) or (1.4) at that boundary.
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Below we construct a Lyapunov energy function
(1.5) E :=
∫ 1
0
L(x, u, ux) dx , such that
dE
dt
< 0
along nonequilibrium classical solutions u = u(t, x) of (1.1). Therefore the time de-
pendent energy t 7→ E(u(t, .)) decreases strictly, except at equilibria.
For quasilinear equations f(x, u, p, q, r) = −r + a(x, u, p)q + h(x, u, p), a Lyapunov
function E was constructed, independently, by Zelenyak [17] and Matano [16]. See
also Hu [11], and Fiedler et al [6], for concise expositions of Matano’s method. An
analogous method for Jacobi systems, a spatially discrete variant, was developed in [7].
For an adaptation to diffusion with singular coefficients see [14].
In order to construct a Lyapunov function E as in (1.5), we rewrite the parabolic
equation (1.1) suitably. Only two modifications of Matano’s idea are required, along
with proper assumptions.
First, we solve (1.1) for the diffusion variable q = uxx in terms of the other variables
(x, u, ux, ut). Indeed, the parabolicity condition (1.2) implies fq 6= 0. This allows us to
apply the implicit function theorem and to rewrite (1.1) as
(1.6) uxx = F (x, u, ux, ut).
Here the parabolicity condition becomes
(1.7) Fr > 0
at any (x, u, p, r) = (x, u, ux, ut), since implicit differentiation implies Fr = −fr/fq >
0. We note that F may not, and need not be, defined globally. We only consider
F (x, u, p, .) to be defined on a bounded or unbounded open interval of r, with limits
±∞ of F at its boundaries.
Our second modification splits the function F into two parts: one independent of ut,
and the other depending on ut. In other words, we distinguish between the diffusion
part F 0 related to the equilibrium ODE ut = 0, and the diffusion part F
1 related to
time changing solutions. Specifically, to account for equilibria, at all, we define
(1.8) F 0(x, u, p) := F (x, u, p, 0)
and assume F 0 is well-defined. (Otherwise we may put F 0 ≡ 0, artificially. We do
not comment further on this uninteresting case, below.) To separate and highlight
dependence on ut, we define
(1.9) F 1(x, u, p, r) :=
{
(F (x, u, p, r)− F 0(x, u, p))/r for r 6= 0
Fr(x, u, p, 0) for r = 0.
Our regularity assumption on f then implies F 1 ∈ C1 and F 0p ∈ C
1.
The parabolic equation (1.6) can be rewritten as
(1.10) uxx = F
0(x, u, ux) + F
1(x, u, ux, ut)ut .
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The parabolicity condition (1.2), (1.7) implies
(1.11) F 1 > 0.
Indeed, the monotonicity condition (1.7) ensures (1.11), at r = 0, as well as sign(F −
F 0) = sign(r), for r 6= 0. In the latter case, the numerator and denominator in (1.9)
have the same sign, yielding (1.11).
Theorem 1.1. Lyapunov Function
Assume C1-differentiability of f, fp, fq, fr, as specified above, and parabolicity condition
(1.2) all hold.
Then there exists a Lagrange function L = L(x, u, p), uniformly on bounded sets of
(u, p) ∈ R2, with L, Lp, Lpp of class C
1, such that
(1.12) E :=
∫ 1
0
L(x, u, ux)dx
is a Lyapunov function (1.5) for the equation (1.1). More precisely, bounded classical
solutions u(t, x) of (1.1) satisfy
(1.13)
dE
dt
= −
∫ 1
0
Lpp(x, u, ux)F
1(x, u, ux, ut) · |ut|
2dx
with a strictly positive weight LppF
1.
Semigroup settings of (1.1) on appropriate phase-spaces X ⊇ C1([0, 1]) have been
provided by [15], under additional assumptions. Even though fully nonlinear equations
may not guarantee global existence of solutions, in general, some of them do. For
instance, example 8.5.2 in [15] proves that ut = f(uxx), for f ∈ C
3 satisfying f(0) = 0
and f ′(q) ≥ ǫ > 0, possesses global solutions.
Suppose that the resulting semiflow u(t) is bounded and dissipative, i.e. any solution
u(t) remains bounded for all times and enters some a priori fixed large ball in X ,
eventually. Suppose also that global orbits are precompact in X , that is, the closure
of {u(t) | t ∈ R} is compact in X . Hence, there exists a global attractor A ⊂ X as
in Theorem 2.2 of [12]. See also [9, 3, 2]. As a consequence of the Lyapunov function
(1.5), (1.12), the LaSalle invariance principle holds and bounded trajectories converge
to (sets of) equilibria. See for example Henry [10], Section 4.3. Next, let us suppose
that equilibria of (1.1) are isolated, e.g. due to hyperbolicity. By dissipativity, there
are finitely many of them. Since the ω-limit set is connected, it must consist of a
single equilibrium. Similarly for the α-limit set. Hence, the global attractor can be
characterized as follows.
Corollary 1.2. Attractor Decomposition
Suppose that the semiflow u(t) of classical solutions of (1.1) in X is bounded and
dissipative with precompact orbits, such that all equilibria are hyperbolic. Then the
global attractor A of (1.1) consists of finitely many equilibria, and of heteroclinics
orbits u(t) with pairs of distinct equilibria as α- and ω-limit sets.
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We conclude with the following open question: can one construct the global attractor
A of (1.1) explicitly, based on a characterization by a permutation of boundary val-
ues or boundary slopes of equilibria, analogously to the semilinear cases [4], [8] and
the quasilinear case [13]? This conjecture was already stated in Fiedler [5], and the
Lyapunov function presented here may serve as a first step towards proving it.
Towards that goal, however, one still needs to establish zero numbers, transversality
of stable and unstable manifolds, construct shooting curves, study their Sturm permu-
tations, calculate Morse indices, and prove liberalism. We are optimistic that these
difficulties will be overcome, in due time, along the promising lines of [13].
Acknowledgment. We are indebted to Marek Fila for helpful discussions concerning
nonlinear boundary conditions. Phillipo Lappicy was supported by FAPESP, Brasil,
grant number 2017/07882-0. Bernold Fiedler was partially supported by SFB 910 of the
Deutsche Forschungsgemeinschaft, and some generous libations of Cachac¸a de Jambu´.
2 Proof
As a prerequisite, we first comment on higher regularity of classical solutions u = u(t, x)
of the nonlinear PDE (1.1) with Dirichlet or nonlinear Robin boundary conditions (1.3)
or (1.4), respectively. We recall our standing assumption of continuity and boundedness
of u and the partial derivatives q = uxx, r = ut for t ∈ (0, T ), x ∈ (0, 1).
Differentiation of (1.1) with respect to x, along any classical solution u = u(t, x),
provides an inhomogeneous linear nonautonomous parabolic PDE for p = ux, of the
form
(2.1) pt = a0(t, x)pxx + a1(t, x)px + a2(t, x)p+ a3(t, x).
The bounded continuous coefficients aj(t, x) are given by partial derivatives of f , eval-
uated along the given solution u(t, x). No matter whether the solution u satisfies
Dirichlet (1.3) or nonlinear Robin boundary conditions (1.4), the resulting boundary
conditions for p = ux are explicit, of inhomogeneous Dirichlet type, in terms of the given
solution derivatives ux(t, x) at x = ι ∈ {0, 1} and for t > 0. Standard bootstrapping
provides classical solutions p, starting at any positive initial time t = t0 > 0.
Analogously, differentiation of (1.1) with respect to t provides a linear nonautonomous
parabolic PDE for r = ut, of the form
(2.2) rt = a0(t, x)rxx + a1(t, x)rx + a2(t, x)r
with some other bounded continuous coefficients aj(t, x), derived as before. Only un-
der Dirichlet boundary conditions (1.3) for u, however, we obtain Dirichlet boundary
conditions r = ut = 0 for r. Nonlinear boundary conditions (1.4) for u, in contrast, lin-
earize to the nonautonomous homogeneous form rx = b
ι(t)r, where bι(t) := bιu(u(t, ι))
remains bounded. Again, standard bootstrapping provides classical solutions r, from
any positive initial time t = t0 > 0 onwards.
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After these preparations, we can embark on Matano’s method with our two minor
adaptations. We rewrite (1.1) as an equation (1.6) for the diffusion uxx in terms of the
other variables (x, u, p, r) = (x, u, ux, ut). We then split the diffusion into two parts:
one independent of ut, and the other depending on ut. See (1.8), (1.9). This yields
(2.3) uxx = F
0(x, u, ux) + F
1(x, u, ux, ut)ut
with parabolicity condition F 1 > 0; see (1.11).
We now enter Matano’s proof. Let p := ux and differentiate the definition (1.12) of the
Lyapunov function E with respect to time t along classical solutions u(t, x) of (1.1),
(2.4)
dE
dt
=
∫ 1
0
(Luut + Lpuxt) dx.
Here we used that uxt = pt for the classical solution p of (2.1). The Lagrange function L
depends on (x, u, p) = (x, u, ux), only. It remains to determine L such that dE/dt < 0,
except at equilibria. See (1.5). Integrating the second term in (2.4) by parts, we obtain
dE
dt
= Lput
∣∣∣1
0
+
∫ 1
0
(
Lu −
d
dx
Lp
)
utdx
= Lput
∣∣∣1
0
+
∫ 1
0
(Lu − Lpx − Lpuux − Lppuxx)utdx.
(2.5)
Indeed, continuity of u, p = ux, and r = ut, up to the boundary, holds for the classical
solutions u of (1.1), p of (2.1), and r of (2.2). We carry out the differentiation of Lp
with respect to x in (2.5), and substitute the splitting (1.8) and (1.9) of the nonlinearity
F , as in (1.10), to obtain
(2.6)
dE
dt
= Lput
∣∣∣1
0
+
∫ 1
0
(
Lu − Lpx − Lpuux − LppF
0
)
utdx−
∫ 1
0
LppF
1 · |ut|
2dx.
Again we used the classical, and hence bounded, solution r = ut of (2.2), to assure
continuity and boundedness of the integrand, and hence existence of the integrals.
We seek to construct the Lagrange function L such that the boundary terms vanish,
the parenthesis in the first integral (2.6) also vanishes, and Lpp > 0. This yields a
Lyapunov function such that
(2.7)
dE
dt
= −
∫ 1
0
LppF
1 · |ut|
2dx.
Note LppF
1 > 0, due to our requirement that Lpp > 0, and the parabolicity condition
F 1 > 0 of (1.11). To prove the theorem, it therefore remains to guarantee that there
exists a function L = L(x, u, p) satisfying Lpp > 0 such that
(2.8) Lu − Lpx − pLpu − F
0Lpp = 0
for all (x, u, p) ∈ (0, 1)× R2, and such that Lput = 0 on the boundary. Although this
part follows Matano [16], almost verbatim, we include the necessary details. In this
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part, (u, p) ∈ R2 are real variables, quite simply, rather than solutions u, ux of PDEs,
viz. functions of (t, x).
Differentiating (2.8) with respect to p, the terms Lpu cancel:
(2.9) Lppx + pLppu + F
0Lppp = −F
0
pLpp .
To ensure Lpp > 0, Matano makes an Ansatz
(2.10) Lpp = exp(g) > 0 .
Rewriting (2.9) in terms of g provides the linear first order PDE
(2.11) gx + pgu + F
0gp = −F
0
p .
This can be solved by the method of characteristics: along the solutions of the auxiliary
ordinary differential equation
(2.12)
x˙ = 1
u˙ = p
p˙ = F 0(x, u, p)
the function g must satisfy
(2.13) g˙ = −F 0p (x, u, p),
e.g. with the initial condition g(0, u, p) = 0.
Note that the characteristic ODE (2.12) coincides with the equilibrium equation uxx =
F 0(x, u, p), since F 0 = F for ut = 0. Without further assumptions on the nonlinearity f
in (1.1), solutions to (2.12) may not exist on the whole required interval x ∈ (0, 1). The
Lyapunov claim of Theorem 1.1, however, was only asserted to hold on any bounded
subset of (u, p) ∈ R2. We may therefore use a cut-off for F 0, in (2.12), to assert global
existence of solutions to the characteristic equation. Our differentiability assumptions
on f imply g ∈ C1.
After this construction we now have to reverse gear and ascend from a C1-function g
satisfying (2.11) to a Lagrange function L satisfying (2.8). The general solution L of
Lpp = exp(g) can be obtained by integrating twice with respect to p:
(2.14) L(x, u, p) :=
∫ p
0
∫ p1
0
exp(g(x, u, p2))dp2dp1 + L
0(x, u) + L1(x, u)p.
This solves (2.9), by C1-differentiability of g with respect to to (x, u, p). To ensure that
L is also a solution of (2.8), we have to determine C1 integration “constants” L0 and
L1, appropriately. Note L, Lp, Lpp ∈ C
1, as claimed.
Recall that (2.9) was obtained through differentiation of (2.8) with respect to p. Con-
versely, the left-hand side of (2.8) is therefore independent of p. Hence (2.8) is satisfied
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for all p if it holds for p = 0. At p = 0, the construction of L yields Lp = L
1, Lpx = L
1
x
and Lu = L
0
u. Insertion in (2.8) at p = 0 yields
(2.15) L0u = L
1
x + F
0 exp(g) .
Integrating with respect to u, we obtain
(2.16) L0(x, u) :=
∫ u
0
[
L1x(x, u1) + exp(g(x, u1, 0))F
0(x, u1, 0)
]
du1 + L
00(x) .
Of course we may omit L00(x), which in (1.12) just integrates to an irrelevant additive
constant for the Lyapunov function E.
To complete the proof it only remains to show that Lput vanishes at the boundaries
x = 0, 1. At any boundary of Dirichlet type (1.3) this is trivial because r = ut = 0.
In the case of a nonlinear Robin boundary condition (1.4) at only one of the boundaries,
either at x = ι = 0 or at 1, we have to choose L such that Lp(ι, u, b
ι(u)) = 0. By our
construction (2.14) of L, this is equivalent to
(2.17) L1(ι, u) := −
∫ bι(u)
0
exp(g(ι, u, p))dp ,
and we may choose L1 to be independent of x.
If nonlinear Robin boundary conditions (1.4) are imposed at both boundaries, x =
ι = 0 and 1, then we define L1(ι, u) as in (2.17). Linear interpolation L1(x, u) :=
(1 − x)L1(0, u) + xL1(1, u) then provides L1 ∈ C1 such that Lp(ι, u, b
ι(u)) = 0. In
either case, this construction proves the theorem.
3 Remarks
We conclude with a few comments on modifications and generalizations of our result.
For nonlinearities of quasilinear type, i.e.
(3.1) ut = a(x, u, ux)uxx + h(x, u, ux)
with parabolicity condition a(x, u, ux) ≥ ǫ > 0, our definition of F yields
(3.2) uxx = F (x, u, ux, ut) := (ut − h)/a.
Hence F 0 := −h/a and F 1 := 1/a. In particular, our method recovers the Lyapunov
function of Matano [16], where
(3.3)
dE
dt
= −
∫ 1
0
Lpp
a
|ut|
2 dx.
Here p := ux, and L satisfies the convexity condition Lpp > 0. The standard semilinear
case a ≡ 1 where h depends only on (x, u), is recovered via g ≡ 0 and Lpp ≡ 1.
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Alternatively, the proof of the main theorem can also be obtained with the modified
functions
(3.4)
F 0(x, u, p) := F (x, u, p, 0) ,
F 1(x, u, p, r) := F (x, u, p, r)− F 0(x, u, p) .
Here rF 1 > 0 due to the parabolicity condition Fr > 0. This yields a Lyapunov
function such that
(3.5)
dE
dt
:= −
∫ 1
0
LppF
1utdx .
Here LppF
1ut > 0, except at equilibria. We prefer the splitting (1.8), (1.9) of the
function F over (3.4), for purely aesthetical reasons, to extract the L2 gradient flow
decay term |ut|
2 in (1.13), explicitly, compared to (3.5).
For direct variational methods, standard Lyapunov, or energy, functions are often
thought to be positive semidefinite, or at least bounded from below. For compact
global attractors A, in particular, the cut-off in the equation (2.12) of characteristics
is justified: our Lagrange function L, and hence our Lyapunov function E, remains
unchanged on A . In more general settings, including solutions which blow up in finite
time, boundedness of E from below might of course fail. In fact, applications to fully
nonlinear blow-up may require delicate discussions of the equilibrium characteristic
equation (2.12), beyond our crude cut-off.
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