Dynamic robust PCA refers to the dynamic (timevarying) extension of the robust PCA (RPCA) problem. It assumes that the true (uncorrupted) data lies in a low-dimensional subspace that can change with time, albeit slowly. The goal is to track this changing subspace over time in the presence of sparse outliers. This work provides the first guarantee for dynamic RPCA that holds under weakened standard RPCA assumptions, slow subspace change and two mild assumptions. We analyze a simple algorithm based on the Recursive Projected Compressive Sensing (ReProCS) framework. Our result is significant because (i) it removes the strong assumptions needed by the two previous complete guarantees for ReProCS-based algorithms; (ii) it shows that it is possible to achieve significantly improved outlier tolerance than all existing provable RPCA methods by exploiting slow subspace change and a lower bound on outlier magnitudes; and (iii) it proves that the proposed algorithm is online, fast, and memory-efficient.
I. INTRODUCTION
According to its modern definition [2] , robust PCA (RPCA) is the problem of decomposing a given data matrix into the sum of a low-rank matrix (true data) and a sparse matrix (outliers). The column space of the low-rank matrix then gives the desired principal subspace (PCA solution). In recent years, the RPCA problem has been extensively studied, e.g., [2] - [7] . A common application is in video analytics in separating video into a slow-changing background image sequence (modeled as a lowrank matrix) and a foreground image sequence consisting of moving objects or people (sparse) [2] . Dynamic RPCA refers to the time-varying extension of RPCA. It assumes that the true (uncorrupted) data lie in a low-dimensional subspace that can change with time, albeit slowly. This is a more appropriate model for long data sequences, e.g., surveillance videos. The goal is to track this changing subspace over time in the presence of sparse outliers. Hence this problem can also be referred to as robust subspace tracking.
Problem. At each time t, we observe y t ∈ R n that satisfies y t := t + x t + v t , for t = 1, 2, . . . , d
where x t is the sparse outlier vector, t is the true data vector that lies in a fixed or slowly changing low-dimensional subspace of R n , and v t is small unstructured noise or modeling error. To be precise, t = Q t a t where Q t is an n × r basis matrix (tall matrix with mutually orthonormal columns) with r n and with (I − Q t−1 Q t−1 )Q t small compared to Q t = 1.
Here and below, denotes matrix transpose and · refers to the l 2 norm of a vector or the induced l 2 norm of a matrix. We use T t to denote the support set of x t and we let s := max t |T t |.
Given an initial subspace estimate, the goal is to track span(Q t ) within a short delay of each subspace change. This initial estimate can be obtained by applying any static (batch) RPCA technique, e.g., PCP [2] or AltProj [5] , to the first t train data frames, Y [1,ttrain] . Here and below, [a, b] refers to all integers between a and b, inclusive and [a, b) := [a, b − 1]. Also, M T denotes a sub-matrix of M formed by columns indexed by entries in the set T . A by-product of our solution approach is that the true data vectors t , the sparse outliers x t , and their support sets T t can also be tracked on-the-fly.
For basis matricesP , P , we use SE(P , P ) := (I − PP )P to quantify the subspace error (SE) between their respective column spans. This measures the sine of the maximum principal angle between two subspaces. WhenP and P have the same dimension, then SE(P , P ) is symmetric.
Let Y := [y 1 , y 2 , . . . y d ] be the data matrix and similarly define L, X, V . We use r L to denote the rank of L and max-outlier-frac-row (max-outlier-frac-col) to denote the maximum fraction of nonzeros in any row (column) of X. For dynamic RPCA solutions, we define max-outlier-frac-row as the fraction per row of any n × α sub-matrix of Y where α denotes the number of frames used in each subspace update. Since α is large enough (see (6) ), the two definitions are similar.
Contributions. (1) This work obtains the first correctness guarantee for solving dynamic RPCA that holds under weakened versions of standard RPCA assumptions, slow subspace change, and two mild assumptions (outlier magnitudes lower bounded and t 's for different times t mutually independent).
(2) Our guarantee allows an order-wise larger maximum fraction of outliers per row (O(1) versus O(1/r)) than all existing static or dynamic RPCA results that do not make any assumptions on how the outlier support is generated. For the video application, this implies that the proposed algorithm, simple-ReProCS (s-ReProCS), can tolerate slow moving and occasionally static foreground objects much better than other approaches. This fact is also backed up by comparisons on real videos, see Fig. 1 and [1] .
(3) Our result shows that the memory complexity of s-ReProCS is only O(nr log n log(1/ )). This is within logarithmic factors of nr which is the memory needed to return the subspace estimate and much better than that of all existing RPCA methods that work for r L ≥ 1 dimensional RPCA. Here is the final desired accuracy. Time-wise also it is the second fastest. Moreover, s-ReProCS is significantly simpler than the ReProCS method of [8] (which uses a complicated cluster-SVD step) while still allowing the estimated subspace dimension to remain bounded (unlike the method of [9] ). pars PCP(C) [2] max-outlier-frac-row ∈ O(1) outlier support: unif. random, 
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Related Work. For a summary, see Table I . In terms of other solutions for provably correct dynamic RPCA, there is very little work. This includes an early partial guarantee (a guarantee that depended on intermediate algorithm estimates satisfying certain assumptions) [12] and recent complete guarantees [8] , [9] for ReProCS-based algorithms. Our work is a very significant improvement over the complete guarantees obtained in [8] , [9] for two other ReProCS-based algorithms for the following reasons. (i) Both these needed very specific assumptions on how the outlier support could change. They required an outlier support model inspired by a video moving object that moves in one direction for a long time; it need not move at each time, but whenever it moves, it needs to be move by a fraction of s. Recall s = max t |T t |. This is a very specific model with the requirement of moving by a fraction of s being the most restrictive. Our result removes this and replaces it with just a bound on max-outlier-frac-row.
(ii) The subspace change model assumed in [8] , [9] can be interpreted as the current model (given below in Sec. III) with ∆ = 1. This is an unrealistic model for slow subspace change, e.g., in 3D, it implies that the subspace changes from the x-y plane to the y-z plane. Moreover because of this model, the results of [8] , [9] needed tight upper bounds on the eigenvalues along the newly added directions for a period of time after each subspace change. This is a strong (and not easy to interpret) requirement. Instead, our current subspace model allows changes from x-y plane to a tilted x-y plane as shown in Fig. 2 . This is a more natural model and to allows us to remove the upper bound on the changed eigenvalues and replace it by an upper bound on ∆ which is more realistic.
(iii) Unlike [8] , [9] , we analyze a much simpler algorithm. Moreover its guaranteed memory complexity is more than nr by only log factors, while that of the methods of [8] , [9] was r/ 2 times larger. Since denotes the desired accuracy which can be very small, this factor can be quite large. A similar comparison also applies to subspace change detection delay and the required lower bound on d (number of video frames), see Table I .
An approach called modified-PCP (mod-PCP) was proposed in earlier work to solve the problem of RPCA with partial subspace knowledge [10] . A corollary of its guarantee shows that it can also be used to solve dynamic RPCA [10] . As can be seen from Table I , its pros and cons are similar to those of the PCP result by [2] (PCP(C)) discussed below.
Other related work includes an online approach for static RPCA called ORPCA [13] and a recent streaming solution for r L = 1 dimensional RPCA [11] . ORPCA (an online solver for the PCP program) comes with only a partial guarantee (assumed that the basis matrix for the subspace estimate outputted at each time t was full rank) that was asymptotic. Streaming-RPCA does not work for general ranks r L .
We also provide a comparison with provably correct static RPCA approaches. From Table I , it is clear that, for data that satisfies slow subspace change and a lower bound on outlier magnitudes, and that is such that its first t train frames, Y [1,ttrain] , satisfy AltProj [5] assumptions, the following is true: for the data after t train , s-ReProCS needs the weakest bound on max-outlier-frac-row among all approaches that do not assume a model on outlier support. This is comparable to the bound needed by PCP(C) [2] , modified-PCP [10] , or the old ReProCS guarantees [8] , [9] , but all of these assume an impractical or very specific outlier support model (uniform random or a moving object model). Uniformly random outlier support is an impractical assumption (requires video moving objects to be very small sized and jumping around randomly). The s-ReProCS bound on max-outlier-frac-col is also better or as good as that of all the other results that also do not make outlier support assumptions -AltProj [5] , PCP(H) [4] , RPCA-GD [6] , NO-RMC [7] . Moreover, s-ReProCS memory complexity is near optimal and the best among all methods that work for r ≥ 1 dimensional RPCA. Its time complexity is comparable to that of vanilla SVD and of RPCA-GD, however RPCA-GD needs much tighter outlier fraction bounds. The s-ReProCS time complexity is worse than only that of NO-RMC, but, NO-RMC needs d be of the same order as n which is a stringent requirement: for most videos the available number of frames is much smaller than the size of each frame. Also, since NO-RMC is a solution for robust matrix completion (and uses deliberate undersampling of the complete data matrix to speed up robust PCA), it cannot correctly recover the sparse outlier matrix X which is often the quantity of interest in practice.
II. SIMPLE-REPROCS (S-REPROCS) ALGORITHM
S-ReProCS proceeds as follows. The initial subspace is assumed to be accurately known (obtained using AltProj or PCP). At time t, if the previous subspace estimate,Q t−1 , is accurate enough, because of slow subspace change, projecting y t := x t + t + v t onto its orthogonal complement will nullify most of t . We computeỹ t := Ψy t where Ψ := I −Q t−1Qt−1 . Thus,ỹ t = Ψx t +b t where b t := Ψ t +Ψv t and b t is small. Recovering x t fromỹ t is thus a traditional compressive sensing (CS) / sparse recovery problem in small noise [14] . We computex t,cs using l 1 minimization followed by thresholding based support estimation to getT t . A Least Squares (LS) based debiasing step onT t returns the final x t . We then estimate t asˆ t = y t −x t . Theˆ t 's are used for the subspace update step which involves (i) detecting subspace change; (ii) obtaining improved estimates of the changed direction(s) by K steps of projection-SVD [12] , each done with a new set of α frames ofˆ t ; and (iii) a simple SVD based subspace re-estimation step, done with another new set of α frames. The subspace update steps are designed assuming a piecewise constant subspace change model with only one direction changing at a time; however, the algorithm itself works even without this assumption (works for real videos). For ease of understanding, we give a basic version of s-ReProCS in Algorithm 1. This assumes the change times t j are known. The actual algorithm that detects these automatically is given in [1, Algorithm 4] .
III. PERFORMANCE GUARANTEES FOR S-REPROCS
Subspace change assumption. We assume that Q t is piecewise constant with time, i.e.,
with t 0 = 1 and t J+1 = d, and that at each t j only one direction can change. Of course, at different change times, the changing direction could be different and hence, over a long period of time, the entire subspace could change. Henceforth let P j := Q tj . Consider the change from P j−1 to P j . Let P j−1,chg denote the direction from span(P j−1 ) that "changes" at t j and let P j,chd denote its "changed" version. Thus span(P j−1 ) = span([P j−1,fix , P j−1,chg ]) and span(P j ) = span([P j−1,fix , P j,chd ]) where P j−1,fix is an n × (r − 1) matrix that denotes the "fixed" part of the subspace at t j . Assume that
and ∆ is small (bounded in Theorem). In (3), the first equality implies that P j,chd is orthogonal to P j−1,fix . The inequality with ∆ small implies slow subspace change.
In this conference paper, we obtain a guarantee with assuming the simplest possible model on subspace change. Extension to the case of r chg r changing directions is Algorithm 1 Basic version of simple-ReProCS (assumes tj known).
Actual automatic version studied in Theorem 3. 
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if t = t j + uα for u = 1, 2, · · · , K + 1 then 12:
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end if 22: end for available in [1, Appendix] . Moreover, in follow-up work [15] , we completely remove this assumption and allow all r directions to simultaneously change.
Under the above model, the new direction that gets added to the subspace at time t j , denoted P j,new , is computed as P j,new = (I − P j−1,chg P j−1,chg )P j,chd SE(P j−1,chg , P j,chd ) .
Also, the angle between P j−1,chg and P j,chd , denoted θ j , is computed as θ j = cos −1 |P j−1,chg P j,chd |. We show an example of the above model for n = 3, r = 2 in Fig. 2 . In this example, the z axis is the new direction added. Incoherence (denseness) of columns of P j . In order to separate the t 's from the sparse outliers x t , we need to assume that the t 's are themselves not sparse (i.e., are "dense"). This is ensured if we can assume that columns of P j are dense enough. To quantify this, we use the standard incoherence assumption [2] . Define µ as the smallest real number so that max j=1,2,...,J max i=1,2,...,n I i P j ≤ µr n , max j=1,2,...,J max i=1,2,...,n
where P j,new is defined above in (4) . Incoherence means that µ is a numerical constant that is not much larger than one. This assumption is similar to the assumption on left singular vectors of L needed by all static RPCA solutions. Assumption on principal subspace coefficients a t . We assume that the a t 's are zero mean, mutually independent, and P j−1,fix P j−1,ch element-wise bounded random variables (r.v.) with diagonal covariance matrix Λ. Element-wise bounded means the following: max j=1,2,...r max t (at) 2 j λj (Λ) ≤ η for a numerical constant η. For most bounded distributions, η is only a little more than one, e.g., if the entries of a t are zero mean uniform, then η = 3. This assumption can be related to the right incoherence assumption needed by all static RPCA solutions.
Bound on outlier fractions. Similar to earlier RPCA works, we also need outlier fractions to be bounded. However, we need different bounds on this fraction per column and per row. The row bound can be much larger. Let max-outlier-frac-col := max t |T t |/n denotes the maximum outlier fraction in any column of Y . Because ReProCS is an online approach that updates the subspace estimate every α frames, we need the fraction of outliers per row of a sub-matrix of Y with α consecutive columns to be bounded. To quantify this, for a time interval, J , define γ(J ) := max i=1,2,...,n
where 1 S is the indicator function for statement S. Thus γ(J ) is the maximum outlier fraction in any row of the sub-matrix Y J of Y . Let J α denote a time interval of duration α. We will bound max-outlier-frac-row := max J α ⊆[t1,d] γ(J α ).
Main Result. We need a few definitions for the result. 1) Use λ − and λ + to denote the minimum and maximum eigenvalues of Λ and f := λ + λ − for its condition number. 2) Split a t as a t = [a t,fix , a t,chd ] where a t,chd is the scalar coefficient corresponding to the changed direction. Similarly split Λ as Λ = diag(Λ fix , λ chd ). 3) Let x min := min t min i∈Tt |(x t ) i | denote the minimum outlier magnitude. 
(C denotes different numerical constants in each use). 2) (outlier fractions and denseness) a) max-outlier-frac-col ≤ min( 0.09 2µr , 0.01 2µ ), and b) max-outlier-frac-row ≤ b0 f 2 where b 0 := 0.01; 3) (statistical assumptions) assumption on a t 's holds; 4) (noise v t ) v t 's are zero mean, mutually independent, independent of the x t 's and t 's, and satisfy v t 2 ≤ Cε 2 rλ + and E[v t v t ] ≤ Cε 2 λ + ; 5) (algorithm parameters) set a) K = K(ε) and α as in (6), b) ξ = x min /15, ω supp = x min /2, ω evals = 5ε 2 f λ + then, with probability at least 1 − 12dn −12 , at all times, t,
Consider offline s-ReProCS (last line of [1, Algo 4] ). At all t,
Proof Outline and Proof. See [1, Sections 5 and 6]. The two key components of the proof are (i) analyzing the projected CS step (uses the result of [14] and ideas from [12] ) and (ii) a new result for PCA in data-dependent noise when partial subspace knowledge is available. This follows up on [16] .
Discussion. Theorem 3.1 shows that, with high probability (whp), the subspace change gets detected within a delay of at most 2α = Cf 2 (r log n) frames, and the subspace gets estimated toε error within at most (K + 3)α = Cf 2 (r log n) log(1/ε) frames. The same is also true for the recovery error of x t and t . If offline processing is allowed, with a delay of at most (K + 3)α, we can guarantee all recoveries within normalized errorε, or, in fact, with minor modifications, within any > 0 [15] .
When there are fewer outliers in the data or when outliers are easy to detect, one would expect to need weaker assumptions on the true data's subspace and/or on its rate of change. This is indeed true. The max-outlier-frac-col bound relates max-outlier-frac-col to µ (not-denseness parameter) and r (subspace dimension). The upper bound on ∆ implies that if x min is larger (outliers are easier to detect), a larger amount of subspace change, ∆, can be tolerated. The relation of max-outlier-frac-row to rate of subspace change is not evident from the way the guarantee is stated above because we have assumed max-outlier-frac-row ≤ b 0 /f 2 with b 0 = 0.01 being a constant and used this to get a simple expression for K. If we did not do this, we would get K = 1 − log(c2 √ b0) log( c1∆ 0.8ε ) . Recall that we need t j+1 − t j ≥ (K + 2)α. Thus, a smaller b 0 means a larger ∆ can be tolerated for the same delay Memory and Time Complexity. Observe that s-ReProCS needs memory of size nα in online mode and Knα in offline mode. Assuming α = α * , even in offline mode, its memory complexity is only O(nr log n log(1/ε)). The time complexity is O(ndr(− logε)) (see Appendix of [1] ).
Algorithm Parameters. Theorem 3.1 assumes knowledge of 4 model parameters -r, λ + , λ − and x min to set the algorithm parameters. The initial dataset used for estimatingP 0 (using AltProj) can be used to get an accurate estimate of r, λ − and λ + using standard techniques. Thus one really only needs to set x min . If continuity over time is assumed, we can let it be time-varying and set it as min i∈Tt−1 |(x t−1 ) i | at t.
Experiments. One example is in Fig. 1 , detailed simulation, real data experiments are in [1, Sec 8, Apppendix G].
IV. CONCLUSIONS
We obtained the first complete guarantee for any online, streaming or dynamic RPCA algorithm that holds under weakened standard RPCA assumptions, slow subspace change, and two simple extra assumptions (outlier magnitudes lower bounded and t 's mutually independent). This work assumes that at each subspace change time only one direction changes. This limitation is removed in our follow-up work that allows the entire subspace to change [15] . In future work, we will attempt to also remove the outlier magnitude lower bound (at least under a stronger bound on max-outlier-frac-row) by borrowing the proof approach of [5] or [7] .
