ABSTRACT
INTRODUCTION
Much of the literature surrounding the increased efforts of libraries and museums to digitize content has focused on two-dimensional forms, such as books, photographs, or paintings. However, information does not only come in two dimensions; there are sculptures, artifacts, and other three-dimensional objects that have been unfortunately neglected by this digital revolution. As one author stated, "While researchers do not refer to three-dimensional objects as commonly as books, manuscripts, and journal articles, they are still important sources of information and should not be taken for granted" (Jarrell 1998, 32) .
The importance of three-dimensional objects as information that can and should be shared is not a new phenomenon; indeed, as early as 1887, museologists and educators forwarded the view that "museums were in effect libraries of objects" that provided information not supplied by books alone (Given and McTavish 2010, 11) . However, it is only recently, with the advent of newer technological mechanisms, that such objects could be shared with the public on a larger scale. No longer do people need to physically visit museums to experience and learn from threedimensional objects. Rather, various techniques have been utilized to place digital versions of such objects on the websites of museums and archives, and projects have been created by various universities in order to enhance that digital experience. Nevertheless, as Newell (2012) states:
Collections-holding institutions increasingly regard digital resources as additional objects of significance, not as complete replacements for the original. Digital technologies work best when they enable people who feel connected to museum objects to have the freedom to deepen these
In this regard, three-dimensional visualization of physical objects can be seen as the next step for museums and cultural heritage institutions that seek to further patrons' connection to such objects via the internet.
Indeed, in this digital age, the goals of museums and archives are changing, converging with those of libraries to focus more efforts on providing information to the public, and, along with the growing trend to digitize information contained within libraries, there has been a concomitant trend to digitize the contents of museums in order to provide greater public access to collections (Given and McTavish 2010) . In light of this progress, this paper will review various methods of presenting three-dimensional objects to the public on the internet and, based on an evaluation of five digital collections, attempt to provide some advice as to best practices for museums or institutions seeking to digitize such objects and present them to the public via a digital collection.
LITERATURE REVIEW

Two-Dimensional Digitization
There are many ways to present digital versions of three-dimensional objects on a webpage, ranging from simple two-dimensional photography to complicated three-dimensional scanning and rendering. Beginning on the simpler end of the scale, Bincsik, Maezaki, and Hattori (2012) describe the process of photographing Japanese decorative art objects in order to create an image database of objects from multiple museums. Specifically, the researchers explain that they need high quality photographs showing each object in all directions, as well as close-up images of fine details, in order to recreate the physical research experience as closely as possible. They also note that, for the same reason, the context of each object must be recorded, including photographs of any wrapping or storage materials and accompanying documentation. For this project, the researchers utilized Nikon professional or semi-professional cameras, with zoom and macro lenses, and often used small apertures to increase depth-of-field. At times, they also took measurements of the objects in order to assist museums in maintaining accurate records. The raw image files were then processed with programs such as Adobe Photoshop, saved as original TIF files, and converted into JPEG format for upload. Despite the success of the project, the researchers also noted the limitations of digitizing three-dimensional objects:
With decorative art objects some information is inevitably lost, such as the weight of the object, the feeling of its surface texture or the sense of its functionality in terms of proportions and balance. Digital images clearly can fulfill many research objectives, but in some cases they can only be used as references. One objective of the decorative arts database is to advise the researcher in selecting which objects should be examined in person. (Bincsik, Maezaki, and Hattori 2012, 46) One difficulty with photography, particularly when digitizing artwork, is that color is a function of light. Thus, a single object will often appear to be different colors when photographed in different lighting conditions using conventional digital cameras, which process images using RGB filters.
More accurate representations of objects can be acquired using multispectral imaging, which uses a higher number of parameters (the international standard is 31, compared to RGB's 3) in order to obtain more information about the reflectance of an object at any particular point in space (Novati, Pellegri, and Schettini 2005) . Multispectral imaging, however, is very expensive and, despite some researchers' attempts to create affordable systems (e.g., Novati, Pellegri, and Schettini 2005) , the acquisition of multispectral images is generally limited to large institutions with considerable funding (Chane et al. 2013 ).
The use of two-dimensional photography to digitize objects is not limited to the arts; in the natural sciences, different types of photographic equipment have been developed to document existing collections and enhance scientific observation. Gigapixel imaging, for example, has been utilized to allow museum visitors to virtually explore large petroglyphs located in remote locations as well as for documentation and viewing of dinosaur bone specimens that are not on public display (Louw and Crowley 2013) . This technology consists of taking many, very high resolution photographs that are then, via computer software, "aligned, blended, and stitched" together to create one extremely detailed composite image (Louw and Crowley 2013, 89-90) . Robotic systems, such as GigaPan, have been developed to speed up the process and permit rapid recording and processing of the necessary area. Once the gigapixel image is created, it can then be uploaded and displayed on the web in dynamic form, including spatial navigation of the image with embedded text, audio, or video at specific locations and zoom levels to provide further information (Louw and Crowley 2013) .
Various types of gigapixel imaging, including the GigaPan system, have also been used to digitize important collections of biological specimens, particularly insects, which are often stored in large drawers. One study examined the documentation of entomological specimens by "whole-drawer imaging" using various gigapixel imaging technologies (Holovachov, Zatushevsky, and Shydlovsky 2014) . The researchers explained that different gigapixel imaging systems (many of which are commercial and proprietary) utilize different types of cameras and lenses, as well as different types of software for processing. However, despite the expensive cost of some commercially available systems, it is possible for museums and other institutions to create their own, economically viable versions. The system created by Holovachov, Zatushevsky, and Shydlovsky utilized a standard SLR camera, fitted with a macro lens and attached to an immovable stand. The researchers manually set up lighting, focus, aperture, and other settings, and moved the insect drawer along a pre-determined grid pattern in order to obtain the multiple overlapping photographs necessary to create a large gigapixel image. They used a freely available stitching software program and manually corrected stitching artifacts and color balance issues that resulted from the use of a non-telecentric lens. 1 Despite the lower cost of their individualized system, however, the researchers noted that the process was much more time-consuming and necessitated more labor from workers digitizing the collection. Moreover, technologically speaking, the researchers emphasized the limits of two-dimensional imaging, given that the "diagnostic characteristics of three-dimensional insects," as well as the accompanying labels, are often invisible when a drawer is only photographed from the top. Thus, the researchers concluded that, ultimately, "the whole-drawer digitizing of insect collections needs to be transformed from two-dimensions to three-dimensions by employing complex imaging techniques (simultaneous use of multiple cameras positioned at different angles) and a digital workflow" (Holovachov, Zatushevsky, and Shydlovsky 2014, 7) .
Three-Dimensional Digitization
Given the goal of obtaining as accurate a representation as possible when digitizing objects, many researchers have turned to the use of various techniques in order to obtain three-dimensional data. Acquiring a three-dimensional image of an object takes place in three steps:
1. Preparation, during which certain preliminary activities take place that involve the decision about the technique and methodology to be adopted as well as the place of digitization, security planning issues, etc.
2. Digital recording, which is the main digitization process according to the plan from phase 1.
3. Data processing, which involves the modeling of the digitized object through the unification of partial scans, geometric data processing, texture data processing, texture mapping, etc. (Pavlidis et al. 2007, 94) Steps 2 and 3 have been more technically described as (2) obtaining data from an object to create point clouds (from thousands to billions of X,Y,Z coordinates representing loci on the object); and (3) processing point clouds into polygon models (creating a surface on top of the points), which can then be mapped with textures and colors (Metallo and Rossi 2011) .
There are several techniques that can be utilized to acquire three-dimensional data from a physical object. Pavlidis et al. 2007; Metallo and Rossi 2011; Abel et al. 2011; and Berquist et al. 2012 ).
The type of three-dimensional digitization used can ultimately depend upon the types of objects to be imaged or the type of data needed. For example, in digitizing human skeletal collections, one study explained that three-dimensional laser scanning was an advantageous technique to create models of bones for preservation and analysis, but cautioned that CT scans would be needed to examine the internal structures of such specimens (Kuzminsky and Gardiner 2012) . Another study utilized several techniques in an attempt to decipher graffiti inscriptions on ancient Roman pottery shards, ultimately concluding that high-resolution photography (similar to gigapixel imaging) and three-dimensional laser scanning both provided detailed and helpful data (Montani et al. 2012) . Additionally, sometimes multiple types of digitization can be used for the same objects with similar results. One study, for example, obtained virtually equivalent threedimensional models of the same object using laser scanning and two types of photogrammetry (Lerma and Muir 2014) .
Most recently, researchers have been utilizing combinations of digitization techniques to obtain the most accurate representations possible. Chane et al. (2013) , for example, examined methods of combining three-dimensional digitization with multispectral photography in order to obtain enhanced information concerning the physical object in question. The researchers explained that combining the two processes is difficult because, in order to obtain multispectral textural data that is mapped to geometric positions, the object must be imaged from identical locations by multiple scanners/cameras or else the data processing that combines the two types of data becomes extremely complex. As a compromise, the researchers created a system of optical tracking based on photogrammetry techniques that permits the collection and integration of geometric positioning data and multispectral textures utilizing precise targeting procedures. However, the researchers noted that most systems integrating multispectral photography with threedimensional digitization tended to be quite bulky, did not adapt easily to different types of objects, and needed better processing algorithms for more complex three-dimensional objects (Chane et al. 2013) .
Public Access to Three-Dimensionally Digitized Objects
Despite museums' growing focus on increasing public access to collections via digitization (Given and McTavish 2010) , there is very little literature addressing public access to three-dimensionally digitized objects. Indeed, studies in this realm tend to focus on the technological aspects of either the modeling of specific objects or collections or website viewing of three-dimensional models. For example, Abate et al. (2011) described the three-dimensional digitization of a particular statue from the scanning process to its ultimate depiction on a website. The researchers explained in detail the particular software architecture utilized in order to permit the remote rendering of the three-dimensional model on users' computers via a Java applet without compromising quality or necessitating download of potentially copyrighted works. By contrast, literature concerning the Digital Michelangelo project, during which researchers three-dimensionally digitized various Michelangelo works, focused on the method used to create an accurate three-dimensional model, complete with color and texture mapping, and a visualization tool (Dellepiane et al. 2008) .
One study did describe a project that was designed to place three-dimensional data about various cultural artifacts in an online repository for curators and other professionals (Hess et al. 2011 ). This repository was contained within database management software, a web-based interface was designed for searching, and user access to three-dimensional images and models was provided via an ActiveX plugin. Despite the potential of the prototype, however, it appears that the project has ceased, 2 and the institution's current three-dimensional imaging project is focused on the design of a traveling exhibition incorporating, among other things, three-dimensional models of artifacts and physical replicas created from such models. 3
Studies that do address public access directly tend to focus on the improvement of museum websites generally. For example, in terms of user expectations of museum websites, one study found that approximately 63 percent of visitors to a museum's website did so in order to search the digital collection (Kravchyna and Hastings 2002) . Another study found four types of museum website users, who each had different needs and expectations of sites. Relevantly, educators sought collections that were "the more realistic the better," including suggestions like incorporating three-dimensional simulations of physical objects so that students could "explore the form, construction, texture and use of objects" (Cameron 2003, 335) . Further, non-specialist users "value free choice learning" and "access online collections to explore and discover new things and build on their knowledge base as a form of entertainment" (Cameron 2003, 335) .
Similarly, some studies have addressed the incorporation of Web 2.0 technologies into museum websites. Srinivasan et al. (2009) , for example, argue that Web 2.0 technologies must be integrated into museum catalogs rather than simply layered over existing records because users' interest in objects is increased by participation in the descriptive practice. An implementation of this concept is found in Hunter and Gerber's (2010) system of social tagging attached to threedimensional models.
This paper is an effort to address the gap between the technical process of digitizing and presenting three-dimensional objects on the web and the user experience of such. Through the evaluation of five websites, this paper will provide some guidance for the digitization of threedimensional objects and their presentation in digital collections for public access.
METHODOLOGY AND EVALUATIVE CRITERIA
Evaluations of digital museums are not as prevalent as evaluations of digital libraries. However, given the similar purposes of digital museums and digital libraries, it is appropriate to utilize similar criteria.
For digital libraries, Saracevic (2000) synthesized evaluation criteria into performance questions in two broad areas: (a) user-centered questions, including how well the digital library supports the society or community served, how well it supports institutional or organizational goals, how well it supports individual users' information needs, and how well the digital library's interface provides access and interaction; and (b) system-centered questions, including hardware and network performance, processing and algorithm performance, and how well the content of the collection is selected, represented, organized, and managed. Xie (2008) focused on user-centered evaluation and found five general criteria that exemplified users' own evaluations of digital libraries: interface usability, collection quality, service quality, system performance, and user satisfaction. Parandjuk (2010) used information architecture to construct criteria for the evaluation of a digital library, including the following:
• uniformity of standards, including consistency among webpages and individual records;
• findability, including ease of use and multiple ways to access the same information;
• sub-navigation, including indexes, sitemaps, and guides;
• contextual navigation, including simplified searching and co-location of different types of resources; • language, including consistency in labeling across pages and records and appropriateness for the audience; and • integration of searching and browsing.
This system is particularly appropriate in the context of digital museums, as it emphasizes the curatorial or organizational aspect of the collection in order to support learning objectives.
In one comprehensive evaluation of the websites of art museums, Pallas and Economides (2008) created a framework for such evaluation, incorporating six dimensions: content, presentation, usability, interactivity and feedback, e-services, and technical. Each dimension then contained several specific criteria. Many of the criteria overlapped, however, and three-dimensional imaging, for example, was placed within the e-services dimension, under virtual tours, although it could have been placed within presentation, with other multimedia criteria, or even within interactivity, with interactive multimedia applications.
The problem in trying to evaluate a particular part of a museum's website, namely, the way it presents three-dimensional objects in digital form, is that the level of specificity almost renders many of the evaluation criteria from previous studies irrelevant. As Hariri and Norouzi (2011) suggest, evaluation criteria should be based on the objective of the evaluation. Hence, based on portions of the above-referenced studies, this author has created a more focused evaluation framework, concentrating on criteria that are particularly relevant to museums' digital presentations of three-dimensional objects. This framework is detailed in table 2, below.
Dimension Description Functionality
What technology is used to display the object? How well does it work? Must programs or files be downloaded? Are the loading times of displays acceptable?
Usability
How easy is the site to use? What is the navigation system? Are there searching and browsing functions, and how well does each work? How findable are individual objects?
Presentation
How does the display of the object look? What is the context in which the object is presented? Are there multiple viewing options? Is there any interactivity permitted?
Content
Does the site provide an adequate collection of objects? For individual objects, is there sufficient information provided? Is there additional educational content? Table 2 . Summary of evaluative criteria Five digital collections, specified below, will be evaluated based on these criteria. This will be done in a case study manner, describing each website based on the above criteria and then using those evaluations to make suggestions for best practices.
RESULTS
It is difficult to compare different types of digital collections, particularly when the focus is on different types of technology utilized to display similar objects. However, because the goal here is to determine the best practices for the digital presentation of three-dimensional objects, it is important to evaluate a variety of techniques in a variety of fields. Thus, the following digital collections have been chosen to illustrate different ways in which such objects can be displayed on a website.
Museum of Fine Arts, Boston (MFA) (http://www.mfa.org/collections)
The MFA, both in person and online, boasts a comprehensive and extensive collection of art and historical artifacts of varying forms. The website is very easy to navigate, with well-defined browsing options and easy search capabilities, allowing for refinement of results by collection or type of item. There are many collections, which are well organized and curated into separate exhibits and galleries. In addition, when viewing each gallery, suggestions are linked for related online exhibitions as well as tours and exhibits at the physical museum. Each item record contains a detailed description of the item as well as its provenance. Thus, the MFA website attains a very high rating for usability and content. However, individual items are represented by only single pictures of varying quality. Some pictures are color, some are black and white, and no two pictures appear to have the same lighting. Additionally, despite being slow to load, even the pictures that appear to be of the best quality cannot be of high resolution, as zooming in makes them slightly blurry. Accordingly, the MFA website receives a medium rating for functionality and a low rating for presentation.
Digital Fish Library (DFL) (http://www.digitalfishlibrary.org/index.php)
The DFL project is a comprehensive program that utilizes MRI scanning to digitize preserved biological fish samples from a particular collection housed at the Scripps Institution of Oceanography. After MRI scans of a specimen are taken, the data is processed and translated into various views that are placed on the website, accompanied by information about each species (Berquist et al. 2012 ).
Navigating the DFL website is very intuitive, as the individual specimen records are organized by taxonomy. It is easy to search for particular species or browse through the clickable, pictorial interface. Records for each species include detailed information about the individual specimen, the specifics of the scans used to image each, and broader information about the species. Individual records also provide links to other species within the taxonomic family. Thus, the DFL website attains high ratings in both usability and content. For functionality and presentation, however, the ratings are medium. Although for each item there are videos and still images obtained from threedimensional volume renderings and MRI scans, they are small in size and have low resolution. There is no interactive component, with the possible exception of the "digital fish viewer" that supposedly requires Java, but this author could not get it to work despite best efforts. One nice feature, shown in figure 1 below, is that some of the specimen records have three-dimensional renderings showing and explaining the internal structures of the species. The Eton Myers Collection of ancient Egyptian art is housed at Eton College, and a project to threedimensionally digitize the items for public access was undertaken via collaboration between that institution and the University of Birmingham. Digitization was accomplished with threedimensional laser scanners, data was then processed with Geomagic software to produce point cloud and mesh forms, and individual datasets were reduced in size and converted into an appropriate file type to allow for public access (Chapman, Gaffney, and Moulden 2010) .
Usability of the Eton Myers Collection website is extremely low. The initial interface is simply a list of three-dimensional models by item number with a description of how to download the appropriate program and files. Another website from the University of Birmingham (http://mimsy.bham.ac.uk/info.php?f=option8&type=browse&t=objects&s=The+Eton+Myers+Col lection) contains a more museum-like interface, but contains many more records for objects than are contained on the initial list of three-dimensional models. Moreover, most of the records do not even include pictures of the items, let alone links to the three-dimensional models, and the records that do include pictures do not necessarily include such links. Even when a record has a link to the three-dimensional model, it actually redirects to the full list of models rather than to the individual item. There is no search functionality from the initial list of three-dimensional models, and no way to browse other than to, colloquially speaking, poke and hope. Individual items are only identified by item number, and, aside from the few records that have accompanying pictures on the University of Birmingham site, there is no way to know to what item any given number refers. The website attains only a low rating for content; although it seems that there may be a decent number of items in the collection, it is impossible to know for certain given the problems with the interface and the fact that individual items are virtually unidentified.
The Eton Myers Collection website also receives a low rating for functionality. In order to access three-dimensional models of items, users must download and install a program called MeshLab, then download individual folders of compressed files, then unzip those files, and finally open the appropriate file in MeshLab. Despite compression, some of the file folders are still quite large and take some time to download. Presentation of the items is also rated low. Even for the highresolution versions of the three-dimensional renderings, viewed in MeshLab, the geometry of the objects seems underdeveloped (e.g., hieroglyphics are illegible) and surface textures are not well mapped (e.g., colors are completely off). This is evident from a comparison of the threedimensional rendering with a two-dimensional photograph of the same item, as in figure 2, below. Notably, Chapman, Gaffney, and Moulden (2010) indicate that the detailed three-dimensional imaging enabled them to identify tooling marks and read previously unclear hieroglyphics on certain items. Thus, it is possible that the problems with the renderings may be a result of a loss in quality between the original models and the downloaded versions, particularly given that the files were reduced in size and converted prior to being made available for download. The Epigraphia 3D project was created to present an online collection of various historical Roman epigraphs (also known as inscriptions) that were discovered and excavated in Spain and Italy; the physical collection is housed at the Museo Arqueológico Nacional (Madrid). Digital imaging was accomplished using photogrammetry, free software was utilized to create three-dimensional object models and renderings, and Photoshop was used to obtain appropriate textures. Finally, the three-dimensional model was published on the web using Sketchfab, a web service similar to Flickr that allows in-browser viewing of three-dimensional renderings in many different formats (Ramírez-Sánchez et al. 2014 ).
The Epigraphia 3D website is intuitive and informative. Browsing is simple because there are not many records, but, although it is possible to search the website, there is no search function specifically directed to the collection. Thus, usability is rated as medium. Despite the fact that the website provides descriptions of the project and the collection, as well as information about epigraphs generally, the website attains a medium rating for content in light of the small size of the collection and the limited information given for each individual item. However, the Epigraphia 3D website receives very high ratings for functionality and presentation. The individual threedimensional models are detailed, legible, and interactive. Individual inscriptions are transcribed for each item. The use of Sketchfab to display the models is effective; no downloading is necessary, and it takes an acceptable amount of time to load. When viewing the item, users can rotate the object in either "orbit" or "first person" mode, as well as view it full-screen or within the browser window. Users can also display the wireframe model and the textured or surfaced rendering, as shown in Figure 3 below. The Smithsonian X 3D project, although affiliated with all of the Smithsonian's varying divisions, was created to test the application of three-dimensional digitization techniques to "iconic collection objects" (http://3d.si.edu/about). The website provides significant detail concerning the project itself, mostly in the form of videos, and individual items, many of which are linked to "tours" that incorporate a story about the object. Content is rated as medium because, despite the depth of information provided about individual items, there are still very few items within the collection. The website also receives a medium rating for usability, given the simple browsing structure, easy navigation, and lack of a search feature (all likely due at least in part to the limited content). Functionality and presentation, however, are rated high. The X3D Explorer in-browser software (powered by Autodesk) does more than simply display a three-dimensional rendering of an object; it also permits users to edit the model by changing color, lighting, texture, and other variables as well as incorporates detailed information about each item, both as an overall description and as a slide show, where snippets of information are connected to specific views of the item. The individual three-dimensional models are high resolution, detailed, and wellrendered, with very good surface texture mapping. However, it must be noted that the X3D Explorer tool is in Beta and, as such, still has some bugs; for example, this author has observed a model disappear while zooming in on the rendering. 
DISCUSSION
Based on the evaluation of the five websites described above, some suggested best practices for the digitization and presentation of three-dimensional objects become apparent. When digitizing, the museum should utilize the method that best suits the object or collection. For example, while MRI scanning is likely the best method for three-dimensionally digitizing biological fish specimens, it is not going to be effective or feasible for digitizing artwork or artifacts (Abel et al. 2011; Berquist et al. 2012) . Regardless of the method of digitization used, however, the people conducting the imaging and processing should fully comprehend the hardware and software necessary to complete the task.
Additionally, although financial restraints must be considered, museums should note that some three-dimensional scanning equipment is just as economically feasible as standard digital cameras (Metallo and Rossi 2011) . However, if a museum chooses to utilize only two-dimensional imaging, each item should be photographed from multiple angles in high resolution, to avoid creating a website, like the MFA's, on which everything other than the object itself is presented outstandingly. Further, museums deciding on two-dimensional imaging should explore the possibility of utilizing photogrammetry to create three-dimensional models from their twodimensional photographs, like the Epigraphia 3D project. There is free or inexpensive software that functions to permit the creation of three-dimensional object maps from very few photographs (Ramírez-Sánchez et al. 2014) . Finally, compatibility is a key issue when conducting threedimensional scans; the museum should ensure that the software used for rendering models is compatible with the way in which users will be viewing the models.
In the context of public access to the museum's digital collections, the website should be easy and intuitive to navigate. The MFA website is an excellent example; browsing and search functions should both be present, and reorganization of large numbers of objects into separate collections may be necessary. Where searching is going to be the primary point of entry into the collection, it is important to have sufficient metadata and functional search algorithms to ensure that item records are findable.
Furthermore, remember that the website is simply a way to access the museum itself. Hence, the collections on the website, like the collections in the physical museum, should be curated; there should be a logical flow to accessing object records. The museum may also want to have sections that are similar to virtual exhibitions, like the "tours" provided by the Smithsonian X 3D project. Finally, museums should ensure that no additional technological know-how (beyond being able to access the internet) is required to access the three-dimensional content in object records. Users should not be required to download software or files to view records; Epigraphia 3D's use of Sketchfab and the Smithsonian's X 3D Explorer tool are both excellent examples of ways in which three-dimensional content can be viewed on the web without the need for extraneous software.
Museums and cultural heritage institutions are increasing the focus on providing public access to collections via digitization and display on websites (Given and McTavish 2010) . In order to do this effectively, this paper has attempted to provide some guidance as to best practices of presenting digital versions of three-dimensional objects. In closing, however, it must be noted that this author is not a technician. Although this paper has tried to contend with the issues from the perspective of a librarian, there are complicated technical concerns behind any digitization project that have not been adequately addressed. In addition, this paper has not examined the role of budgetary constraints on digitization or the concomitant issues of creating and maintaining websites. Moreover, because this paper has been treated as a broad overview of the digitization and presentation for public access of three-dimensional objects, the five websites evaluated were from varying fields of study. Museums should look to more specific comparisons in order to appropriately digitize and present their collections on the web.
CONCLUSION
There may not be a direct substitute for encountering an object in person, but for people who cannot obtain physical access to three-dimensional objects, the digital realm can serve as an adequate proxy. This paper has demonstrated, through an evaluation of five distinct digital collections, that utilizing three-dimensional imaging and presenting three-dimensional models of physical objects on the web can serve the important purpose of increasing public access to otherwise unavailable collections.
