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INTRODUCTION 
This introduction serves to place the research of this thesis in its general 
context. A discussion of this context, both of subjects and of methods, is given 
in the first two sections. The third section zooms in on molecular dimers. It 
introduces the special subject of this thesis, but it also shows the relations 
between the different chapters. The fourth section summarises the contents of 
this thesis. 
1. Molecular matter and intermolecular forces 
The idea that all matter is composed of small particles, called atoms or 
molecules, was introduced into modern science by chemists at the beginning of 
the 19th century. It proved to be a useful concept in interpreting the first 
quantitative chemical experiments [1]. Later in that century, the atomic model 
was introduced in physics by the kinetic theory of gases and liquids, in which it 
is assumed that matter is composed of moving particles. By the use of statistical 
methods, a large variety of bulk properties could be interpreted, such as 
viscosity and Browman motion in gases and liquids. (A set of examples is given 
in Ref. [2]). At the end of the 19th century, atoms and molecules were 
fundamental in statistical theories, which covered a whole range of thermal 
physics and transport phenomena. However, because statistical properties do 
not explicitly make the individual particles visible, some opposition against 
atomic theory remained until the present century [1]. At present, extensive 
equipment is available to watch and listen to individual particles; one can think 
of detectors such as bubble chambers, Geigercounters and scintillators. 
Diffraction of electromagnetic and particle waves resolves the atomic structure 
of the crystalline solid state. Solid state surfaces are even examined by 
microscopy, which gives direct images of atomic structure, such as field ion 
microscopy [3] or scanning tunneling microscopy [4]. 
The interpretation of properties of bulk matter using the molecular model, 
relies on the notion that molecules exert forces on each other. In the 19lh 
century, an elaborate search was made for a simple, universal law of 
intermolecular forces. After the failure of this attempt, two different roads were 
taken [5], which are still travelled at present. On the first one, an empirical 
approach is used and a phenomenological parametrised force law is chosen. One 
optimises the parameters by comparing a set of calculated with a set of 
empirical data [6]. For each pair of molecules -sceptics would say for each 
experiment-, one tries to obtain a force law which covers the largest possible 
range of data. On the other road, one tries to express intermolecular forces in 
terms of the fundamental electromagnetic properties of the molecules. 
Understanding of the complex nature of these forces was obtained by the 
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discovery that molecules are composed of charged elementary particles. The 
calculation of molecular properties by quantum theory, assuming 
electromagnetic interactions between these particles, made this understanding 
complete. At present we say that we can describe both the origin and the 
strength of intermolecular forces. Only in principle, however, because for many 
molecular systems, the computations which are necessary to solve the quantum 
mechanical equations become too expensive. One has to use approximations 
which are not always succesful. Thus, computed intermolecular potentials are 
often modified by 'empirical' parameters, in the way described before. On the 
other hand, empirical potentials often use computed parameters. This hybrid or 
semi-empirical approach seems the most practical method at this stage. 
In general, bulk properties are a difficult tool for obtaining direct 
information on intermolecular forces. Statistical bulk properties, such as the 
virial coefficients of gases, only depend on these forces in some averaged way 
[7]. For dynamical properties, computational methods are still in full 
development. Often, one is forced to introduce approximations which can lead 
to large errors. Even to such an extent that potentials, which are fitted using the 
computed bulk properties in comparison with experimental data, may have a 
very limited physical meaning. In other words, bulk properties lead to a 
cumbersome and indirect way to arrive at intermolecular interactions. One can 
try to apply the principle of "reduction", which is very common in physics, and 
study intermolecular interactions by isolating smaller and smaller droplets of 
matter. The smallest possible droplet for this purpose is a unit of two molecules: 
a dimer. This is also the simplest and thus most promising object for 
computational studies. The use of such, by no means trivial, computations will 
be shown in this thesis. 
2. Spectra and the separation of motions 
One of the most sensitive means of obtaining molecular information is 
spectroscopy: the recording of the interaction of electromagnetic fields with 
matter. Spectra are such a sensitive probe of molecular properties, that in 
analytical chemistry they are used as fingerprints for the identification of 
molecules. A complete spectrum of a molecule would give information about all 
energy levels. The energy levels of a dimer, which can be regarded as a special 
type of molecule, contain the complete information on the intermolecular 
potential. However, before one can extract this information, first the spectrum 
has to be interpreted. A molecule is a very complex system of particles and 
equally complicated is its interaction with electromagnetic radiation. Formally, 
one can not even separate the concept of a molecule from that of radiation, 
because the forces inside a molecule are also electromagnetic. Even in vacuum, 
without external radiation fields, there are radiative contributions to the 
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intermolecular forces [8]. 
It will be clear that, in order to interpret spectra and extract information 
by computations, one must devise approximations. The first step is a separation 
between molecules and electromagnetic fields. In most practical situations, the 
distances between the molecules are sufficiently small to neglect radiative 
contributions to the intermolecular potential. Furthermore, although the study 
of atoms and molecules in strong laser fields is a vastly expanding subject, in 
most spectroscopic experiments, the field can still be treated as a weak 
perturbation on the molecule. The problem of the isolated molecule may be 
solved first. The field induces transitions between the molecular states, which 
results in a spectrum. 
In treating the molecular problem, we use again the separation technique 
of physics, which in this case is called the separation of motions. It is 
unfeasable to describe the coupled motions of all electrons and nuclei of a 
molecule. Fortunately, an approximation technique may be used, which 
originates from classical mechanics and which is called the adiabatic separation 
of variables. The forces acting on electrons and nuclei are of the same 
magnitude, which means that this also holds for their momenta. Because of 
their greater mass, the velocities (and the kinetic energies) of the nuclei are 
much smaller. The adiabatic separation of variables states that it is a good 
approximation to treat the electrons as a separate system, in which the positions 
of the nuclei are just parameters determining the force field. In other words, 
there is no kinetic coupling to the motions of the nuclei. (The validity of this 
treatment is based on the adiabatic invariance of the action integral which 
belongs to the fast motions. A proof may be found in Refs. [9] and [10].) From 
the standpoint of the nuclei, the electrons move so fast, that their effect can be 
treated as if they were smeared out along their trajectories. Only this averaged 
motion of the electrons contributes to the force field for the nuclei. Of course, 
molecules must be treated by quantum instead of classical theory, but the 
classical adiabatic principle has its corresponding quantum equivalent [11]. The 
electrons are treated as a separate system, having states in which the positions 
of the nuclei appear as parameters. The electronic states yield an averaged 
contribution to the potential for the nuclear system. In molecular quantum 
mechanics, this separation of motions is generally known as the Born-
Oppenheimer approximation [12,14], although in their original paper Born and 
Oppenheimer only treated the special case of small amplitudes in the nuclear 
motions. The separation of electronic and nuclear motions in the more general 
case is based only on the difference between electronic and nuclear kinetic 
energies. A description for that case is given by Bom [13,14]. *) 
*) The name "adiabatic", which is not always used in a consistent way in descriptions of 
intermolecular forces [15], derives historically from a thermodynamic analogue [9,16]. In 
the adiabatic approximation a change of the nuclear positions does not induce electronic 
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The computation of electronic states is an important subject in quantum 
chemistry, but it is not the main theme of this thesis. The main issue of this 
thesis will be the computation of the nuclear motion states of dimers. We will 
investigate the nuclear motion problem more closely. Consider a cluster of more 
or less tightly bound particles. One may describe the motion of the particles 
always as a motion inside the cluster in combination with a motion of the cluster 
as a whole. The latter can be expressed as a combination of a rotational and a 
translational motion. This viewpoint is useful, because the system as a whole is 
invariant under rotation and translation. The constants of motion, which are 
associated with these operations, are thus directly involved in the equation of 
motion. As the system is invariant under Galilei transformations, the overall 
translational motion can be separated completely (and discarded). If the cluster 
represents a tightly bound molecule, the nuclear motions inside the cluster, 
which are called vibrations, are much more rapid than the overall rotation, for 
many spectroscopic experiments. A separation of motion between vibration and 
rotation can thus be made in the same way as between electronic and nuclear 
motions. In fact, solving the equation for the fast, vibrational motion is simpler 
here, because it does not depend parametrically on the rotational coordinates. 
The system's Hamiltonian cannot be a function of those coordinates, because of 
its rotational invariance. 
The separation of motions is intimately connected to the interpretation of 
molecular spectra: transitions between electronic levels take place in the UV 
and visible regions, vibrational transitions occur in the IR region and rotational 
transitions in the microwave region. Molecular spectra in the last two regions 
are often simpler to interpret. This is caused by the fact that chemical bonding 
often leads to semi-rigid molecules, which means that vibrations can be 
described adequately by infinitesimal displacements around a well-defined 
equilibrium structure and rotations are approximately rigid body rotations [18]. 
Infinitesimal vibrations are well understood, both in classical and in quantum 
mechanics. By a convenient choice of coordinates, the vibrational motions can 
be separated into one- (in some cases two- or three-) dimensional harmonic 
oscillators, which are called normal modes [19]. This model for the rovibrational 
motions of chemically bound molecules is called the harmonic oscillator/rigid 
rotor model. It serves as a starting point for the interpretation of the spectra of 
these molecules; deviations from the model can be included via perturbation 
transitions. It changes the average electronic energy only by a shift of the electronic 
energy levels and not by altering the population of the electronic levels. A change of 
populations is just the statistical thermodynamical definition of heat [17]. Consider, for 
instance, a gas trapped in a cylinder. A transfer of heat does not change the number of 
particles nor the volume of the cylinder, thus the energy levels of the gas are unaltered; 
only the level populations arc changed. No "heat" is thus transferred by the motion of 
the nuclei and such a process is called adiabatic in thermodynamics. 
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theory [20]. 
Although there is still a lively discussion about the concept of molecular 
structure [21], it certainly has been a very useful concept for the interpretation 
of a wealth of rovibrational data and it is one of the corner stones of chemical 
theories. In areas of spectroscopy where no such simplifying model can be 
made, such as electronic or nuclear spectroscopy, the interpretation of spectra is 
much more difficult. We must resort to computations which are far more 
complex than the often trivial ones which are based on the harmonic 
oscillator/rigid rotor perturbational scheme. 
3. Dimers with large internal motions 
Non-covalent molecular forces, such as ionic or van der Waals bonds, can 
lead to a potential which is relatively flat around its minimum. This minimum 
still defines an equilibrium structure, but at least some of the vibrations can no 
longer be treated as if they have infinite small amplitudes. Their amplitudes are 
large and in general a separation of vibrational modes is then impossible, 
because for an arbitrary potential the Schrödinger equation is not separable. 
The vibrational frequencies which are associated with large amplitude motions, 
are smaller than the ones which are typical for semi-rigid molecules. The 
separation of vibrational and rotational degrees of freedom, which was discussed 
in the previous section, is based on the large difference in energy between these 
two types of motion. This separation thus becomes worse for large amplitude 
vibrations. 
Typical examples for such a system are the alkali cyanide molecules, MCN, 
where M = Li, K, Rb, which will be treated in this thesis. The M-CN bonding 
is ionic and the dominant attractive force is the coulombic attraction between 
the M+ and CN_ ions, which is independent of the orientation of the cyanide. 
The shape of the potential is determined by a delicate balance between higher 
order attractive forces and repulsive forces. This shape appears to be rather 
different for different alkali metals M and it leads to large amplitude motions 
and the mode coupling effects, which are discussed above. 
Also when the bonding is determined by van der Waals interactions, the 
shape of the potential is determined by a delicate balance of attractive and 
repulsive forces. Equilibrium structures for these systems are not easily 
predicted. Often there are several minima, which are not very different in 
energy and which are separated by relatively low barriers [22]. In some cases, 
the vibrational ground state is localised around one of these mimima. The 
rotational spectrum is then usually interpreted by the rigid rotor model, where 
now a vibrationally averaged structure replaces the equilibrium structure. The 
actual non-rigidity of the molecule is observed in quantities like the so-called 
inertial defect [20,23]. The coupling between vibrational and rotational motions 
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is treated as a perturbation. The perturbation series leads to a polynomial 
expression in rotational quantum numbers, the coefficients of which are 
optimised by a fit to the experimental data. This is a standard procedure in 
microwave spectroscopy [20,23]. However, even in cases where this model 
succesfully interprets the rotational spectrum qualitatively, an attempt to make 
an accurate fit can lead to a non-converging perturbation series [24]. 
The harmonic oscillator/rigid rotor model can be extended to include large 
amplitude motions [25]. Many examples exist of cases with one dimensional 
large amplitude motion such as the rotation of the methyl groups in ethane [26], 
or the tunneling motion in (HF)2 [27]. Unfortunately, the model becomes 
exceedingly complicated in case of multiple large amplitude motions. For 
vibrationally excited states on potential surfaces of the type we have discussed, 
such a situation is likely to occur, however. Tunneling through various 
potential barriers can occur, and a large portion of the potential surface is 
probed. Among these excited states we will find some states which are localised 
in one of the potential minima, other states which involve tunneling through 
one or more potential barriers and still others which are delocalised completely. 
A simple interpretation of the vibrational spectrum is no longer possible. 
Moreover, its structure depends very much on the temperature, because the 
vibrational level populations are a function of temperature. Especially in van 
der Waals complexes, where several molecules or atoms are bound by van der 
Waals forces, this is an important effect. These forces are relatively weak, which 
leads to small vibrational excitation energies; thus the spectra have a strong 
temperature dependence. In gas phase spectroscopic experiments on these 
complexes, the temperature is such, that even the unbound (dissociation or 
scattering) states of the complex are strongly populated. Transitions involving 
these states can greatly influence the structure of the spectrum, as will be shown 
in this thesis in the examples of the van der Waals dimers N2-N2 and КгАг . 
We conclude that, in order to have access to the information which is 
contained in the rovibrational spectra of systems with large amplitude motions, 
we must apply a new computational scheme. This scheme cannot be based on a 
molecular equilibrium structure and on the harmonic oscillator/rigid rotor 
model. It must include the possibility of coupling between vibrational modes 
and of coupling between vibrational and rotational motions. 
This thesis focusses on such a computational scheme for dimers, which we 
define as complexes of two molecules, atoms or ions (or a molecule and an 
atom, etc.) bound by van der Waals or ionic forces. Let us first try to describe 
and classify these forces. It is common to define van der Waals forces as being 
composed of several contributions [5,15,22]. At a large distance between the 
molecules (the so-called long range), we have the electrostatic interaction 
between the molecular multipoles, the induction interaction which is caused by 
the same multipoles and a pure quantum mechanical contribution, which is 
called the dispersion force. Together, these forces give an attractive contribution 
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to the potential. At short distance (short range), we have the additional 
contribution of the molecular charge cloud penetration and again a pure 
quantum mechanical effect, which is called the exchange repulsion. The sum of 
the latter effects gives a repulsive contribution to the potential. Long range and 
short range contributions together define the van der Waals potential. 
In this picture, hydrogen bonds can also be classified as van der Waals 
bonds. The interaction potential has exactly the same contributions as a van der 
Waals potential. Only the multipole and induction interactions are relatively 
much stronger, especially those which involve the molecules dipole. This has a 
marked influence on the potential well depth. Compare for example, the 
dissociation energy of a "common" van der Waals complex N2-N2 , which is 
~ 80 cm - 1 [28] to that of a hydrogen bonded complex like HF-HF, which is 
~ 1000 cm - 1 [29]. But if we scale the potential surfaces by the dissociation 
energies, the topology of these surfaces is equally complex. It admits multiple 
large amplitude motions for the vibrations. Of course, we can not scale the 
complete Schrödinger equation, but if a computational scheme handles one type 
of system adequately, it is expected to be applicable to the other type of system 
as well. 
One can even go a step further and classify the interaction between ions as 
a van der Waals bond also. The ionic bond again contains exactly the same 
contributions as a van der Waals bond. Only the multipole and induction 
interactions are again much stronger, because now they involve monopole (ion 
charge) contributions. For KCN, this leads to a dissocation energy of 
~ 40.000 cm'1 [30]. By comparison, the dissociation energy of the van der 
Waals complex АгЫг, of which the constituents Ar and N2 are isoelectronic with 
K+ and CN" respectively, is = 80 c m ' 1 . We show in this thesis that the same 
computational method yields good results for the rovibrational levels in both 
these cases. 
Before we will go into more detail in describing the contents of this thesis, 
let us end this part of the introduction with some general remarks. For a 
number of ionic and van der Waals dimers we have computed rovibrational 
states and dipole transition moments. From that data, we have constructed 
rovibrational spectra. We have focussed mainly on vibrational transitions, 
because these are most sensitive to the details of a potential surface. In some 
cases, we have started from potential and dipole surfaces obtained by ab initio 
electronic structure calculations. In other cases, we have used more or less 
crude (semi)empirical surfaces. In any case, the calculated spectra are a good 
representation of the surfaces used, because rovibrational calculations like these 
introduce relatively small errors. The rovibrational calculations have contributed 
some missing links in the chain from theory to experiment. A chain which can 
be used both ways: to interpret experimental data and to improve the 
description of intermolecular interactions. Some physicists and chemists have a 
strong reserve against computational results. No doubt this will change in the 
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near future, when computers and computing will more and more become 
standard technology. 
4. Contents 
Chapter 1 contains a description of the theoretical and computational 
methods which are used in all applications of chapters 2 and 3. In section 1.1, a 
practical strategy is outlined, which can be used to solve the rovibrational 
problem for dimers. One of the ingredients is again a separation of motions. In 
all cases that we will consider, the constituents of the dimer, molecules or ions, 
have strong internal bonds. These bonds are in fact much stronger than the 
ionic or van der Waals forces between the molecules. The intramolecular bonds 
thus yield high energy or "fast" vibrations, the intermolecular bonds give low 
energy or "slow" vibrations. We can make an adiabatic separation between these 
two types of motions, as discussed in previous sections. The potential depends 
both on intra- and intermolecular coordinates. The solutions of the first 
equation, which describes the fast motions, thus depend parametrically on the 
intermolecular coordinates. We avoid this problem by noting that in many cases 
the monomers are only slightly perturbed in the formation of a dimer. In other 
words, if the free monomer potentials are subtracted from the full potentials, 
the difference, which we define as the dimer potential, is comperatively small. 
This term is neglected for the intramolecular problem. In this way the 
separation, which is called adiabatic if only kinetic arguments are used, is now 
applied to the potential. The intramolecular equation can in most cases be 
handled by a standard harmonic treatment. 
The second equation describes the intermolecular vibrations and the 
rotation of the complex. All quantities which enter here, including the dimer 
potential, are now averaged over a particular product of intramolecular 
vibrational states. In some cases, we make the additional approximation of 
representing the intramolecular vibration by Dirac δ functions. The averaging 
then leads to a rovibrational equation for a dimer which is composed of rigid 
monomers. All intermolecular vibrations can have large amplitudes. The 
solutions of the dimer equation are approximated by an expansion in a finite 
basis set. This is standard strategy in quantum chemistry, but the key-point is of 
course to find a convenient and practical basis set. A formulation of the dimer 
equation which leads to such a basis is given in section 1.1. 
The approach described there, is especially designed to compute the bound 
states of the dimer. However, as is shown in section 1.2, we can also obtain 
meaningful results for a certain type of unbound states.These states describe the 
scattering of the two monomers and the particular type of states we are 
interested in, is called a resonance. 
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The methods of chapter 1 are applied to the computations of rovibrational 
states and infrared spectra of alkali cyanide molecules in chapter 2 In all those 
computations on MCN, where M = Li, К or Rb, we start from ab initio SCF 
potential and dipole surfaces, in which we fix the cyanide bond length For 
RbCN, the computation of the potential and dipole surface is also described 
(section 2 4) As a function of the alkali bonding partner, the potential surfaces 
of these molecules have a remarkably different topology, which leads to 
completely different rovibrational spectra For lithium cyanide, we find two 
linear isomers, a stable LiNC and a metastable LiCN Each of them can be 
assigned its own set of rovibrational states (sections 2 1 and 2 2) Both in KCN 
and RbCN, the potential has a minimum at a triangular structure and a low 
barrier at the linear isocyamdc structure While in the ground state these 
molecules are triangular, at high energies this barrier looses its effect and the 
molecular become quasi-linear (sections 2 2 and 2 5) A second remarkable 
distinction between LiCN on the one hand and KCN and RbCN on the other 
hand, is the coupling between the vibrational modes *) For LiCN, we can label 
the low lying states with a combination of mode quantum numbers At higher 
energies, the labeling breaks down because of the enhanced effect of mode 
coupling However, even in that energy region, there remain states that can be 
labeled These regular states have very distinct properties as compared to the 
strongly coupled or chaotic states (section 2 3) For KCN and RbCN, we find 
already a strong coupling in the low energy region Even one of the 
fundamental excitations is perturbed by a Fermi resonance effect The strong 
coupling between the modes and the transition to linearity, make the infrared 
spectrum of KCN and RbCN much more complex than that of LiCN On the 
other hand, its interpretation is also more challenging, especially section 2.5 
gives an account of what can be accomplished by computations 
Chapter 3 contains a number of computations on the rovibrational states 
and the infrared spectra of van der Waals dimers The most detailed study is on 
N2—N2 (section 3 1) The ab initio potential surface which we use, has a very 
complex topology and it contains several low lying minima, which are separated 
by barriers of varying height At low temperature (2 K), the spectrum is 
determined by transitions between states which have a maximum amplitude at 
one of the local minima At higher temperature (25 K), the spectrum becomes 
very dense, as many van der Waals states are populated The infrared spectrum 
of N2-N2 has been measured in the gas phase at 77 K, with a resolution of 
about 1 c m - 1 [31] This resolution is much too low to resolve the structure we 
calculate, but on the blue side of the spectrum appears additional structure, 
which does not appear in the calculations In our study on Ν2ΑΓ (section 2 2), 
*) We use the term 'mode" to describe a one-dimensional vibrational motion We stress, 
however, that in general the vibration is anharmonic and of large amplitude In most 
cases, it is not even linked m a simple way to the coordinates used 
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we show that this structure appears at temperatures higher than those which are 
used in the calculation on N2—N2. It is caused by states in which N2 behaves as 
a nearly free internal rotor. However, these van der Waals states are not bound 
states but rotational resonances, which are unbound states of the type discussed 
in the first chapter. They do not depend on the details of the potential surface 
in the way the bound states do. We thus show how the experimental spectrum 
can be interpreted and which part of it is most sensitive to the intermolecular 
potential. Experiments with higher resolution are needed to access this sensitive 
information. 
Also for atom-(non-linear)molecule complexes, we compute the 
rovibrational states (section 3.3). The van der Waals modes can be distiguished 
clearly, because mode coupling effects are small in the lower energy region, also 
as a result of the symmetry selection rules. The states are characterised further 
by geometric parameters, such as vibrational amplitudes and rotational 
constants. The method that we use, is not very suitable for large, very 
aspherical molecules. Work on a related method, designed for that case, has 
already been started [32]. 
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We combine earlier treatments for the embedding of body-fixed coordinates 
in linear molecules with the close-coupling formalism developed for atom-
diatom scattering and derive a hamiltonian which is most convenient for 
describing the nuclear motions in van der Waals complexes and other non-rigid 
systems comprising two polyatomic fragments, A and B. This hamiltonian 
can still be partitioned in the form HA + HB + HINT, just as the space-fixed 
hamiltonian. The body-fixed form, however, has several advantages. We 
discuss solution strategies for the rovibrational problem in non-rigid dimers, 
based on this partitioning of the hamiltonian. Finally, in view of the 
size of the general polyatomic-polyatomic case, we suggest problems which 
should be currently practicable. 
1. INTRODUCTION 
The search for suitable coordinate systems and hamiltomans for the poly-
atomic vibration-rotation problem has excited much scientific interest over the 
years [1-12]. For near-rigid systems, with localized or small amplitude vibra-
tions, the use of Eckart coordinates has proved fruitful [1-5, 13, 14]. However, 
for one or more large amplitude internal motions the simple Eckart hamiltonian 
is unsatisfactory. This feature was recognized very early by Sayvetz [2] who 
modified the original approach of Eckart [1] to try and deal with the difficulties 
inherent in treating large amplitude internal motions. 
The problems arise because the transformation that leads from the hamil-
tonian in the laboratory-fixed coordinate system to the internal hamiltonian, 
which is expressed in some suitably chosen body-fixed coordinate system, has a 
jacobian which is singular for some values of the coordinates. Thus the trans-
formed internal hamiltonian is not everywhere well defined and, consequently, 
has a domain that is more restricted than all square-integrable functions of the 
body-fixed coordinates. The difficulties associated with this restriction of the 
domain usually manifest themselves in divergent expectation values of the internal 
hamiltonian between seemingly reasonable functions. Thus it is well known 
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[15-18] that if an attempt is made to treat a triatomic that has a large amplitude 
bending mode, in the Eckart approach, then divergence can occur in expectation 
values of functions that allow the system to become linear. 
This sort of problem can be solved by using the Sayvetz modification of the 
Eckart approach and such a way out has been attempted [19-22]. It can also 
be solved by abandoning the Eckart approach altogether, based as it is on the idea 
of an equilibrium geometry for the system, and various different formulations 
have been given [6-10, 23-26]. However, because of the complexity of the 
problem, use of these hamiltonians has been restricted to triatomic systems and 
a few symmetric tetra-atomic (AB)2 van der Waals complexes [6, 25-27]. With 
the exception of a recent calculation on HeHF [28], all these calculations have 
included some simplifying approximation involving the decoupling or freezing 
of certain vibrational modes. 
A popular approach, applied to several van der Waals complexes [6, 7, 10, 
23-28] as well as H 2 0 [29], KCN [10, 16], LiCN [30] and CH2- [31], has been 
to work in so-called (di)atom-diatom collision coordinates. These are defined 
as the distance between the monomer centres of mass, the angles describing the 
orientations of the monomers, the internal monomer coordinates and the overall 
rotation angles. Several hamiltonians have been used to obtain the bound 
rovibrational states of systems treated as collision complexes using approaches 
which show strong analogies to atom- [32], diatom- [33] and electron- [34] 
diatom scattering problems. The main difference between the various 
hamiltonians is the embedding of the coordinate system. For atom-diatom 
systems alone, space fixed coordinates [7] and at least three different embeddings 
of body-fixed coordinates [8, 10, 30] have been used. 
In recent work we have favoured the use of coordinates which have R, the 
interaction or collision coordinate, embedded along the ¿r-axis. This system has 
computational advantages over space-fixed coordinates and allows the simplifying 
approximation of neglect of off-diagonal Coriolis interactions, which has proved 
useful in many calculations [10, 26, 30, 35]. This embedding is favoured over 
one which fixes the axis(es) in one fragment of the complex, cf. Istomin et al. [8], 
as it is easier to generalize. 
Fixing R along the ir-axis is not sufficient fully to body-fix the coordinates as 
it only defines two of three possible embedding Euler angles. A fully embedded 
hamiltonian for the atom-diatom problem was recently given by Tennyson and 
Sutcliffe [10], but as we show (in Appendix A) this is not convenient in larger 
systems. However, as shown by Tennyson and Sutcliffe, there is a strong 
equivalence between the matrix problems generated by the two embeddings. 
In this paper, we present a general hamiltonian for the rovibrational (and 
scattering) problem of a system AB, where A and В are polyatomic molecules. 






 + Я 1 Х Т (1) 
and it is derived in such a manner that H , and Й
и
 are the rovibrational hamil­
tonians of the isolated fragments for which conventional Eckart hamiltonians 
[1-5] are appropriate. Our hamiltonian is suitable for any system which 
contains two (near) rigid fragments undergoing large amplitude motions. Thus 
it is particularly convenient for van der Waals dimers. 
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By embedding the hamiltonian in this manner, we follow several earlier works 
on atom-diatom and diatom-diatom systems. Our hamiltonian extends to 
larger (polyatomic) molecules, however, and, moreover, we hope to clarify the 
situation with regard to the form and commutation relationships of the resulting 
pseudo-angular momentum operators (§2). In §§3 and 4 we discuss 
convenient and practical solution strategies for the problem. 
An approach to the scattering of two polyatomic molecules which is similar to 
the present one has been proposed in 1953 by Curtiss [36], who based himself on 
the pioneering work by Hirschfelder et al. [37, 38]. Curtiss starts out in body-
fixed coordinates (defined by three embedding angles). However, by rotating 
and recoupling his basis functions he actually derives the close-coupled equations 
in space-fixed coordinates. 
2. HAMILTONIAN 
Within the Born-Oppenheimer approximation, the hamiltonian for nuclear 
motion is 
A2 N 1 
" = -
τ
 Σ -WJ+F, (2) 
Ζ , „ 1 ОТ; 
where Дх,·) is the laplacian for the ah nucleus and V the potential. If the 
.V-nucleus system is divided into fragment A with NA nuclei and fragment В 





The overall translational motion is removed and the relative translation of the 
two monomers A and В is defined by the following transformation [36] 
with 
t A—χ — X 
t . " = x
v
. , . - X, 
Ό
 —
 *-A ~ * « > 
«-1...,Λ^-11 
/ ι...,/ν,,-i 





Χ , ( = Μ , Γ ι Σ « Α . 
ι-.ν,,+ ι 
(4) 
Мл = Σ >«.·. 
ΜΗ- Σ ff!, 
(5) 
where χ, denotes a vector of coordinates in the original frame and t, in the new 
frame. 
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Use of the chain rule gives 
Σ - V«(X|) = M-· V«(X) + M-» V2(t0) 
+ Σ Σ" σ,/^ν)-^/'), (6) 
F=A,B i,j = l 
where the terms in t / ' vanish if 7
 Г
 < 2 and 
μ-^Μ,,-ι + Μ,Γ1· J 
(7) 
The first term in (6), M _ 1 V2( X), corresponds to the free translation of the centre 
of mass and can be separated off. The remaining terms form the kinetic energy 
operator of the rovibrational hamiltonian of the AB system, expressed in a 
coordinate frame which is body-fixed with respect to translations, but still parallel 
to the laboratory frame. This frame is usually called space-fixed. 
If the separation of the monomer centres of mass is not done for all particles 
in one step, as in (4), but pairwise in (NF — 1 ) steps for each monomer F, which 
defines the so-called Jacobi coordinates t,, then the matrix G becomes diagonal 
( ν = δ„μ,-\ (F = AtB), (7') 
where μ, is the mass of the i'th reduced particle. 
Next, we wish to separate off the overall rotations of the system by defining 
a body-fixed coordinate frame. The question is how to fix this frame on a non-
rigid system, where the equilibrium structure, which could be used to define the 
Eckart embedding conditions [1], may not be meaningful. It seems natural to 
single out the vector t 0 = R which connects the centres of mass of the two 
fragments A and В and to embed the body-fixed frame with the г-axis along R 
(following the Pack and Hirschfelder [34] treatment of diatomic systems). 
If R has the polar angles (/3, a) with respect to the space-fixed system, this 
embedding is achieved by the orthogonal transformation 
П 
z0 = C * ' t n = 0 ( M 
I * / 
z,'- = C*t*-, (F = A,B), (8 6) 
with the matrix C, that corresponds to a rotation over two Euler angles, α and /3, 
given by 
(cos β cos a —sina sin β cos a\ 
С = cos β sin a cos a sin β sin a I. (9) 
- sin β 0 cos /3 
It is possible to define a third embedding angle γ but, as we show in Appendix A, 
this leads to a less convenient form of the hamiltonian. 
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We have to consider the effect of the rotation С on the hamiltonian, in 
particular on the kinetic energy operator. In order to express the differential 
operators of the old coordinates (4) in the new ones, we have to use the chain rule. 
In applying this rule, however, it must be remembered that the embedding condi­
tion (8) makes each of the new coordinates z/ ' a function of t 0, because the matrix 
С depends on the angles α and β which occur in t 0 = R = (R sin β cos a, 
R sin β sin a, R cos β). Thus 
а ал э да д as а „ ^ - „ э*# .*" а 
3<O.Í э ^ э я a<0rfa« а ^ а д fc .е, £ а*0ре а ^ / 
(10) 

















іч t У - у ? СС'; г ? г 
Tt V ~?Г~ і , с _ Л 77~ с'' '·'' ' (12) 
(13) ас г ,_ас г т а« [ асг, ад 
2'о,£ 9 α 5/0,ί ^і9 3í0.f' 
The results of these substitutions can be written more simply in terms of the 
following angular momentum operators and their transformation properties 
(сд^ ,, is the Levi-Civita antisymmetric tensor ; Α, μ, ν = xt у or ζ) 
iÂtiF)-J Σ €λμ»1ί,μΙΓ Τ, F' 
* l i . V " * ι и 
• F — 
ι - I 
ƒ _ й у , д _ Ä y ρ a 
Ά -- · L €λμ»ι0,„ ~í¿—--; L €λμ,κμ Jfi 
* a. ν
 Vli\ ν * u. ν aÄ„ 
and the total angular momentum 
J = î + î = î + j 
(14α) 
( Η Λ) 
(14c) 
(14 d) 
(14 e) J = l + і
л
 + ) u . 
The transformation of the operators К ' І Г ) > J f а П ( 1 J i s е а 8 У because С is not a 
function of the coordinates t / ' and we can write, using (8) 
a ^ a*,,/ a 
Κι 
dz- F 
Pu F a~ F 
- Σ
 С
іч я f«. i " 
(15) 
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Using this result and the transformation properties of the Levi-Civita tensor, 
this yields 
1
 μ, ν ξ,η ^ Λ 
1
 С f . 4 ?z ' 
(16) 
which shows that the components of j transform as the components of a vector 
î(t/-) = C î (z / ) ) (17) 
with the same expressions (14 a-c) for J holding in the body-fixed coordinates 
The transformation of Î, equation (14 d), is more complicated because one 
must use the chain rule expressions (10) to (13). 




with the angular momentum operator ¡=1А + 1и expressed in body-fixed 
coordinates z / . Then, using (8 a), it is straightforward to derive the angular 
momentum operator Î, (14 d), also in body-fixed coordinates. Instead, we write 
the result for the total angular momentum 3 = î +}, which is slightly simpler. 
Just as j , see (17), 3 transforms as 
3(1,) = 03(2,), (19) 
with the components of 3 in the body-fixed coordinates z,F, α and β, given by 
- А о 






The form of this operator is unusual, it is different from the more familiar 
expression for 3 in a body-fixed frame [34] which is embedded by three Euler 
angles, α, β and y, rather than just two. We observe that its components do not 
even satisfy angular momentum commutation relations 
[^Λ] = [Λ,Λ]=ο, 
(21) 
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so that we must call 3 a pseudo-angular momentum operator. Also, the com­
ponents of J do not commute with j 
[Л. Л ] = - 7 W A with А, ^ = л-, у, г. 
(22) 
Watson [5], in his isomorphic hamiltonian for linear molecules, restores the usual 
body-fixed expressions for J by introducing an artificial third rotation angle γ. 
In the next section we show that the action of our J on a suitably chosen basis is 
actually quite simple, however, so that there is no need to invoke this extraneous 
angle. In Appendix A we demonstrate that embedding with three (physically 
defined, rather than extraneous) Euler angles only leads to a formalism which is 
less transparent and more difficult to apply. 
After all this preliminary work it is not too tedious to write the kinetic energy 
operator (6) in body-fixed coordinates, α, ß, R, z / ' ; we only have to substitute 
(15) for the derivatives V(t/·') and (18) for V(t0). The derivatives Щі,*') 
commute with the matrix С and so we easily find (using С ' С = 1) that the terms 
**•= - Τ Σ ' Gtf ( і Л . V(z/), (F=A, B) (23) 
are form-invariant. If NF<2 these terms vanish. 
Substituting (18) into V2(t0) we must remember that С depends on α and β 
(but it commutes with j) and the result becomes 
£ i . v r = - ^ V 2 ( t 0 ) 2μ 
ft* / í 2a+¿[<J '- ' '>2 +<J<'-^ 2μΚ* д/і 
+ -. cot ß(Jv -;„)"]. (24) 
This can still be simplified somewhat further. We note, after substituting (19) 
and (20), that also the expression for J2 has an unusual form in the body-fixed 
frame 







 + -.cotßJi, 
= J x 2 + cosec ßJu sin ßj,, +J*. (25) 
If we use this form, in combination with the result \.hatJz=j. and the commuta-
tion relations (22), we obtain 
*«™- - 2 ^ ά R2 m+m [Jì+f-2ì •2] (26) 
with J 2 given by (25). 
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So far we have only analysed the kinetic energy part of the hamiltonian (2). 
The potential is, of course, not in general separable, but it is always possible to 
define an interaction potential 
fW*. «Λ *n = r(R, *Λ «i") - VAW)- VÁtt"), (27) 
where VF(tiF) is the potential function of the isolated fragment F. Equation 
(27) is in the spirit of the Sorbie-Murrell approach to potential energy surface 
fitting [39]. This allows the hamiltonian to be written in the form of (1) with 
UF = RF+VF, (F = A,B,1NT). (28) 
This form of the hamiltonian has been given for the atom-diatom case 
(NA =2, Nfí = 1). However, little mention has been made of the unusual form 
of the pseudo-angular momentum operators 3 and J2, as given by (20)-(22) and 
(25). Indeed, the commutation relations have often been ignored leading to 
the loose expression (J —j)2 [20, 35] or even the incorrect one (J2+j2 — 23 . j), 
(29) and (30) of [24]. The latter expression becomes formally correct, however, 
if one introduces an extraneous third rotation angle, as Watson [5] does in his 
isomorphic hamiltonian for linear molecules. 
Expressions similar to ours were given by Istomin et al. [8] for the atom-diatom 
case with the diatom bond vector embedded along the z-axis. Tennyson and 
van der Avoird used a hamiltonian with the form of i?ixT for their diatom-
diatom calculations on the van der Waals dimer of nitrogen [26]. Hougen [40] 
and Howard and Moss [41] derived equivalent expressions for linear molecules 
by applying the Podolsky transformation to the classical expression. 
3. MATRIX ELEMENTS 
In this section we discuss a suitable solution strategy for the (two-angle) 
body-fixed hamiltonian just derived. We suggest basis functions which reflect the 
partitioning of this form of the hamiltonian. We start by looking at the 
rovibrational wavefunctions of the monomers A and B. If these monomers are 
more or less rigid molecules or fragments it is appropriate to write the monomer 
hamiltonians ¡iF = &F+ Ϋρ·(ζ^) in the Watson form [4] and to assume that the 
vibrational and rotational problems can be solved separately. A practical way 
to do this for triatomic molecules has been proposed by Whitehead and Handy 
[13] and described also by Tennyson and Sutcliffe [15]. In principle this method 
can be generalized to larger systems ; in practice one will have to make further 
approximations to keep the calculations tractable. The method amounts to 
assuming that the monomer rovibrational wavefunctions can be written as 
products ^ÁQF)
 Σ dkFDnFkFUF)* { ω Λ (29) 
kr 
where the vibrational wavefunctions Ф
Г г
 depend on the internal monomer 
coordinates Q
 F and the rotational functions are linear combinations of normalized 
rotation matrix elements in the convention of Brink and Satchler [42]. The 
rotation angles ш/,. = (фу, θF, φ,,.) describe the orientations of coordinate frames 
fixed on the monomers, for instance via the Eckart conditions [1], with respect to 
the body-fixed dimer frame introduced in § 2. The assumption of (29) is 
equivalent to stating that the monomer hamiltonians //;,. are diagonal in the 
vibrational functions <J> . 
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- leads to effective rotational 




 + BVF ψ* + (2C r r - ^ r F - Brr)jf* 
+ l(A.F-Bv,)(j+F2+j-Fi)}· (30) 
Here it has been assumed that the vibrationally averaged inverse inertia tensor of 
monomer F (in vibrational state vp) has been transformed to principal axes a, b 
and с ; the rotational constants A
rF, BrF and CrF are its principal values. The 
quantum number kF is the component of the angular momentum j F on the 
monomer c-axis, iiF its component on the dimer г-axis. The coefficients dkF 
in (29) could be determined for the free monomers by diagonalising the 
hamiltonians ΗρΆυτ. 
If the monomers are really strongly bound one might also describe their 
vibrations by the harmonic oscillator model and their rigid body rotations by the 
hamiltonian (30). The rigid rotor model implies that one replaces the vibra­





 at the equilibrium structure. This approximation has been made 
almost universally, even in calculations on atom-diatom systems. Its accuracy 
has been demonstrated for HeHl·' by Tennyson and Sutcliffe [28]. For larger 
molecules or fragments it will undoubtedly be required. The approach with the 
vibrationally averaged monomer geometries has been used by Le Roy and Van 
Kranendonk [7] for Hj-rare gas van der Waals dimers in several H 2 vibrational 
states. 
If we assume that there is no strong coupling between the internal monomer 
vibrations and the dimer modes, which is justified if the gap between the 
frequencies is sufficiently large, then we can also average the interaction potential 
over the monomer vibrational wavefunctions. This yields an effective potential 
for the dimer rovibrational problem with the monomers A and В in states v^ 
and Vjf, respectively 
Κ,
ΝΤ
(/ί, ω / „ ω,,) 
= <*.<.(в.<)Ф г.(0 І І)|И1 х т(А,і1-',ж І")|Фг.(в,)Фг.(в|*)>· (31) 
Kor brevity the vibrational state labels vA and ц have been omitted from F | N T . 




 by delta 
functions at the equilibrium structures. 
In order to express explicitly the dependence of the potential (31) on the 
monomer orientations ω
Α
 and ω,{, we can expand it in terms of a complete 
angular basis. A general formula for such an expansion has been given by 




 1аЛшКл^КтшІЛН)А^КлшЬаіКві1ХшА,Ши). (32) 
LÁ, КЛ 
Ι.ι,. Ka. I. 










¡LA ¿« L\ 
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where the brackets denote a 3 —У symbol. The effective hamiltonian for the 
dimer rovibrational problem can now be written as 
Й = tf^OT
 + tf Β κοτ + £ I S T + ^ I N T (34) 
with the terms ^ F
R 0 T
 {F = A, B), . £ I N T and ^ I N T given by (30), (26) and (32) 
respectively. 
Next we wish to introduce a convenient basis for this hamiltonian. Let us 
start in the space-fixed frame again, just as in § 2. With respect to this frame the 
monomer A and В orientations are defined by three Euler angles each, which we 
denote by ω''
л
 and ω'^, and the orientation of the relative position vector R is 
given by the polar angles {β, α). A complete angular basis would be 
Σ Σ öO.*.0-)*("^)öo.4.t'.>*(«u'„)0-i|nj|;BnB|;«i> 
m), m CÍAt На 
xYJß,*)<jmtlm\JMi. (35) 
We have coupled the angular functions by means of standard Clebsch-Gordan 
coefficients [42], because J and M are good quantum numbers for the overall 
dynamical problem. Now we transform this basis to the body-fixed frame by 
the two Euler rotations over α and β, which are represented in coordinate space 
by the matrix C, (9). The orientations of local frames on A and В with respect 
to this dimer frame have been denoted before by ω^ and ω
β
 ; the polar angles 
of R in this frame are (0, 0). The result is 

















Ω mj, m CÍA, Ωβ 
χ η»(ο. 0)ο·«,/»ιμΩ>ζ)„
ο
^)·(«, β, ο). (36) 
Remembering that У|,
л
(0, 0) = (2/+ 1/47Γ)1'2 S
m0, we can simplify this result and, 
instead of the basis (36), use the equivalent body-fixed basis 
x J W , # ( « , A 0 ) · (37) 
This basis is very convenient indeed for calculating the angular matrix elements 




 (30) work only on the monomer 
rotation functions •Dnj;.ir('î')*(ci>i,) and we get 









к-вкв\ ( 3 8 а) 
with {F = А, В) 
К*гкг = С &*-*,№ + B)JAJF +1) + РС-А-ß)V] 






{А-В)С-]гкгС-]гкг_х (38 b) 
and 
< V = [;'(> + i)-*(A± i)]1'2· (39) 
The operator / t I N T is expressed by (26) in terms of the angular momentum 
operator \=\А + \п and the pseudo-angular momentum operator J, given by 
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*л· ìli R'TR*¿R' ffi+r-M-^-JJ-l <40) 
with the shift operators defined as 
j'±=jx±iju a n d J±=Jx + iJv· (41) 
Despite the peculiar form of the components of J , see (20), and also of J2 , see (25), 
it can be shown, see appendix B, that the operators occurring in (40) acting on the 
basis (37) obey the same relations as normal angular momentum operators. 
Thus we find 
О"* Ь'А Г И k's j ' ^\Ñ:li{T\jAkAjBkHjay 
•/(•/+1) + У0Ч1)-2иО ι )
 + 
+ Su:a-iCia-Cja-\ . (42) 
+ • 
The angular matrix elements over the potential ν
ΐίίτ
 can be completely evaluated 
by vector coupling techniques if we expand this potential (32) in terms of the 
angular functions (33). The result is 
<Гл k'A j ' H k'B у a\vim\jAkAjBkBjn> 
= δη·η 
LA, KA 
LB, KB, L 
^gLAKALBKsLÜ'AJ'BJ'\ JAJHJ\ M ' f l Ь'
л
 kB J Ω), (43) 
where the generalized Gaunt coefficient is 
g = ( — 1 y'+J'A+J'u+J'A+*'B-k ' Λ - * ' « - 0 
χ [(2j'A + 1 )(2jA + 1 )(2LA + 1 )(2j'lt + 1 )(2>„ + 1 )(2Λ„ + 1 ) 








o ) | 
J A JA 
J'B JB 
. Г J 
(44) 
in terms of 3 — j and 9 — j symbols [42]. 
With all the angular matrix elements of Л completely evaluated we can im­
mediately write down the close-coupled equations [24, 32, 33] for the radial 
wavefunctions 4"·''•"^
лкAJвАujn(R) in a generalized collision complex in the body-
fixed approach. The corresponding equations in space-fixed coordinates have 
been obtained by Curtiss [36]. The space-fixed equations are easier to derive, 
but our body-fixed formalism is finally simpler and has several advantages in 
practical applications. 
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There are three general methods of obtaining bound state solutions of the 
close-coupled equations. First, by direct numerical solution of the coupled 
differential equations, as done by Dunker and Gordon [45] and also by Shapiro 
and Balint-Kurti [46] in their artificial-channels-scheme, and recently by Danby 
and Flower [47]. This, however, is unlikely to be feasible for problems where a 
large number of channels must be included. Secondly, by expansion in a radial 
basis set 
4 JVÍAlA¡Bl.-B}a(R)= Σ Xn(R)C'/UJAl.AJBl.BJn; » (45) 
и 
and solving a matrix eigenvalue problem. 
The radial basis X„(R) can be either numerical [16, 24, 30] or analytical 
[10, 26, 31, 48] ; the radial matrix elements over /?ιχτ> (42) and over the potential 
expansion coefficients vLAKAloKtlL(R) in (43) can be calculated accordingly. 
This approach is called by Le Roy et al. [24] the secular equation method, 
whereas Tennyson and van der Avoird [26] have proposed the acronym 
LC-RAMP (Linear Combination of Radial and Angular Momentum Products). 
Thirdly, one can introduce further approximations such as BOARS (Born 
Oppenheimer Angular and Radial Separation) [49] and solve the effective radial 
equation numerically. 
Clearly, whichever method is chosen, the problem will in general be very 
large. Without symmetry there are {N + 1)( 167V4 + 64iV3 + 967V2 + 647V + 15)/15 
angular basis functions for a 7 = 0 calculation which includes all allowed functions 
with JA,JIJ^N. For TV = 6, for example, this gives 17927 angular channels. 
Full calculations with 7> 0 will be even more expensive. 
A simplification, which is only possible in the body-fixed formalism, is 
caused by the neglect of the off-diagonal Coriolis term, the last term in (42), 
which is the only one that couples basis functions with different il. This 
approximation makes solutions differing only in parity, degenerate and it has 
been made on several occasions [10, 26, 30, 35] since these Coriolis terms often 
appear to be small. 
4. CONCLUSIONS 
In the preceding sections we have derived a general rovibrational or scattering 
hamiltonian for a collision complex formed by two polyatomics. From our 
discussion of a possible solution strategy, it is clear that, even in the body-fixed 
frame where the close-coupled equations are simpler than their space-fixed 
counterparts, the solution of the most general problem is likely to remain 
prohibitively expensive for the foreseeable future. However, there are certain 
possibilities which make the problem tractable. 
(1) If the fragments A and В are identical, permutation symmetry can reduce 
the size of the problem. This, together with (2), has allowed the van der 
Waals complexes (HF) 2 [25] and (N 2 ) 2 [26] to be tackled. For the 
ethylene dimcr (C 2 H 4 ) 2 there is a potential surface available also [50, 51] 
and the solution of the dynamical problem might be feasible. 
(2) If one of the fragments or both are either symmetric or linear, there is a 
corresponding reduction in the complexity of the problem. The sym­
metry, which involves the occurrence of identical nuclei, can be intro­
duced via the group of feasible permutations [43, 52]. For linear 
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molecules F-А, В we can set the labels ky in the basis (37) and KF in 
the potential (32) equal to zero and use the property that D
 уо
а>*(!х, β, γ) 
= (4я/2£+1) 1 ' г Υ
ίΛι
(β, α). Also the rotation operator 'HFliur = Bf* 
(30), and its matrix elements (38) become considerably simpler, 
hJF = h* Bjj.ijy+l). This suggests that CO-H 2 , for which a full 
surface, including the monomer stretch coordinates, has recently been 
published [53], could reasonably be tackled. 
(3) If one of the fragments, say B, is an atom a very great simplification 
results (L7/ = 0, L = LA ; 7/, = 0, j=jA). Although, to our knowledge 
only atom-diatom problems have been treated, atom-polyatom problems 
are certainly feasible. Examples are the motion of 'ΓΙ around ReO,,, 
suggested by Istomin et al. [8] and SF
e
-Ar, for which a surface has 
recently been published [54]. The M f - L H 4 ~ problem has recently 
been treated in an approximation which involved freezing the distance 
R [55]. 
(4) If the rotational constants for one of the fragments or both are large 
compared with the strength of the anisotropic contributions in the 
potential, then the number of basis functions required for that fragment 
is greatly reduced. This is the case with most hydrogenic systems such 
as H 2 -H 2 , Hj-rare gas, where the H 2 monomers are practically unper­
turbed internal rotors, and, to a smaller extent, also with HCl-Ar, etc. 
(5) Other simplifications can arise from constraints that can be put on the 
motions of the fragments A and Bt due to the way in which the interaction 
potential depends upon their orientations. · A simple example is the case 
where the relative motion of A and В is confined to one torsional angle 
around the R-axis, such as the internal rotation around single bonds in 
molecules, for example ethane C 2H 6 . Then, we can put KA = КB = 0, 
use the quantum numbers Л 4 = | М ( | , А])=\М1І\ and maintain one 
internal angle only, ф = фц—ф.і, in the basis (37). This case has been 
treated by Ilougen [56]. A similar case is the (semi-) rigid bender 
model of Bunker et al. [20, 21]. 
So, although the solution of the rovibrational problem for the interaction of two 
general polyatomics is still some way off, there are several interesting problems 
that can be tackled within the scope of the formalism presented here. It should 
be remembered, moreover, that before a rovibrational calculation can be per­
formed it is necessary to have a potential surface for the system. This potential 
can be obtained from ab initio calculations [44] or from experimental data but, 
if it is to be in any way realistic, its construction is likely to be considerably more 
expensive than the rovibrational calculations which use it. 
APPENDIX A 
Three-angle embedding 
In §§ 2 and 3 we have used a rotation over two angles, α and β, to define the 
body-fixed frame with respect to the space-fixed one. This leaves us free to 
define a third angle of rotation γ to fix completely the frame in the system AB. 
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We can choose that angle by embedding one of the particles, say the last particle 
of monomer A with coordinates 2
Λ
^-ι^ in the original (partly) body-fixed frame 
of § 2, in the xz plane of the new (completely) body-fixed frame. If the polar 





 —r are (0, φ), the rotation angle γ must be equal to 
φ, so that 
/ 
r' = C ' r r = 
r sin θ\ 
0 
τ cos І 
( A l ) 
with 
/cos φ —sin φ 0\ 
С = sin φ cos φ 0 
\ 0 0 l, 
The coordinates of the other particles in the new body-fixed frame are 
і , ч = С ' ' * Л for ί = 1 , . . . , Λ ^ - 2 , ί 





The transformation of the angular momentum operators proceeds along the 
same lines as in § 2. The gradients and angular momenta of all particles referred 
to by (A3) retain the same expressions in the new coordinates, г,'А and z,'B. 
It is convenient to define a new angular momentum operator 
ΝΛ- 2 SB - 1 
î'= Σ Ι(*,^)+ Σ Κ*,'*) 
м = 1 >=1 
(A4) 
which is different from j in that the first summation is restricted to (NA — 2) 
particles on A. Using this definition, we obtain 
!(*,) = €'Кж,') 
with the following expressions holding for the components of J in the new 
coordinates z,' 
Λ = ƒ * + « * 
У' ~ІЧ} 
• -- - — 
JV-JV + JM· 
h
 i af 
(А 5) 
The transformation for the total angular momentum operator is 
3(z,) = C '7( 2 l ' ) 
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with in the new frame 
j , = - ( sin φ ZTT, — cosec ρ cos <¿ — + cot ρ cos φ —-
г ^ dp σα б^ 
f * / . S л · , Э о · ι S 
• ' ι # = _ . I c o s 9 T S + cosec β sin ψ - — c o t ρ sin ψ-— 




This operator has now obtained its familiar form in a completely body-fixed 
frame [3, 4] and, in contrast with (21), its components satisfy the commutation 
relations usually called anomalous (ξ, η, ζ = χ, у or г) 
[ Λ . Λ ] - - * β ί » Λ ( А 7 ) 
They are different from the commutation relations of the space-fixed compon­
ents only by the minus sign. Also, we recover the relation 
J'-JJ+JS+J* (A 8) 
contrary to (25) in the partly body-fixed frame. On the other hand, we find 
that 
^(z i) = C ' j ( z l ' ) .C ' î ( z i ' ) 
~jt* + cosec 9jv sin θ;
υ
 +jt* (A 9) 
and, analogously 
Î . 3 =jxJx + cosec djy sin θ Ju +jzJ¡. (A 10) 
Finally, we look at the transformation of the hamiltonian. First, we consider 
the monomer terms К у in the kinetic energy operator (6), which obtain the same 
expressions (23) in the partly body-fixed coordinates if as they had in the space-
fixed coordinates t / ' . If we use these expressions, then the result for monomer 
A will become very messy in the completely body-fixed frame. The reason is 
that all the (non-diagonal) \7(z,'''). V(z/') terms in (23) which involve the 
particle ζ,ν,,-Η will have to be replaced by complicated chain rule expressions. 
If, instead of the coordinates ti defined by (4), we define Jacobi coordinates t/, 
which makes G^ diagonal as in (7'), then all monomer A terms with t = 1, . . ., 
NA —2 remain form-invariant, as well as the monomer В terms » = 1,. . ., Nn— 1, 
and we have to use the chain rule only for the term with i = NA — l. For this 
term in £A we can write 
V'(zA,V) = VV) = ' - 2 [ | / 2 | + Q)V(r)] (A 11) 
and apply some of the results just obtained for the angular momenta 
Кг)-К.^,-і-ГІ 
*(r)=f+p-2r.î J 
with/2 given by (A 9). 
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So, let us assume at this point that all the transformed coordinates z/' in (A 3) 
and r in (A 1 ) actually originate from Jacobi coordinates t ( ' , where μτ is the mass 
of the reduced particle t ' ^ ^ - ' = Czy^-^. For the other kinetic energy term 
in the hamiltonian, ^ ι χ τ , see (26), we can directly use the angular momentum 
results, (A 8) to (A 10), and the final expression becomes, in completely body-
fixed coordinates 
ΝΛ-1 1,2 .Vu - 1 f.2 
. = ι ¿μ, . - ι 2/1, 
***• г*
 Λ 2
 эя - [і^+ъ& Jc o s e c ö э в s i n ö Se 
+ ¿ i [ J , , + ^ > + " > t 1 ^ . , - * ( 2 ^ 4 c o t ö i j ^ + cot Ö(JXJ2 + J A ) 
- 2(/V Л + V Л + c o t 2 *U Л) - 2 cot 0 (/
x
' J , +ƒ,' J j ] 
- 2 ^ 4 r 2 | + 2 - ^ C O S e c 2 Ö [ ^ + ^ - 2 ^ J ' ] + V · (A13) 
This hamiltonian reduces to that obtained by Tennyson and Sutcliffe [10] for 
the atom-diatom problem by setting iV^ = 2 and iV .^ = 1, that is, omitting the first 
two terms and all the terms with \ . In the atom-diatom case it is convenient 
because τ can be identified with the diatom bond length and we have no further 
internal monomer coordinates. Still, one has to be careful with the singularity 
at 61 = 0. 
For larger systems it is clear that this hamiltonian (A 13), although it contains 
only normal angular momentum operators J and j ' , is not as useful as the one 
obtained from the two-angle embedding, given in § 2. First, the separation 
Й = Й
А
 + Й1і + НІуТ is destroyed by taking one (Jacobi) coordinate out of 
monomer A and we can no longer follow the solution strategy outlined in § 3. 
Secondly, the symmetry between the two fragments A and B, although formally 
still present, is no longer reflected by the form of this hamiltonian. Especially 
when the two fragments are identical, this symmetry can be very helpful in 
simplifying the solution (see the conclusions in § 4). Thirdly, there is a 




 = г, that is chosen 
to fix the third embedding angle, see (A 1 ), lies along the vector R between the 
centres of mass. 
APPENDIX В 
Action of pseudo-angular momentum operators on body-fixed basis 
In order to derive the action of the components of the pseudo-angular 
momentum operator 3, defined by (20) on the basis (37), we apply a simple 
coordinate transformation. In the body-fixed coordinate system of §§ 2 and 3 
the orientations of the molecules A and В are given by the Euler angles 
ω
. ι ={Фл> ΘΑ< ΦΑ) a n d ШИ = {ФИ> Н>ФІІ\ respectively, and the angles (β, a.) 
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we introduce the new angles y = <^ .1 and ф = фц — фА. The angle φ is actually 
a true internal angle of the dimer AB, while γ is the third overall rotation angle 
if we embed the body-fixed frame with its xs-plane containing the local oaxis 
of monomer A. We shall not perform the three-angle embedding transformation 
on the hamiltonian, however, since this leads to the problems outlined in 
appendix A. 
It is easily proved that the basis (37) can be rewritten in terms of the new 
angles as follows 






ы\ф, „, φ,,) 
IÌA. IÌB 
x <JA^AJjs^n\J^>^MniJ4^ ß, У). (В 1 ) 
The components of J (20), contain the operator 
Using the chain rule again, we find that 





 ΰφ Эу а^ 
а _ Эу a дф а _ а 
дф
в
 дфв ^Υ дфд дф дф 
so that j ; in the new coordinates reads simply 
( B 3 ) 
* - * £ <B4> 
Substituting this into the expressions (25) and (20) we observe that J 2 and Jt 
obtain their usual forms [42] in terms of the body-fixed frame angles α, β and γ. 
They only operate on the last factor in the basis (B 1 ) and they yield the regular 
results 






<·"·(«. β. Υ)- \ 
The operators J± =JX + iJy defined by (41 ) we can call pseudo-shift operators. 
Substituting the result (B 4) for j t again and comparing them with the regular 
expressions for step-up and step-down operators J'± [42], we observe that they 
are related to the latter by 
J ± = e x p ( + iV>/'±. (B6) 
Acting with those operators on the last factors in the basis (B 1) 
ΛΑ,/n<•"'(«, /3, y) = exp ( Т і Ж : О




Λΐα±ι«'\*, β, 0) exp (ΐΩγ) (Β 7) 





, we obtain the desired result for the action of J± on the original basis (37). 
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S e c t i o n 1 . 2 
THE CALCULATION OF RESONANCES BY AN L2 METHOD; 
ROTATIONAL RESONANCES OF H2Ar 
G. Brocks 
Institute of Theoretical Chemistry 
University of Nijmegen 
Toernooiveld, 6525 ED Nijmegen, The Netherlands 
Abstract 
A method is proposed for calculating the positions and widths of 
resonances, using an L2 basis set. A variational calculation with such basis 
yields a dicretised resonance phase shift. The resonance parameters are 
obtained by a fit of this phase shift to a Breit-Wigner curve. The accuracy of the 
method, which is generally applicable, is tested on the rotational resonances of 
the van der Waals complex HiAr, using a number of different basis sets. The 
method is very fast and yields fairly accurate results for both the positions and 
the widths of the resonances. 
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1. Introduction 
It was first noticed in nuclear physics, that certain reaction cross sections 
were abnormally large for particular energies. These peaks, which were called 
resonances, were interpreted by assuming at these energies the existence of 
quasi-stable nuclear states as intermediates. In recent years resonances or 
predissociating states of van der Waals molecules have attracted much attention 
[1,2]. Especially dimers have been subjected to detailed theoretical and 
experimental investigations. In a predissociation experiment, a van der Waals 
complex of stable monomers is prepared in a state in which a monomer is 
vibrationally and/or rotationally excited. The excitation energy can 
subsequently be converted into intermolecular translation energy, which then 
results in dissociation of the complex if this excitation energy exceeds the van 
der Waals binding energy. Vibrational predissociation (with the monomer 
vibrationally excited) is used in particular to study the dynamics of energy 
conversion and reaction kinetics [2,3,4]. If the excitation and de-excitation 
proceed according to the same mechanism, as in a scattering experiment, the 
excited state with finite lifetime τ is called a resonance state. In a spectroscopic 
experiment these resonances, which are embedded in the dissociation 
continuum, can sometimes be observed. A transition to one of these states 
results in a homogeneously broadened line, where the width of the line is given 
by Γ = ϊι/τ· 
Rotational resonances (where a monomer is rotationally excited) have been 
observed in bulk gas infrared spectra of rare Нг-гаге gas complexes and their 
isotopes [5,6]. They have been used to extract detailed information about the 
intermolecular potential [7-9]. In (02)2, (N2)2, ОгАг and Ν2ΑΓ complexes, 
which have also been studied by bulk gas infrared spectroscopy [10-12], it is 
believed that rotational resonance states play an important role in the spectrum 
[13,14]. However, because of the unresolved rotational fine structure, the 
assignments are not yet clear in this case. 
An accurate computational method to obtain information about continuum 
states is a close coupling calculation, where the asymptotic properties of the 
scattering functions are obtained numerically [9,15-23]. A detailed calculation of 
this kind has been made on ArHCl by Ashton et al. [24]. The location and 
characterisation of resonances then involves a fit of the calculated phase shift to 
a parametrised (Breit-Wigner) expression. Because the phase shift has a strong 
energy dependency in the neighbourhood of a resonance, a fine energy grid has 
to be used (and at each energy a close coupling calculation has to be done). 
These accurate calculations are therefore costly, except for systems where the 
number of coupled channels is limited, such as Нг-гаге gas. In that case it is 
useful, because detailed spectroscopic results are available [5,6]. However, this 
is not the case for other systems [10-14], where the experiments are not so 
detailed, the number of coupled channels is moderately large and a large 
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number of resonances have to be calculated (e.g. for every overall rotational 
state of the complex, many of which are thermally populated). More 
approximate methods therefore could be very helpful. 
On the other hand, bound states of van der Waals complexes can be 
calculated efficiently, by projecting the close coupling problem on the space 
spanned by an L2 basis set in the dissociation coordinate. The calculation is 
thereby reduced to a secular matrix problem [7,8,25-27]. As narrow resonances 
very much resemble bound states, one might expect bound state methods also 
to be helpful in calculating resonances. A procedure based on this idea was 
developed by Grabenstetter and Le Roy [28], using the Fano theory for the 
mixing of a discrete state with a continuum. The method which we will describe 
in this paper uses an L2 discretised resonance phase shift. (The meaning of this 
will be described later on.) The discrete phase shift will be used to extract the 
resonance parameters by a fit to a Breit-Wigner line shape. These parameters 
can then be optimised by varying parameters in the L2 basis set. The resonances 
are thus obtained from the same calculation as the bound states, using only a 
slightly extended basis set. An assignment of approximate quantum numbers is 
therefore possible in the same way as for the bound states [14,25-27]. (This is 
not possible in exact close coupling calculations, as only the asymptotic 
behaviour of the wave functions is known, cf. réf. [24]). As the resonance 
states are expressed as linear combinations of L2 basis functions, matrix 
elements between them and the bound states are easily computed. Therefore, 
calculated bound-bound transition spectra [14], can be extended with bound-
resonance and resonance-resonance transitions. 
In section 2 the scattering resonance theory is reviewed and the method of 
the discrete phase shift is explained. This method is very general but it will be 
applied to the well studied test case of the rotational resonances in НгАг [9] in 
section 3. Two different types of radial basis sets are tested with respect to the 
ability to yield accurate resonance parameters. Finally, section 4 presents the 
most important conclusions. 
2. Theory 
2.1. Resonances 
The formal theory of scattering resonances is well established. The main 
results have been obtained using several different approaches [29-34] (reviews: 
[35,36] and textbooks: [37,38]). In the case of only one open channel and 
isolated resonances, the phase shift can be split in a so-called "direct" and a 
"resonance" part: 
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δ ( £ ) = bd(E) + Ò[(E) (1) 
where E denotes the total energy and i labels the resonances. The resonance 
phase shift takes account of the excitation of a long-lived intermediate state | i > 
in the scattering process, whereas the rest describes the so-called direct 
scattered part. The latter (bd) is a slowly varying function of the energy; the 
resonance phase shift can be parametrised by the well known Breit-Wigner line 
shape 
à[(E) = arctan Γ,(£) 
2[Et(E)-E] 
(2) 
Neglecting the direct scattered wave [31,32], the resonance scattering cross-
section is described by a Lorentz line shape with parameters Γ, and £,, which 
explains the names "width" and "position of the resonance" for these quantities. 
Eqs. (1) and (2) can also be applied in the multiple open channel case, if 
the S -matrix eigenphase sum δ is used instead [24,39] 
δ ( £ ) = Σ àn(E) (3) 
η 
where η labels the open channels and the δ
η
 are obtained from the 5-matrix 
eigenvalues: e ". 
An explicit expression for the resonance parameters can be found by using 
the Feshbach partitioning theory of scattering resonances [29,30,36-38]. The 
isolated resonance i is described in terms of a localised discrete state | i > 
interacting with one (in the case of one open channel) or more (for multiple 
open channels) continua. Normally one uses outgoing wave boundary 
conditions to describe the continuum states, which leads to complex wave 
functions. Fano [31,32,40] used the standing wave boundary condition instead, 
which is of course equivalent [37,40], and leads to a description in real 
functions. Denoting the L2 state as | г>, defining Q as the projector on the 
space spanned by this state and Ρ = 1 — Q, the resonance parameters Γ, and 
£, can be written as: 
Γ, ( £ ) = 2π <i | QHP δ ( £ - PHP ) PHQ \ i > (4) 
= 2 π Σ | < / | Я | £ , п 0 > | 2 
π 
where | £ , η 0 > is a continuum eigen state of PHP; E is the energy and η labels 
the open channels; δ denotes the Dirac delta function in this case. 
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E,(E) = <i\QHP P.v. (Ε-PHP)-1 PHQ\i> (5) 




= (2я)-> P.v. J dE' L S . 
where P.v. indicates the Cauchy principal value [41]. 
2.2 Calculation of resonance parameters 
The theory of scattering resonances will be applied to the collision of two 
molecular fragments. One introduces a complete basis set for the angular 
coordinates which describe the orientations of the fragments, subject to the 
condition of conservation of total angular momentum and parity. The 
Schrödinger (or the equivalent Lippmann-Schwinger) equation is then 
transformed to a coupled set of differential (or integral) equations in the radial 
coordinate (i.e. the distance between the centers of mass of the two fragments). 
These are called the close coupling equations [15,16,37,42]. The most direct 
approach is the numerical solution of these equations for a given energy, using 
R matrix or equivalent propagator techniques [9,17-24]. Such a calculation 
yields the scattering S-matrix, which by extracting the phase shift (sum) can be 
fitted to Eq. (1). A simple parametrised expression (linear [9] or quadratic [24] 
in the energy) for òd is assumed and, together with the resonance parameters, 
these parameters are optimised to obtain a best fit. A complete description of 
the method is given by Ashton et al. [24]. Most of such calculations involve 
atom-diatom and/or near isotropic systems, where the number of coupled 
channels is limited. Even then, the calculations become very involved and a 
number of approximations have been devised [9,30,35], not always succesfully 
[9,24]. 
An alternative approach uses directly Eq. (4) to obtain the width of a 
resonance [43]. Solving the problem represented by the Hamiltonian QHQ by 
close coupling propagator от L2 basis techniques, yields the discrete state | i > . 
The equivalent problem represented by PHP gives the continuum states 
\E,n0>. The width is then calculated by evaluating the Fermi Golden rule 
expression of Eq. (4). The position £, must be obtained by a numerical 
quadrature of the principal value integral of Eq. (5), which is a tricky numerical 
procedure, because one needs a high quality numerical approximation. In a 
related method, one uses an L2 basis in the radial coordinate to approximate 
the continuum states | £ , n 0 > . The secular matrix problem with the Hamiltonian 
PHP then yields a discrete set of states | ε ,η 0 >, which represent the continuum, 
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but which have a different normalisation as compared to true continuum states. 
Therefore, Γ, cannot be obtained directly from Eq. (4); so-called imaging 
techniques are required [44,45,46]. Other methods for the calculation of 
resonance parameters involve complex coordinates and/or complex functions. 
The complex scaling method allows a direct simultaneous calculation of both 
resonance parameters. By rotating all coordinates in the complex plane the 
resonances correspond to eigenvalues E,—i Γ,/2 of the complex Hamiltonian, 
which are stable with respect to the rotation [47]. This result is often used in 
combination with the stabilisation method [48], where again a L2 basis set is 
used for the dissociation coordinate, but now for the projection of the full close 
coupling problem which then reduces to a secular matrix problem [7,8,25-27]. 
The negative eigenvalues are approximations to the bound state energies; the 
positive ones in principle give information about the continuum [44,45] and thus 
about the resonances. In contrast to continuum states, bound states are L 2 
themselves, so they can be represented much more accurately in such a 
calculation. However, narrow resonances resemble bound states very much and 
may be represented reasonably well also. When a well saturated basis set has 
been obtained, the eigenvalues corresponding to the bound and resonance states 
will hardly change if some parameters in this basis set are varied by a small 
amount. On the other hand, the eigenvalues describing the badly represented 
continuum states can change considerably. This is the basis of the stabilisation 
method for identifying resonances [48,28]. The eigenvalues, as functions of the 
basis set parameters, are then analytically continued in the complex plane in 
order to find the stable points, which correspond to resonances [49-53]. 
The method which we describe in the next paragraph also uses the 
stabilisation method. The discrete states with positive energies that originate 
from a calculation with a L2 basis are known in some cases to constitute a 
generalized Gaussian quadrature to the continuum part of the spectral 
resolution [44,45,54]. As is described in the next section, they can be used to 
give a discrete approximation to the resonance phase shift. 
2.3 Discrete approximation of the phase shift 
Using Levinson's theorem [55,37 p. 103], we can write the phase shift as: 
E 
ô(£) = πη + J аШІ dE' (6) 
where и is the number of bound states. The phase shift derivative can be 
related to the change in the density of states [37]: 
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^ g l = π [ρ(£) - ρ0(£)] (7а) 
where 
ρ(£) = 7>[δ(£-Η)] (7b) 
ρο(£) = Гг[о(£-Г)] 
ρ(£) is the density of states corresponding with the Hamiltonian Η and ρο(£) is 
the density of states in the free particle case, for which Τ is the kinetic energy. 
Defining | £ ,n > as a continuum state of Η, we can write 
Q(E) = Tr[(P+Q)b(E-H)] (8) 
= Tr[P δ{Ε-Η)] + 2 |<« |£ ,п>| 2 
using the same notation as in Eqs. (4) and (5). The difference between the first 
term at the right hand side of Eq. (8) and ρο is a slowly varying function of the 
energy £ ; it contributes to the so-called direct or background scattering phase 
shift. The last term at the right hand side of Eq. (8) is called the density of state 
| i> at the energy £ , or the line shape Д ( £ ) [37, p. 184]. Using the Fano or 
Feshbach method [29,31,37], this contribution to the density of states, which is 
due to | i > , can be expressed as 
Γ 
M E ) =
 (Ε-Ε,ΫΗΓ,/ΐψ ( 9 ) 
If the dependence of the resonance parameters Γ, and £, on the energy is 
neglected in the neighbourhood of a resonance, the line shape is just the energy 
derivative of the resonance part of the phase shift, as can be seen from Eq. (2). 
This is usually a valid approximation [24] and the expression for the resonance 
phase shift is 
E 
Ò[(E) = π [η + J Д (£) dE] (10) 
о 
with Al given by the last term of Eq. (8). In the following, we consider only this 
resonance part of the total phase shift. 
Note that the expression in Eq. (10) is of the type discussed in the 
Appendix. So following the general discussion in the Appendix, we can make a 
discrete, L2 approximation to the phase shift: δ'. Let |г> represent a discrete 
state orthogonal to the continuum (or continua), but interacting with it, as in 
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the discussion of Eqs. (4), (5) and (8). It can be expanded in an orthogonal L2 
basisset {[u^} 
|ΐ> = Σ*/Κ> (H) 
ι 
Let the continuum also be represented by an orthogonal L2 basisset {|vA>}, 
which is orthogonal to {|u ;>}. In this approximation, the discrete states which 
are associated with the coupled problem, can be expressed as 




On, = cnbj 
The assumption that only one | i> state is involved, is essential to the notion of 
isolated resonances [29,30,35-37]. Equation (12) implies that in principle the 
states | φ
η
 > can be found directly from a calculation in the complete basis set 
{ |" ;>} U {!"*>} (13) 
The discrete line shape can then be defined as 
Än = |<Φ„|ι>|2 = Σ k j 2 (14) 
1 
It can be used to generate a discrete approximation to the resonance phase 
shift, following the general reasoning in the Appendix 
S[ ( ë j = π "Σ Äm (15) 




 = \4 (ε,+£„_!) (16) 
Here ε
η
 are the eigenvalues from the L2 calculation using the complete basis of 
Eq. (13). In practice we use the eigenfunctions from that calculation to obtain 
the coefficients an¡ in order to calculate Án. These functions are not exactly 
equal to those of Eq. (12). Due to the incompleteness of the basis {|vÄ>} and 
its inability to represent the continuum exactly, the coefficients an¡ in general 
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cannot be expressed as a product, as in Eq. (12). In other words, one could say 
that the definition of | i > depends somewhat on n, and one should write | t„> 
instead of | i > in Eq. (14). In this respect, the situation differs from that 
discussed in the Appendix and the inaccuracy which is introduced by this 
procedure adds to the errors that are discussed there. 
The approximation given by Eq. (15) is undetermined at points other than 
ε
η
, except at £ = 0 where Eq. (15) is exact, provided that the calculated number 
of bound states is correct. In the limit of the L2 basis reaching completeness, 
one can prove (see Appendix) 
Urn б; ( £ ) = δ,' ( £ ) (17) 
The resonance phase shift will be a rapidly varying function of the energy. 
In the typical situation considered here, the spacing of the eigenvalues ε
η
 is 
much larger than the width Γ, of the resonance. So methods relying on 
numerical differentiation of the discretised phase shift (see Appendix) will not 
give reasonable results. Otherwise, we could have differentiated δ,Γ and used 
2 
Eq. (9) to find a maximum of — at £ = £,. For the same reason, moment 
imaging techniques, succesfully used in the description of many continuum 
phenomena [45,46,56,57], are not appropriate here. 
The method, which we use, is based on a fit of calculated points by the 
Breit-Wigner functional form, cf. Eq. (2). In principle, all discrete points given 
by Eqs. (15) and (16) could be used in this fit. However, the error in the line 
shape Ä„ (i.e. in states | φ „ > and | i„>) is mainly caused by the incompleteness 
of the basis { |ν*>} which describes the continuum. So this error is larger if 
| φ
η
> has a large continuum component. We observe the following behaviour: if 
the discrete line shape Án is small, the error is large and vice versa. The values 
Án and 6n are thus reliable only near a resonance. As the spacing between ε
η
 is 
larger than the width of the resonance, one distribution | φ „ ( £ ) | 2 essentially 
covers the whole resonance. In the L2 calculation the resonance is therefore 
confined to one point t„. We can write 
7iÄn = δ(ε




using Eqs. (2) and (15). We can express the resonance width Γ, as: 
Γ,/2 = 
ь











Using the discretised phase shift difference in this way disposes of the error 
accumulated by adding Äm for all m<n, see Eq. (15). As the phase shift is a 
rapidly varying function, the choice of the points ε
η
 , ε„
 + 1 is not as clear as in 
the case discussed in the Appendix. However, the points given by Eq. (16) 
seem to be a reasonable choice: 
ε
π
 = гІЕп-і + ε
η
) and ε
π + 1 = VI(E„ + εη +,) (20) 
The resonance parameters are obtained as follows; the second term under the 
square root in Eq. (19) has a maximum for E, halfway between ε
π
 and ε
η + 1 , or 




If we use ε
η
 as an estimate for E, in Eq. (19) to calculate a width Γ,", we obtain 
the following relation from Eqs. (19)-(21) 
Γ" Ss Γ (22) 
where the equality sign holds only if £, is exactly equal to ε„. Most L2 basis sets 
contain one or more parameters by which the basis can be varied. These can be 
adapted to minimise Γ", which then yields the optimal resonance parameters by 
Eqs. (21)-(22). 
This procedure was also applied by Grabenstetter and LeRoy in a 
somewhat more intuitive way [28]. They use a symmetric choice of points ε
η
, 











η+1 - εη^) 
Using Eqs. (19), (21) and (23) this leads to 




π +ι—εη_ι) is exactly the spacing of neighbouring quasi-continuum 
states. The precise choice of points ε„,ε
η + ι is not very important if their 
spacing is sufficiently large. From Eq. (19) follows the dependence of Γ, on 
these points: 
Γ,(ε+Δ) « О 1 + 
Δε 
Γ, (ε) (25) 
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Fig. 1 Explains the procedure outlined in Sees. 2.3 and 2.4. The stepped curve represents the 
discretised phase shift (cf. Eq (5)) and the smooth curve represents the Breit-Wigner curve, fitted to 
the points £„ and ε
η + 1 with parameter £, = ε„, cf. Eqs. (18)-(21). 
Δε the spacing between successive eigenvalues. 
The major contribution to the change of Γ," as the radial basis set is varied 
is therefore not due to the shift of the eigenvalues ε
η
 but to the variation of the 
line shape Án. Near a resonance Än = 1, so Γ, is strongly dependent upon 
small changes in Ân. 
As discussed in the previous section, the error in the discrete phase shift is 
relatively large at points ε
η
 where the contribution from the L 2 basis 
representing the continuum is large. In other words, the error in Eq. (18) is 
minimised by maximising Л
п
; then the resonance is optimally covered by one 
distribution І ф л ^ ) ! 2 . If the distribution \$
n
(E)\2 is more or less symmetric 
around ε
π
, the optimal coverage is obtained when the resonance line shape 
peaks at ε
η
, cf. Eq. (21). The optimisation of the radial basis set by minimising 
Γ" or by maximising Än are thus equivalent. In fact, the procedure by which 
the resonance parameters are determined using Eqs. (18)-(25) is equivalent to 
fitting a Breit-Wigner curve to the points (£ ,δ(£)) = {t
n
,8{t
n)), (E-n + b6(e-n + 1)) 
which has its midpoint at Ε, = ε
η
 ; this is shown in Fig. 1. 
One should be careful when the spacing between the quasi continuum 
states is larger than the spacing between the resonances. If the former is larger 
than the width of the individual resonances, the distribution | ф
я
( Е ) | 2 still 
covers a resonance. In principle this case should be treated by calculating the 
interaction between | i > and the (discretised) continuum for one Í at a time by 
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an L2 calculation; the optimisation procedure should then be applied for each 
resonance separately. However, it is techniqually difficult to separate the 
resonances (it involves projecting on | t> etc. ) and one combined L2 
calculation is most convenient. Still the interaction between the resonant states 
is small (it involves indirect coupling via the continuum). So the discrete line 
shape Än is still accurate for each resonance, if the L2 basis is optimised. But in 
calculating the widths Γ, for each resonance by Eqs. (19)-(24) one should use 
neighbouring quasi-continuum energies ε
η
_ι, ε„+ 1 and not points belonging to a 
neighbouring resonance. These energies are difficult to obtain, when the local 
spacing of quasi-continuum states is disturbed by the clustering of some 
resonances. In that case it is advisable to approximate the spacing of continuum 
states by extrapolation from a range containing no resonances. This will be 
discussed in detail in the next section. 
In order to test the reliability of the method described here, the well 
documented case of rotational predissociation of the molecule W^Ax [9] will be 
studied in the next section. 
3. Rotational resonances of НзАг 
3.1. Method 
The procedure outlined in the previous section will be applied to rotational 
predissociation of the molecule НгАг, where the metastable state | Í > is a Η2 
rotationally excited state. The anisotropy of the Η2ΑΓ interaction potential 
causes coupling of the H2 rotation with the dissociation coordinate, which is the 
distance between the H2 center of mass and the Ar atom. As the rotation 
constant of H2 is large (relative to the well depth of the interaction potential), 
this coupling takes place in the translation continuum. 
This example has been studied extensively, both experimentally and 
theoretically (see refs. [5,6,9]). Besides a number of calculations using various 
approximations, accurate close coupling results are available [9], based on an 
accurate interaction potential [8]. This molecule is therefore suitable to test new 
methods. As an example for rotational predissociation it is somewhat atypical; 
the resonances are very narrow, due to the fact that the potential is only slightly 
anisotropic (compare ref. [24]). 
The spacing between the H2 vibrational states is much larger than the 
spacing between the bound states. The coupling between these types of motion 
is small, as is demonstrated by the very slow vibrational predissociation process 
[9,58]. It is therefore a good approximation to consider the complex in a pure 
and non-decaying H2 vibrational state. The effective Hamiltonian for this system 
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in vibrational state | ν > in space-fixed coordinates is then 
i 2 f2 ti2 a 2 
Η = —L-^r + - ^ - 5 - - -^— -Irr R + VV(R,B) (26) 
2μ(ίΓν
2
 2μR2 2μR dR2 K ' У ' 
where 
R is the vector from the center of mass of H2 to the Ar atom 
θ is the angle between the diatom axis and R 
j is the angular momentum of the diatom 
t is the end-over-end angular momentum, which is associated with R 
μ is the total reduced mass of the complex 
μ^  is the reduced mass of the diatom 
r
v
 is the vibrationally averaged diatomic bondlength 
Vv is the vibrationally averaged potential (see ref. [8,42]). 
The Schrödinger equation for this Hamiltonian is variationally solved in the 
basis 
PV [ l /m ;>® K m f ^ ' x J K ) (27) 
where Ì,M denotes an overall angular momentum state (note that the overall 
angular momentum is a constant of the motion, so J and M are exact quantum 
numbers). Pr is a projection on an irreducible representation of the 
permutation-inversion symmetry group (the permutation of the H2 nuclei and 
space inversion generate a symmetry group of the Hamiltonian 
[8,14,26,27,59,60]). Because of the weak anisotropy of the potential and the 
large H2 rotational constant, there are, besides the exact quantum numbers J 
and M, also the approximate labels j and С We study the j=2 resonances 
including only basis functions with ; = 0 and 2 ( ƒ = ! is excluded for symmetry 
reasons); the possible € values are then determined by J and by the 
triangulation rule implicit in Eq. (27). χ„(Λ) denotes the L 2 radial basis set; a 
number of different choices for this basis are discussed in the next sections. 
3.2. Numerical basis 
As in Ref. [28] we use a numerical basis set, generated by solving the 
radial Schrödinger equation for the isotropic part of the interaction potential by 
Numerov-Cooley integration [61]. (The parameters used for the integration are: 
3000 mesh points starting at 3.4 a0 with step size 0.027 a0 and energy 
convergence criterion 1.10"10 cm - 1) . The number of bound states supported by 
the isotropic potential is too small to generate a basis that converges the bound 
states of the full potential. Furthermore, we want some basisfunctions to 
represent the radial continuum. Therefore at R = Rwaii a potential wall is 
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erected and the isotropic potential including the wall are used to generate the 
radial basis. We use a wall of finite height instead of the infinite height applied 
in ref. [28]; the basis functions are then damped beyond the wall positions, 
instead of suddenly cut off. This basis is used to solve the original problem with 
the full potential. HjAi is atypical also in other respects. H2 is very light, 
leading to large amplitude motions. So the wall must be positioned reasonably 
far out to obtain meaningful results. Moreover, as the H2 rotational constant is 
very large, the j=2 resonance is high in energy, and many radial basis functions 
have to be included to represent the continuum region around this resonance. 
In order to optimise the resonance, the basis parameter which can be varied 
here is the position of the wall: Rwaii. The ground state (ƒ,/,€) = (0,0,0) at 
—23.063 cm - 1 was converged within 0.003 cm - 1 using 16 radial basisfunctions 
with Rwaii = 20.4 a0 (and height 1000 cm'1). Table 1 gives a typical result for 
the search of the (JJ,() = (0,2,2) rotational resonance using 21 radial functions 
with energies up to « 580 cm - 1 (the j=2 open channel threshold lies at 336.7 
cm - 1 ) . Shifting the wall to the outside, the energies of the quasi-continuum 
states are lowered; the maximum in the discretised line shape (cf. Eq. (14)) 
gives the optimum line shape for the resonance or almost equivalently: the 
minimum in the width Γ. Resonances are always easily recognised by observing 
Table 1 
A search for the (J,j,t) = (0,2,2) resonance of Η2ΑΓ using a numerical radial basis set of 21 
functions (energies up to 580 c m - 1 ) by varying the position of the radial wall. Energies are relative 






























































(a) in units of R at minimum of iosotropic potential: Re = 6.8001 a0 
(b) cf. Eqs. (19)-(21) 
(c )c fEq . (24) 
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Fig. 2 Discrete phase shift for the НгАг , v = l, ¡=2 rotational resonance, using the numerical basis 
set with wall position at 6 05 a0 The markers indicate the points ε„. The phase shift is in units of 
π. 
the discretised phase shift (see Fig. 2 for a typical situation) and can already be 
located graphically within 0.5 cm'1 for any value of Л
и
,
д//. Shifting the wall to 
such an extent that the quasi-continuum eigenstates are shifted in steps of 
5.0-5.5 c m - 1 is sufficiently good to locate the resonance within 0.01 c m - 1 , and 
determine the width within 0.004 cm" 1 . Steps of 1 c m - 1 give the maximum 
obtainable accuracy with this basis. 
The optimised results are (Г,£) = (0.138, -20.727) cm'1 using Eqs. (19)-
(21) and Eq. (24). The (exact) close coupling results are [9] 
(T,E) = (0.110,-20.727) cm - 1 . So this procedure gives an excellent result for 
the position of the resonance. Both Eqs. (19)-(21) and Eq. (24) give a value for 
the width which is 25% too large. This is not too bad since the density of radial 
basisfunctions around the resonance is 1 per 38.7 cm'1, which is very small 
considering the width of the resonance. We have therefore used a very crude 
grid to represent the continuum. However, an increase of the density to 1 per 
17.4 cm'1 (wall position around 40.8 a0) did not change the results at all. The 
sources of error in Г and possible improvements are discussed later on. 
For J > 0, we find more than one resonance at a spacing which is less than 
the spacing of the quasi-continuum states. The widths of these resonances, 
however, are much smaller than their spacing, so they can be treated as isolated 
resonances; each of them is separately interacting with the continuum. We must 
be careful to use quasi-continuum eigenvalues e„_i and ε
Π + 1 in Eqs. (19)-(24), 
instead of neighbouring resonance energies, as was discussed in section 2. 
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Equation (24) contains only the spacing of the quasi-continuum states, in 
contrast with Eq. (19) which also contains the position relative to the resonance. 
If Ε
Π
 is the first resonance, this spacing is approximated by second order 
extrapolation 
($„+!-£„_!) = (tn-i-tn-z) + 2 με„_ 2 -ε η _ 3 ) - (εη-2-£η-ύ\ (28) 
If we use Eq. (19) we must take ε„ + 1 as obtained from Eq. (28); then the 
difference using Eq. (19)-(21) or Eq. (22) is small, as before. Using this 
approximation in Eq. (22) on the (J,j,() = (0,2,2) resonance of Table 1, gives a 
change of only 1,5% in Γ with respect to the earlier result, which is sufficiently 
good for our purpose. A higher order extrapolation procedure would involve ε, 
too far from the resonance and is not suitable for the approximation of the local 
spacing. 
Table 2 lists the results for all /=2,/=0, . . ,4 resonances using Eqs. (19)-
(24), as compared to the closed coupled results of Ref. [9]. Without the 
considerations above, the straightforward use of Eqs. (19)-(24) for clustering 
resonances clearly gives a large spread of the widths around the exact values 
and a large difference between Eq. (19)-(21) and Eq. (24). Using Eq. (28) 
instead improves the results significantly; all relative errors are of the same 
magnitude and in the same direction as the 7 = 0 result. The calculated 
positions of the resonances are excellent: they lie within the convergence error 
bounds of the close coupled results. The energy shift with respect to a 
calculation where only the ƒ=2 closed channel is included (i.e. only j=2 
angular basis functions) is == 0.02-0.03 c m - 1 . This shift is obtained within 0.001 
cm~
l
. All the widths are systematically 20-25% too high, but the relative 
widths of the resonances are represented very well. 
So far, all radial basisfunctions with quantumnumbers η from 0 to n
max
 (cf. 
Eq. (27)) have been included. In principle we need two types of basisfunctions: 
(a) functions with η from 0 to n^
aK to represent the bound states (or 
bound state part of the resonances), 
(b) functions with η from riç, to nfñax to represent the continuum around 
a certain resonance. 
So far we have implicitly taken n6 = n&ax + 1, but this is an unnecessary 
restriction. Using n^ax - 10 the ground state energy (J,j,i) = (0,0,0) is 
-23.056 cm - 1 (the fully converged value is -23.065 cm - 1) and the 
{J,jЛ) = (0,2,2) bound state energy (i.e. without inclusion of the ;'=0 open 
channel) is —20.791 c m - 1 relative to the ƒ =2 threshold (the fully converged 
value is -20.800 cm~x, see Table 2). Using then «δ = 14 and л^ах = 17 (i.e. 4 
basis functions in the energy range 262-378 c m - 1 ) to represent the coupling 
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Table 2 
Optimised ¡=2 resonance parameters for HiAr using the same radial basis as in Table 1, energies 




















































































































(a) cf Eqs (19)-(21) 
(ò)cf Eq (24) 
(c) cf Eqs (20), (24) and (28) 
(d) calculation with only j=2 angular basisfunctions 
(e)cf Ref [9] 
Table 3 
Increasing the density of radial basis functions around the (J ,;,€)=(0,2,2) resonance Only one 
basisfunction was taken to represent the bound state part, i e n§ l ax=0 giving a (7,;,£) = (0,0,0) 
ground state energy of -23 039 cm - 1 and a j=2 closed channel energy of -20 729 cm~l The 
parameters nc and π ^
β
, are chosen to obtain a more or less symmetric distribution of quasi 
continuum states around the resonance in the interval 295-335 c m - 1 All energies are relative to the 






































(α) in units of R
e
 (= 6 8001 α0) 
(fe) spacing between quasi continuum levels 
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with the continuum, yields the resonance parameters (Γ,£) = (0.139, -20.731) 
c m
- 1
. These results are in excellent agreement with the previous calculation of 
Table 1, considering that the bound state part is not fully converged with this 
basis. This result may be generalised: a good L 2 approximation is obtained if 
the radial basis is divided into two sets, one to represent the bound state part 
and one to represent the continuum around a certain resonance. The numerical 
basis set is suitable for this purpose. It can easily be divided, because the 
basisfunctions are physically related to the full potential problem. 
In all calculations up to now, the widths are larger than the corresponding 
close coupled values. An explanation for this discrepancy is given in the 
Appendix. The distribution | φ
η
( £ ) | 2 covering the resonance is very narrow, as 




η + 1 leads to an underestimate of the discrete line shape, which in 
turn leads to an overestimate of the resonance width, as can be seen from Eqs. 
(19) and (21). 
In principle one might expect the results to improve if the continuum is 
better represented, e.g. by increase of the density of radial basis functions 
around the resonance in question. However, in that case the representation of 
the resonance by a single step as in Eq. (18) becomes worse; the resonance is 
spread over more than one step. Per step, the influence of the (badly 
represented) continuum is enlarged, possibly resulting in larger errors in Än. 
Moreover, the dependence of the calculated Γ, upon small errors in the 
positions of the points €„ and ε
η + 1 is enlarged as can be seen from Eq. (25). 
These effects are observed in Table 3, where the density of radial basisfunctions 
is systematically increased (here only one basisfunction was taken to represent 
the bound state part, i.e. η„ 3 Χ = 0 giving a ground state energy of -23.039 
c m
- 1
 and a j = 2 closed channel energy of —20.729 c m - 1 ) . 
As outlined in the Appendix, one could overcome this error by using more 
than one step in Eq. (18), e.g. Ä„ + Ân+i от Л
л
_ 1 + Αη + Án+i instead of Án. 
Unfortunately, as explained in section 2, Âm for m Φ η is very unreliable 
outside a resonance. A conclusion from Table 3 is that the single step 
approximation is most accurate if the spacing of quasi-continuum levels is about 
100 times larger than the resonance widths. 
3.5. Basis with Laguerre polynomiah 
A basis set for the radial coordinate R, which is well tested on a number of 
bound state problems [25-27] is given by 






Un{y) = Nnae-yl2ybl2LZiy) (30b) 
and 
y{,R) =A e~m~R') (30c) 
L " is a generalised Laguerre polynomial [62] and Nna a normalisation constant. 
The functions Pn are solutions of the following differential equations [63] 
£- + (o-a+l)ß-r^- + 
dR2 K 'w dR 
(31) 




For certain values of b , A, a and β this equation is an eigenvalue equation 







 representing respectively the dissociation energy, the 
fundamental frequency and the equilibrium distance of the Morse potential [63]. 







and μ is the reduced mass of the molecular system. For the Morse potential, the 
index of the Laguerre polynomials equals α = A—(2n + l) and b = a—1 , but 
here we take α as a constant and b = α , and obtain thus a complete set of 
functions. The radial functions Я - 1 P„(R) are orthogonal on the interval (0,ac) 
due to the orthogonality of the Laguerre polynomials. The differential equation 
of (31) is then not an eigenvalue problem anymore, of course. 
This basis set is convenient for bound state calculations [25], also on 
systems more complex than the atom-diatom, because part of the radial 
integrals which occur in the Hamilton matrix elements can be calculated 
analytically and the rest by an efficient Gauss-Laguerre numerical quadrature. 
However, it is expected that the representation of the continuum by this basis is 
very poor and as such it is an excellent basis to test the limits of the procedure 







have to be optimised. A calculation using 11 radial basisfunctions with 
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parameters De = 52.3 cm ' , ü)e = 32.5 cm ' and Re = 9.75 «o converged the 
(У,У,€) = (0,0,0) ground state within 0.001 cm - 1 . 
In principle, each of these parameters could also be used to optimise the 
resonance parameters by shifting the quasi-continuum states. In practice, we 
choose (и
е
 as an optimising parameter, since on the one hand, the energy levels 
are very sensitive to R
e
 (thus introducing large shifts) and, on the other hand, 
they are not sufficiently sensitive to D
e
. As in Ref. [64], the index α of the 
Laguerre polynomials is chosen as the integer nearest to A (see Eq. (32)). 
However, when ω
ε
 is varied in search of a resonance, α is kept constant. 
(Changing this index would suddenly alter the character of the Laguerre 
polynomials, thereby introducing a discontinuity in the search.) As (л
е
 increases, 
the parameter β increases (cf. Eq. (32)), which means that the effective 
potential curves become steeper (cf. Eq. (31)). The quasi-continuum levels are 
then shifted upwards. 
Table 4 shows the energy levels resulting from a typical J = 0 run using 
this basis. It shows the large and rapidly increasing spacing of the quasi-
continuum states, which indicates the poor representation of the continuum. 
Furthermore, the following difficulty arises: the first state above the j=2 open 
channel threshold is certainly not a j = 0 quasi-continuum state, as can be 
observed from the energy spacings (it must be a ; = 2 quasi-continuum state). As 
we want to observe the coupling with the j=0 open channel, this state can not 
be used as ε
π + 1 in Eqs. (19) or (24). Again, it is advantageous to extrapolate 
the / = 0 energy spacing by Eq. (28) and use this in Eq. (24) to obtain the 
resonance width. The energy spacing in this case increases steeper than 
Table 4 
Energy levels resulting from a calculation with 11 radial Morse-Laguerre basis functions (cf. Eqs. 













































(a) (·/,ƒ,£) = (0,2,2) resonance state. 
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Table 5 
Optimised (/,;,ί)=(0,2,2) resonance parameters using the Laguerre basis set of Eqs. (30)-(32) (26 
functions), energies are relative to the y =2 open channel threshold of 336 7 cm~l 
index optimal extrapolated 
α ω,, ( c m - 1 ) E ( c m - 1 ) Γ (cm - 1 ) ДЕ(ст - 1 ) 
6 34 625 -20 732 0 135 87 66 
7 32 300 -20 730 0 135 88 22 
8 30 125 -20 732 0 134 88 54 
Table 6 
Optimised (y,;,f)=(0,2,2) resonance parameters using the analytical a = 6 basis set (cf Eqs (30)-
(32)) and varying the number of basis functions, energies are relative to the j =2 open channel 

































quadratically, so Eq. (28) probably underestimates the spacing. Using a higher 
order extrapolation, however, has the disadvantage of having to use points far 
from the resonance. 
Table 5 gives some typical results for the (J,j,() = (0,2,2) resonance using 
26 radial basis functions for a number of indices a. The results are fairly good 
(compared with Tables 1 and 2 ). Despite the large spacing of quasi-continuum 
levels, they are actually of the same quality as the results for the numerical 
basis. Again, the resonance parameters can be calculated as a function of the 
number of radial basisfunctions, included in the calculation. This is shown in 
Table 6 for α = 6. In general, several values of w
e
 give local maxima in Än (cf. 
Eq. (14)), as can be seen in the case with 21 basisf unctions. 
It is observed from this table that already for a fairly small basis, the 
results are reasonable. The same size of the basis was already needed to 
converge the closed channel part. So in this case, the resonance calculation 
takes practically no extra effort, compared with the bound state calculations. 
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4. Conclusions 
Bound states of molecular complexes are usually obtained by a variational 
calculation using an expansion in a L2 basis set. The negative eigenvalues of the 
resulting secular problem then approximate the bound state energies. Using the 
eigenstates which belong to positive eigenvalues, we are able to obtain 
information about resonances. We define an integrated line shape in terms of 
the overlap of the eigenstates with the closed channel basis functions. The line 
shapes are accumulated to give a discrete phase shift, which clearly shows the 
existence of resonances. This phase shift is then fitted to a Breit-Wigner 
parametrised form in order to extract the resonance parameters E¡ (position) 
and Γ, (width). These parameters have to be optimised by varying (the 
parameters in) the L2 basis set. 
This procedure is applied to the rotational resonances in the molecule 
НгАг, which has been studied previously by a number of methods. A numerical 
basis set is used for the dissociation coordinate, which is generated from the 
isotropic part of the interaction potential to which a finite potential wall at a 
certain distance R is added. The wall position is varied to optimise the 
resonance parameters. The calculated positions of the resonances are found to 
be in excellent agreement with accurate close coupled calculations. Because of 
the discretisation procedure the calculated widths are systematically too large by 
about 25%. The relative widths of the various resonances, however, are also in 
excellent agreement with the close coupled results. This particular type of basis 
can most conveniently be divided into two sets: one set of functions to represent 
the bound states and the bound state part of the resonances, and one set to 
represent the continuum around a resonance. This partitioning leads to 
excellent results, and the dimension of the secular problem for calculating the 
resonances is about the same as that used to calculate the bound states only. 
Using a Morse-Laguerre analytical basis set, which has been especially 
designed for bound state problems, the results are found to be comparable to 
the results obtained with the numerical basis. Again, a relatively small basis 
leads to satisfactory results. 
We are now extending this procedure to more complicated problems such 
a
s (N2)2 and N2Ar, where both a larger number of coupled channels and many 
more resonances are expected. This serves to supplement the infrared spectra, 
which have been calculated using transitions between bound states only, with 
transitions between bound states and resonance states. In other words, reliable 
spectra at higher temperatures than before [14] are now calculated. Thus, the 
comparison with the experimental results is improved and the role of resonances 
in these spectra is investigated. 
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Appendix 
In this appendix, we derive Eq. (15) for the discrete phase shift and we 
indicate the errors of the approximation involved. The discussion is somewhat 
more general than the example presented by Eq. (15). Let us start with a 
Hamiltonian H having a partly continuous spectrum and denote its continuum 
eigenfunctions by \E>. Define Pb as a projection operator on the continuum 
interval (0,¿>) 
ь 
Pb = J \E><E\dE (Al) 
о 





= ƒ |<Ti) |F |£:>|2d£: 
о 
where F is a certain operator and | ψ > is a square integrable state, not 
necessarily an eigenstate of Η . An example of such an expression is found in 
time-dependent perturbation theory. A bound state of the unperturbed 
Hamiltonian is represented by | ψ > and a continuum state by | £ > . If F is the 
evolution operator involving the complete Hamiltonian, W{b) is the probability 
of the transition from | ψ > to a state in the interval (0,¿>) [65]. We meet 
another example in section 2 of this paper, where W{b) represents the 
functional part of the resonance phase shift, cf. Eq. (10). (We have used there 
the notation |¿> instead of | ψ > and we have set F = /, the identity operator.) 
In order to circumvent problems with the formal treatment of the 
continuum, we will simplify the expressions (Al) and (A2). We enclose the 
system in a very large box, or use any other suitable device, such that the 
eigenfunctions of the new system's Hamiltonian resemble true continuum states 
over a large domain of configuration space. Outside this domain, which is 
determined by the box dimensions, the functions are made to vanish rapidly (or 
abruptly). We have then obtained a countable set of states, which can be 
normalised. These states span a Hilbert space H. The expressions (Al) and 
(A2) become 
Рь= Σ Ιε,Χε,Ι (A3) 
0<ε,<ί> 
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W(b)= 2 1<'ψ|^|ε,>|2 (A4) 
0<c1<6 
where | e, > denotes the normalised eigenstates of the Hamiltonian in the space 
H. One may interpret (A4) as a quadrature approximation of Eq. (A2) 
[44,45,54]. In practice, this is not a real restriction, since the box can be of 
macroscopic size and we can adjust its dimensions in order to obtain W(b) with 
any desired accuracy. 
In most practical calculations, however, it is only possible to work with a 
subspace of H, which is determined by the choice of some finite basis set. 
Denote this subspace by H^, N being its dimension and denote the projector on 
HN by PN. It is possible to span H^ by the eigenstates of the projected 
Hamiltonian: 
PN Η PN \n> = En\n> η = 1,...,N (A5) 
Using these states, one could intuitively devise an approximation to Eq. (A4) 
W(b)= 2 \<^\ρ\η>\2 (A6) 
Л
= л
і п і п 
with Лщ,,, and n
max
 chosen such, that we sum over all states with 0<e
n
<ft. Such 
an approximation is called a histogram approximation [45,46,56,57]. (Actually, 
Eq. (A4) was already a histogram approximation, but with steps, which are 
infinitely small for any practical purpose.) The transition from Eq. (A4) to Eq. 
(A6) is not completely straightforward. The accuracy of this histogram 
approximation is what we discuss in this appendix; it will be varying with b, for 
instance. 
Langhoff and co-workers use the so-called Stieltjes moment imaging 
technique [56,57], in which the subspace Η.
Ν
 is constructed in a special way, 
such that the moments 
S(~k-2) = 2 εΓ*_2 |<ψ|ί1ε,>|2 (A7) 
0<ε1<χ 
are converged for к = 1,...,2N. The Stieltjes histogram W(b) then gives 
bounds for W(b) at its points of increase ε
η
. 
In the example given in section 2 of the paper, cf. Eq. (10), we have a 
situation where W(b) varies rapidly in some small region of b. Moment imaging 
techniques tend to smooth W(b) [45,46,56,57] and thus cannot be used in that 
situation, unless a very large set of moments is invoked. Instead, one can try to 
choose a basis set, defining H^, which is related to the physical problem in such 
a way that it can handle a rapidly varying W(b). For instance, the numerical 
basis for the description of the rotational resonances of НгАг is expected to be 
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such a set. The most plausible way to proceed from Eq. (A4) to a quantity 
defined in terms of the states | и > which belong to Hjy, is via the insertion of 
the projector PN 
W(b) = <4\F PNPabPN F t | t p > (A8) 
N 
= 2 Σ < ^ | F | n > < r t |ε,><ε, |m><m |Ft|ai)> 
0<e,<i> n.ni = l 
In the following, the set of numbers |<ε, |η>| 2 ,0<ε,<=ε, will be loosely called 
a distribution. This distribution is centered around the eigenvalue ε
η
 of the 
projected Hamiltonian, cf. Eq. (A5) 
<n | H | η > = ε„ ( A9) 
= Σ ε , Ι < ε , | « > | 2 
(><e,<* 
The width of the distribution depends on the characteristics of the basis set 
| n > , of course. If we increase the dimension of the subspace H^ to the infinity, 
the spaces H,y and Η become identical and the distributions become Kronecker 
delta's. In other words: 
lim | л > = | ε„> (AIO) 
Ν—>* 
In case of finite N, Fig. 3 gives an idealised situation. In this picture we have 
assumed that the distribution |<ε, | n > | 2 is symmetric around ε„ and that the 
variation in shape of the distributions is small for successive η. 
Let us divide the interval (0,b) into sections 
(0,6]) [J (Sι,62) U ' ' ' U (UN-1,6). If we have essentially non-overlapping, 
localised distributions (see Fig. 3), we can write 
Σ _ < ί | ε , > < ε , \m> = òu„bm„ (Al l ) 
bn <E, <0
Π
 . | 
The first δ is a results of the non-overlapping property of the distributions and 
the second δ is a result of the location of the summation interval. The use of 
Eq. (Al l) in Eq. (A8), leads to an approximation of W(b) at the points 6„ 
Щб
п
) = 2 | < - i H F | m > | 2 (A12) 
m = \ 
We can compare this with the histogram expression of Eq. (A6). In the more 
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general case of overlapping distributions, the use of Eq. (A12) introduces an 
error. Suppose that the distribution |<ε, | n > | 2 only overlaps with its 














a„ <ε1 </>„ 
| < ε , | η > | 2 - !ƒ„. 2 | < ε , | η - 1 > | 
Ь„<е,<6„- | 
+ 2 Re JnJn- 2 < η | ε , > < ε , | и - 1 > 
fl„<e,<¿„ 
where we have introduced the abbreviation 
ƒ„ = < ψ | ί | η > (A14) 
We will first consider the case of a "smooth" function [45], which means that ƒ„ 
varies very slowly with η . We can locate the points b
n
 to minimise the error of 
Eq. (A13). If the distributions are symmetric and successive distributions are 
not very different in shape, a good choice is (see Fig. 3) 
bn = 1^(ε
η
 + ε„_1) (A15) 
The first two terms in the expression of Eq. (A13) then cancel out. The third, 
overlap term of Eq. (A13) represents the "interference" between the tails of 
<ε, | n > and <ε
ι
\η —1> and it is likely to be small. (In fact, if <ε, | л > and 







 is halfway between a
n
 and b,,-! (see Fig. 3 ). The function 
Re(/
n





-i) contains all the points where this function differs from 
zero. But this sum equals zero, because the states \n> and \n—1> are 
orthogonal, cf. Eq. (A5). So for this special case the third term of Eq. (A13) 
vanishes exactly). 
When ^ ε , | « > | 2 overlaps with more of its neighbours, the expression for 
the error is more complicated and there is no complete cancellation of terms as 
discussed above. Summarising the preceding discussion, we conclude that 
W(b„) will be a good approximation to W(b
n
), cf. Eqs. (A8) and (A12), at 
certain points b
n
. Assuming symmetric distributions |<ε, | r c > | 2 of similar shape 
and small overlap, and assuming a slowly varying ƒ„ for successive n, we can 
choose the points b
n
 according to Eq. (A15). This choice then results in a small 





a¡M T I n ln Ι έ
η
 J tin., bn ¿ M e-
Fig. 3 A typical situation for the distributions |<ε, |л + 1 > | 2 ( The curves are the envelopes of 
these discrete distributions ) The values a
n
, fc„ denote the begin- and endpoints of the distribution, 
while b
n
 denotes the points defined by Eq (A15) The points ε„ are the eigen values of the 
projected eigenstate problem of Eq (A5), around which the distributions are expected to center. 
Apart from this error, there is of course the error introduced by the 
projection on Η,ν, i.e. the difference between W(b) and W(b), cf. Eqs. (A4) 
and (A8). If this projection causes some of the terms in the summation of Eq. 




 = | ƒ„ | 2 = W(6„
 + i) - W(bn) (A16) 
For instance, in section 2, W(b) represents the resonance phase shift and the 
approximation at points around the resonance is more accurate than at other 
points. In section 2, the quantity w
n
 is called the discrete line shape. If the 
approximation around ε„ is better than at neighbouring energies e„ ± 1 , the 
distribution [<£, | « > | 2 is much narrower than its neighbours. In the example of 
section 2, this distribution covers a resonance at ε,,, which is described more 
accurately by the basis \n> than the quasi-continuum states. If Fig. 3 describes 
the picture for quasi-continuum states, then by adding the resonance, the 
situation changes to that shown in Fig. 4. (The relative position of the points ε
η 
agrees with the results of the calculations in section 3, see also Fig. 2.) The 
error in w
n
 can be determined from Eq. (A8) (including now the overlap 
between the (n-\) and (n+l) distributions). A choice of b
n
 according to Eq. 
(A15), which is shown in Fig. 4, leads to b
n
 < a„ and S„
 + i>b„. Using these 









= l/« + i l
2
 Σ | < ε , | « + 1 > | 2 
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+ 2 Re fn + lfn 2 <«|ε(><ε ι|π + 1> 
β|ΐ + 1<Ε |<*»+1 
+ fn+lfn-l <п-1|е,-><Е£-|и + 1> 
am+¡<t,<bn^ 
If the distribution | < ε , | η > | 2 is very narrow, then a„ > a
n+1. The sum of the 




), on which <e, |и> differs from 
zero. Because the states | n > and |w- l> are orthogonal, cf. Eq. (A5), this 
third term is then equal to zero. For the same reason the fourth term equals 
zero if on+i>¿>n_i. The first two terms in Eq. (A17) thus dominate the error in 
wn which is due to the choice of points bn according to Eq. (A15). This error is 
positive and we conclude that wn < wn. In the resonance example of sections 2 
and 3, we have furthermore 
l / n l 2 » l / n + 1 | 2 , l /n- i l 2 (A18) 
Comparing Eqs. (A16) and (A17), this means that the error is relatively small, 
which explains the good quality of the results obtained in section 3. 
Since the error is mainly caused by the positions of the points bn and bn+i, 




with increasing / and k. 
(A19) 
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Rovìbratìonal States and Infrared Spectra 
of Alkali Cyanide Molecules 
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Section 2.1 
Ab Initio Rovibrational Spectrum of LiNC and LiCN 
G E E R T B R O C K S A N D J O N A T H A N T E N N Y S O N ' 
¡mtnuut voor Theoretische Chemie. Katholieke Universiteit. Toernooiveld, 
6525 ED Nijmegen, The Netherlands 
Rovibralional calculations are performed on an ab initio potential energy surface for lithium 
cyanide. Vibrational states localized about both the isocyanide structure and the melastable 
cyanide structure are found. Calculated fundamental frequencies are LiNC 126.6 cm -' (bend) 
and 754.3 cm"' (stretch); LiCN 165.8 cm"1 (bend) and 688.8 cm"' (stretch). Many states are 
found in the region of the barrier to isomenzalion, some of which are delocalized (polytopic). 
1. IN'IRODUCriON 
The alkali metal cyanides have potential energy surfaces which are insensitive, 
compared to conventional molecules, to the angle between the metal and the cyanide. 
This gives rise to several interesting properties. Solid A/CN (M = Li, Na, K, etc.) 
compounds undergo a phase change between a low temperature ordered phase and 
a disordered one in which the cyanide ions are randomly onented throughout the 
crystal. In the gas phase, these cyanides have a large amplitude bending motion and 
the equilibrium structure varies according to the size of the metal ion (7). 
Experimental (2, 3) and theoretical (4-6) work has shown KCN and NaCN to be 
triangular with low barriers to internal rotation, especially at the isocyanide structure. 
Recent rovibrational calculations on KCN (7-9) have shown the use of Watson's 
Hamiltonian for bent molecules (70) to be inappropriate because of the lowness of 
this barrier. These calculations were performed on an ab initio potential energy surface 
(4) and gave fair agreement with the sketchy experimental data available (9). In 
contrast, earlier dynamical calculations on KCN used model potential surfaces which 
have been found to be in error. Those of Istomin et ai (11) were based on a linear 
KNC equilibrium structure. Bunker and Howe (72) used a realistic equilibrium struc-
ture but obtained a bending fundamental a factor ol'lwo loo small because the barrier 
(500 cm ') was assumed to be equal for KCN at KNC. 
Ab initio calculations have predicted that lithium cyanide has a linear isocyanide 
structure (7. 13-15). However, the flatness of the surface led Clementi et al. to spec-
ulate on the presence of low-lying free rotor states which they called "polytopic" (14). 
So far only dynamical calculations using model potentials have been performed on 
LiNC (77. 72). In particular, unlike the potential of Essers et al. (1), neither model 
calculation contained a"barrier between LiNC and LiCN, and the bending funda-
mentals predicted by the appropriate calculations in both cases, (77) and (72) with 
1
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H = 3000 cm - 1, were considerably lower than the experimental matrix isolation 
values (76). We know of no rovibrational data on gaseous lithium cyanide. 
The ab initio potential energy surface of Essers et al. (1) has been fitted in a suitable 
form for dynamical calculations. This surface, like that used for the dynamical studies 
on KCN (4), is a Legendre expansion of the potential from extended basis set SCF 
calculations. It predicts that linear LiCN lies 2281 cm - 1 above the absolute minimum 
at linear LiNC, but that both structures arc local minima separated by a barrier of 
3377 cm - 1 (measured from LiNC). The surface is thus flat in the bending coordinate, 
which is strongly coupled to the Li-CN separation (see Fig. 1 ). It is possible that both 
minima support localized rovibrational states. This is similar to the situation in 
hydrogen cyanide, where both HCN and HNC have been observed (77). Dynamical 
calculations (77) on an ab initio potential (7#) have shown tunneling between HCN 
and HNC structures to be significant as much as 2000 cm - 1 below the barrier to 
isomerization. 
In this paper, we apply a method similar to that of Le Roy and co-workers (79, 
20) and those successfully applied to KCN (5, 9) to lithium cyanide. This approach 
falls into the class of methods recently christened LC-RAMP, linear combination of 
radial and angular momentum function products (21). Unlike methods based upon 
an equilibrium structure (7, 70, 22), it allows us to perform calculations which treat 
both LiNC and LiCN structures equally. We treat fully the coupling between Li-CN 
bending and stretching modes, unlike the previous calculation of LiCN (77, 72). We 
can thus determine whether the surface of Essers et al. (7) supports any states localized 
about LiCN and at what point tunneling between the isomers becomes significant. 
FIG. 1. Potential energy (in a.u.) surface as calculated by Essers et al. (/). R (in Bohr) is the distance 
from the CN center of mass to Li, and в the angle R makes with r(CN). в = 0° corresponds to LiCN; θ 
- 180° corresponds to LiNC. Dashed line is the path of minimum energy. 
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N*V 
FIG. 2. Body-fixed reference Trame. 
2. METHOD 
Choosing a body-fixed reference frame (see Fig. 2) which has R, the vector con­
necting the CN center of mass with Li, embedded along the ζ axis and г = (r, β, ф\ 
the vector from N to C, the Hamiltonian can be written (20, 23, 24) 
H = 
-ft2 дг ft2 
r — 2ßdr dr2 2μΚ dR2 2цУ 
J2 + j2-2i-J 
ΙμΚ1 
+ (г,Л, ) (1) 
where μ^' = m^1 + m^1 and μ"' = mQ' + (/MN + иісГ1. The operator j is the 
conventional angular momentum operator (25) acting on (0, φ). The operator 
J = (Λ, Jy, Λ) has the form (11, 24) 
h д 
Λ = cos ßj: - ——- — (2a) 
; sin β да 
y
 i dß 
Л = Іг 





where α and β (the polar angles of R in a space-fixed system) are the Euler angles 
defined by the embedding. This Hamiltonian can be transformed into the fully body-
fixed form of Tennyson and SutclifTe (9) by performing the final rotation over у (=ф) 
to fix г in the x-z plane (24). 
In this work we make the assumption that the cyanide vibrations are very stiff 
allowing r to be replaced by r
c
, the equilibrium CN bondlength. This approximation 
is physically reasonable in view of the high frequency of the CN stretching funda­
mental and has recently been shown to be very good for atom-diatom Van der Waals 
complexes (23). Thus the Hamiltonian of Eq. (1) reduces to 




R + j ' 
j2 j . /2 
2μΚ dR2 2ßdr\ 
+ І - 2ÍzJz - Í+J+ - i-J-
2ßR2 + V(rt, R, Θ) (4) 
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where 
j± = /л ± i}> J± = Л + iJ) • (5) 
Suitable angular basis functions for this form of the Hamiltonian are (9, 20) 
Y nifi, Ф)Ои{а, β, 0) (6) 
where Dim, is a spherical top eigenfunction and У^ a spherical harmonic (25). The 




 Ylk = h
 2J{J + 1 )DJMk Y,k (7a) 
jJzDJMkY,k = h2k2Di,kYlk (7b) 
i±J±DMkY,k = CjkCjkD Mk±iY'!k±\ (7c) 
where 
ai< = [l(l+l)-k(k±l)]i>2 (8) 
Letting H act on these basisfunctions, multiplying from the left by Y%DJ/^k- and 
integrating over all the angular coordinates gives the one-dimensional operator 
„лл, _ f t 2 Ä
 δ
 Г - 1 д2 J{J+\)-2k2 + Hj + \) i(j+m 











С-}кС-Ік + 5,.Л+1С^С;,) (9) ¿μΚ 
which gives the well-known close-coupled equations (26) and for which it is assumed 
that / and M are good quantum numbers. If the potential is expanded in Legendre 
polynomials 
V{R, θ) = Σ Vx(R)PÂcos θ) (10) 
χ 
then the angular integration over the potential can be performed analytically: 
(j'k'i V\ik\^
№
 = Σ gÁj', І, kWÁR) (1 la) 
А
(Г.У.*)-[(2Г+ВД + і)Г(-і^0 Ι І)(^ 0λ І) (Mb) 
where the 3 - j symbols in the Gaunt coefficient are standard (25). 
The angular basis functions of Eq. (6) can be symmetrized according to their 
behavior under inversion. These symmetrized functions 
^{DUYik + i-iyDif^Y,-,] ρ = 0,1 A:>0 (12a) 
DUYIO P = 0 k = 0 (12b) 
have parity (— i)J+'' under inversion and allow the problem to be block factorized 
according to p. In this paper we follow convention (27) and label ρ = 0 states e and 
ρ = 1 states f. This transformation of the basis leaves all the matrix elements of Eq. 
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(9) unchanged with the exception of a factor of ^/2 outside the final bracket if 
A: = 0 or k' = 0 (9). 
Suitable radial functions for HJ¡".lk have the form R~'x„(R) as this removes the 
R2 term from the volume element. In this work we follow Le Roy and Van Kra-
nendonk (19) and generate our basis functions numerically by solving the pseudo-
diatomic Schrödinger equation 
¿ 5 X«<Ä> + ^ №. - W)]X*(R) = 0 (13) 
which is obtained by setting j = J = 0 in the operator of Eq. (8) and letting it act 
on R~lx
n
(R). V(R) is a suitable radial potential function; previously V0, the isotropic 




 is the angle of the equilibrium geometry 
(8), have been used successfully. We return to this in the next section. As LiCN is 
strongly bound there are more than sufficient bound vibrational states for a saturated 
radial basis and the use of continuum functions was not considered. 
Having generated radial and angular basis sets, we set up the secular matrix of 
which a general matrix element can be written (я'|//;і'.;АІя) and diagonalize this 
matrix to obtain our solutions. The bottleneck of this approach is the size of the 
secular problem encountered especially for rotationally excited states. One approx­
imation which has widely been found useful (9, 21) is the neglect of the so-called off-
diagonal Coriolis terms. These are the final terms in Eq. (9). Without them, k, the 
projection of the total angular momentum J on the body-fixed ζ axis, is a good 
quantum number and states which differ only by their parity (e or f) become de­
generate. Within this approximation it is never necessary to diagonalize secular ma­
trices larger than those required for the rotational ground state. This possibility is a 
major advantage of the body fixing of the coordinates. 
3. ROVIBRATIONAL CALCULATIONS 
The LiCN surface of Essers et al (1) shows strong coupling between R and 0, and 
two minima. These properties make rovibrational calculations expensive as large basis 
sets are required to obtain satisfactory convergence for the energy levels of even the 
low-lying states. Furthermore, as the two minima arc both linear, to obtain even the 
fundamental vibrational splittings it is necessary to perform both J = 0 and 
J = 1 calculations. 
To keep the secular problem tractable, it was necessary to employ slightly different 
basis sets for LiNC, LiCN, and free rotor calculations and we thus discuss each of 
these separately. We note, however, that these basis sets are not expanded around a 
particular structure, and thus, for example, the majority of states in the LiCN cal­
culation are in fact localized around LiNC but these LiNC states are not necessarily 
converged with this basis. 
All the calculations presented are for 7Li l 2C' 4N with the CN distance fixed at the 
experimental value of 1.171 Λ (2). The numerical solution of Eq. ( 13) was performed 
for 1200 steps of 0.00185 Â (=10"3 X Rt) from 0.926 А (1/2Л
е
) outwards. A low 
value of the convergence criterion (10 - 7 cm - 1) was used as larger values were found 
to cause slight inaccuracies due to nonorthogonality of the radial basis functions. 
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3.1. LiNC Calculations 
Previous calculations on KCN (S, 9) required many angular functions to obtain a 
good representation of several localized states. We followed the usual practice (8, 9, 
20-22) and included in our basis all possible angular functions with j è j m a x 




„ + 1 
functions). 
The 10 lowest J = 0 levels are converged to within 0.05 cm - ' by an angular basis 
with j
m a x
 = 28. For higher levels, however, it was necessary to increase y
max
 to 34, 
at which level we were unable to perform J = 1 calculations without neglecting 
Coriolis interactions. 
We had difficulty selecting a suitable potential with which to generate radial basis 
functions. Use of V0(R) or V(R, Of = 180°) gave basis sets which were only slowly 
convergent. This is because in both cases the minimum in the potential is for larger 
R than encountered in the region θ = 70-120° where many states have large am­
plitude. For this reason, the effect of generating the radial basis using cuts through 
the potential with fixed Or at 10° intervals was tested. Figure 3b shows sample results 
for calculations with п
тгх
 = 12 and j
m a x





5 th state 
3 th state 
cm"' 
- 1500 
10 th state 
- U00 
9 th state 
\ 
/ 
_ l _ 
- 1300 
1200 
0 30 60 90 0 60 120 180 θι 
FIG. 3. Variation in energy (in cm"1 above ground sute) of some localized LiCN(a) and LiNC(b) 
J = 0 states using different radial bases. These bases are generated from different cuts through the potential 
with fixed 9/. Results for n
ma
, = 12 and ]„„ = 18. 
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TABLE I 

































































































Notes Energies (in cm ') are relative to the ground stale at -53 173 69 cm"' The full labeling 
(J, и,,
 ь
, k1") is discussed in the text 
V(R, ϋ( = 110°) were found to give sdlislaclory convergence for states identiliable 
with LiNC. A basis with n
ma
, = 12 was converged within 0.05 cm - ' for the 10 
lowest J = 0 states. 
Table I shows the results of a ]
mM = 28, nmax = 12 calculation for the 10 lowest 
J = 0 levels and corresponding J = 1 levels. For all these states the amplitude was 
always a factor of 10"5 smaller on the LiCN side of the barrier and thus these states 
can be identified as belonging to LiNC. These states have been labeled using standard 
labeling for a linear molecule (29): (J, v
s
, vb, №). J and ρ are good quantum numbers 
and refer to the rotational state and panty, к is the projection of У on the body-fixed 
ζ axis and is only a good quantum number when the Conohs interactions are ne­
glected (in which case states with ρ = e or f are degenerate). However, the smallness 
of the interactions allows an approximate assignment of к to be made. i>
s
 and i)b are 
the degrees of excitation in stretching and bending modes, respectively. This iden-
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tification is approximate but can easily be made for the low-lying states of Table I 
by counting the nodes in the wavefunction. Figure 5a illustrates a state for which 
such an identification is possible. 
Plots, like those of Figs. 5-7, show the low-lying LiNC states to be very harmonic 
in appearance, despite the very large amplitude of the bending mode. This is unlike 
the situation in KCN where the states rapidly become very anharmonic (7-9). The 
difference is the much larger separation between the bending and stretching funda-
mentals which results in much purer LiNC states. 
Thus, our vibrational fundamentals for LiNC are 126.7 and 754.3 cm"' for vb and 
üs, respectively, and zero point energy 510.8 cm-1. 
The only experimental data on lithium cyanide is due to Ismail et al. (16). They 
attribute their spectra, taken in rare gas matrices, to LiNC, a conclusion confirmed 
by a reanalysis of their isotopie substitution data (50). Their results for a Ne matrix 
were vb = 119.5 cm"1, vs = 680.5 cm"' and for an Ar matrix i;b = 96 and 134 cm"', 
vs = 646.6 cm~'. In view of the large matrix shifts (we note that the Ar matrix splits 
the degenerate bending mode) the agreement with our levels is better than could be 
anticipated. 
Table I also shows the energies obtained by neglecting the off-diagonal Coriolis 
interactions. The errors in this approximation are small compared to the vibrational 
spacing, but nearly four times those for the comparable calculations on KCN (9). 
Calculations which neglect the Coriolis interactions are used for the higher vibrational 
states. 
Table II gives some vibrational averaged geometric data for the J = 0 states of 
Table I. We note steady shift in (0) with increasing excitation of the bending mode 
and corresponding decrease in (Λ) (see Fig. 1). The large deviations from the cqui-
TABLE II 
Calculated У = 0е —· Г Transition Frequencies and Vibrational Averaged Geometric Parameters for 
the LiNC 7 = 0 Levels of Table I (Equilibrium Values of R and θ are 2 302 Â and 180°) 
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FIG 4 Energy (in cm"1 above ground suie) of the lowest vibrational stales of LiNC as function of bend 
(Ьь) and stretch (i\) quantum numbers 
libnum at
 с
 = 180° show the bending mode to be very "floppy." Table II also shows 
the rotational excitation energies calculated including and neglecting the Conolis 
interactions. The transition Jp = 0e —· I e occurs at 2B. It is also possible to calculate 
В from the vibrational average ( Л - 2 ) for the corresponding 7 = 0 state. Rotational 
constants calculated in this fashion are indistinguishable from those calculated ne­
glecting Conolis interactions The full calculation, including all Conolis terms, gives 
a consistent lowenng of the transition energies by about 25% showing that the Conolis 
interactions are important in LiNC if accurate rotational transition frequencies are 
to be calculated. 
Next we pcilonncd J J = 0 calculalion using ;,„„ = 34 and //,,„„ = 13 (lit = 110°) 
At this level the 30 lowest J = 0 stales are converged to within 0.1 cm ', although 
the 31 si shows anomalous behavior The 30 lowest J = 0 slates are localized about 
LiNC and assignments can be made to v
s
 and vb. Figure 4 shows their energies plotted 
according to v
s
 and vb. 
Above these levels and below the top of the bamer at 3377 cm - 1 are at least 
another 38 J = 0 states. The majonty of these are localized about LiNC having small 
amplitude on the other side of the bamer Figure 5 depicts two such states. For some 
of these slates, e g.. Fig 5a, it is still possible to assign v
s
 and Db quantum numbers 
from the appearance of their nodal structure, but for the majonty, e.g, Fig. 5b, this 
is not possible Bunker and Howe (12) adapted the Yamada-Winnewisser parameter 
(31) to correlate between strongly bent (7 = +1), strongly linear (y = -1), and free 
internal rotor (7 = —3) tnatomic molecules. They define 
_ m i , p., Рь, 0') + ¿XI. и». Db + 1, 1') - 2£(0, t)s,
 ь
, 0C) 
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FIG. 5. Two J = 0 vibrational wave functions of LiNC (R in Bohr). The contours link points where the 
wave function has 8, 16, 32, and 64% of its maximum amplitude. Solid curves enclose regions of positive 
amplitude and dashed curves regions of negative amplitude (a) The 35th state can be labeled (see text) 
(J, t)
s
, Db, к") = (0, 2, 12, O5), (b) It is impossible to assign bend (i>b) and stretch (DS) labels for the 33rd 
state. 
using energies labeled by the state labels discussed above. For the 30 lowest LiNC 
levels, where it is possible to assign υ5 and üb, 7^^ remains at about -1.1 showing 
LiNC to be linear in behavior. For the higher levels, where one might expect a shift 
towards free rotor states, us and t;b cannot, in general, be assigned. This means that 
in a multidimension (or real world) calculation this parameter is only of limited 
usefulness. 
The 31st J = 0 level, which is not well represented by the current basis set, is the 
first level to show appreciable density at LiCN. Indeed this state is localized in the 
LiCN region of the surface. Calculations on this and higher LiCN states as well as 
free rotor states required further adaptations of the basis set and are discussed in the 
next two subsections. 
3.2. LiCN Calculations 
The minimum in the potential at θ = 0° lies at larger R than that for θ = 180°. 
It was necessary to use a different radial basis to converge states localized about θ = 
0°. Figure 3 shows the effect of varying Of on two LiCN states. Use of a basis set with 
Of = 40°, j
m a % = 28 and n m a x = 12 converged the lowest 7 = 0 states with appreciable 
amplitude at θ = 0° to within 0.01 cm - 1 . Table III presents the results of this cal­
culation. 
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TABLE III 





















































Notes- Energies (in cm"') are relauve lo the LiCN ground slate al -50 887.47 cm"'. See Section 3.1 for 
an explanation of the labeling. 
Our calculations predict LiCN fundamentals of 165.8 cm"1 and 688.8 cm - 1 for 
the bend and stretch, respectively, and a zero point energy of 516.0 cm - 1 . Identifi­
cation of these modes was again made by plotting and assigning nodes; Fig. 6 shows 
a typical example. Table IV gives rotational transition frequencies and vibrationally 
averaged geometric parameters for the levels of Table III. The values of (0) clearly 
show these states to be localized in the LiCN region. 
Again neglecting Coriolis interactions causes an appreciable error in the rotational 
transition frequencies. However, it is clear that the rotational constants of LiCN are 
about 20% lower than those of LiNC, a properly largely due to the increased separation 




LiCN S Ih slate 
33 42 R 61 
FIG. 6. A J = 0 vibrational wave function of LiCN. Contours as in Fig. S. State labeling: (J, v,, vh, /f) 
• (0, 0, 6, 0·). 
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TABLE IV 
Calculated Jp = 0e —· I* Transition Frequencies and Vibrationally Averaged Geometric Parametcre for 
LiCN J = 0 Levels of Table 3 (Equilibrium Values of Λ and 9 are 2.537 Λ and 0°) 



























<б> • arccos(<cosO>) 
The fifth J = 0 LiCN level still lies 200 cm - 1 below the barrier to isomerization 
but already shows appreciable amplitude (5%) on the LiNC side of the barrier. Above 
this state increasing delocalization makes assignments of any further cyanide states 
difficult. Indeed, the state which can be identified with the (0, 0, 8, 0e) LiCN state 
has a ( ) of 62.8° compared with the barrier at θ = 55°. 
Finally, we note that although we have assigned cyanide vibrational states according 
to the nodal structure of these localized states in the region of the local minimum 
at θ = 0°, these states must have a complicated nodal structure associated with them 
in the region θ > 55°. This behavior was clearly demonstrated by Bunker and Howe 
(72) for HNC in one dimension and must also be displayed by our solutions. However, 
the amplitude of the cyanide given in Table III is typically a factor of 104 smaller in 
the isocyanide region and this behavior is thus hard to detect. 
3.3. Free Rotor States 
The onset of tunneling is a gradual phenomenon and dependent on near dcgen-
jeracies between states localized on opposite sides of the barrier. To investigate the 
nature of the states in the region of the barrier we performed a brute force calculation 
with y
max
 = 44, и
т а д
 = 15, and θ f = 70°. This converged the 70 lowest 7 = 0 states 
to within 2 cm"1. Table V gives the states in the barrier region obtained by this 
calculation with assignments when possible. As a measure of the degree of tunneling, 
we give the ratio of the maxima of absolute amplitude on each side of the barrier. 




( > 55°)\ 
and for a cyanide state the inverse is given. 
What we observe is that while some states below the barrier in energy are signif­
icantly delocalized, other higher energy states are still localized. It is thus difficult to 
predict when free internal rotor or "polytopic" states will occur. Figure 7 shows the 
amplitude of two typical delocalized states. 
It is possible to make assignments, necessarily rather arbitrary, to the eight lowest 
bending states of LiCN in the ;'
m a x
 = 44, n
m a x
 = 15 calculation. From these levels 
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we have calculated 7,,,^. The results are given in Table VI which clearly shows that 
the highest of these states correlates with a free internal rotor level. 
4. CONCLUSIONS 
We have obtained the 70 lowest 7 = 0 vibrational states (and corresponding 
J = 1 states) for the ab initio lithium cyanide surface of Essers et al. (/). The states 
were found to be generally of three types. The lowest 30 were localized about a linear 
isocyanide structure and despite the large amplitude bending coordinate were har­
monic in appearance. LiNC bending and stretching fundamentals were calculated to 
lie at 126.6 and 754.3 cm - 1, respectively, in agreement with the matrix isolation 
values (76). 
The 31st state was found to be localized about the linear cyanide structure. About 
five J = 0 states were found to be localized in this region of the surface. LiCN bending 
and stretching fundamentals were calculated to lie at 165.8 and 688.8 cm"1, respec­
tively. On this surface LiCN lies 228 cm - 1 above LiNC (although this difference will 
be reduced by electron correlation (75)) and thus one would expect LiCN to be formed 
only at high temperature. 
TABLE ν 

































































































































Soles Under heading a, NC/CN denotes that the largest amplitude (and labeling) is around 9 = 180°/ 
0°. Energies (in cm-1) are relative to the LiNC ground stale at -53 173.69 cm '. Labels have been assigned 
when possible. See the text for an explanation of the relative amplitudes. 
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1-0 M th state 
33 42 R 51 
FIG. 7. Two delocalized vibrational states. Contours as in Fig. 5. 
Between the 31st state (the LiCN ground state) and the barrier to isomerization 
at 3377 cm"1 we found 37 states. The density of states in this region is high and the 
natures of individual states vary. Most are predominantly localized about the iso-
cyanide structure, some are localized about cyanide minimum, and several of the 
higher states are strongly delocalized. These states are the free internal rotor or 
"polytopic" states discussed by dementi et al. (14). However, it is clear that even in 
the region where completely free internal rotation is energetically possible, many of 
the states are still localized about one of the two minima. 
TABLE VI 
Bunker-Howe Correlation Parameter y (12) for the Bending States of LiCN (See Eq. (14). 
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All the calculations presented in this work used numerical radial basis sets. Such 
basis sets have proved excellent for very isotropic problems (79, 32), but finding a 
suitable generating potential gave considerable difficulty in the case of lithium cya-
nide. Recently an LC-RAMP method has been developed using polynomial rather 
than numerical basissets (9). The parameterization of these basis functions allows 
them to be optimized by explicit use of the vibrational principle, simplifying the 
generation of a suitable basis set. This method has been implemented as a fully 
documented computer program (33). 
Finally, we note that in the SCF calculations on both LiCN and KCN, the SCF 
dipole could be well represented by long-range theory (7, 4). Work is currently in 
progress on fitting dipole surfaces for these molecules and using them to calculate 
vibrationally averaged dipole moments for each state and transition dipoles, giving 
infrared transition probabilities {34). 
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Mole added m proof Very recently, lilhiumcyanide molecules have, for the first time, been prepared in 
a molecular beam and their rotational spectrum has been measured (35). This spectrum agrees very well 
with the linear LiNC structure and the J = 0 —· I transition frequency predicted by the present calculations. 
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S e c t i o n 2.2 
Ab initio dipole surfaces, vibratlonally averaged dipole moments, and infrared 
transition intensities for KCN and LiCN 
Geert Brocks, Jonathan Tennyson," and Ad van der Avoird 
Instituut voor Theoretische Chemie Universiteit Nijmegen. Toernooiveld, 
6525 ED Nijmegen. The Netherlands 
(Received S August 1983, accepted 11 October 1983) 
Using the rovibrational wave functions which have been obtained from ab mino potentials and 
making analytic fits to the ab mino calculated dipole surfaces, we have evaluated the dipole 
(transition) moments of KCN and LiCN for several vibrational states (for J = 0 and 1 ) The 
"exact" rotational transition intensities of the α-type transitions in (triangular) KCN and those of 
(linear) LiNC and LiCN can be rather accurately reproduced by a ngid rotor model with the 
vibratlonally averaged dipole moments, for the (weak) ¿-type transitions in KCN this model 
breaks down, however Although the bending motions in these cyanides have large amplitudes, 
the vibrational transition intensities in LiNC and LiCN conform to the harmonic oscillator 
model In KCN, where the large amplitudes of the bending modes and their coupling with the 
K-CN stretch leads to significant anharmonic shifts in the transition frequencies, the harmonic 
intensity pattern is perturbed by Fermi resonances, for instance, between the stretch fundamental 
and the second bending overtone We have also calculated the lifetime for radiative decay of 
(metastable) LiCN into LiNC 24 s for the ground state, much less for vibratlonally excited states 
I. INTRODUCTION 
Recently much progress has been made in calculating 
rovibrational transition frequencies for systems with one or 
more large amplitude vibrational modes '"" These theoreti-
cally challenging systems have led to the development of 
new techniques to deal with the delocahzed nature of their 
vibrational wave functions 
Experimental spectra, however, yield not only transi-
tion frequencies but also transition intensities For rovibra-
tional transitions in the infrared, these intensities contain 
information about both the potential energy and dipole sur-
faces Inverting the experimental data in order to obtain 
these surfaces is generally too difficult Much insight can be 
gained and the interpretation of experimental spectra can be 
facilitated by calculating these intensities from given dipole 
and potential energy surfaces To our knowledge this has 
never been done for a floppy system where the results are 
potentially most rewarding because of the large area of the 
surface sampled and the large variations that can be expect-
ed between vibratlonally averaged dipoles in different rovi-
brational states 
In their work on the potential energy surfaces of KCN16 
and LiCN," Wormer and co-workers noted that their ex-
tended basis set SCF dipole moments could be well repre-
sented by the long-range expressions for the interactions 
between closed shell ions M* (M = K,Li) and CN~ This 
suggests that the dipole surface could be fitted for these sys-
tems using a partitioning between long and short range com-
ponents similar to that used successfully for alkali cyanide 
potential energy surfaces " " 
These surfaces have several interesting features KCN 
is predicted to be triangular, in agreement with microwave 
experiments,'" with a low barner of about 500 cm"1 at the 
' Current address SERC Daresbuo Laboratory Darcsbury. Warnngton 
WA44AD Cheshire. Lmted Kingdom 
isocyanide structure LiCN is predicted to have a linear iso-
cyanide structure in agreement with the analysis of a matrix 
isolation study" and with recent molecular beam micro-
wave measurements20 However, the linear cyanide struc-
ture is also predicted to form a local minimum on the sur-
face These potential energy surfaces have been utilized in a 
senes of calculations on the rovibrational states of KCN*-" 
and LiCN'2 which have shown that both molecules undergo 
large amplitude bending vibrations In KCN tunneling 
through the linear barrier was found to be significant even in 
low lying excited vibrational states In LiCN, both the iso-
cyanide and cyanide minima were found to support localized 
vibrational states, whereas the vibrational states in the bar-
ner region are a mixture of delocahzed (free rotor) and local-
ized states In this work, we use the rovibrational wave func-
tions generated in these studies to obtain vibratlonally 
averaged dipoles and transition intensities for KCN and 
LiCN, to do this we fit analytic expiessions to the calculated 
dipole surfaces of the two molecules 
The only gas phase infrared spectrum for KCN was 
recorded by Leroi and Klemperer ! ' They observed only one 
transition, at 207 ± 20 cm " ', between 200 cm " ' and the CN 
stretching mode at 2158 cm~ ' This does not correspond 
with any of the fundamentals observed by Ismail et al:! in 
their matrix isolation study or calculated'-" using the sur-
face of Wormer and Tennyson It has been suggested that 
this transition corresponds to a bending overtone * '" If so, 
why should this overtone have enhanced intensity, greater, 
for example, than the stretching fundamental at about 290 
cm ~ ' *"" " For LiCN the only infrared data available are 
from matnx isolation spectra " New measurements of KCN 
and LiCN gas phase spectra are to be expected, however 
Finally, we point out that HNC is well known as a reac-
tion product which is metastable with respect to isomenza-
tion into HCN 2Э Whether LiCN, which is less stable than 
LiNC, can be observed in the same way will depend on the 
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half-life for spontaneous radiative decay from LiCN into 
LiNC These life times are also calculated from the dipole 
surface 
II. DIPOLE SURFACES 
We follow the previous work on the alkali cyanides in 
defining a coordinate system,12 with r being the CN bond 
vector and R the vector connecting the '2C MN center of 
mass with the metal ion In body-fixed coordinates R is em­
bedded along thez axis The angle between r and R measured 
from carbon is θ In body-fixed coordinates the other polar 
angle of r is φ which can also be used to fully embed the 
coordinate system, for instance in the x-z plane ' ' 
In space-fixed coordinates the dipole can be written as a 
tensor of rank one asM 
where the coupled spherical harmonic is 
S' i r = Σ У^(?)Г,„(Л)(1 |Я<ит>, (2) 
μ m 
and the Clebsch-Gordan coefficient is conventional " 
Use of the triangulation relations and the property that 




 _,M )»}J_ ,{гЯ ) 
+ Л«
 + і(гЛ)9' д , і+ 1(М)] (3) 
If the system is rotated so that R hes along the ζ axis and r in 
the xz plane this formula can be written in body-fixed coordi­
na tes as 
//'„"(r.R) = ^ В, .{гД )»l )(θ,0.0,0) 
XD^k(aß4). (4) 
where the angular functions 9\ * are now expressed in body-
fixed angles, D f» are rotation matrix elements and ( Да) are 
the polar angles of R m the space-fixed system Substituting 
the relation 
into Eq (2), evaluating the Clebsch-Gordan coefficients and 
using Eq (3) the expression for the dipole moment in body-
fixed coordinates Eq (4) becomes 
y.'Hr.R) = 'ξ,μΛΓ.Θ* ) D »Καβ,φ ), (5) 
where the internal dipole moment /i
v
 is given by 
^rftjt ) = £ (_*г_) , Яс
Д 1,(гЛ )Yi0№), (6a) 
íi t l(rAJl) 
д-І-іШ + І (λ- 1)1/ *' 
(6b) 
J Chem Phys Vol β 
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w h e r e 
Сд„=-Ц-^(3)"=[('і + і ) " Ч , - 1 -^УпвІА , ] , 
(7) 
С
"~ Ыг " \(λ + \γ) 
Х[(Я) ,/ : !Ад^,+(/1 + І ) " Ч . - , ] (8) 
These expressions for μ
α
, μ + „ and μ _ , can be transformed 




 by replacing the spherical 
harmonics in Eq (6) by Tesserai harmonics Since the tnato-
mic lies in the body-fixed xz plane, μ, is zero Expressions 
for the other components are 
м
> А й ) = ¿ Q o M l f S l c o s t f ) . (9a) 
λ « 0 
μΛΓ,θ*)= ¿ С , Μ ) Pilcóse), (9b) 
Д " I 
in terms of associated Legendre functions2' As all the poten­
tial energy and dynamical calculations were performed for 
fixed CN bond lengths r,, we fit analytic expressions for 
Сд, (r = r,,R ) to the ab initio calculated dipole surface 
As R becomes large the dominant contributions to μ 
are the dipole caused by the charge separation of M * and 
CN - and the permanent CN - dipole of 0 2i5\ea0 with re­
spect to its center of mass " This yields a first order expres­
sion for the long range contribution to the dipole moment 
μ^{Κ,θ) = ίΚ+μ0Να>ίθ, (10a) 
^
R(A,9)=/iC Nsinö, (10b) 
where — e is the charge of an electron 
The leading second order long range dipole is caused by 
induction " " However, the explicit inclusion of charge in-
duced dipole contributions in the long range expression did 
not improve the resulting fits Probably, if one wishes to 
include such terms with higher inverse powers of R, they 
should be damped at smaller R (as it was done in fitting the 
LiCN potential surface17) In our final fits these terms were 
omitted 
Having fixed the long-range contribution to the dipole 
as in Eq (10), we define the short-range contribution by 
μ « = μ _ μ < - κ , ( Ц ) 
μ5" is then fitted This procedure accounts for possible trun­
cation errors in μ1* 
Wormer et al potential energy (and dipole) calcula­
tions16'17 were performed at Gauss-Legendre integration 
points in the angle θ2* The CN bond length was fixed at 
2 186a0 and R = 4 5, 5 0 and 5 5a0 for KCN" and Я = 3 3, 
3 8,4 3, and 4 Sa,, for LiCN 17 
This facilitates the computation of the coefficients in 
the Legendre expansion of Eq (9), because using the ortho-
gonalit J of associated Legendre functions, we can write 
C?JR ) = ( Ü J Ü . ) í i ^ í j ƒ ' ^»(Λ,,,ι | ·
№
) * , (12) 
An jV point Gauss-Legendre integration scheme gives exact 
values for Cj* for Л = 0 to N - 1 for μ = 0 (ζ component) 
and Л = I to N — 1 for μ = 1 |x component)!6 
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 „ - I 039 
» 1 J 0 - 0 0 6 0 8 6 
" i 1 
¿ l i l 
' S a Ε φ (12) and |Π) 
À~l 
»606 
- 0 * 9 7 4 
01955 
- 0 1 8 1 1 
- t - 2 
- 0 2 9 * » 
- 0 1662 
- 4 73JX10 - · 
0M6S 
λ = 3 
I 5 6 2 x 1 0 - ' 
I 3811 
Я = 4 
- 1 7 2 8 X 1 0 · 
- 3 701 
These coefficients can be expected to have approxi­
mately an exponential dependence on R, since the major 
short-range contributions will be the charge penetration and 
exchange terms due to overlap of the M* and CN~ charge 
distributions. This suggests an analytic form: 
KCN dipole z-component 
С5;(Л) = в д ^ е х р ^ * ^ А " ) · (13) 
We first consider the KCN dipole surface, as Wormer 
and Tennyson performed calculations for 26 geometnes in 
the range R = 5 to 8o0 besides those necessary for Gauss-
Legendre integration. These points, which are not used for 
fitting, allow an assessment to be made of the fits. Inclusion 
of five terms, C'* to Cf5 «i 'he expansion of /jf and two 
terms Cf* and Cf" in the expansion of μΙΛ and a least-
squares fit for д
д < 1 and*M í , was found to give a good repre-
sentation of the calculated points. The 50 points for KCN 
were fitted with ал average deviation of 0 38% (absolute de­
viation 0019a u )in μ, and9.4%(0.0067a.u )m μ
Μ
. Maxi­
mum errors were9.1% (0.14a u.) in μ, for Я = 800,0 = 90· 
and 39% (0.029 a.u.) in μ. for R = 4.50,» θ = 13. Г. Fits 
which included explicit charge induced contributions to the 
long-range terms and/or an R 2 term in the exponent of Eq. 
(13) were found to be less satisfactory. Coefficients of higher 
λ terms in the expansion of μ, change sign with R and can­
not be fitted to the form of Eq. (13). But, as μ, is at least IS 
times larger than μ, and so dominates the total dipole, a 
more accurate fit of μ
χ
 seems unnecessary. 
Table I lists the short-range parameters of Eq. (13) in 
the expression for the total dipole: 
μ,^R,θ) = eR+μ
m
cosθ + У о^е'^Р^акв), 




3ίηθ + J) fl,,«4'·''Vi (cos β ) . (14Ь) 
Д - 1 
The parameters of Table I do not lead to the correct asymp­
totic behavior as R becomes large, because not all exponents 
are negative, therefore this fit is expected to be accurate only 
in the range R = 4.5 to 8e0. Figure I gives contour plots of 
the KCN dipole surface. 
For KCN, the points on the dipole surface included in 
the fitting procedure were fitted with roughly the same accu­
racy as the other points This suggests that the same fit pro­
cedure is appropriate for LiCN, where Essers et al calculat­
ed only two extra points " Inclusion of four terms in the 
expansion of μ** and two terms in the expansion of μΙΛ 
gave satisfactory results An average deviation of 0 32% 










FIG 1 Contour diagrams for the dipole components of KCN R is the 
distance from the CN center of ma&s to K, and θ the angle R makes with 
f^CN), measured from С Dipole values in ea
n 
J Chem Phys . Vol 80. No 7,1 Apnl 1984 
85 
3226 Brocha Tennyson and van der Avoird Infrared intensities of KCN and LiCN 
LiNC dipole ζ-component 
FIG 2 Contour diagnms for Ihe dipole componenu [in MJ of LiNC Co­
ordinata u in Fig 1 
(00096a u) in μ, and 35% (0014a u ) in μ, was found for 
the 40 points in the range of R = 3 3to5o 0 Maximum devia­
tions were 1 0% (0 030 a u ) in μ, for R = 4 97500, 0 = 0" 
and 180% (00035a u l in/ i , for A = 3 800,0= 115 Г (As 
μ, becomes very small, the relative error tends to go to infin­
ity and so it has little meaning, e g, at R = 3 Sag, 0 = 1 1 5 7* 
the SCF value for μ, is - 00019 a u ] Terms up to A 2 
inclusive were used m the exponent of Eq (13) Figure 2 give 
contour plots of the lithium cyanide dipole surface 
J Chem Phys, Vol 80 
III. TRANSITION INTENSITIES, RADIATIVE DECAY, 
AND VIBRATIONALL Y AVERAGED DIPOLE MOMENTS 
The absorption coefficient for an electric dipole transi­
tion with radiation of frequency ω is given by first-order 
time-dependent perturbation theory as" 
AT (41) = 




 is the density of molecules in state m (for which a 
Boltzmann distribution is usually assumed) and g
m
 the de­
generacy of m ^
m
 is the wave function of a state with ener­
gy E
m
, tmns over the degenerate levels of this state ω„ „ is 
the transition frequency of the transition m—»л ω„,„ 
= {E, — E
m
 )/α μ is the dipole moment operator (all in cgs 
units) The summation in the golden rule expression Eq (15) 
is often called the transition line strength 
The coefficient of spontaneous radiative decay of state 
m into a lower lying state л is given in the same units as2* 




where the summation is over all levels into which state m can 
decay 
The rovibrational calculations on KCN and LiCN by 
Tennyson and co-workers l tM! used symmetrized, close-cou­
pling type basis sets, for which the acronym LC-RAMP (lin­
ear combination of radial and angular momentum product 
functions) has been proposed " In body-fixed coordinates, 
their rovibrational wave functions can be written 
^•"•"ΊοΑΜ.'..«) 
= У A if; R - V. (A W/fiaßoß ), (18) 
where 
+ ( - ! ) ' ВЦ -Λαβ,Φ)Ρ /""(coso)] 
<*>0) (19a) 
= Ν„0Ο{;0\μβ4)Ρι[αΛθ), (A=0), (19b) 
and 
^-[¿Р'+'ю + ч ^ Г '20' 
InEq (16), У is the total angular momentum and (·/ + />) the 
panty of :he wave function, ν numbers the vibrational levels 
for a given ( JMj>) Ρ * and D ¿ , are associated Lcgendre 
functions and rotation functions, respectively, for which the 
conventions of Brink and Satchler are used " 
From Eqs |5H7), (14), and (16H20) the matrix ele-
ments of the dipole operator can be evaluated 
No 7 1 Apnl 1984 
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v м)Л,л£- a^J'-jiyìb{v'-k)\^{R)C^[Kì^{R)dR 
where 
aÜJ-XO) = UV + П + И ] " 2 , 
βίΛΛΛ.Ι) 
=о(;/л -1) = - {i/лшу + m+m и + Di"2, 
* | 0 ) = 1 / ^ , 
* ( # 0 | = 1 (22) 
The 3/-symbols are standard " The integrals over Ä are cal-
culated by an algorithm dependent on the form of the radial 
functions ^„ In this case the form of LeRoy and Carley' is 
used The χ
η
 are evaluated numerically on an equidistant 
grid in R and the radial integrals are calculated according­
ly l 0 " The indices m and π of Eq (15) correspond to ( Jj>M 
and ( J f ,i>'), respectively, ι and к run over all (2/ + 1 ) and 
(2У ' + I) degenerate M and M ' levels, respectively 
From Eq (21 ) it can be seen that the following selection 
rules apply 
| У ' - І | < У < / ' + 1 , 
¿ / = 0=>4/»=1, 
j y = l = > d / 7 = 0 (23) 
Ina rigid rotor formalism vibrationally averaged dipoles are 
found by considering pure rotational transitions and separ-
ating the rotational and vibrational matrix elements2'J0 Be-
cause of the coupling in the basis functions via к [see Eq 
(19a)], such a separation between rotational and vibrational 
parts is not in general possible The J = 0 eigenfunctions 
depend only on the internal coordinates, however, and J = 0 
states could be called purely vibrational [see Eqs ( І8И20)] 
An approximate rotation-vibration separation can be 
achieved' by assuming that the J > 0 states are desenbed by 
the same | / = 0) vibrational functions, multiplied by appro-
pnate (asymmetrie top eigenfunctions (linear combinations 
of^Mi ingenerai) Vibrationally averaged dipole moments 
can thus be defined as expectation values over J = 0 states 
Considering the basis used for expanding the wave func­
tions, it is straightforward to compute expectation values of 
dipole components along the body-fixed axes used here We 
TABLE II Short range fit parameters for L i C N a 
<·«, 
* , , „ 
» 4 0 
«Д 1 
» , i , 
» . , , 
'See Εφ 
Я = 0 




Д = І 
мвіхіо- ' 
2 847 
- 0 4 5 0 5 
OOM 28 
0 2914 
- 0 0 « 52 
/1-2 
- 0 4 7 2 0 
- I 267 8 
02009 
- 0 5J5 I 
-0B4OI 
0 076 94 








= Σ W + WiV+W" *"/.*". 
IS··* 




Calculations on J = 0,1 states were performed as m 
Ref 10, but in body-fixed coordinates, with parameters 
jni, = 23, п
тмж
 = 11 As the information in Ref 10 on the 
J = 1 levels is not sufficiently complete for our purpose, 
these levels are listed in Table III 
An approximate vibrational labeling scheme according 
to stretch [ν, ) and bend К ) modes is introduced, which cor­
responds to the number of nodes in the R and в directions, 
respectively It is based on plots of the wave functions (see 
Ref 10), energy level separations (see Fig 3) and vibrational 
transition strengths (see below) 
In the ngid rotor formalism KCN behaves as an asym­
metric top Therefore, standard asymmetric top labeling2' w 
is used for the rotational transitions These transitions can 
thus be called a or * type, according to the projections of the 
dipole operators involved onto the (vibrationally averaged) 
principal inertia axes " " Table IV gives transition line 
strengths for J = 0—И transitions for the lowest ten vibra­
tional states As μ, is much larger than μ, and KCN is a 
near prolate symmetnc top with its a axis almost coinciding 
with the body-fixed ζ axis, the α-type transitions are much 
stronger than the ύ-type ones Table IV also contains results 
of calculations with neglect of the so-called "off-diagonal 
Conolis terms " " In this approach the KCN molecule is 
effectively approximated by a (prolate) symmetnc top with 
its a axis along the ζ direction The approximation works 
well for α-type transitions, ύ-type transitions are affected 
much more, because the projection of μ, on the b axis be­
comes larger than that of μ,, even though the (vibrationally 
averaged) principal inertia frame makes on'y a small angle 
with the body-fixed frame As can be seen in Table IV, μ, 
dominates both types of transitions, especially in the higher 
vibrational states 
The pure rotational transition 
(»Λ.« ( » M W — W i i ) 
for an asymmetric top molecule correlates with the rovibra-
tional transition 
pUJK) = {2v,00)-~i2U+l,l,) 
for a linear molecule " The increase of this transition fre-
J Chem Phys Vol 80 No 7 1 Apnl 1884 
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quency, shown m Table III, thus corresponds to a change of 
the KCN molecule from an asymmetric top to a nearly Imear 
molecule There is no significant change in the transition 
intensities, however 
In the molecular beam expenments of van Vaals et 
al " ™ it was not possible to obtain accurate data on relative 
transition intensities For KCN it was found, however, that 
α-type transitions are much stronger than A-type ones This 
agrees with the results of Table IV The discrepancy of about 
10% ш rotational transition frequencies between ab initio 
and experimental results was analyzed by Tennyson elal^" 
It is associated with the inaccuracy of the equilibrium struc­
ture predicted by the potential surface of Wormer and 
Tennyson " 
Table V lists vibrationally averaged dipole moments 
along the body-fixed axes These agree rather closely with 
the dipole moments for the vibrationally averaged geome­
tries, ' 0 which are also shown in this table The effect of the 
vibrational motion on the rotational Ime strengths can be 
deduced by comparing the "exactly" calculated results with 
the Ime strengths calculated for a ngid rotor in the vibration-
TABLEIV Tranaibon line straigüu (m a-u ) for pure rotational /=• 0-*l 
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ally averaged geometry The latter calculation is rather sim­
ple Expressions for the J = 0,1 eigenfunctions of an asym­
metric top have been given explicitly 2 ' 3 0 From these, the 
rotational line strengths S[JKK —*Ι'Κ ) for J = 0—Λ 
transitions of a tnatomic asymmetric top can be derived 
5(0 0 0 -* l„ 1 )=/i i , ilo«—lT,) = J/2* (25) 
The position of the principal inertia axes m the vibrationally 
averaged geometry is easily computed, if we define the aver­
age geometry in terms of the parameters (R ~2) and (coso ) 
and take the values for these parameters given by Tennyson 
and van der Avoird 1 0 (It would be better to calculate direct­
ly the vibrationally averaged inverse inertia tensor,' but, for 
the basis used, some matrix elements are singular then ) Pro­
jecting (μ,) and (μ,> on the principal axes, gives us the 




Comparing the ngid rotor line strengths given in Table 
V with the exact ones in Table IV, we find good agreement 
fore-type transitions, but large differences for 6-type transi­
tions The ngid rotor model predicts the ¿-type transitions 
by ал order of magnitude too weak So, the fact that these 
transitions could actually be observed in KCN," is to some 
extent related with the large amplitude bending motions, for 
which it is essential to include rotation-vibration coupling 
The intensities of the ¿-type transitions are dominated by the 
(vibrationally averaged) projection of μ, on the b axis 
At low temperature only the vibrational ground state is 
significantly populated Table VI gives line strengths for vi­
brational transitions from the ground state, accompanied by 
a J = 0,1 rotational transition The rotational fine structure 
of these bands will be very complicated as the rotational 
constants, depending on the vibrational states, vary at least 
as much as the rotational line splittings In general, μ, will 
be most strongly sampled by α-type rovibrational transi­
tions, so these will dominate the bands A reasonable as­
sumption is that the relative value of equivalent rotational 
transitions is a good measure for the relative intensities of the 
whole bands 
Three vibrational transitions are far more intense than 
the rest Two of these are the bending fundamental (υ,,ΐ'») 
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TABLE V Vibralionally avenged dipole moments and rigid rotor line strengths for J = 0-. 1 transitions in 
KCN(ini.u) о type У
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" Dipole iDOmcnts in vibnuorully avenged geometry (Ref 10| 
= (0,0)—K0,1) and the stretching fundamental 
(v,,t>b) = (0,0)—Ц 1,0) Especially the latter is very intense, as 
can be expected for a molecule consisting of two oppositely 
charged ions More surprising, however, is the high intensity 
of the second bending overtone (0,0)—Ц0,3) This is due to a 
strong mixing (Fermi resonance) between the (1,0) and (0,3) 
levels The \v„vt) = (0,0)-»(0,3) transition thus "steals" in­
tensity from the stretch fundamental " 
Beyond the (0,3) level, the large anharmomcity of the 
KCN potential makes the separation between bending and 
stretching motions more or less arbitrary In a harmonic 
picture this means that Fermi resonance effects become 
large, e g., between (0,4), (1,1), and (0,5) levels The energy 
level spaemgs, shown in Fig 3, illustrate this point 
As we mentioned already, JKK = 1,,, 1,0 levels corre­
late with the extra bending levels in a linear molecule and the 
effect of KCN becoming nearly linear could be studied from 
line splittings of higher overtones Unfortunately, these lines 
are weak 
The only available low-temperature vibration spectrum 
of KCN is the matrix isolation spectrum of Ismail el al " 
Their assignment of fundamentals was found to be in agree­
ment with the ab initio results, '" but relative intensities have 
not been published An extra peak due to Fermi resonance 
has not been mentioned 
Next, we look at the (high-temperature) gas phase spec­
trum of KCN Figure 4 shows the relative absorption coeffi­
cients for (u,,Dt/ = 0)—Ц«;,и; J= 1) transitions between 
the first ten vibrational levels at a temperature of 750 К This 
spectrum is of course incomplete because at this temperature 
more than ten levels are significantly populated Calculating 
these higher levels will be rather difficult, because it requires 
an enlargement of the basis set used by Tennyson and van 
der Avoird" and a corresponding increase in the cost of the 
dynamical calculations. 
It can be seen from Fig 4 that, due to the irregular 
spacings between the vibrational levels caused by the strong 
interaction between bend and stretch modes, transitions are 
relatively well separated Many transitions are shifted signif­
icantly, as compared to the harmonic model Several bend­
ing overtones interact with nearby stretching levels and thus 
pick up some intensity 
There is little experimental data available on the gas-
phase spectrum of KCN Leroi and Klemperer2 ' found only 
one transition, at 207 c m - ' (gas temperatures 800 and 
1000 'C) The suggestion that this transition corresponds 
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FIG 3 KCN lowest vibrauonal levels as calculated by Tennyson and Van 
der Avoiid l 0 labeled with stretch (u,) and bend (i/J quantum numbcn. 
with the second bending overtone' ι 0 is made highly impro­
bable by the results of Fig 4 Also the CN stretch frequency 
of Ref 21 does not agree with the matrix spectrum of Ismail 
era/2 2 (it lies about 100 cm"'higher) Therefore, wc support 
the suggestion of the latter authors that the "KCN spec­
trum" of Ref 21 actually relates to a different molecule 
V.LINC 
According to the dynamical calculations'2 lithium 
cyanide behaves as a linear molecule with equilibrium LiNC 
(isocyanide) structure The pure rotational spectrum is 
therefore much simpler than for KCN ' 2 2 0 Table VII gives 
the calculated transition line strengths for J = 0—»1 transi­
tions and vibrationally averaged dipole moments for the 
lowest 10 7 = 0 states (using the y
m
„ = 2 8 , n
ma
 = 12, 
0 / = 110* basis of Ref 12) The vibrational labeling scheme 
is the same as used for KCN and the rotational labeling is 
common for a linear molecule 1 2 3 ' As expected, the vibra­
tionally averaged dipole along the ζ axis decreases with in­
creasing bending excitation as a larger area in θ is probed and 
(R ) decreases (see Fig 2) Conversely, it increases with in­
creasing stretching excitation These effects are confirmed 
by comparing (μ,) with //.((A )) m Table VII The vibra­
tionally averaged dipole component along the χ axis is very 
small indeed due to the fact that for #> 90° long- and short-
range terms have opposite sign and almost cancel The μ, 
component can practically be neglected for the transition 
intensities 
The effect of what is called neglect of off-diagonal Cor-
lohs terms" " is to omit all nondiagonal terms in the total 
angular momentum operator components J, In the three 
angle embedding of Tennyson and Sutchffe [sec Eq ( 15) of 
Ref 11] this implies, besides neglecting coupling terms 
between internal (vibrational) operators and J,, also the neg­
lect of nondiagonal /, У, terms (ι e, in the rotational energy) 
In a linear molecule this results in underestimating centrifu­
gal terms and localizing the vibrational wave function some­
what more about the linear axis, leading to a higher average 
dipole The effect increases with bending excitation, since for 
larger deviation from the linear configuration, J, J, cross 
terms become relatively more important (see Table VII, sec­
ond column) 
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FIG 4 Relative absorption coeffi 
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The ngid rotor rotational Ime strength for a 
( JK ) = (00)—Η Ό) transition for a linear molecule can easily 
be derived 
5(00-^10)=μί, (26) 
where ζ is the linear axis 
Taking the vibrational average (μ,) as the ngid rotor 
dipolc moment, we obtain the line strengths listed in Table 
VII, third column They agree quite well with the exact val­
ues of Table VII and they are practically identical to the 
values calculated neglecting the off-diagonal Conolis terms. 
This can be understood by evaluating expressions (21) and 
(22) for a JK = 0„—*l0 transition and making the latter ap­
proximation This leads to an expression similar to Eq (26), 
but with μ, given by (¿od μ, Ι ¿ι о), where^д(Л,0) is the 
internal part of the corresponding wave function Since ф0 0 
is almost identical to φ
ί0, the observed agreement is ex­
plained 
Table VIII gives line strengths for vibrational transi­
tions from the ground state, accompanied by a J = 0,1 rota­
tional transition Transitions are marked parallel Щ) for 
TABLE VIII Vibrational transitions from the ground state, accompanied 



















( Λ Α Ί = (1,0· М О . 
transition 
0 4 2 І Х І 0 - Л 
0 109x10 ' 
0 9 7 0 X I 0 - ' 
0 1 5 6 x 1 0 - ' 
0 6 0 4 x 1 0 - ' 
0 1 3 0 x 1 0 - ' ° 
0 2 4 4 x 1 0 * 
[У, d'I = ( 1 . 0 4 4 1 . 
0 3 2 1 x 1 0 ' 
0 5 3 1 x 1 0 - ' 
0 2 6 7 x 1 0 ' 
0 1 6 9 X 1 0 - * 
0 129x10 ' 




0 4 1 4 x 1 0 - ' 
0 1 1 0 x 1 0 - ' 
0 9 9 3 x 1 0 ' 
0 1 6 0 x 1 0 - ' 
О б І О х І О -
1 
0 1 1 2 x 1 0 - ' ° 
0 2 J 5 X I O - · 
( 0 . 0 - M I . η 
0 2 1 4 X 1 0 - ' 
0 352x10 ' 
0 1 7 9 x 1 0 - ' 
0 2 7 7 x 1 0 * 
0 8 5 8 Х І 0 - 4 
0 134x10 ' 
Лк = 0 and perpendicular (1) for Лк = ± 1 " As can be 
seen from this table LiNC behaves as a perturbed harmonic 
oscillator The fundamental bend and stretch transitions are 
by far the most intense and overtones are very weak The 
energy splitting between bending overtones vanes gradually 
by less than 10% '2 The separation between bending and 
stretching modes is very clear In spite of this behavior, the 
amplitudes, even in the lower lying vibrational states, are 
large, however, [e.g, for {v„vtJ) = (0,8,0) (R) =4Пв<). 
{θ) = 146*) as compared to the ground state values 
< Α > = 4 35β
ο
,<0> = 169· , ! 
Ismail et al. measured a matrix isolation spectrum of 
LiNC " Again, the assignment of fundamentals is found to 
be in agreement with our calculations, but no relative inten­
sities have been given 
The vibrational spectrum at higher temperature is easi­
ly understood from the previous results Transitions with 
Aub = 1 or Δυ, = 1 are most intense, others are weak Espe­
cially, the stretch transitions are very strong, as can be ex­
pected for an ionic molecule Asthe energy spacmgs between 
higher levels decrease, the transitions between these appear 
on the lower frequency side of the corresponding transitions 
from the ground state Because of the regularity in the spac­
mgs, the separation between corresponding transitions is not 
very large, however (see also Fig 4ofRef 12) 
VI. UCN 
A linear LiCN isomer was predicted by Brocks and 
Tennyson,'2 with ground state energy 2286 cm" ' above the 
LiNC ground state energy The bamer to isomenzation is at 
3377 cm - ' above the LiNC ground sute and because appre­
ciable tunneling starts at approximately 200 cm - ' below the 
top of the barrier, the isomenzation process could be ob­
served at high temperature only 
It might be possible, however, that some chemical reac­
tions can be found which yield the cyanide isomer LiCN as a 
product Whether LiCN can actually be observed then de­
pends on its lifetime In a molecular beam this lifetime is 
probably determined by the half-lifetime for spontaneous ra­
diative decay of LiCN into LiNC In the gas phase collisional 
processes will be important as well but their effect on the 
UCN lifetime will be hard to assess theoretically Table IX 
gives the radiative decay life times for the lowest vibrational 
J Chwri Phys Vol 80, No 7 1 Apnl 1094 
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TABLE IX HijriiíeüinesforLlCNvibraliofulsuie5(y=iU) vibrationally 
slrenglhs for гоіяіюіиі (У к*) ={0 О^-ЦІ С) tnnsitiofu 
I». " . ] «Ι«) (μ.) <μ.) 
(0 0] 24 5 3 709 -00430 
|0 2) 04« J 675 -00756 
(0 4| 0 80x10-' 3 632 -00989 
(1 0] 107 3 736 -00431 
( / = 0) LiCN sutes (calculated with y
m
„ = 44, π„„ = 15, 
θf = 70* basis of Ref 12 ) The summation in Eq (17) goes 
over all LiNC ( J = 1 ) states lower m energy than the parti­
cular LiCN state considered Table IX shows that the LiCN 
ground state has a sufficiently long life time for its rotation 
spectrum to be observed The life time of the higher states 
decreases rapidly with increasing exitation level It is unlike­
ly, therefore, that rotation spectra for these higher levels can 
be measured On the other hand, the fundamental vibration­
al bands from the LiCN ground state will not be strongly 
broadened yet and it might be possible to measure a vibra­
tional spectrum, just as for HNC2 3 (which is the metastable 
isomer of HCN) For the sake of completeness, Table IX 
gives vibrationally averaged dipole moments and rotational 
line strengths of LiCN (calculated with the 
У™, = 2 8 , n„„ = 12, e / = 40
,basisofRef 12) Thevibra-
tional line strengths behave like those of LiNC Fundamen­
tal transitions are strong, others are weak Line strengths for 
the transitions (ιι,,υ,Λ* 1 = (0,0,0,(ГМО,1,1,1') and 
(Ο,Ο,Ο,ΟΤ-^  1.0,0,0') are 0 0277 and 0 0117 a u , respectively 
VII. CONCLUSIONS 
In this study we have performed calculations on rovi-
brational transition intensities for the lithium and potassium 
cyanides We have used an analytical dipole surface fitted to 
calculated SCF dipole moments" " and rovibrational wave 
functions from LC-RAMP calculations l 0 " " 
The vibrationally averaged dipole moments follow clo­
sely the dipole moments for vibrationally averaged geome-
tnes ' 0 " The intensities of the rotational transitions calcu­
lated from these vibrationally averaged dipole moments in a 
rigid rotor model are compared with the results of the full 
calculations including the vibration-rotation coupling For 
LiNC, LiCN and the α-type transitions in KCN they are in 
good agreement, for i-type transitions in KCN the rigid ro­
tor model predicts the intensities too weak by an order of 
magnitude For both KCN and LiNC the transition 
strengths are dominated by the dipole component along the 
body fixed ζ axis, which in the long range is given by the 
charge separation 
The vibrational spectrum of KCN is not very regular in 
appearance, due to strong interactions between bending and 
stretching modes This results in large shifts in energy levels 
and irregular spacings between them In particular there is a 
strong Fermi resonance between the stretch fundamental 
and the second bending overtone, by which the latter steals 
considerable intensity from the first Also, many of the high-
J Chem №ys Vol M 
renged dipole momenls and line 
Line strength 
Full Rigid rotor 
13 75 13 76 
1341 1351 
1304 13 19 
13 95 13 96 
er transitions pick up some intensity by resonance effects On 
the other hand, in LiNC bending and stretching motions are 
well separated in the lower lying vibrational levels Funda­
mental transitions are by far the most intense 
A metastable LiCN molecule was predicted by Brocks 
and Tennyson ' 2 The present results show that, if this LiCN 
molecule could be prepared by some chemical reaction, the 
ground state is sufficiently stable against spontaneous radia­
tive decay, to be observed (half lifetime 24 S s) 
Experimental data on vibrational transitions for these 
molecules is very limited yet " l l 2 J It will be useful to try 
and obtain gas phase infrared spectra In view of future ex­
periments it is useful to make estimates of the accuracy of 
our predictions The potential surfaces and the dipole sur­
faces for KCN and LiCN have been obtained from good 
quality (extended basis set) SCF-LCAO calculations " " 
Even though electron correlation effects are not expected to 
be very important for the strong (ionic) interactions in these 
K + C N andLi + CN" species, ' * they may still affect rota 
tum barriers, etc , but it is difficult to assess to what extent 
The accuracy of the dipole surface can be estimated (at the 
SCF level) by looking at the so called basis set superposition 
error For KCN it has been found "that this error is 6 5% in 
μ, and 14 5% in μ, of the short range dipole contributions 
[cf expressions (10), (11), and (14)] near the equilibrium 
structure (at R = 5 04β0, θ = 9V), while it is β 5% in μ, and 
17% in μ, at a larger distance (Д = Da,,, θ = 90*) Further 
errors due to the analytic fit of the potential and dipole sur­
faces have been indicated in detail in Refs 16 and 17 and in 
Sec II of this paper They are such that we estimate the 
overall error in our dipole surface to be of the order of 10% 
of the short range contributions (except when the latter be­
come very small), apart from possible electron correlation 
effects Therefore, we have effectively changed the short 
range contributions by 10% and looked at the effect on the 
calculated observables The transition strengths of the rota­
tional transitions in KCN change by 3% and 10% for a and 
ύ-type transitions, respectively, while the more intense vi 
brational transitions change by less than 4% In LiNC a 
similar change altere the rotational transition strengths by 
about 6% and the vibrational ones by 1 3% and 14% for the 
stretrli and bending fundamentals, respectively (which are 
the only strong transitions in LiNC from the ground state) 
The radiative lifetime of LiCN changes from 24 S to 24 4 s 
So, on the whole, we conclude that the properties of KCN 
and LiCN that we have calculated are not very sensitive to 
possible errors in the dipole surface, because they are domi­
nated by the long range (ionic) contributions to the dipoles 
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Additional inaccuracies in our results anse from the use 
of incomplete basis sets in the dynamical calculations of the 
rovibrational states ' 0 ' ' 2 However, we have checked that in­
creasing j^, from 23 to 28 in the RAMP basis of KCN1 0 
causes negligible change in any of the calculated intensities 
(or frequencies) Although the life tune of LiCN is expected 
to depend sensitively on the rovibrational wave functions, 
increasing j
mtx from 44 to 46 in the LiCN calculations, just 
alters this lifetime from 24 5 to 24.8 s. Thus we think that it is 
worth comparing our calculated data to the results of future 
experiments on KCN and LiCN, in order (o assess the re­
maining uncertainty in the calculated potential surfaces. 
Moreover, we expect that the present calculations will be 
helpful in unraveling the spectra to be measured. 
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Transition intensities for the excitation of ground state LiCN to many vibrational levels, including ones previously predicted 
to be chaotic, are calculated. This direct excitation is found to be efficient for stretching excitations but unlikely to be useful 
for populating chaotic slates as they require significant bending excitation. The fluorescence lifetimes for these vibrationally 
excited states are computed and show a remarkable structure. The regular states all lie in progressions labelled by a single 
stretching quantum number while the lifetimes of chaotic levels show no structure. Fluorescence spectra are found to be sharp 
for regular and diffuse for chaotic states. It is thus suggested that fluorescence properties could provide a useful experimental 
probe in the search for chaotic vibrational stales. 
1. Introduction 
Much recent research has centred on the possi­
bility thai the highly excited vibrational states of 
polyatomic molecules will cease to show regular 
spectra with well-defined quantum numbers and 
become in some sense irregular or chaotic [1]. 
While a precise definition of what is meant by 
chaos in a quantum-mechanical system is still 
awaited, several characteristics of such systems 
have allowed progress to be made in identifying 
molecules with chaotic vibrational states. These 
characteristics include complicated nodal struc­
tures [2]. level spacing distributions similar to that 
found from diagonalising random matrices [3] and 
1
 Present address: Department of Physics and Astronomy. 
University College London. London WC1F. 6BT. UK. 
0301-0104/86/$03.50 © Elsevier Science Publishers 
(North-Holland Physics Publishing Division) 
instability with respect to small perturbations [4]. 
There have also been some claimed sightings of 
chaos. They include the highly excited vibrational 
levels of acetylene [5], high-lying rotational levels 
of formaldehyde [6] and vibronic slates in NOj 
[7]. There is still limited empirical experience in 
this area. Theoreticians, however, have concerned 
themselves largely with the calculation of energy 
levels and corresponding wavefunclions and, apart 
from some work on multiphoton processes [8], 
have largely ignored the role played by transition 
strengths in any experiment. 
Two-dimensional calculations by Páranlos and 
Tennyson [9-11] using both classical and quan-
tum mechanics have shown that the floppy K.CN 
and LiCN molecules, with CN frozen, display an 
early onset of vibrational chaos. KCN shows a 
particularly early onset to chaos, with only the 
B.V. 
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three lowest vibrational levels being definitively 
assigned as regular [9] Previous analysis of the 
transition intensities for the lowest ten vibrational 
stales of KCN showed a complicated spectrum 
caused by large amounts of "intensity stealing" 
between nearbv states in resonance [12] The oc-
currence of overlapping resonances is a character-
istic of chaos [4] KCN. however, is an atypical 
molecule as the strong coupling between the modes 
destroys all regularity in both the classical and 
quantum spectrum above the onset of chaos This 
is contrary to the behaviour of more usual KAM-
like systems for which regular and irregular trajec-
tones/states exist together over a range of en-
ergies [13] 
Despite its large amplitude bending mode. 
LiCN is probably more typical of small molecules 
Its comparatively weak mode coupling leads, in 
keeping with KAM theory, to only the gradual 
destruction of stable regular orbits Analysis has 
shown that the stretching motion is particularly 
stable and the onset of chaos is caused by bending 
excitation [11] This can be rationalised in terms 
of the LiCN potential which shows two low-lying 
minima with linear geometries LiNC (absolute) 
and LiCN (metaslable) [14] The bending motion 
links these minima and thus feels the full anhar-
momcily of the barrier between them, which lies 
at 3177 c m - ' above LiNC 
A dipole surface has been calculated for LiCN 
and some analysis of its predicted spectrum per-
formed [12] However, this analysis was confined 
largely to states lying in the lower and thus regular 
region of the spectrum Fluorescence lifetimes were 
also computed but only for the isomensation 
process LiCN -» LiNC In this paper we extend 
the analysis of transition dipole dependent proper-
ties of LiCN to consider spectra encompassing 
both regular and chaotic states We compute tran-
sition intensities, which are the key to observing 
any of the transitions of which we are interested, 
and fluorescence lifetimes and spectra which re-
cent analysis has shown to be important for un-
derstanding chaos in the observed levels of NO, 
[7] 
2. Transition intensities 
Our calculations of the LiCN transition intensi-
ties follow closely those of Brocks et al (ВТА) 
[12] Their dipole surface, p(r
c
. R Θ) is expressed 
in the body-fixed coordinates R, the separation of 
Li from the , 2 C 1 4 N centre of mass, r the CN 
bond length and θ the angle between r and R 
The CN coordinate was frozen, as previously 
[10-12,14,15] at r
c
 = 2 186 a 0 , reducing the vibra­
tional problem to a two-dimensional one with 
stretching coordinate R and bending coordinate θ 
BTA's fit to the ab initio dipoles of Essers et al 
[14] divides the dipole components into short- and 
long-range contributions Although the short-range 
contribution is necessary for an accurate represen­
tation of the calculated dipoles, the gross features 
of the surface are given by the long-range proper-
lies In particular, the charge separation between 
Li+ and C N " gives the largest contribution to the 
dipole This lies along the the vector R which is 
chosen as the body-fixed ζ axis 
As we are interested in higher vibrational states 
than BTA, is was necessary to improve on the 
vibrational calculations they used This was done 
using the method of Brocks and Tennyson [15] in 
contrast to the previous analysis of vibrational 
Table 1 
Compdnson of the vibrational band origins with J - 0 of LiC N used in this work and ref [10] All frequencies arc in cm ' relative 
lo the ground stale 
ref [10) ·" 
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chaos in LiCN [10.11] which used the method of 
Tennyson and Sulcliffe [16,17] The essential dif­
ference between these methods, which both use 
associated Legendre polynomials to carry the θ 
bending coordinate, is in the treatment of the R 
stretching coordinate Brocks and Tennyson used 
numerical functions for R, obtained by solving a 
model problem defined by a cut through the 
potential for some fixed θ = θ. The method of 
Tennyson and Sutchffe uses associated Laguerre 
polynomial basis functions to give Morse oscilla-
tor-like functions for R Table 1 compares the 
current band origins with those used previously 
Very good agreement is obtained for the lowest 70 
levels We note that in this work we only used 16 
(n < 15) radial functions compared to the 20 (n < 
19) required by Farantos and Tennyson [10] to 
obtain roughly the same accuracy 
For a molecule like LiCN, with large vibra­
tional spacings, only a few low-lying vibrational 
levels will be thermally occupied Excitation, 
within the ground electronic state, to chaotic re­
gions of the spectrum will thus usually involve 
many quanta of vibrational excitation This excita­
tion could be driven either by a mulliphoton pro­
cess, which may be efficient at climbing ladders of 
regularity [8] but is less likely to be an efficient 
probe of the irregular regions, or by a single, 
high-intensity jump The ladder method was used 
by Lehmann et al to probe HCN [18] in an 
unsuccessful attempt to identify chaotic states 
The absorption coefficient for an electronic di-
pole transition from state m to state η (m and η 
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j 
where N, is the density of molecules in state / and 
ω,,,,, is the frequency of the transition The sum­
mation over components of the transition dipole 
operator is usually known as the transition line 
strength 
Fig 1 shows transition line strengths for transi­
tions from the LiNC ground state below 3400 
cm ' The figure has been divided to show transi­
tions with approximate àk = 0 and 1 separately 
k. the projection of J on the body-fixed ζ axis 
(Я), is only a good quantum number when certain 
Conolis interactions are neglected [15 16] How­
ever. for LiCN it is an approximately good quan­
tum number [12.15] and the analysis is greatly 
eased by making this labelling 
Calculations which include the full Conolis 
coupling for the J = 1 state gave only minor shifts 
in the energy levels, because of the slight mixing 
between к = 0 and 1 states This is not so for the 
transition intensities For the pure states, the к = 
0 -» 1 intensities depend on μ, and the Δ<Γ = 0 
intensities on /i_ As μ is dominated by the 
charge separation it is much larger than μ, lead­
ing to pure ΔΑ: = 0 transitions of much greater 
intensity than the àk = 1 ones However, even a 
small perturbation of the pure к levels leads to a 
major enhancement of the Ak = 1 line strengths 
Therefore, although we will make use of A as an 
approximate quantum number, all calculations 
presented here include full Conolis coupling 
In fig 1 the excited vibrational states have been 
assigned as regular and localised about LiNC or 
LiCN, chaotic or unclear These assignments were 
made independently for J = 1, к « 0 states, which 
followed the J = 0, к = 0 assignments made previ­
ously [11], and for the J = \, к = 1 levels The 
assignments were made principally by inspection 
of the nodal structure of the wavefunctions, un­
clear states whose regular nodal structure had 
been partially destroyed by mixing, but for which 
approximate quantum numbers could be assigned 
by assuming an idealised nodal structure Further 
details can be found in ref [11] 
There are several features of note in fig 1 
Firstly, the most intense transitions involve excita­
tion of the stretching coordinate because of the 
large dependence of the dipole on the value of R 
Thus the four transitions whose intensities he in a 
line on the left-hand side of the figure correspond 
to the stretching fundamental and its lowest three 
overtones A similar progression can be seen for 
the bending overtones on the lower right-hand 
side of the figure, although this progression is less 
regular 
For high-frequency transitions these progres­
sions, particularly the bending one, merge into a 
region of low-intensity transitions with little struc-
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o LiNC regular 
Δ Unclear 
• Chaotic 
- 1 0 0 1 0 
Uog,0 ( T / S ) 
Fig 2 Fluorescence lifelime versus excitation energy for low-lying vibrational slates of LiNC with 7 = 0 
ture. The majority of the transitions in this region 
lead to chaotic states, the exceptions being transi­
tions which involve isomensation Franck-Condon 
overlap considerations show thai such photon-
driven isomensation will have extremely low in­
tensity 
3. Fluorescence 
A molecule in a vibrationally excited state has a 
finite probability per unit time of spontaneously 
emitting a photon and going to a state of lower 
vibrational excitation The coefficient of sponta­
neous radiative decay of non-degenerate state m 
into non-degenerate state и is given by 
•4„,„ = (4ω„3,„/3Αθ Σ Ι <ψ
Μ
 Ι μ, | Ψ„> 12. (2) 
This can be converted into a fluorescence lifetime 
by summing over all the states into which state m 
can decay. 
. - ( Σ Λ )" О) 
This will be the lifetime of such a state in a 
collision-free environment 
Fig 2 shows fluorescence lifetimes for vibra­
tionally excited states of LiNC lying less than 
3400 c m - 1 above the ground state Regular states 
localised at the LiCN minimum have been ex­
cluded from the figure as they have very long 
lifetimes These lifetimes were calculated by con­
sidering all allowed transitions from the vibra­
tional state with J = 0 to vibrational states with 
J = 1. Full Conolis coupling was included in the 
calculation of the wavefunctions of the J = 1 slates 
as its neglect was found to significantly alter the 
fluorescence lifetimes in some cases 
Fig. 2 shows that all the regular excited states 
lie in five progressions Analysis of the stales 
involved showed that for each progression all states 
have the same degree of stretching excitation (i>
v
), 
the quantum numbers of neighbouring points dif­
fering only by two quanta of bending excitation 
(i>b) Note that as LiNC is a linear molecule the 
J = 0 bending states all have u b even The pro­
gression with the longest fluorescence lifetimes has 
no stretching excitation ^ = 0, the next has v
s
 = 1, 
etc. 
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40-|(a) W'^EicileO slate («8 5) 
(b) 4 Θ " Έ Μ : Ι Ι · 0 Slate (1-5) 
2 (c) 47 "EMCrted stata /? ^ j 
,α l i l 
ui (cm" ) 
Fig 3 Fluorescence slick spectra for three typical vibrattonally 
excited states оГ LiNC Assignments are (a) regular state (4 0) 
(b) unclear slate (3 8) (c) chaotic The largest intensities have 
been Lut and are given numentally The intensities are соеГГі-
uenls of spontaneous decay see eq (2) m s ' 
For states lying more than 2000 cm" 1 above 
the ground vibrational stale there is a group of 
states with lifetimes in the range 0 04-0 2 s which 
show little or no structure These states can be. at 
best, assigned tentative quantum numbers and are 
thus labelled either unclear or chaotic All the 
progressions with good numbers appear to lead 
towards this region, reaching it al a point where 
assignment of quantum numbers ceases to be pos­
sible 
The fluorescence lifetime of an excited stale is 
not the only characteristic that can in principle be 
observed Each excited slate also has a characteris­
tic spectrum associated with ils fluorescence We 
have studied the fluorescence spectrum of several 
vibrationally excited states of LiNC in the energy 
region above the transition to chaos where both 
regular and chaotic states can be found 
Fig 3 shows typical fluorescence spectra be­
longing to a regular, an unclear and a chaotic 
stale The spectra are ordered to show increasing 
complexity So while the spectrum " of the (4,0) 
state is dommated by one single transition, to the 
(3.0) state, many transitions make a significant 
contribution to the decomposition of the chaotic 
state fig 3c 
(r ι
 h ) denotes the stretching and bending vibrational 
quantum numbers 
4. Discussion 
It is clear from the vibrational transition inten­
sities of fig 1 that the direct excitation of any of 
the chaotic states from the ground stale is very 
improbable These transitions from the ground 
state are all more than 10 orders of magnitude less 
intense than excitation of the stretching funda­
mental This is in contrast to excitation of the 
regular (4.0) state, which is well above the onset of 
chaos and is only IO6 weaker than the stretching 
fundamental 
This behaviour is not so much a reflection of 
the chaotic behaviour of LiCN but the greater 
intensity of stretching excitations because of the 
ionic nature of the molecule Similar behaviour 
was found in HCN by Lehmann et al [18] who 
were able to probe a large number of stretching 
states by direct excilalion of the ground stale 
However, they resolved virtually no bending exci­
tations As these bending states are likely lo play a 
crucial role in the onset of chaos [11), their search 
for irregular states was thus unsuccessful 
However, there are other viable routes to the 
preparation of a molecule in highly exciled vibra­
tional states of the electronic state A particularly 
promising method involves pumping to a suitable 
level in an electronically excited stale and then 
either allowing this level to fluoresce or encourag­
ing it to undergo stimulated emission back to the 
ground electronic state If there are significant 
differences in the geometry of the two electronic 
states involved, then many vibrational levels of the 
electronic ground stales can be populated 
Electronically exciled states have been used as 
a probe for large numbers of ground vibrational 
levels in molecules such as acetylene, formalde­
hyde and HCP In acetylene [5] and formaldeh)de 
[6] chaotic levels were identified, while HCP 
showed remarkable regularity even with up to 27 
quanta of bending excitation [19] 
For certain weakly bound molecules, it is possi­
ble that irregular regions of the spectrum may be 
occupied thermally Calculations on the Ar HCl 
molecule [20] indicate that van der Waals com­
plexes may have chaotic states which are likely to 
be occupied at experimental temperatures 
Besides the qualitative feature that transitions 
99 
У Tenmson et al / Transition intensities for regular ana t huolu nates of I iC\ 
lo regular LiNC states are more intense than 
transitions to chaotic states fig 1 also shows some 
structure The line strengths of the stretching over­
tone transitions lie on a near straight line and a 
similar progression can also be seen for the bend­
ing overtones Some correlation can also be made 
for regular states with both bending and stretching 
excitation No strutture apart from the ultra-low 
intensity transitions to the LiCN discussed above, 
can be seen in the low intensity, largely chaotic 
portion of fig 1 
The fluorescence lifetimes of the regular states 
depicted in fig 2 show an even more pronounced 
structure than fig 1 All the regular states he on 
progressions which can each be labelled by a 
single stretching quantum number All the chaotic 
slates he in a clump separated from these progres­
sions Many of the unclear states, for which ap­
proximate quantum numbers could be assigned, 
appear to link the regular progressions with the 
chaotic clump 
Another interesting feature of fig 2 is that the 
progression with i4 = 0 shows a large decrease in 
lifetime with bending excitation, while the pro­
gressions with ¿4 > 0 show a small increase This 
can be understood in terms of the dominant role 
plaved bv the stretching mode in the fluorescence 
lifetimes As the bending excitation increases so 
does mode mixing This mode mixing introduces 
some stretching character into the pure" bending 
slates leading to a sharp decrease in lifetimes 
Conversely the mode mixing on the (., > 0 stales 
leads to some bending character being introduced 
into the stretching stales and a consequent slight 
increase in lifetime In the chaotic region mode 
mixing is complete and no distinction can be 
made between stales with predominantly bending 
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Fig 4 Fraction of ihe fluorescent decay intensity carried by the dominant iransition versus excitation energy for the low Ivmg \tates 
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times are thus the same within some statistical 
fluctudtion 
I he simulated fluorescence spectra, fig 3, also 
show a markedly different behaviour between reg-
ular and chaotic states The decay of regular states 
is dominated by a few transitions, that with ADS = 
— 1 being the most important when bs > 0 Con-
versely the relaxation of the usual vibrational 
selection rules for chaotic states results in many 
transitions with significant intensity This situa-
tion is reminiscent of the power spectrum of a 
classical trajectory which is simple and discrete for 
a quasipenodic trajectory and shows structure for 
chaotic trajectories [21] 
Fig 4 gives a more quantitative representation, 
for all the low-lying slates, of the trends shown in 
fig 3 Fig 4 displays the fraction of the total 
fluorescence intensity which is carried by the 
dominant (most intense) transition for each stale 
As one would expect, for most regular states decay 
is via one dominant transition whereas for all the 
slates designated chaotic, no more than 63% of the 
intensity is carried by the dominant transition 
The progressions observed in fig 2 are also ap-
parent in fig 4. with the stretching overtone slates 
being those most dominated, 95%, by a single 
transition 
5. Conclusions 
li is well known that for many model and real 
systems, regular (mode localised) and irregular 
(mode delocalised) states can be found in classi-
cally chaotic energy regions [22] Analysis of tn-
diormc molecules [11], where the separation be-
tween slates is large, and polyatomic systems [23], 
whose slates form a quasi-continuum, has shown 
that regularity (mode localisation) can be associ-
ated with stretching overtones LiCN is no excep-
tion to this In the light of this we have analysed 
the dipole-dependent properties of LiCN using 
realisuc. ab initio potential energy and dipole 
surfaces in a computer experiment 
Our calculations on the LiCN molecule suggest 
that direct vibrational excitation of the ground 
slate is not likely to be a useful technique for 
reaching chaotic regions of the spectrum How-
ever. alternative experimental methods using an 
initial vibróme transition show more promise for 
reaching this goal 
While the transition intensities do show some 
structure, this is much more spectacular for the 
fluorescence lifetimes which show significant 
changes in character for regular and chaotic stales 
This is similar lo the conclusions drawn by 
Hardwick from his study of a variety of NOj 
vibróme data [7] Besides the fluorescence life-
times the fluorescence spectra also appear to con-
lain characteristic information concerning the reg-
ular/chaotic nature of the fluorescing state The 
breakdown in the vibrational selection rules, or 
more correctly propensities, is clearly shown by 
ihe increased number of transitions with signifi-
cant intensity from the chaotic states It is hoped 
that the analysis of fluorescence behaviour might 
be as useful for the empirical identification of 
chaos in vibrational manifolds as it already has 
been in the vibróme manifold of NO2 [7] Finally 
we noie lhat time- and frequency-resolved fluo-
rescence spectra have provided useful information 
for analysing intramolecular vibrational redistri-
bution in polyatomic molecules [24] which is driven 
by mode coupling similar to that found in chaotic 
slates 
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Ab mino SCF compulations of the potential energy and dipole moment surface of RbCN arc reported The surfaces arc 
represented in an analytic form suitable for the computation of the rovibrational spectrum The molecule is predicted to be 
tnangular vmh distances r(C-N) - 2 186 ao r(C-Rb) - 5 811 u0 and r(N-Rb) - 5 082 a 0 
1. Introduction 
The molecule HCN is linear [1], LiCN is also 
linear, but is an isocyamde [2-4], and NaCN as 
well as KCN are tnangular [5-10] These struc­
tures are known from experiment and ab initio 
calculations In the periodic table the element 
rubidium stands below potassium The structure 
of RbCN is not yet known, but microwave molec­
ular beam measurements aimed at its elucidation 
are planned [11] 
In this paper the ab initio computation of the 
potential energy and dipole surface of RbCN is 
reported Both surfaces are used in a subsequent 
paper by one of the present authors for the com­
putation of the positions and the intensities of the 
lines in the rotation-vibration spectrum of the 
molecule Since the alkali cyanides are very floppy, 
especially in the bending vibration, methods for 
the solution of the nuclear motion problem that 
are based on an equilibrium structure and force 
constants are not applicable Therefore, a close-
coupling type of method will be applied in the 
subsequent paper, just as has been done for the 
other alkali cyanides [12-16] For the present work 
this implies that the full angular dependence of 
both the energy and the dipole must be calculated 
As before [3,6,16], we represent the angular depen­
dence of the energy and the dipole surface as a 
senes of Legendre functions To that end we per­
formed SCF calculations for ten different angles 
at three distances between Rb and the CN moiety 
0301-0104/86/$03 50 © Elsevier Science Publishers 
(North-Holland Physics Publishing Division) 
The Л-dependence of the Legendre expansion 
coefficients is represented analytically 
Finally, we wish to point out that a new and 
rather large GTO basis for the Rb atom is pre­
sented, which gives a good account of the ioniza­
tion potential of the atom as well as the polanza-
bihty of the cation 
2. Computational aspects 
All the calculations in this paper have been 
performed by means of the integral and SCF 
program ATMOL [17] and are based on spherical 
(i e tesserai harmonic) gaussian type orbitals 
(GTOs) On the carbon and the nitrogen atom we 
departed from the (lis, 6p, Id/ós, 3p, Id) basis of 
Wahlgren et al [18] and added a diffuse d orbital 
( a c = 0 21, aN = 0 32) to each atom In the next 
section we shall argue that RbCN can be consid-
ered as a dimer consisting of the anion CN ~ and 
the cation Rb+ In accordance with this picture we 
computed the energy lowenng of the free CN" 
caused by the presence of the (ghost) Rb basis At 
a distance of 8 a0 we found for several angles a 
basis set superposition error (BSSh) of = 1 5 
mhartree Although this error is less than \% of 
the interaction energy, it caused nevertheless prob-
lems in the fitting of the energy surface Therefore, 
we added an extra s orbital on both the carbon 
and the nitrogen atom, and changed the exponents 
of the six most diffuse s orbitals so that they were 
BV 
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equally spaced on a logarithmic scale (ι e they are 
even-tempered [19]) Mmirmzation of the CN" 
energy with respect to the smallest exponent of the 
even tempered sets gave a
c
 = 0 06 and aN = 0 09 
The BSSE superposition error in the CN basis 
thus obtained is 0 7 mhartree at R — 5 2 a0 and 
θ = 30 " This small error is neglected in the fur­
ther calculations The BSSE in the absolute value 
of the dipole moment of the molecule in the same 
geometry is * 0 01 e a0, which is less than 0 2% of 
the total dipole moment 
Since we were not able to find in the literature 
a GTO basis for Rb which was suitable for an 
accurate description of RbCN, we optimized our 
own basis The only basis sets we were able to find 
are the ones given by Huzmaga et al [20] These 
are too small for our purpose, however, since a 
correct account of the ionic bond in RbCN re­
quires a basis which gives a good ionization poten­
tial of the neutral atom and a good polanzabihty 
of Rb+ Moreover, the basis must be in balance 
with the rather large basis necessary to describe 
Table 1 





















































the CN amon In order to keep the optimization 
time within reasonable limits, we divided the 
twenty-seven primitive s orbitals into two even-
tempered sets The highest and lowest exponent of 
the first twelve-membered set were chosen such 
that the total energy of the ion was minimal The 
highest and lowest exponent of the second, more 
diffuse, set were optimized with respect to the 
ionization potential, ie they were chosen such 
that the ASCF ionization potential was as close as 
possible to the large-basis value of ref [21] Dur­
ing this optimization of the s orbitale the ρ and d 
orbitals were kept constant and described by a 
4GTO 1STO fit of the double zeta STO basis of 
Clementi and Roetti [21] After the s orbitals were 
determined, the sixteen ρ groups were optimized 
in a similar manner and also the six d groups This 
optimization was performed with the constraint 
that the polanzabihty of the atom and the cation 
stayed reasonably close to the expérimental val-
ues The final (27s, 16p, lf/18s,10p, 4d, 10 basis, 
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Tabic 2 
Monomer properties computed in the present basis a l 
CN Π 2s 6p 2d/7s Эр 2d) 
energy 
ionization polennal (ASCF) h l 
d.pole c l 
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- 92 339485 
3 28(3 82) 
0 2241 
27 24<24 32) 
18 15(16 23) 
12 28(8 97) 
6 34(4 73) 
20 83(14 64) 
83 04(70 64) 
39 72(42 63) 
13 05(27 65) 
10 96(14 01) 
39 95(54 66) 
21147(174 69) 
Rb+ (27s 16p 6d lf/18s 10p 4d 10 
energy - 2937 7739 
electron afriiulyfiSCF)" 3 75(4 18) 
α
 η
 9 01(12 13) 
*' Ionization potential and electron affinity in eV all other 
quantities m au 
b }
 fn parentheses the experimenta! value [21] 
0
 Polanty С -Ν * see table 3 for higher multipolcs 
d>
 Molecule along : axis Finite field values in parentheses 
uncoupled HF values 
'* In parentheses the experimenta] value [24] 
η
 In parentheses the experimental value [25] 
given in table 1 The f orbital is added to give 
some additional flexibility to the basts The BSSE 
on the Rb energy due to the ghost CN basis is 
negligibly small 
In table 2 some results are collected for the 
monomers obtained in he present basis 
The energy and dipole moment of the molecule 
are computed for ten different angles в defined by 
θ = arceos ζ, (1) 
where z = rR The unit vector f points from 
nitrogen to carbon and R lies along R The latter 
vector connects the centre of nuclear mass of 
1 2 C- 1 4 N with the Rb atom We have performed 
these calculations for three circles with radius 
R = 4 5, 5 1 and 5 7 a0, respectively, where R = 
CN radical is high (3 82 eV [23]) and the ioniza­
tion potential of Rb is low (4 167 eV [24]) The 
fact that an ionic bond occurs is confirmed by our 
calculations at Λ = 50 a0 and 0 = 90° as much 
as 97% of the SCF dipole is accounted for by a 
classical model which considers the molecule as 
consisting of two polanzable charge distributions, 
the ions CN" and Rb+ We believe that the 
remaining part of the dipole is mainly due to 
exchange and charge cloud penetration This per­
centage (at the same R value) is 98 6% for the 
linear isocyanide (Θ = 180') structure The linear 
cyanide structure shows more exchange and 
penetration, however At R = 5 0 a0 84% of the 
dipole is due to classical long-range effects 
In fitting the energy and the dipole surface it is 
convenient to subtract first the classical electro­
static and polarization contributions from the SCF 
value, because their form is known analytically 
The remaining part ("the short-range" contribu­
tion) can then be fitted numerically We shall 
discuss first the analytic forms of the long-range 
contributions (see also the appenda) These ex­
pressions contain permanent multipole moments 
and polanzabilities of the subsystems CN~ and 
Rb+, which we have computed by the (finite field) 
SCF method in the basis discussed in section 2 
The more important ones of these values are given 
in table 2 
3 I Long-range contributions 
In a cartesian frame with the z-axis along R 
(ι e with the Rb* ion on the ¿-axis) and the CN~ 
molecule in the x-z plane we have the following 
expansions of the long-range energies in terms of 
Legendre polynomials P^z), 
(i) Electrostatic (first-order) interaction of the 
charge of Rb+ ( = B) with the permanent multi-
poles on CN~ (= A) 
за-Ел-'-Челмо (2) 
3. Fit of the energy and dipole surface 
The bonding in RbCN is highly ionic This can 
be expected a pnon, as the electron affinity of the 
(n) Polarization energy of CN 
£j?>- Σ x-'-'-1 Σ CÏLPL(z) 
IJ -I t-|/-/'| 
(3) 
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(ш) Polarization energy of Rb + 
Ε?=-ίΣ* -гі-2„іі) (4) 
In eq (2) the quantity (β,Λ0) is the component of 
the spherical 2'-pole moment of CN~ along the 
molecular axis, ζ s cos β has been defined in eq 
(1) The expansion coefficient m eq (3) depends 
on the polanzabihty of CN ", 
I'll L 
= - 1 (/.O./'.OIL.O)^"»·, (5) 
cf eq (A 13) The quantity aj,'', finally, is the 
2'-pole polanzabihty of the Rb+ ion 
In the actual fit of the potential energy surface 
the summation in eq (2) was truncated after / = 6 
In eq (3) we included all terms up to and includ­
ing / = /' = 3 and L =- 3 The dipole-dipole, di-
pole-quadrupole and quadrupole-quadrupole 
polanzabililies appearing in eq (S) are the spheri­
cal forms of the cartesian finite field values listed 
in table 2 For the polanzabihties containing oc-
tupole transitions we took uncoupled HF values 
computed ш the present basis The numencal 
values of the expansion coefficients C*¿ are given 
in table 3 The summation in eq (4) is completely 
dominated by the first term, which is why only 
this term is included 
In order to express the long-range dipole A/LR 
= (M,LR, M^R, M}-*) in the same frame (i e Rb+ 
on the r-axis, CN" in the «-plane), we note that 
(cf the appendix) MJ,LR - 0, A/XLR= - l^M^, 
M^ = Mfì and С, ! = -2-1/2Р\, where P\ is an 
associated Legendre function We then find 
M^ - ( е ^ Л Ч * ) - 21/2(МЛ + M?,), (6a) 
ч " = ((e.Ao) + *)л(*) + « о + < o ) 
(6b) 
Here (öiAo) 1S the permanent dipole moment of 
CN~ and M^m (m = 0, 1), is the induced dipole 
moment Its expanded form is given in eq (A 18) 
Similarly M*m is the induced dipole moment on 
Rb+ (cf eq (A 20) Note that the angular depen-
dence of the polarization terms is also desenbed 
by the (associated) Legendre function P¡" The 
term linear in R in eq (6b) gives the charge-trans-
fer conlnbution to A/LR It dominates the other 
terms 
In the actual fit we have truncated the summa-
tions in eqs (A 18) and (A20) after / = 2 and 
/A = 2, respectively Accordingly we give in table 4 




Σ Σ ai. 
i-O λ - 0 
'¿(О, 





J 2 Short-range contribution 
We define the short-range energy by 
(8) 
The last three terms on the nght-hand side are 
given in eqs (2)-(4) the first term is the ab initio 
SCF energy of RbCN minus the corresponding 
SCF energies of Rb+ and CN" We expand the 
Table 3 
Induction coefficients of CN ", cf eq (5) 
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- 27 957 
8 287 
-11152 
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Table 4 
Expansion coefficienls of long-range dipole momcnl, сГ eqs 









n = - l 
1000 
π = 0 η = 
-0 224 
-0 224 























- 2 0654802 
-0 50089552 
-4 5225735 

























short-range energy thus, 
(9) 
Our previous experience with KCN [6] and LiCN 
[3] tells us that a ten term expansion will be ample 
Tor a good fit. Since Legendre polynomials are 
orthogonal, we have 
(10) 
Table 6 
Short-range dipole parameters, cf eqs (14) and (13) 
This integral is computed by a ten point 
Gauss-Legendre quadrature, to which end we have 
computed £д£р in ten grid points z, = cos 0,. This 
we have done for the R values 4.5, 5.1 and 5.7 a0, 











2 ) . (11) 




 and С\, λ = 
0 9, are given in table 5. They are obtained by 
representing In Ζ)
λ
 as a polynomial of degree 2 in 
R. 
We proceed by the same route for the dipole 
moments and define 
M S R : = M S C F - A / L R . 
The components of A/LR 
(12) 
are given in eqs. (6a) 
and (6b), and M S C F is the SCF expectation value 
of the dipole moment operator. We then express 




M,SR= Σ ЛЛ*)'¿(O. 
λ - 2 
x-o 
Note that this expansion of Λ/
Χ
5Κ
 starts at λ = 2, 
instead of λ = 1 as one would expect. This is 
because FXji(R) is negligibly small as compared to 
the corresponding long-range contribution, and 
therefore we chose to neglect it altogether. The 
terms FXjt, 2 ^  λ < 4, cannot be neglected. The 
expansion coefficients FXx(R) are also computed 
by Gauss-Legendre quadrature, which is possible 




















































370 £ van Leuken et al / SC'F potential energy and dtpole surface for RbCN 
complete set of functions on [ —1,1] [26], just as 
the ordinary Legendre polynomials The Ä-depen-
dence of the F values is finally represented thus 
FXl(R) = °x, ехр(а
л
, + ßXlR + γ
λ /Λ
2), 
¡-Χ, ζ (14) 
The parameters entering this representation are 
given in table 6 
mum and the isocyamde minimum is only 421 
cm- 'O 2kcal/mole) 
The fit of the energy surface to the ab initio 
points is excellent As a check we performed a 
separate SCF calculation at the absolute minimum 
of the fitted surface and found an energy which 
was only 0 05% higher than the fitted energy 
The fit of the ζ component of the dipole is 
good, it has a maximum deviation of 1 8% at 
4. Discussion 
A contour plot of the energy surface, fitted as 
described in the previous section, is shown in fig 
1 This surface is very similar to the one of K.CN 
[13], and we predict RbCN to be tnangular, just 
as KCN and NaCN The absolute minimum of 
the fitted energy is -017031 hartree, and this 
occurs for θ = 108 96' and Я - 5 320 a0, so that 
Rb inclines towards nitrogen The cyanide struc­
ture (0 = 0°) has a (local) minimum for R = 6 47 
a0 of depth - 0 16235 hartree, and the isocyamde 
structure has a minimum for R — 5 92 a
 0 of depth 
-016839 hartree We see that the molecule is 
very floppy in the bending direction For instance 
the energy difference between the absolute mini­
mum energy, the fitted and ab initio value are 
4 504 and 4 508 e a0 respectively The fit of the χ 
component is fair At the equilibrium geometry we 
find a fitted χ component of —0 126 e a0 and an 
ab initio χ component of - 0 115 e a0 Since the 
basis set superposition error on the dipole moment 
is in the order of 0 01 e α0, we cannot have more 
confidence in the interaction dipole than two deci­
mal digits anyway, and so the quality of the fit is 
sufficient One must realize in this respect that the 
χ component of the dipole is considerably smaller 
than the ζ component, which is dominated by the 
charge separation term The χ component itself is 
in fact so small that it hardly influences the 
rovibrational line intensities, so that a relatively 
large error in its description is acceptable 
Potential energysurfas of RbCN ( a u ) 
01600 \ 
"л A.iVN 
ISO 500 560 600 650 Ria,) 
Fig. 1 Conlour plol of the interaction energy between Rb* and CN The distance r(C-N) is kept fixed at the value 2 186 a0 The 
angle 0 — 0 gives the isocyamde structure and θ - ir the cyanide stracture 
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Appendix Long-range expression for the interaction energy and the interaction dipole in Rb+-CN 
We shall summanze the pertinent formulas for the first-order (electrostatic) energy and dipole moment 
and the second-order induction energy and multipole moments We shall consider two frames, both with 
their origin in the nuclear centre of mass of CN One is oriented in an arbitrary way (the "general 
frame") and the other has its г-axis pointing towards the rubidium atom and has the CN" ion lying in the 
xz plane We refer to this as the "special frame" All the formulas are derived easily by the use of the 
multipole expansion of the interaction operator [27] and accordingly no derivations are given 
The orientation of the rigid linear molecule A (i e the CN" ion) is specified by the unit vector r (in 
both frames) The vector R = (R, R) gives the position of the atom (monomer B) in the general frame We 
define a multipole operator in terms of sphencal harmonics C, „,, normalized according to Racah 
Qî.-L'.fajt,), (AI) 
ι 
where the sum runs over the electrons and nuclei that constitute monomer X, X = А, В In the case of Rb + 
we have for the expectation value of Qf
m
 between the SCF ground state 
(Qf
m
) = Sl0Sm0 (A 2) 
and for CN -
(ß/Am> = (ß,Ao>C/„(/>), (A3) 
where ( б Д ) is the SCF expectation value of Q^ along the molecular axis of CN" 
The first-order interaction energy expressed in the general frame is 
Е Я - £*- ' - ' ( ё Л ) Σ (-irc ; m(;>)c,_m(*) (A4) Í - 0 m--I 
In the special frame this formula simplifies to 
3ÏÏ-£*-'-'(eío)^«»')· (A5) 
where /^(cos Θ) is the usual Legendre polynomial and cos θ s ζ (the г component of f) 
The first-order dipole moment of the dimer expressed in the general frame is 
(QÎl) = (Qîo)Clm(?) + RC1jR) (A 6) 
In the treatment of the second-order polarization properties it is convenient to follow Gray and Lo [28] 
and to introduce a symmetrized polanzabihty tensor as follows 
«¡ і '
я
 = Σ « 0 | ß , J*><fc|ß/ . |0> + <0|ß, * . | * > < * l ß , J O » / ( E 4 - £ o ) . (A7) 
*>o 
where the sum runs over the excited stales of the monomer In our case, where time reversal is a symmetry 
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of the monomer hamiltonian, the polarizability is real It is convenient to introduce also an irreducible 
[with respect to SO(3)] polarizability tensor 
< ' ' " - Σ «in, (lm;l'm'\LM), (A 8) 
m m' 
where the bracket is the usual Clebsch-Gordan coefficient For a linear molecule in a 2 stale one proves 
easily 
< ' " = 4 " , L C i A , ( f ) , (A 9) 
where öj," "• is the component of the irreducible polarizability tensor along the molecular axis For an 
atom in an S state one has likewise 
< m = « , / • δ ¿ 0 δ
л
, o ( - l ) ' ( 2 / + l ) l / ' Ч ' ^ (AIO) 
where 
a·," - ( 2 / + Ι ) " 1 Σ ( " ΐ Γ ^ - , η ( A H ) 
m--l 
The second-order energy due to the polarization of CN" by the field of the Rb+ ion is 

















 ( A 1 2 ) 
In the special frame this form simplifies to 
E? - - i Σ Σ Α - ' * - ' ; - 2 (/ A 0, /;0|Z.,0)â<0'^»^ Pjœs θ) (A.13) 
' A . ' A І А 
The polanzation energy of Rb+, due to the presence of a point charge at a distance R is 
EP=-\ Σ Я- 2 ' - - 2 <•>. (A 14) 
The Rb+ ion induces an /A-pole on CN" 
«iî-A s <°л I Q^A |1A> + <1A I QtmA |0A>. (A 15) 
where |1A) is the first-order (in the field due to B) correction to the wavefunction of A 
One derives easily 




=-Σ(-1)'Λ-'- 1 Σ [(2ί.+ 1)/(2/+1)]1/2α<0'^ 
i |
xMAJxCtíOlíí; ', (A 16) 
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where wc introduced the short-hand notation for the Clebsch-Gordan senes 
[C,(Ä)xC,(r)](„'r> Σ C,„(Ä)Q„,(f)(/m,Z^1/AmA}. 
m m' 
In the special frame (A 16) becomes 
Λ ^ = - ( - ΐ Γ Α Σ * ' " ' Σ (/л.тд^ОІІ.Ид)«! , '» ' "-
/-ι ι-ι/-Μ 
х \(L - m A ) ' / ( L + m A ) ' ] , / 2 /»,-*(«» (?) 
In a similar manner CN induces a /в-роіе on Rb*. 
^
m
» = - ( - i ) ' ' < " ) Σ (-i)'4«-'--''-^^) 
X[(2/A + 2/ в+ l)«/(2/A)'(2/B+ 1)«],/2[С/Д(г) X Q ^ J Ä ) ] ' ^ . 
In the special frame with Rb+ on the z-axis this expression simplifies to 
К~ш~ - ( - l ) ' ' - ^ Σ [(/Λ + ^ί'/ί/Λ + ^ Β ί ' Γ ^ ί ' Β + ^ Β ί ' ί / Β - ^ Β ) ' ] " 1 7 2 
Ά-ο 
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AB INITIO RIVIBRATIONAL STATES AND 
THE INFRARED SPECTRUM OF RbCN 
G. Brocks 
Institute of Theoretical Chemistry 
University of Nijmegen 
Toernooiveld, 6525 ED Nijmegen, The Netherlands 
Abstract 
Using an ab initio potential surface the rovibrational states of RbCN are 
calculated in the atom-(rigid) diatom formalism. From these, infrared transition 
intensities and vibrationally averaged dipole moments are obtained, using an ab 
initio dipole surface. The lower vibrational states can be labeled by bend and 
stretch, for which the fundamental frequencies are 100.4 c m - 1 and 258.0 c m - 1 . 
At energies > 500 c m - 1 many overlapping resonances are found and the 
vibrational labeling breaks down. The calculated ground state rotational 
constants are A = 2.260 c m - 1 , В = 0.106 c m - 1 and С = 0.100 cm""1 , with an 
inertial defect Δ/ = 0.687 amu Â2. For the higher vibrational states these 
parameters are used to study the increasing floppyness of the molecule and its 
behaviour as an effective linear isocyanide in excited states. At low temperature 
the vibrational absorption spectrum only contains the fundamental transitions 
plus a transition caused by a Fermi resonance between the stretch fundamental 
and the third bending overtone. At high temperature, the chaotic and quasi-
linear states have a marked effect on the absorption spectrum. 
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1. Introduction 
The structure and dynamics of chemically bound molecules have been 
carefully studied and by now are well understood subjects [1]. Chemical bonds 
lead to intramolecular potentials having deep and narrow potential wells, and a 
distinct equilibrium structure can be obtained. Dynamically this leads to a 
separation of rotational and vibrational degrees of motion, and to unambiguous 
vibrationally averaged structures. 
If a molecule contains ionic or Van der Waals bonds the situation is more 
complicated. Potential minima and therefore equilibrium structures are often 
determined by a delicate balance of attractive and repulsive forces [2,3] and 
without accurate calculations, the equilibrium structure is often unpredictable. 
Furthermore these potential minima are often relatively broad and separated by 
low barriers. The dynamics therefore shows large anharmonic behaviour and 
tunneling between various potential minima. A simple description in terms of 
low dimensional oscillators is often impossible [4] and rotation-vibration 
interactions become important. 
An example of such a system is given by the alkali cyanide molecules, 
where the metal ion is bound to the cyanide by ionic forces. The structural 
properties of these systems are studied extensively both theoretically, by ab 
initio calculations of the potential surfaces, [3,5-7] and experimentally, by 
microwave spectroscopy in molecular beams [8]. The structure shows a 
remarkable variation with the bonding partner of the cyanide: lithium-cyanide 
has a linear isocyanide structure whereas sodium- and potassium-cyanide are 
triangular. This was explained in terms of a delicate balance between the long 
range electrostatic attraction and the short range exchange repulsion forces [3]. 
Using ab initio potential and dipole surfaces, calculations have determined 
dynamical and electromagnetic transition properties of LiCN and KCN [9-12]. 
In both cases, the floppy ness of the system is reflected by large differences in 
effective structures for the vibrational states and by vibration rotation 
interactions. For LiCN, vibrational states localised about both the linear 
isocyanide structure and the metastable linear cyanide structure are found [11]. 
A description of the vibrational states in terms of one-dimensional oscillators is 
possible over a large energy range, which leads to a regular absorption spectrum 
[12]. For KCN, on the other hand, strong coupling leads to Fermi resonance 
effects already in the low energy region. The potential barrier at the linear 
isocyanide structure is low enough to allow tunneling and quasi-linearity in this 
region. These effects make the absorption spectrum rather irregular. So far, 
only matrix isolation spectra are available in the IR region [13], but 
experimental work aimed at obtaining gas phase IR data for these molecules 
[14] is in progress. 
113 
At the same time, there is a remaining interest to extend the series of 
alkali partners in observing structural and dynamical properties. Therefore, Van 
Leuken, Brocks and Wormer have calculated an ab initio SCF potential and 
dipole surface of RbCN [15]. Their results will be used in this study to obtain 
structural (rotational constants, vibrationally averaged structures), dynamical 
(vibrational energy levels/wavefunctions, excited state rotational constants) and 
electromagnetic (transition intensities, vibrationally averaged dipole moments) 
properties. We expect that these results will be useful in the interpretation of 
forthcoming experiments. 
In section 2 the methods of calculation are reviewed; section 3 gives the 
results for the lowest vibrational states. Section 4 gives the rotational properties 
of ground and excited vibrational states and in section 5 the vibrationally 
averaged dipole moments and transition strengths are given. In section 6 the 
results related to higher vibrational states are discussed, which will become 
important at higher temperatures. Finally, section 7 summarizes the most 
important conclusions. 
2. Method 
In dynamical studies it is useful to treat fragments having strong internal 
bonds as separate units [16]. For metal-cyanide molecules the (chemical) 
cyanide bond is much stronger than the (ionic) bonds to the metal. A treatment 
in the atom-diatom dynamical formalism [10,11,16,17] is therefore 
advantageous. The diatom is often treated as a rigid fragment, an 
approximation which has proved succesful, except for very detailed spectroscopy 
and potential surfaces [17]. 
Choosing a body-fixed reference frame which has R, the vector connecting 
the CN center of mass with Rb, embedded along the ζ axis (see Fig. 1), the 
Hamiltonian describing the nuclear motions can be expressed as [10,11,17]: 
=
 ti J2 + Û-2id-J _ ^ _ & 
2\Ldr? 2\iR2 2μΑ ЭЛ2 
with 
μ "^1 = тс1 + m ^ 1 the diatom reduced mass 




 the fixed CN bond length 
The position of the diatom in this frame is determined by the vector from N to 




 is a conventional angular momentum operator in (θ,φ); J is 
the overall angular momentum. Because we are using a partially body-fixed 
frame (only 2 Euler angles are used to fix this frame instead of the usual 3), J 
has somewhat unusual properties. For instance, J and \¿ do not commute, so 
the order of angular momentum operators in Eq. (1) is important. It can be 
shown, however, that conventional angular momentum algebra can be applied 
[16], if we use the basis given below. 
It would be possible to use the Уа Euler angle to define a completely 
body-fixed frame [18]; in fact the angle φ is then moved from the internal 
, 2 
/ • • - - У 
У ' 
Fig. 1 
The body-fixed reference frame, which is used in the dynamical calculation has its ongin in the 
center of mass of the molecule and is denoted by xyz The x'y' plane is parallel to the xy plane and 
clearly shows the angular coordinates of the diatom 
\i 
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(vibrational) to the external (rotational) coordinates. However, this does not 
result in an extra (approximate) separation of rotation and vibration, since the 
spherical coordinates θ and φ are intimately connected as in the ordinary 
Laplace equation. The result therefore only complicates the expression for the 
Hamilton operator and the deduction of matrix elements later on. So we prefer 
to work with the Hamiltonian of Eq. (1), which is expressed in coordinates 
referred to a partially body-fixed frame. 
The Schrödinger equation is then variationally solved, using the basis set 
Ο^(α,β,0)Κ ; , (θ , ( ί , )χ η (Λ) (2) 
where D is a Wigner rotation function in the active convention [19] normalised 
to unity; the angles (α,β) define the orientation of the body-fixed frame; Ylk is 
a standard spherical harmonic and χ,, is a complete basis set in the radial 
coordinate. As the overall angular momentum J commutes with the 
Hamiltonian, {J,M) are good quantum numbers. In previous calculations on 
KCN and LiCN [10-12] a numerical basis set, which was generated on a suitable 
one dimensional radial potential, proved to be very convenient. The radial 
matrix elements over the kinetic energy operator have to be calculated 
numerically then, whereas the angular ones are analytically obtained using 
angular momentum algebra. The matrix elements over the interaction potential 
(/?, ) can be obtained in the same way, if it is expanded in terms of Legendre 
functions Px(cosö), as in the ab initio work on the metal-cyanide potential 
surfaces [3,5,15]. 
The feasible permutation-inversion symmetry of the nuclei can be used to 
block factorise the Hamilton matrix, (symmetry) label the rovibrational wave-
functions and determine spin statistical weights [20]. For a planar molecule (as a 
triatom always is) space inversion is always a feasible operation. The symmetry 
adaptation for atom-diatom systems is given in ref. [17] for the coordinate 
system we use here; for more complex situations we refer to Refs. [4,21]. 
The infrared and microwave intensities may usually be calculated using the 
dipole approximation and first order time dependent perturbation theory. The 
absorption coefficient is given by: 
*
( ω ) =
 ^
ω δ ( ω - ω ' » « ) ( Λ ^ - ^ » ) Σ 1<ч>«1Мч>
я
>12 (3) 
where Ν, is the density of molecules in the non-degenerate state i and ω,„„ is 
the transition frequency. The summation in Eq. (3) is known as the transition 
line strength. In this case |ψ,> are the eigenstates of the rovibrational 
Hamiltonian (1), expressed as a linear combination of basisfunctions (2). If the 
dipole operator μ is expressed as an expansion in spherical functions, the 
calculation of its matrix elements with the basis functions of Eq. (3) is similar to 
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that of the potential [12]. Such an expansion is given in Ref. [15]. Another 
useful quantity in this respect is the total radiative lifetime 
^ = ( 2 ^ ™ ) " ' (4) 
M 
where the summation runs over all states to which m can decay and A
mn
 is the 
coefficient of spontaneous decay 
A
mn
 = ^ 4 Σ І<^
т
|ц,ІЧ'п>І2 (5) 
3. Vibrational states 
The dimension of the matrix problem is determined by the parameters 
J, /max. «maxi all basis functions were included having j=0,...,j
mix, 
k = -min{j J),...,min(iJ) and n=0,...,n I T,a x (cf. Eq. (2)). The radial functions 
were obtained by numerically integrating a radial equation using the Numerov-
Cooley method on a grid of 2000 mesh points starting at 2.1 A with step 0.0013 
Â (eigenvalue convergence criterion I-IO"10 cm - 1) [22,23]. The radial potential 
used in this procedure is a cut through the full potential at
 е
 = 109.2°. The 





these parameters were also used in subsequent У>0 calculations. In all 
calculations the CN" bond length was frozen at r
e
 = 1.157 Â. 
By definition the J=0 states contain no rotational contribution and thus 
can be called vibrational states. Table I gives the ten lowest vibrational levels of 
RbCN. As before, [11,12], these can be labeled with stretch (in R direction) 
and bend (in θ direction) quantum numbers on account of energy level 
separations, plots of wave functions (see Fig. 2) and transition intensities (see 
section 5). Table II gives vibrationally averaged geometrical parameters for 
these states; some of their wavefunctions are plotted in Fig. 2. The resulting 
situation very much resembles that of KCN [10], which is not surprising if we 
note the resemblance of the potential surfaces [5,15]. The levels are shifted 
mainly because of mass effects (Rb is twice as heavy as K). The stretch 
fundamental is in Fermi resonance [1] with the third bending overtone, as is 
observed from the perturbance in the regular energy pattern (Table I) and from 
the wave functions in Fig. 2. This resonance reoccurs in the combination levels. 
The coupling is quite large and as the separation of bending levels decreases 
because of the anharmonicy of the potential, more and more bending states are 
involved in the resonance. As for KCN, the range of isolated resonances 
transforms rapidly into a chaotic region [24], where strong coupling dominates 
and the stretch and bend labeling breaks down. As we will see in section 6, this 
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Table I 
Vibrational levels (/=0) for RbCN, relative to the ground state -37216 86 c m - 1 (zero point energy 
183 48 c m - 1 ) , labeled with stretch (v
s
) and bend (vj,) number of nodes Calculations are for basis 







































Vibrationally averaged geometncal parameters, < Λ > and arccos(<cose>), and geometrical 
parameters Λο,Οο obtained from rotational constants (see Table III), assuming an asymmetric top 






















































































Some selected vibrational (J=0) wavefunctions The contours link points where the wavefunction 
has 10,30,50,70 resp 90% of its maximum amplitude Solid curves enclose regions of positive and 
dashed curves of negative amplitude The states are labeled with stretch (vs) and bend (V(,) quantum 
numbers The vs,vh = 1,2 state cannot be assigned using the plot of its irregular wavefunction, but 
this has to be based on energy level separations (cf Table I) 
has consequences for the infrared absorption spectrum at higher temperatures. 
4. Rotational excitations 
Using the same basis set as in the previous section the ƒ=1 levels of RbCN 
were calculated. Because of the resemblance with KCN [5,15,10,12] the 
rotational structure might be explained as that of an asymmetric top rigid (or 
more correct, vibrationally averaged [9]) rotor. One can then calculate the 
rotational constants from the 7=0,1 energy levels, using the rigid rotor 
expressions [25,26] Denoting the energies as EJK , where JK.XK[ IS the 
standard asymmetric top labeling [25,26], the rotational constants are expressed 
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as: 
A = ^ (Ε,, ,+Ε,, , ,-Ε,, , ,-Ε^) (6a) 
В = y ^ - E ^ + E ^ - E o J (6b) 
С = ЩЕ^-E^+E^-EoJ (6c) 
Table III gives the results of these calculations. As in case of KCN Л » Д = С 
because the distance between Rb and CN is more than twice the CN distance 
and Rb is much heavier than N or C. The asymmetry splitting [1,25,26] caused 
by the difference between В and С is even smaller than in KCN (roughly by a 
factor of 2), because of the somewhat larger distance R and the even more 
dominating role of the heavy metal atom. In good approximation RbCN may 
therefore be treated as a (prolate) symmetric top. 
Because of the geometric and mass reasons mentioned above, the principal 
moment of inertia α-axis is nearly coincident with R. This makes the rotational 
constant A an excellent measure for the floppyness of the system in the bend 
(Θ) direction. As is seen in Table III this constant increases rapidly with bending 
excitation. The increase is dramatic going from (vJ,v(,) = (1,1) to (0,5). The 
exceptionally large values of A for the higher states indicate that the 
asymmetric top model does not apply here. Another measure for the floppyness 
of the molecule is the so-called inertial defect [8,25,26], which is defined as 
Table Ш 
Rotational constants ( c m - 1 ) and inertial defect calculated by applying the rigid rotor model to the 
/=0,1 rovibrational states, cf. Eq. 6 The latter were calculated with a basis ;
m a
i = 3 0 , n
m3X=\4 



























































AI = ' ¿ ( С Г ' - Л - ' - В - 1 ) (7) 
and in case of a rigid planar molecule should be zero The numbers can be 
found in Table III for the lowest vibrational states The ground state value is 
comparable to the theoretical and experimental values for KCN [8,9] This 
means that for all J the detailed rotational spectrum for the ground state can 
probably be fitted by the expressions for an asymmetric top with the rotation-
vibration interaction treated as a perturbation, e g by Watson's reduced 
Hamiltonmns [27] In the interpretation of experimental results this has proved 
to be successful for all cyanides [8] Here, an attempt to obtain rotational 
distortion constants is not made, because of the expected inaccuracy of the 
potential surface in predicting the equilibrium structure [8,9] 
The inertial defect increases rapidly with vibrational excitation, so for the 
higher states a large perturbational expansion will be needed and the model will 
eventually break down (note that there is a factor of 15 between the inertial 
defect of the ground state and that of the higher excited states') 
A convenient test for the validity of the asymmetric top model is its ability 
to predict 7 > 1 (e g 7=2) states Using a slightly smaller basis set than before 
Table IV 
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(a) Δ = £ ζ - Eh¡ where 





=14, levels were converged within 0.002 c m - 1 ) the J=2 states 
were calculated and are given in Table IV. The asymmetry splitting (e.g. 
between JK.,K¡=^12 a n d 2ц) is due to the Coriolis operator of the Hamiltonian 
(1) 
2idJ = ¿J? + Jd-J- + JdJ+ (see Ref. [16]) (8) 
The other terms in the Hamiltonian are diagonal in к (Eq. (2)), which is the 
quantum number of the projection of J on the body-fixed 2-axis; the Coriolis 
operator couples к with k±l. Using the latter in a 2nd order perturbation 
expression on the (prolate) symmetric top к states, the splitting in the k = l 
doublet is found to be of order 7(7 + 1). This is reflected in the 21-2/2n splitting 
of Table III. In general for а к doublet, splitting occurs starting with (k + l)'h 
order in the Coriolis operator [28]. The 221/22o splitting is thus an order of 
magnitude smaller, in fact it falls within the convergence limit of the calculation. 
Using a symmetric top model with A'=A, B' = V2(B + C), (A,B,C from 
Table III) to generate the 7 = 2 levels for the vibrational states of Table I, the 
agreement with the exact 7 = 2 levels of Table HI is good for the lowest 
vibrational states. However, for the approximate к =2 levels the deviation 
between this model and the exact values (given in the last column of Table IV) 
increases rapidly; there is an increase by a factor of ten going from (0,3) to 
(0,4) and by another factor of five going from (0,4) to (0,5). 
An explanation for this phenomenon is the low barrier of about 500 cm~l 
at the linear RbNC structure. As the bending excitation increases, Rb starts to 
tunnel through this barrier, at even higher energies the influence of the barrier 
disappears. So in the higher bending states RbCN is effectively transformed to a 
(quasi-) linear molecule [20,25,29,30]. This was also noticed in the case of KCN 
[10,12]. The rotational spectrum of a linear molecule is very different from that 
of a prolate symmetric top; the latter has а к -dependency ~ k2, whereas in the 
former case к denotes a vibrational (bending) state. Then, the spacing between 
к and k — 1 levels is not only much larger (because it is of a vibrational rather 
than of rotational nature), but it is also constant (harmonic oscillator) or 
decreasing (anharmonic oscillator). Strictly this behaviour is observed only for 
the (0,6) state, which is thus called linear. The lower states are more or less 
intermediates between the (a)symmetric top and linear model. For a linear 
molecule another structure arises: in a twodimensional isotropic harmonic 
oscillator states with (v,k), (v,k+2) etc. have the same energy. This 
phenomenon is also observed here; these states are labeled "resonance" in Table 
III. In practice, the bending is of course anharmonic, but a large number of 
near- degeneracies or resonances can be expected on account of this. So, 
besides the strong stretch-bend coupling mentioned above, the transition to a 
linear molecule for higher excited states will additionally complicate the 
spectrum at higher temperatures. 
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5. Rovïbrational transitions 
In an asymmetric top model rotational transitions can be labeled a or b 
type, according to the component of the dipole moment (with respect to the 
vibrationally averaged principal moment of inertia axes) which contributes to 
the transition 
Table V gives transition line strengths (c f Eq (3)) for 7=0-»l transitions 
for the lowest vibrational states Compared to KCN these line strengths are 
somewhat larger, mainly because the average distance between Rb+ and CN~ is 
larger and the dipole moment increases with this distance (separation of charge 
is the dominant factor) If we use a model in which the vibrational and 
rotational degrees of motion can be separated and in which for the rotational 
levels an asymmetric top model can be used, vibrational averaged dipole 
moments along the principal moment of inertia that μ
α
» μ ί , , a consequence of 
the fact that the α-axis is nearly coincident with the vector R, along which the 
contribution of the charge separation to the dipole moment is directed As 
expected, μ,, increases both with stretch and bend excitation (the average R also 
increases with bend excitation, see Table II), the slight decrease for the bending 
state (0,6) can be explained by the fact that Rb begins to top over the linear 
RbNC structure, thereby decreasing the average dipole moment again. The 
vibrationally averaged dipole moments can be compared to the values of the 
dipole moment in the vibrationally averaged structure (cf Table II) The 
accordance between the < μ
β
> and μ^  values is reasonable, although the 
discrepancy for higher states shows the breakdown of the asymmetric top 
Table V 
Transition strengths (m au) for pure rotational У=0-»1 transitions in RbCN, a-
type JK_ к =0Q(J—»loj, b type Oo(j-»lii Vibrationally averaged dipole moments <μ < 1 >, <μί,> using 
a rigid rotor model for the line strengths compared to dipole moments in the geometry obtained 


















































































Vibrational transitions for RbCN from the ground state, accompanied by a 7=0,1 rotational 
transitions. 
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model. The discrepancy between the <Ць> and μ" values is very large, 
however. So the large bending motion, during which the major dipole 
component along R is projected onto the b-axis, is increasing the intensities of 
the b-type transitions by two orders of magnitude. The intensity of these 
transitions is therefore an excellent means to obtain information about the 
floppyness of the system, even in the lowest vibrational states. In the higher 
bending states RbCN becomes a quasi linear molecule and then <μ^> becomes 
a transition dipole moment of course. 
At low temperature only the vibrational ground state is significantly 
populated. Table VI gives the line strengths for vibrational transitions from the 
ground state, accompanied by a 7=0,1 rotational transition. The strongest 
transition is the stretch fundamental (vJ,vi,) = (0,0)—> (1,0), which is a result of 
the strong R-dependence of the dipole moment. The bending fundamental has a 
relative intensitiy of ~ 55%; in KCN this was ~ 69%, which means that the 
variation of R with bending excitation is somewhat larger in the latter case. The 
third relatively strong transition (0,0) —» (0,3) is a result of the Fermi-resonance 
between (1,0) and (0,3) levels. This transition thus "steals intensity" [1] from the 
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Stretch fundamental (its relative intensity is ~ 23%). For KCN this number was 
56%, so the coupling due to Fermi-resonance is somewhat smaller in the RbCN 
case. Because of the effects mentioned in previous sections the absorption 
spectrum will become more complex with elevated temperatures. This is 
discussed in the next section. 
According to the rigid rotor model the rotational line strengths ƒ should be 
related as 
Ч , - ι,ι =
 /i,i - о«» (10a) 
^іщ -» lio — ' l i o -• l<u 
/ = 1 / 
/ = l i 
loi - · 1 ίο τ " " " - » І ц 
Deviations of these relations are caused by rotation-vibration interactions. From 
Table VI it is seen that especially in b-type, but also in some a-type transitions 
deviations of the order of 10-15% may occur. This indicates that in this case 
transition intensities are an excellent means of studying the breakdown of 
rotation-vibration separation. 
6. High vibrational states 




=16 converges the lowest 85 
7 = 0 states to within 1.0 c m - 1 (up to ~ 1770 cm'1 above ground state). Some 
higher states (e.g. number 87) converge exceptionally slowly. A plot of the 
wavefunctions shows that these states are also tunneling through the linear 
barrier at the RbCN structure, so that we have a completely delocalised state. 
The R at the potential minimum of the linear cyanide structure is much larger 
than at the triangular equilibrium structure at which the radial basis set was 
generated, which explaines the bad convergence for these states. 
An interesting phenomenon concerning higher vibrational states is the 
gradual destruction of the regular bend and stretch labeling, leading to what is 
called chaotic states [24]. In this respect, the alkali cyanides LiCN and KCN 
have been studied, showing two different sorts of behaviour. In the case of 
LiCN the onset of chaos is gradual, only bending excitations with vb > 10 show 
appreciable irregularity. Furthermore, even in the chaotic region where the 
majority of states cannot be labeled with bend and stretch quantum numbers, 
regular states exist, which are without exception highly excited in stretch (and 
low in bend). In KCN, on the other hand, only the three lowest bending and 




first stretching excitation could be classified as regular; for higher excitations all 
regularity disappeared. The difference in behaviour of the two systems is mainly 
caused by the ratio of bend and stretch fundamentals. In LiCN the stretch 
frequency is roughly six times the bend frequency, in KCN this factor is less 
than three; therefore, the coupling of the two modes in the former case is much 
smaller than in the latter. 
In RbCN the stretch frequency is again roughly three times the bend 
frequency, so this case is expected to resemble KCN more than LiCN. A 
number of criteria for quantum chaos were listed [24]. A most straightforward 
and very general method is to plot the wave function as a function of R and θ 
as in Fig. 2, and observe the nodal structure. A large number of plots have to 
be made and one must be careful to distinguish the case of isolated (Fermi) 
resonances from the many overlapping resonance case. The state labeled as 
(vs>vb) = (1>2) can definitely be classified as chaotic (see Table I), the state 
(0,6) is more or less regular; among higher states regularity seems to disappear. 
In the LiCN case, Tennyson, Brocks and Farantos [32] applied a criterion 
for quantum chaos, which is somewhat closer to experimental conditions: 
radiative lifetimes. For all vibrationally excited states the radiative lifetime can 
be calculated, according to Eq. (4). In this case one type of transition, which 
involves a change in stretch quantumnumber, markedly carries more transition 
strength than the other (involving a change in bend). It is furthermore observed 
from Table VI that the components of the wave functions which are connected 
by a Δ ^ = 1 transition dominate the line strength of Eq. (3). Therefore, 
regular states with Vj>0 have markedly shorter lifetimes than irregular ones; 
regular states with ^=0 have no stretch component and therefore they have 
longer lifetimes. Moreover, when radiative lifetimes are plotted against 
excitation energy, states of the same v^  are expected to form a smooth curve. 
The general picture is thus a number of smooth curves, labeled with v
s
, which 
join into a region of chaotic lifetimes. LiCN is a perfect example of this 
behaviour [31]. 
The radiative lifetimes for RbCN are shown in Fig. 3. At lower energy the 
V(,=0 and v¿, = l curves can clearly be distinguished. The disturbance of the 
smooth curves is due to the Fermi resonance, discussed in section 3. In general 
there is a trend towards shorter lifetimes as the amount of stretching character 
increases and the possibility for stretch transitions increases. At energies 
> 500 cm - 1 the radiative lifetimes are scattered more or less around the general 
trend. On the short lifetime side only two points can be distinguished which 
correspond to (vs,v/,) = (2,0) and (3,0), respectively. The "curves" that should 
start at these points are very short; they consist only of the one point. This 
example shows that with effort RbCN conforms to the general picture, a few 
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Fig. 3 
Fluorescence lifetimes τ vs excitation energy £, for vibrational (7=0) states. The lines connect 
regular states with the same degree of stretching excitation. 
The early onset of chaos has a strong influence on the absorption spectrum at 
higher temperatures. Whereas in the low temperature case, the only observed 
transitions are the fundamentals and the Fermi resonance (see section 5), at 
higher temperatures more and more chaotic states are thermally occupied. 
These states, which are strongly mixed in bend and stretch, lead to shifts of 
transition frequencies and stealing of intensity. In general, it is expected that the 
intensity envelopes around bend and stretch fundamentals broaden with 
increasing temperature, while the maxima decrease. The bend will affected 
more than the stretch because of an additional effect, the transition to a quasi-
linear molecule. Intensity leaks away from the bend ~ 100 c m - 1 to the very 
near IR region = 25 c m - 1 . 
Fig. 4 shows the relative absorption coefficients (cf. Eq. 3) of vibrational 
transitions, accompanied by a / = 0—»1 rotational transition, between 
thermally occupied states. As a spectrum it is of course incomplete, because it 
lacks rotational envelopes (and higher к bending states in the quasi-linear case). 
However, the general trends are shown very clearly. The bending peak is 
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relatively weak at higher temperatures and might be difficult to observe in 
experiment The maximum of the envelope appears on the red side of the 
bending fundamental, because of the anharmomcy of the bending potential and 
the quasilineanty effects discussed earlier The stretch envelope is broadened 
very strongly Additional structure appears on the blue side, which is caused by 
the Fermi resonance effects Moreover, the stretching potential around the 
linear RbNC structure is somewhat steeper than at the equilibrium structure, 
giving a somewhat higher effective stretching frequency 




Stick spectra to represent the relative intensities of vibrational transitions, accompanied by a 
rotational J = 0 —» 1 transition, as a function of temperature Г The simple low temperature (Г = 
10 К , Fig 4a) spectrum evolves to a broad and complicated spectrum at higher (Г = 250 K, Fig 
4b, Г = 1000 К, Fig 4c) temperatures The intensity scale is only relative and is not the same for 
the different temperatures 
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(b) Τ = 250 К 
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Using an ab initio SCF potential surface we have calculated rovibrational 
states of RbCN in the atom-(rigid) diatom dynamical formalism. The resulting 
vibrational states were labeled according to the number of nodes in bend (v,,) 
and stretch ( v j direction (indicating the motion of Rb with respect to the 
cyanide fragment). The fundamental frequencies are bend: 100.4 cm'1 and 
stretch: 258.0 c m - 1 . The molecule very much resembles the previously studied 
case of KCN. A Fermi resonance occurs between the stretch fundamental and 
the third bending о vertone. With excitation, the number of resonances increases. 
At energies > 500 c m - 1 , a (chaotic) region of many overlapping resonances is 
reached with only a few isolated regular stretching states. 
1 2 9 
The ground state rotational constants are A = 2.269 cm l, 
В = 0.106 cm'1, С = 0.100 cm'1 with inertial defect AI = 0.687 amu Â2. The 
increasing floppyness and the transition to a quasi-linear molecule (by tunneling 
through the barrier at the linear isocyanide structure) is studied via the 
rotational constants of vibrationally excited states and via the inertial defect. 
Tunneling starts already at ~ 350 cm'1 above ground state and is complete at 
~ 450 cm - 1 . Around ~ 1770 cm"1, appreciable tunneling also starts through 
the barrier at the linear cyanide structure, which leads to free rotor like or 
polytopic [32] states. 
Using an ab initio SCF dipole surface, we have calculated transition 
intensities and vibrationally averaged dipole moments. The projection of the 
charge separation dipole, which is the dominant contribution to the total dipole, 
on the principal moment of inertia axis dominates the intensities. The latter are 
an excellent means to study both the floppyness of the molecule as well as the 
breakdown of the rotation-vibration separation. 
At low temperature three transitions (from the ground state) dominate the 
vibrational absorption spectrum. The most intense is the fundamental stretch 
transition (line strength JK_¡K¡ = Ooo -» loi 0.580·IO-2 a.u. ). The bending 
fundamental takes 55% of that line strength and the third bending overtone 
(Fermi resonance) 23%. 
The chaotic behaviour of higher vibrationally excited states is conveniently 
demonstrated by the radiative lifetimes. This and the quasi linearity effects 
strongly perturb the absorption spectrum at higher temperatures. The envelopes 
around bend and stretch fundamentals broaden, the maxima decrease, the bend 
is affected most. For the bend, the additional high temperature structure 
appears on the red side of the fundamental, for the stretch on the blue side. 
Acknowledgement 
The author wishes to thank prof. A. van der Avoird for his interest and 
careful reading of the manuscript. 
References 
[1] G. Herzberg, 'Molecular Spectra and Molecular Structure', (Van 
Nostrand, New York, 1945) 
130 
[2] Α. van der Avoird, Ρ.E.S. Wormer, F. Mulder and R.M. Berns, 
Top. Current Chem. 93, 1 (1980) 
[3] R. Essers, J. Tennyson and P.E.S. Wormer, Chem. Phys. Lett. 89, 
223 (1982) 
[4] J. Tennyson and A. van der Avoird, J. Chem. Phys. 77, 5664 (1982); 
80, 2986 (1984); 
G. Brocks and A. van der Avoird, Mol. Phys. 55, 11 (1985) 
[5] P.E.S. Wormer and J. Tennyson, J. Chem. Phys. 75, 1245 (1981) 
[6] M.L. Klein, J.D. Goddard and D.G. Bounds, J. Chem. Phys. 75, 
3909 (1981) 
[7] C.J. Marsden, J. Chem. Phys. 76, 6451 (1982) 
[8] J.J. van Vaals, thesis (Nijmegen, 1983); 
J.J. van Vaals, W.L. Meerts and A. Dymanus, J. Chem. Phys. 77, 
5245 (1982); Chem. Phys. 82, 385 (1983); Chem. Phys. 86, 147 
(1984); J. Mol. Spectrosc. 106, 280 (1984) 
[9] J. Tennyson and B.T. Sutcliffe, Mol. Phys. 46, 97 (1982) 
[10] J. Tennyson and A. van der Avoird, J. Chem. Phys. 76, 5710 (1982) 
[11] G. Brocks and J. Tennyson, J. Mol. Spectrosc. 99 , 263 (1983) 
[12] G. Brocks, J. Tennyson and A. van der Avoird, J. Chem. Phys. 80, 
3223 (1984) 
[13] Z.K. Ismail, R.H. Hauge and J.L. Margrave, J. Chem. Phys. 57, 
5137 (1972); J. Mol. Spectrosc. 45, 304 (1973) 
[14] L. Se wüster and L. Meerts, work in progress 
[15] E. van Leuken, G. Brocks and P.E.S. Wormer, Chem. Phys., 
accepted for publication. 
[16] D.M. Brink and G.T. Satchler, 'Angular Momentum', (Clarendon, 
Oxford, 1968) 
131 
[17] G. Brocks, A. van der Avoird, B.T. Sutcliffe and J. Tennyson, Mol. 
Phys. 50, 1025 (1983) 
[18] R.J. LeRoy and J.G. Carley, Adv. Chem. Phys. 42, 353 (1980) 
[19] J. Tennyson and B.T. Sutcliffe, J. Chem. Phys. 77, 4061 (1982) 
[20] P.R. Bunker, 'Molecular Symmetry and Spectroscopy' (Academic, 
New York, 1979) 
[21] G. Brocks, T. Huygen, J. Chem. Phys. 85, 3411 (1986). 
[22] R.J. LeRoy and J. van Kranendonk, J. Chem. Phys. 61, 4750 (1974) 
[23] J.W. Cooley, Math. Comp. 15, 363 (1961) 
[24] J. Tennyson and S.C. Farantos, Chem. Phys. Lett. 109, 160 (1984); 
S.C. Farantos and J. Tennyson, J. Chem. Phys. 82, 800 (1985) 
[25] D. Papousek and M.R. Aliev, 'Molecular Vibrational Rotational 
Spectra' (Elsevier, Amsterdam, 1982) 
[26] W. Gordy and R.L. Cook, 'Microwave and Molecular Spectra', 2nd 
ed. (Interscience-Wiley, New York, 1970) 
[27] J.K.G. Watson, J. Chem. Phys. 46, 1935 (1967); J. Chem. Phys. 48, 
4517 (1968) 
[28] L.D. Landau and E.M. Lifshitz, 'Quantum Mechanics', ch. 11 
(Pergamon, London, 1958) 
[29] J.T. Hougen, P.R. Bunker and J.W. Johns, J. Mol. Spectrosc. 34, 
136 (1970) 
[30] G. Henderson and G.E. Ewing, Mol. Phys. 27, 903 (1974) 
[31] J. Tennyson, G. Brocks and S.C. Farantos, Chem. Phys., 104, 383 
(1986) 




Rovibrational States and Infrared Spectra 
of van der Waals Dimers 
133 
MOLECULAR PHYSICS, 1985, VOL. 55, No. 1, 11-32 
S e c t i o n 3 .1 
Infrared spectra of the van der Waals m o l e c u l e (N2)2 
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Toernooiveld, Nijmegen, The Netherlands 
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All bound states of the (N2)2 dimer are calculated by solving the ro-
vibrational problem for the rigid monomer hamiltonian, using an ab initio 
potential and a symmetrized product basis of angular momentum and associ-
ated Laguerre functions. Next we have evaluated the infrared line strengths 
for all the symmetry allowed bound-bound transitions, employing the 
empirical dipole function deduced from the collision induced far infrared 
spectrum and the N2 multipole moment and polarizability derivatives from 
ab initio calculations. Thus we have generated the (N2)2 dimer far-infrared 
spectrum, corresponding to pure van der Waals vibrations and rotations, and 
the mid-infrared spectrum in the region of the monomer fundamental stretch 
(2330cm " '). Due to the strong amsotropy of the potential, on the one hand, 
but the lack of ngidness of the (N'2)2 dimer, on the other, the spacing 
between vibrational levels and the shape of the rotational bands and, there-
fore, the appearance of the infrared spectra is very irregular. 
1. INTRODUCTION 
Knowledge of the intermolecular potential is crucial for understanding the 
properties of molecular gases, liquids and solids. Several of these properties, such 
as virial and transport coefficients in the fluid phases and phonon frequencies in 
solids, have been used to test and refine model potentials. Also potentials from ab 
initio calculations, which are recently becoming available, have been tested via 
such properties [ 1 - 4 ] . With the experience gained [1 -5 ] , it is becoming clear, 
however, that the data which depend most sensitively on the detailed potential 
surface, in the physically important region around the van der Waals minimum, 
are given by the spectra of van der Waals molecules such as ( N 2 ) 2 . Except for 
atomic systems [5 ] , it is generally impossible to extract the potential directly 
from the measured spectra. But, if potentials are available, from ab initio calcu-
lations, for example, they can be used to calculate dimer spectra which can be 
compared with experimental ones. Thus, these potentials can be checked and 
improved. 
The calculation of an infrared spectrum for the (N2)2 dimer, starting from an 
ab initio N2-N2 potential [6 ] , is the purpose of this paper. As one will see, this is 
not an easy task. The number of bound states involved is very large [7] and the 
system does not comply with simple rules, which are given, for instance, by the 
harmonic oscillator/rigid rotor model or the free internal rotor model. In addition 
to the bound state ro-vibrational wavefunctions, one needs a dipole surface and 
the infrared transition intensities depend also on the details of this surface. Still, 
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we believe that the ro-vibrational spectrum can be calculated fairly accurately so 
that little information is lost and the comparison with experimental spectra 
indeed yields accurate data on the potential and dipole surfaces. 
T h e method appropriate for solving the nuclear motion problem in van der 
Waals dimers originates in the close-coupling scheme [8] . An adaptation for 
atom-diatom systems, especially suitable for bound state calculations, was given 
by LeRoy and Van Kranendonk [9] ; they expand their ro-vibrational wave func­
tions as linear combinations of radial [10] and angular momentum function pro­
ducts (named L C - R A M P in [7]). For general dimers a formulation was 
presented by Brocks et al [11] in a body-fixed reference frame. Thi s approach 
has been extended to include (hyper)fine structure and Zeeman interactions [12-
16]. A related, but more approximate, scheme involves the adiabatic (Born-
Oppenheimer) separation between angular and radial motions (named BOARS 
[17-19]). 
So far, most calculations have been done for atom-diatom systems : noble 
gas-H 2 [5, 9, 10, 20], ArHCl [17, 18], H e H F [21] and noble g a s - 0 2 [14-16]. 
Few studies have been made on diatom-diatom systems - ( H j ^ [12, 13, 22], for 
which calculations are simplified by the near isotropy of the potential, and ( H F J j 
in the BOARS approximation [19]. T h e present study on (N 2 )2 is an extension of 
the calculations by Tennyson and van der Avoird [7] . Including the contribu­
tions from all bound ro-vibrational van der Waals states, infrared spectra for 
(N2)2 are generated for both N2 monomers in their vibrational ground states (far 
infrared spectrum) and for one monomer vibrationally excited (mid infrared 
spectrum). 
2. SYMMETRY IN (N2)2 
Before discussing the dynamics of the (N2)2 dimer and the infrared tran­
sitions, it is important to consider the symmetry of this system. Thi s simplifies 
the calculations and yields selection rules which are essential for interpreting the 
infrared spectrum. T h e most abundant (N2)2 species contains four identical 1 4 N 
nuclei and the fundamental symmetry group to be used is the permutat ion-
inversion (PI) group S4 ® I. However, the infrared experiments cannot induce 
the breaking of the intramolecular N2 bonds and so we can restrict ourselves to 
the subspace of wave functions which describe stable monomers. T h e subgroup 
of Ад ® I which corresponds with this subspace is the group named G [23-25], 
PI(16) [26] or £4 ® C, [7] This subgroup contains the so-called feasible P i s 
[23, 27] ; it has also been called the molecular symmetry group [28] 
The transformation of space-fixed coordinates under these P i s is straightfor-
ward [25, 26] Before transforming body-fixed coordinates, however, one must 
define the transformation of the body-fixed frame first. In the case of van der 
Waals dimers such as (N2)2 it is convenient [11] to use a partially body-fixed 
frame with the 2-axis lying along the vector R, which connects the centres of 
mass of the monomers (see figure 1). The direction of this vector is reversed by 
space inversion and by permutations which interchange the monomers and it is 
invariant under the permutations Pl2 and Р3^ (see figure 1). Maintaining a right-
handed bodv-fixed frame and using the relationship between space- and body-
fixed coordinates [11], one can easily derive the transformation of the latter This 
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has been done by Tennyson and van der Avoird [ 7 ] (note the erratum with this 
paper). In brief, their results are summarized· 
Space inversion, £"*, acts within the body-fixed frame as a reflection with 
respect to the уг-ріапе. 
The permutation of monomers, Pi 3.24, acts as a twofold rotation around the 
body-fixed x-axis. 
The permutations .P 1 2 and P3il act as inversions on the body-fixed coordinates 
of the monomers A and B, respectively. 
All other operations are easily deduced by multiplication. 
If the ( N 2 ) 2 dimer were a rigid D 2 d structured complex, the group of feasible 
P is would be: 
PI(D 2 l j ) = {E, P 1 2 . 3 4 , Ply 2 4 , Гц, 13 , PU . ^34. Пи* - ^ыаз} 
When F-Lkurt conditions are used to dehne the body-hxed frame for such a rigid 
molecule [29], an isomorphiMn between this PI group and the Z^d point group ot 
the rigid molecule is obtained [27, 28, 30]. This dehnes the PI operation as a 
product of a point group operation on the vibrational coordinates and a proper 
rotation of the Eckart frame. Thus, the Z^d point group classification of vibra­
tional functions is extended to a Pl(_D2d) classification of the overall ro-vibrational 
states. The irreducible representations carried by the rotational functions are 
given in table 1. Together with table IV of Tennyson and van der Avoird [ 7 ] , 
they yield the symmetry labels of the ro-vibrational functions with respect to 
PI(Z)2((). The dipole moment, being invariant under nuclear permutations and 
changing sign upon inversion, carries the representation Bl of PI(£)2((), leading to 
the overall selection rules Ai
 2«-».öi,2 and E*-*E If there is a good separation 
between the rotational and vibrational degrees of freedom, as in the rigid rotor/ 
harmonic oscillator model, one can impose the usual selection rules on the rota-
tional and vibrational transitions separately [28] Kor instance, the internal dipole 
moment carries ¿)2
І
 representations Β2(μΙ) and Ε(μχ, μ,,), leading to additional 
vibrational selection rules. At the same time, the overall PI(£>2d) selection rules 
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Table 1 Sjmmetrv assignment of the rotational wave functions \JMky of a D2d molecule 
J 
Functionf 
|УМ4п> + |7М - 4 и ) 
\JM 4n + 2> + \JM - (4я + 2 » 
\JM 4n + 2> - \JM -(4n + 2)> 
\JM 4я + 4> - \JM -(4n + 4 » 













t « = 0,1,2, 
must be satisfied, which makes only specific rotational transitions allowed (see 
table 1), in combination with specific vibrational transitions 
T h e classification of the (N2)2 states in terms of PI(16) is derived by noting 
that this group can be written as a direct product of P\(D2d) and the space 
inversion group I = {E, E*} So, we can add + or — to the D 2 ( / labels, according 
to the inversion character T h e dipole moment carries the representation Βϊ of 
PI(16), changing the exact selection rules to A* 2 <""*Bt 2 a n d E+*-*E~ T h e 
mechanism that makes inversion feasible can be explicitly introduced by assign­
ing a large amplitude tunneling coordinate Merer and Watson [24] have chosen 
the torsional coordinate as such (the angle φ, see figure 1) By approximate 
separation of small (vibrations) and large (rotations, torsional tunnelling) ampli­
tude motions, one can derive additional approximate selection rules for these 
motions separately In the (N2)2 case, all motions except the monomer stretch 
vibrations must be considered as non-rigid, 1 e large amplitude motions We have 
looked for approximate selection rules in the calculated spectra (see below), 
without success Therefore, the only classification that applies to all the levels is 
the assignment of the monomer vibrational states and the classification of the 
complete ro-vibrational van der Waals states with respect to PI(16) (see §3 and 
[7]) 
If some small (Conolis coupling) terms can be neglected (§3), one obtains an 
axially symmetric problem T h e total angular momentum component Jz relative 
to the body-fixed axis carries the representation A2 T h e axial symmetry leads to 
the familiar two-fold degeneracy [31] of a symmetric top molecule for \k\ > 0 
states (k being the eigenvalue of Jz) In the present case the degeneracy occurs 
between A*
 2 , \k\ and A2 u \k\, between B* 2,\k\ and В^ ^, \k\ and between E
+
, 
\k\ and E~,\k\ states with k Φ 0 
3 THEORY 
3 1 Potential and dynamics 
T h e intermolecular potential is expressed, with respect to the body-fixed 









,φ) = 4π Σ vL/i LB L(R, rA , rBWLLA0Ll)(ïA, ΪΒ), (Ό 
LA LB L 
where the angular functions are the coupled spherical harmonics 
VLAWA, rB) =Σ<Ι'Λ,ΜΑ,ΕΒ, M-MA\L, Μ}ΥΐΛ MA(rA)YLB M-M¿rB), (2) 
MA 
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with rA = (0Λ , φΛ), ΐΒ = {θΒ,φΒ), φ = φΑ-φΒ (see hgure 1) T h e large gap 
between the N 2 monomer fundamental stretch frequency, ZSGOcm
- 1
, and the 
frequencies of the van der Waals dimer \ibrations, around 2 0 c m - 1 , indicates that 
the monomer vibrations can be decoupled from the dimer vibrations and rota­
tions Thi s is confirmed by the very small shift, 0 1 c m " ', of the monomer stretch 
frequency in the (N 2 )2 dimer mid infrared spectrum [33] When studying the 
dimer motions, one can average the expansion coefficients VLA LB L ( R , гл , rB) in 







since the N2 average bond length hardly changes with the vibrational quantum 
number vA for the lower vA states [34], one can use the same effective potential 
for ground state ь
А
 = vB = 0 and excited iA = 1, vB = 0 dimers, with expansion 
coefficients 
VLA LB L(R) = <.VLA LB L(R, rA , гв)У
 л
 в 
= I LA LB LW, Г0 , Г0) ( 3 ) 
These coefficients have been obtained from ab initio calculations on (N3)2 dimers 
[ 6 ] , where r0 was taken as the experimental ground state bond length r0 = 1 094 
A T h e resulting potential has a minimum at the crossed Z r^f structure (
 А
 = 
QB = ψ = 90°) with equilibrium van der Waals bond length Л с = 3 46 A and well 
depth £)e = 1 2 2 c m _ 1 Rotational barriers through parallel (UA = öB = iM\ 
ψ = 0°) and T-shaped (flA = 90°, 0S = 0°) saddle points are in the range 20 to 





 = 72°, φ = 0°, Л
е
 = 3 64А, Z )
e
= 1 0 8 c m " 1 ) Thi s potential has been 
tested on several bulk properties solid state data [2, 3], second vinal coefficients 
[1] and transport properties [4] T h e invariance of the potential under PI(16) 
operations leads to the following symmetry relations between the spherical expan­
sion coefficients 
VLA,LB.L(R) — 0 unless LA, LB, L are all even, 
VLA. LB L(R) = VLB, LA ¿(A) 
In general, van der Waals complexes can be classified according to the relative 
strength of the potential that couples various types of motion [35, 36] Taking 
free internal monomer rotations as a zeroth order picture, the anisotropic poten-
tial couples free rotor states with AjA and AjB even The N2 bond length r0 = 
1 094 À, rotational constant b0 = 2 Ocm ' , leads to a smallest separation between 
these monomer free rotor states of 12 cm" ' Comparison of this splitting with the 
barriers to internal rotation just mentioned, shows that the internal rotor states 
will be strongly coupled This coupling will probably persist up to the disso-
ciation limit since the density of free rotor levels does not significantly decrease 
and the potential remains fairly anisotropic [37] even at somewhat larger dis-
tances R 
T h e length of the van der Waals bond R = 3 8 to 4 A [7] , as opposed to the 
monomer bond length r0 = 1 094Ä, makes the end-over-end rotational constant 
ß ^ O O S c m " 1 an order of magnitude smaller than the rotational constant = 
^b0 = 1 cm " ' associated with the rotation around the van der Waals axis R 
There will be no rotation-vibration separation, since the latter constant has the 
same order of magnitude as the spaemgs between van der Waals vibrational levels 
[7] These facts favour a nuclear dynamics calculation in the (partially) body-
(4) 
138 
16 G. Brocks and A. van der Avoird 
fixed frame proposed by Brocks et al. [11], instead of the space-fixed approach 
which is suitable for the weakly coupled H j complexes [5, 9, 12, 13, 20, 22] or 
the Eckart approach appropriate for near-rigid molecules [29] . T h e vector R 
between the monomer centres of mass defines the body-fixed г-axis; the body-
fixed frame is obtained from the space-fixed one by rotation over the Euler angles 
(α, β, 0), where (β, a) are the polar angles of R in the space-fixed frame. 
T h e dimer hamiltonian can be written as 
Η = boUl +n)-J^JtfR + 2^ (P +F- 2Í · Э) + V(R> 'гл> *B) (5) 
where J is the overall angular momentum, j = \
л
 + J B , \л and \B are the angular 




) and {0B , φΒ) and μ is the dimer reduced mass. 
This rigid monomer hamiltonian can be derived from the exact Born-
Oppenheimer hamiltonian for the nuclear motions when the monomer stretch 
vibrations are decoupled (see the discussion with equation (4)). Although the 
kinetic energy operator in equation (5) has a simple appearance and acts accord­
ingly on the basis functions defined in equation (6), one must realize that some 
complications originate from the transformation to the (partially) body-fixed 
frame [11]. For instance, the explicit expression for J2 deviates from the usual 
form [31] and the operators j and J do not commute. 
T h e bound state problem for the hamiltonian (5) can be solved most conve­
niently in the following orthogonal basis: 
R - lxAR)yjukJBCrA, ?в)ойГ*(«. ß. θ) (6) 
where χ
η
(ϋ) is an orthogonal basis of associated Laguerre functions [10], ¿^¡¿''ц 
are rotation functions [38] normalized to unity and &fA*jB are coupled spherical 
harmonics (2). For a strong coupling case, the size of the resulting secular 
problem could become quite unmanageable without further approximations, such 
as the BOARS scheme used by Barton and Howard [19] in their calculation on 
( H F ) 2 . In (N"2)2 the PI(16) symmetry can be used to block-factorize the problem. 
Details can be found in [7] . 
T h e projection k of the overall angular momentum J on the body-fixed z-axis 
can often be treated as a good quantum number [7, 19, 17-19]. T h e only terms in 
the hamiltonian (5) that couple states with different k are contained in the 
Coriolis operator (2μΛ2) 1¡ . 3 , viz.jxJx andjyJy couple k with k ± 1. Because of 
the length of the van der Waals bond, this coupling is rather small and neglect of 
these terms leads to an additional factorization of the problem. The hamiltonian 





г о 1 v i b , (7) 




 - 2jyJy) 
(note that Jz =jz [11]). 
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In order to calculate all the bound states of the (N 2 )2 dimer and still keep the 
problem tractable, one can solve the vibrational problem with the hamiltoman 
Я
 і Ь
 and the basis (6). The effect of #
r 0 1 v l b , which corresponds with the end-
over-end rotational structure, the Conohs coupling and the centrifugal distortion, 
can then be introduced via perturbation theory [18, 19] or via an additional 
variational calculation using the eigenstates of H4lb as a basis. Up to first order 
perturbation theory k is conserved as a good quantum number and the two-fold 
degeneracy for k φ 0 remains, since /i
r o t v l b couples k only with k + 1. 
Although the monomer stretch vibrations were assumed to be separable from 
the dimer vibrations and rotations, we must briefly consider the corresponding 
wave functions also, since they affect the PI(16) symmetry of the total wave 
functions and the infrared selection rules (see subsection 3.2). The total nuclear 
wave functions can be written as 
Kt-DIJMT), (8) 
where | 7 Μ Γ ) denotes a van der Waals ro-vibrational state, i.e. an eigenstate of 
the dimer hamiltoman (5). The (approximate) calculation of these states has just 
been discussed, M is the projection of the overall angular momentum J on the 
space-fixed z-axis and Γ is a PI(16) symmetry label. The symmetrized monomer 
stretch functions are given by 












 (only + label occurs). (9) 
The PI(16) representations carried by these monomer stretch functions are Af 
and В£ for the functions with the + and — labels, respectively. The separability 
reflected by equation (8) leads to a degenerate set of levels for vA φ vB with 
symmetry Γ ® Α ι and Γ ® Β ^ . This degeneracy would be lifted by introducing 
the dependence of the interaction potential on vA and vB, which was assumed to 
be negligible in the case of (Njjj . 
3.2. Dipole function, selection rules and infrared intensities 
Just as the potential, the dipole function can be expressed with respect to the 
body-fixed frame in the form of a spherical expansion 
MV(R, tA , tB) = 4π X mÍA¡ ,в, Ai K(R, rA, Τ,Υ»ΪΛ!Α&Λ - ?*)ВД<«. Λ 0), (10) 
Л-л, ¿л. Л, К 
with the coupled spherical harmonics (2) and rotation functions D[l>K from [38] . 
It is more common [25, 39, 40] to write this expansion in space-fixed coordi­
nates, but we can easily relate our expansion coefficients to those of Poll and 
Hunt [4Ü] 
^.^KK =
 L Σ ( — г - J < Α · K'L' ои.кМла^я«.^)· di) 
We consider the monomer stretch vibrations to be decoupled, as discussed in the 
previous section. The (N 2 )2 dimer will absorb in the far infrared region due to 
van der Waals vibrational and rotational transitions, while both Nj monomers 
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remain in their vibrational ground states г
л
 = vB = 0 T h e effective dipole func­
tion for this part of the infrared spectrum is determined by the expansion coeffi­
cients 
Λ ^ , . Λ . κ ί Φ = <0 0 | |я
я л
,л, 1 А , ж (/г, rA, rB)\0 0>. (12) 





















' я, Я . . А
А







and the PI(16) far infrared selection rules are (cf §2) 
/ J f ^ ß J / (14) 
E+<->E I 
The dipole of the (N2)2 dimer arises from different interactions between the 
monomers, multipole-induction, overlap (1 e. the effects of exchange and charge 
penetration [32]) The ' long range' multipole-induced dipole moments can be 
directly written in the spherical expansion form (10), the ' shor t - range ' o\erlap 
contributions can also be expanded in that form [39, 40], see table 2 The 
interaction induced dipole moment gives rise to the collision induced (far) 
infrared absorption spectrum [41-42] of gaseous nitrogen This spectrum has 
been interpreted by Poll and Hunt [40] using an effective isotropic potential [44] 
for the gas phase collisions at higher temperatures (124 К and 300 K) Each term 
in the spherical expansion of the dipole moment then leads to a separate absorp­
tion contribution to which one can attribute a specific line shape Fitting the 
calculated spectrum to the measured one, Poll and H u n t have optimized the 
parameters which determine their dipole function. We use this empirical dipole 
function, see table 2, in order to calculate the far infrared spectrum of ( N 2 ) 2 
Table 2 Contributions to the N 2 - N 2 interaction induced dipole function for both mono­





 Л К М
ІЛ Хв А K(R) 





via isotropic 2 0 2 1 - ( f ) " 2 ) ? ^ , , Д ~ 4 
polarizability я 
Quadrupole induction 2 2 3 1 (-шУ^ОлУв + ОвУд)^ - 4 
via anisotropic 
polarizability у 
Hexadecapole induction 4 0 4 0 (^)lll<t>A0LBR~6 






Overlap 2 0 2 0 - [ ( f ) " 2 ^ , - ( l ) " 2 ^ ] exp [ - ( Я - σ)/ρ] 
2 0 2 1 [ - ( i t o ' ^ - t á O ' ^ J e x p C - ^ - g y p ] 
Empirical parameters from best fit [40] quadrupole moment Q = — 1 09 ea^, hexadecapole 
moment Φ = —10 4eaJ, isotropic polarizability (ац + 2α1)/3 = α = 11 92 α^, polarizability anisotrops 
«Il - ij. = y = 4 76OQ. overlap parameters a = 3 68Â, ρ = 0 11 σ. Я, = +1 0 χ 10"3eo0, /Ц = 1 0 
χ 10"3ean 
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dimers, corresponding to transitions between bound states. In discussing our 
results, in §4, we will also consider the effects of possible inaccuracies in the 
empirical dipole function 
The ( N 2 ) 2 dimer also absorbs in the mid infrared region when the dimer 
vibrational and rotational transitions are combined with vibrational excitation of 
one of the monomers. This part of the dimer infrared spectrum will be mainly 
centred around the monomer fundamental stretch frequency, at ZBSOcm - 1. The 
effective dipole function for describing such dimer transitions is determined by 
the expansion coefficients : 
^
±
< . і і .л .*(А) = <0 0 | ^ , Я в . л , і с ( Л , rA,rB)\\ О*), (15) 
where the monomer vibrational functions for the ground state 10 0 ) and the 
excited state [ 1 0 * ) are defined by equation (9). These coefficients satisfy sym­
metry relations analogous to equations (13 a) and (13 c), but equation (13 6) has to 
be replaced by : 
^ Д . Я » А . А - ± ( - 1 ) А * , ^ Л і , . А . 1 · О « 
The effective dipole function now carries the representations Of = ß,~ ® Af and 













for the -I- component ( B , ) 
for the — component (A 2 ) 
(17) 
The В î transitions are allowed in the far infrared also, cf. equation (14), the Aj 
transitions (17) are additional. The expansion coefficients (15) are not known, 
but we can proceed by expanding the rA and rB dependence of the coefficients 
m(R, rA , rB) in a Taylor series in &rA = rA — rA s and Лг
в
 = rB — rB t [25] . Sub­
stituting this expansion into equation (15) and using the result [45] that the N 2 








) may be well replaced by harmonic 
oscillator functions, we obtain the following expression, correct up to and includ­
ing second order : 
І г , .л 1 , .л .*(Л)=-^<0|Лг |1> 
Х|_ дгл ~ drB J„=,»=„' 
The derivatives required to evaluate equation (18) are still not known in general, 
but it we use our experience from the far infrared spectrum (see §4) that the 
transition intensities are dominated by the ' long range ' multipole-induced dipole 
contributions, we can express these derivatives in terms of monomer multipole 
moments, polarizabihties and their derivatives, see table 3. The latter are known 
for N 2 from ab initio calculations [45-47]. 
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Table 3. Contributions to the N2-N 2 interaction induced dipole function for an excited 





 Λ Κ Λ^,.Λ,.Λ.ΛΑ) 
( Ä ) i , 2 ( ^ S ± a i , S f ) Ä " 4 < A r > o 1 
(
^
)1 /2(^-<îf±α вff)Ä"4<Δ r > 0 , 
Q'dT Λ~ώ~) ^ ^ 0 1 
Й)'»(ф^±».5)*-<лг>0, 
The N2 monomer transition moment <Дг>01 = <<í>0(r)|Ar|i¿)1(r)> has been replaced by its harmo-
nic oscillator expression (A/2/iv)"2, with reduced mass /j = 7amu and fundamental frequency 
v = 2330cm-1. 
Ab initio parameters [46] 
The infrared absorption coefficient, in the dipole approximation, is given by 
the familiar first order perturbation expression [48] 
Α(ω) = NZ-^exp (-EJkT) - exp (-Eflkiy]siSifô(œ - œif) (19) 
where E¡ and Ej are the lower and upper energy levels, Ζ is the partition func­
tion, N the number density of the dimers, ω,^ = (Ef — E^/h the transition fre­
quency, Sj the spin statistical weight and S¡j· the line strength : 
Sif = Σ Κ(Λ. Γ^ |μ
ν
| (7 / , Γ»,)]2. (20) 
J, I, y 
T h e labels j and / run over all degenerate ro-vibrational i and ƒ levels, ν over all 
components of the (monomer stretch averaged) dipole moment. Writing μ in 
spherical tensor form and applying the Wigner-Eckart theorem [31] yields the 
selection rule AJ = 0, + 1 . If k is treated as a good quantum number we have the 
additional rule ΔΛ = 0, ± 1 (for k = 0-» 0, Δ7 = 0 is forbidden). 
T h e eigenstates \JMry of the hamiltonian (5) are given as linear combinations 
of (symmetrized) basis functions (6). Using the dipole expansion (10), the calcu­
lation of matrix elements (20) is straightforward. T h e y are expressed in products 
of vector coupling coefficients (3-js and 9-js) and radial integrals; all of these have 










2 0 2 0 
2 0 2 1 -
2 2 3 1 
4 0 4 0 
4 0 4 1 -
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4. RESULTS 
4 1. Test calculations 
For all nuclear dynamics calculations we have used the basis set of Tennyson 
and van der Avoird [ 7 ] . As this basis was specially designed to converge the 
lower levels, it behaves accordingly The ground state level at —74-945 c m - 1 has 
converged to within 0-002cm" 1 . We have also tested the higher bound states, 
however. The convergence with respect to the size of the angular basis is good for 
all bound states; actually, one can expect the largest basis to be needed for 
describing the more rigid lower states The quality of the radial basis decreases 
with increasing radial excitation. For most levels between the ground state and 
— 1 0 c m - 1 an accuracy of 0 - 2 c m - 1 may be claimed, states that are strongly 
radially excited are converged only to within 1 5 c m - '. Since the associated vibra­
tional excitation energy is higher than the hbrational energies, these states are 
relatively unimportant for the lower energy part of the spectrum. Levels that are 
less than 1 0 c m - 1 below the dissociation limit become increasingly unreliable. 
These inaccuracies might not be acceptable when looking at detailed ro-
v\bratioiial spectra, such as> found for 112 dimers [12, 13, 22]. Ir» the case of ( N 2 ) 2 
only a coarse structured spectrum has been measured, however [33] Moreover, 
the potential [6] and the dipole function [40] are not expected to be sufficiently 
accurate as to justify increased computational effort at the moment. 
Even so, a full calculation including the Coriolis terms would be an immense 
task for higher J states. Making the separation (7) and treating HTOtvib as a pertur­
bation operator, the off-diagonal Coriolis terms affect the end-over-end rotational 
constant В only in second and higher order perturbation theory [18, 19]. In order 
to generate the complete infrared spectrum, we have chosen, therefore, to calcu­
late all bound states of the hamiltoman (5) with J = k, while neglecting the 
off-diagonal Coriolis terms. These bound states go up to k quantum numbers as 
high as k = 8. The end-over-end rotational ladders are then generated by taking 
В = <((2μΛ2) - 1>. This approach is equivalent with the separation (7), while treat­
ing Htot v, b to first order in the Coriolis terms, but to order infinity in the centrifu­
gal distortion for J = k. Exact solution of the full J = 1 secular problem, 
including Coriolis interactions, shows that the etìect of these terms is strongly 
state dependent. For most levels, the rotational constant В is perturbed by less 
than 10 per cent. However, in some cases the changes are larger, due to near 
degeneracy effects. The Coriolis perturbations are always larger than in (HF)2 
[19] and ArHCl [18] , because of the higher density of states. The centrifugal 
distortion constant Dj was found to be at least four orders smaller than B, so 
centrifugal distortion will be negligible, except for very high J values. 
For tests on the empirical dipole function [40] we have used the exact 7 = 0 
and J = 1 eigenstates of the hamiltoman (5). Table 4 shows a typical series of line 
strengths for 7 = 0 — > 1 transitions from the Af ground state. It is clear that 
several transitions from the ground state obtain comparable intensity, in contrast 
with more rigid systems with near harmonic vibrations, where practically all 
intensity goes into the fundamentals A second observation is that individual line 
strengths are substantially modified by overlap contributions to the dipole 
moment, especially through interference with the long range multipole-induction 
contributions. For comparison, we note that in the continuous collision induced 
infrared spectrum these interference terms reduced the quadrupole intensity con-
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number 0 2 t φ2+ (л.л^П 2g «Dt 2(/, /3) 0+Î 2 ^ , /3) ФП 
Total 
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0 0/0 7 
0 13/0 0 
0 001/0 039 
0 0/0 38 
0 16/0 0 
0 0216/0 0551 
0 0/0 009 
- 1 0 2 
- 2 43 
0017 
- 5 6 1 
- 5 67 
- 0 1536 
- 0 004 
- 0 6 1 / - 9 5 
- 1 78/0 16 
0 039 / -0 299 
0 17 / -3 56 
- 1 8 8 / - 0 29 
0 0908/-0 1449 
0 004 / -0 063 
- 0 1/1 5 
0 3 7 / - 0 0 3 
0 001 / -0 004 
- 0 06/1 19 
0 98/0 1 5 
- 0 0732/0 1168 








23 3/15 5 
2 40/3 80 
0 624/0 320 
3 81/1 71 
0 522/1 13 
0 0428/0 0305 















t Contributions from pure quadrupole induction (Q2) , pure hexadecapole induction (Φ 2 ) , pure overlap terms (/j, /'3)2, quadrupole-hexadecapole 
interference terms 2Q Φ, quadrupole-overlap interference terms 2(/'1, /3) Q, hexadecapole-overlap interference terms 2 ( / 1 ) /3) Φ 
% Results for/ , = —1 0 χ 1 0 ~ 3 e i J
o
a n d / , = 1 0 χ 10" : , e o 0 , respectively (The sign of/, was undetermined, see [40] ) 
§ Approximate labelling 
il Transit ion frequency 
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tribution by not more than 10 per cent. T h e hexadecapolar and pure overlap 
contributions to the gas phase spectrum were found [40] to be 5 per cent and 1 
per cent, respectively. In the bound state spectrum of ( N 2 ) 2 , also the hexa­
decapolar contribution is relatively more important, through interference with the 
quadrupole contribution. In general, we can conclude that interference terms are 
relatively more pronounced in the (N2)2 spectrum, because the bound states are 
more sensitive to the anisotropy of the potential than the continuum states and 




, Λ contributions to the induced dipole 
moment. T h u s , a more detailed induced dipole model could, in principle, be 
deduced from the dimer spectrum by looking at the intensities of individual lines 
(Poll and H u n t [40] were not able to determine the sign of their parameter A,, for 
example). 
Although the short range overlap contributions are important, we can still 
conclude that the line strengths can be calculated for all more intense transitions 
to within a factor of two from the long range multipole-induction terms alone. 
Until more detailed experimental information [33] becomes available, this is 
sufficient for our purpose. Only the quadrupole and hexadecapole induced dipole 
contributions were included in our further calculations. Moreover, this enabled 
us to construct a dipole function for the mid infrared spectrum corresponding 
with the same multipolar induction mechanisms (see §3.2 and table 3). 
T h e effect of neglecting the off-diagonal Coriolis terms on the line strengths is 
shown in table 5 for some typical far infrared transitions. T h e results demonstrate 
that this neglect is tolerable in view of the approximations already made. For 
k = 0—• 0 transitions the Δ7 = 0 component becomes forbidden; comparison for 
7 = 1 (table 6) shows that the ' exact ' line strengths of such components are at 
least two orders of magnitude smaller than the stronger ones in table 5. 
If k is treated as a good quantum number, table 7 illustrates that the line 
strengths within a given rotational envelope are controlled by the factor 
/ 7' 1 7 V 
( 2 7 + 1 X 2 / + ! ) ( _ „
 k _ k k ) . (21) 
This can be seen as another manifestation of negligible centrifugal distortion. So, 
the computation of one line for each transition between van der Waals vibrational 
levels is sufficient to generate the complete end-over-end rotational envelopes. 
Table 5. Transition strengths in 10~6e2a¿ for A^V = 0)—» B1""(7 = 1) transitions from 
the ground Αχ state ( — 74-95cm~1) in ortho N2-ortho Nj dimers, with long range 








































t In the case with Coriolis terms, approximate labelling. 
J Transition frequency. 
1 4 6 
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Table 6 Transition strengths in 10 6 e 2 a¿ for A^U = 1, k = 0 ) - > В 2 + ( У = 1, k = 0) tran­
sitions from the lowest J 4 J ( . / = 1, A = 0) state ( — 7 4 7 8 c m " ' ) , with long range 
multipole-induced dipole contributions onh, showing the effect of the Coriohs 
interactions, these transitions are forbidden without off-diagonal Coriohs terms 
















Furthermore, the states with k φ 0 are always doubly degenerate, as ment ioned in 
§ 2 For each transition between degenerate levels only one of the t w o al lowed 
components has to be calculated 
Still, a large number of individual lines must be evaluated in order to generate 
the complete spectrum T h e potential well is found to support about 260 inde­
pendent k Φ 0 and 80A = 0 van der Waals vibrational levels (i e not count ing 
degeneracv and the individual levels in the end-over-end rotational ladders) T h i s 
leads to about 5 6 0 0 independent transitions in the far infrared and 11 6 0 0 in the 
mid-infrared T h e majority of these are very weak, but, depend ing on the tem­
perature, there are still many that have appreciable intensity T h e total amount of 
bound states in the potential well is est imated at 8 0 0 0 - 8 5 0 0 , using an end-over-
end rotational constant В = 0 075 c m " ' 
4 2 Nature of the ro-vibrational states of (N2)2 , dominant dipole transitions 
T h e ground (k = 0) state of the (N2)2 complex is fairly localised around the 
D211 potential m i n i m u m , but it is split by torsional tunnel ing through the φ 
Table 7 Line strengths in 1 0 " 6 e 2 a o for transitions within one rotational envelope, with 

























10 8 - 2 5 18 - 2 5 09 - 2 4 77 - 2 4 58 
50 0 - 8 40 - 8 29 - 7 98 - 7 81 
28 4 - 3 31 - 3 19 - 2 88 - 2 70 
36 7 7 98 8 11 8 41 8 57 
35 3 14 70 14 83 15 12 15 27 
f For a transition I —* II the lowest level of I is taken, level number indicates II levels 
a Bi(J = 2, A = 0) ( - 4 9 5 8 c m - l ) - > ^ 2 ( 7 = 1, A = 0), 
b B, ( 7 = 1, A = 0) ( - 4 9 86cm ' )-• A^J = 0), 
с BÎ(J = 0) ( - 5 0 00cm ^ — ^^ (У = 1, A = 0), 
d Bl(J=l,k = 0) ( - 4 9 8 6 c m l ) -> A*(J = 2, k = 0) 
According to equation (21) the line strengths should be (a) = (d) = 2 χ (6) = 2 χ (с) 
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barrier between the two equivalent £)2j minima. Assuming separation between 
vibrations and rotations, as outlined in §2, the combination of such a pair of 
vibration-tunneling states with the k # U rotations around the axis R leads to a 
rotational ladder. The first column of table 8 shows that such a ladder of states 
with the correct symmetries is actually found in the calculations. Indeed, all the 
states of this ladder have nearly the same vibrational wave function, which is 
shown in figure 2 for the ground state. The level structure for a (p-tunneling 
(^2)2 system is explained by Merer and Watson [24] . 
According to the general selection rules, pure end-over-end rotational tran-
sitions are forbidden in ortho-ortho and para-para dinners (A, В symmetry), but 
they are allowed in mixed ortho-para dimers, i.e. between degenerate E+ and E~ 
\k\ > 0 levels. Their line strengths are small, however, e.g. for the 
E+(J = 1, k = 1)—»E~(J = 1, k = 1) ground state transition the line strength is 
0 0 1 1 4 χ 1 0 _ 6 e 2 a ¿ . Dividing this value by the rotational factor (21), the vibra-
tionally average dipole moment for ortho-para dimers is estimated to be ( μ . ) = 
8-7 χ 1 0 _ 5 e « 0 . This small value of the dipole moment indicates that the asym­
metry which is present in the ortho-para dimer (the ortho ^ - m o l e c u l e has only 
even j
л
 states and the para N2 only o d d j B states) is not reflected in the ground 
state wave function. The latter is very similar to the ortho-ortho and para-para 
ground states. This confirms the fairly rigid 01Л structure of the (N2)2 ground 
state. 
Although this estimated value for the dipole moment of the ortho-para dimer 
is probably too small to measure the rotational spectrum of this dimer in micro­
wave spectroscopy, we still calculate its rotational constants in order to further 
characterize the ground state. As mentioned m the previous section, one has to 
include the Conohs effects. Introducing these effects by treating Н
ТОІ Л
 (7) as a 
perturbation is in general not satisfactory. For the ground state it is feasible, 
Table 8 Rotational excitations for the van der Waals ground state and first 0-excited 
state The level structure for the ground state can be explained on the basis of a 
prolate symmetric top and torsion (ψ) tunnelling. This model is not appropriate for 





































- 7 4 945 
-72-543 
- 7 2 763 
-67-877 
- 7 0 0 5 6 
-63-392 
- 5 6 157 
- 5 4 222 
- 4 5 188 
- 3 1 831 
- 3 3 584 
- 1 8 403 






















- 6 0 792 
- 5 3 685 
- 5 8 032 
- 5 4 612 
-52-535 
- 5 9 535 
- 5 4 158 
- 4 7 621 
- 4 2 280 
-42-962 
-45-640 
- 3 7 133 
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О 90 180 0 90 1В0 
θ 8 
Figure 2 Cuts through го-vibrational wave functions with R and φ fixed at the values 
specified below. T h e contours correspond with 10, 30, 50, 70 and 90 per cent of the 
maximum amplitude (solid curves for positive and dashed curves for negative 
amplitude) T h e states are labelled Г(к, η), where Γ is the PI(16) s>mmetry label, k 
the angular m o m e n t u m around the intermolecular axis R and η a sequence number 
for the levels belonging to the same Γ and k Shown are the ground state .4,^(0, 1) 
(R = 7 0 o 0 , φ = 90^) and the excited levels for which transitions from the ground 
state are strongest, near-infrared shifted parallel structure /1J(1, 1), mid infrared 
T-structure B^(0, 1) and 0-excited state Bj"(l, 1) 
Table 9. Rotational and centrifugal constants for E+ and E , k = 1 lowest states from 













































t Number of levels included in perturbation calculation 
X Contribution from Conolis coupling with k + 1 states, first order B ( 1 ) = 2553 29 M H z 
§ Idem from coupling with k — 1 states 
II Other columns are the same as for E+ 
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however, since this state is sufficiently well separated. Table 9 lists the ground 
state rotational and centrifugal distortion constants calculated by second order 
perturbation theory [18, 19]. 
The picture of a more or less localized £)2</ structured complex which is 
tunneling through the φ barrier, breaks down for the vibrationally excited states. 
The second column of table 8 shows the energy levels which should correspond 
with the first 0-bending excited state, in a harmonic oscillator/rigid rotor model 
according to their symmetry (assuming vibration-rotation separation). However, 
the large splittings cannot be explained by (^-tunnelling only. Coupling of the 
various modes becomes important. In general, one might expect the higher states 
to more and more resemble free internal rotor states. Examining the eigenstates 
does not confirm this free rotor character, though ; the monomer angular momen­
tum states j A , j B are strongly mixed. So, the free internal rotor or weak coupling 
limit does not hold either. The lack of a simple zeroth order picture for (N2)2 
implies that one cannot make reasonable qualitative predictions about its infrared 
spectrum; all the allowed transitions have to be calculated quantitatively. 
4.3. Far infrared spectrum 
Figure 3 shows the absorption coefficients (19) at low temperature ( T = 2K) 
as a function of frequency using the dipole model of table 2. The calculation 
included all the allowed transitions as outlined in the previous sections. A 
Lorentz shape (width parameter Γ = 0-04cm - 1 ) was assumed for each individual 
line and the Lorentz distributions were summed to obtain the absorption coeffi­
cient. 
A number of general remarks can be made. The transitions in the para-para 
dimer are unimportant because of the small statistical weight (see table VI of 
[7]). Transitions are strongest for k = 0, 1 and their intensities decrease rapidly 
for higher k states. The rotational envelopes are strongly asymmetric, as com­
pared with the ro-vibrational spectra of more rigid molecules. This is a result of 
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Wavenumber/cm 
Figure 3. Calculated far infrared spectrum of the (N3)2 dimer at low temperature 
(T = 2 K) and high resolution, including the end-over-end rotational structure. The 
Lorentz line width of each individual line is set at 0-04cm~I; the absorption coeffi­
cient is given in arbitrary units. The most intense transitions with their individual 
rotational branches are labelled as explained in figure 2. 
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Figure 4 Calculated far infrared spectrum of the (N3)2 dimer at Τ = 25 К and low 
resolution (Lorentz line width 0 2 c m " 1 ) The complicated structure arises from the 
(partial) overlap of many individual lines 
the considerable variation of the end-over-end rotational constant В from state to 
state (in the range 0 069 to 0 0 8 6 c m - 1 ) . In some cases one even observes the 
band heads familiar from electronic spectra [34] . T h e irregular structure of the 
far-infrared spectrum is a result of this phenomenon, together with the irregular 
spacings between the van der Waals levels. 
At low temperature, only transitions from (near) ground state levels are 
important. In figure 3 one can observe that the strongest transitions are located 
around 22 c m " 1 and 43 c m " 1 . Figure 2 shows the wave functions for some of the 
states involved. These excited states can be classified as Ô-excited or T-structured 
states It is plausible that such states are relatively important for the infrared 
spectrum since the induced dipole moment adopts its maximum values at those 
structures 
With increasing temperature, the pattern of the spectrum broadens due to the 
strong mixing of the various higher excited modes. Figure 4 displays the far 
infrared spectrum at Τ = 25 К. T h e occupation at — 1 0 c m - 1 and the dissociation 
limit is then 3 per cent and 1 per cent, respectively, of the ground state 
occupation, so it is not allowed to use the present calculations for higher tem­
perature spectra. U p to now, no experimental data have been reported on the 
discrete structure in the far infrared spectrum of nitrogen, which would corre­
spond with the bound dimer transitions. Experiments on collision induced far 
infrared absorption have been performed at Τ = 124 К [43] and T= 300 К [ 4 1 -
43] These temperatures are too high to discriminate the specific contributions 
from the weakl> bound van der Waals dimers An early attempt to detect (N3)2 
dimers in molecular beams [49] has failed because the electric dipole moment 
was found too small to deflect such dimers. 
4 4 Mid infrared spectrum 
Figure 5 shows the absorption coefficient (19) at low temperature (T = 2 K) in 
the region of the monomer stretch frequency (assumed at 2 3 3 0 c m - 1 ) , using the 
dipole model of table 3 Compared with figure 3, this spectrum has an intense 
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NEAR IR T=2K 
Af ton—Af tl II 
2330 2340 2350 2360 2370 
-1 
2380 239ΰ 2400 
Wavenumber/cm" 
Figure 5. Calculated near infrared spectrum of the (N2)2 dimer at low temperature 
(T ,= 2 K) and high resolution (Lorentz line width 0 04cm"1). The van der Waals 
ro-vibrational transitions are accompanied by a monomer stretch transition, 
ν = 0—» 1, which is set at 2330cm - 1. The most intense transitions are labelled (see 
figures 2, 3) 
end-over-end rotational PQR band. (The spectrum is shown only for frequencies 
above 2 3 3 0 c m - 1 , so only the QR-bands are visible.) These bands are not seen in 
figure 3 because the Boltzman factors in equation (19) for the pure end-over-end 
rotational transitions are nearly equal. If these transitions are accompanied by a 
monomer stretch transition as in figure 5, the upper state is nearly empty. More­
over, the mid infrared spectrum contains transitions, see equation (17), that are 
forbidden in the far infrared, cf. equation (14). In general, the transitions allowed 
by the selection rules (17) are even stronger than those given by (14). This can be 
understood by observing that the strongest transitions are dominated by the 
quadrupole-induced dipole mechanism, as shown in table 10. The corresponding 
dipole coefficients, displayed in table 3, are larger (in absolute value) for the 
minus combinations than for the plus combinations, which correspond with the 
selection rules (17) and (14), respectively. For example, the line strengths for the 
lowest state transition E+(J = 0, k = 0)-> E~(J = 1, k = 0) are 8-42 χ 10 
and 46-6 χ 1 0 " 9 e 2 a o for the plus and minus combinations, respectively. 
'еЧ 
Table 10. Transition strengths in l()"9e2íJ¿ for //,*'(У = 0)-> n;(J = 1) and 
Α ι (J = 0)—* A2 (J = 1) transitions from the lowest Af state in 
ortho N2 (t) = l)-ortho N2 (f = 0) dimers 
Level 





























































t Contributions as in table 4 
X Absolute wavenumber = 2330 + v. 
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NEAR IR T=2SK 
2400 
Wavenumber/cnf 
Figure 6 Calculated mid infrared spectrum of the (N 2 ) 2 dimer at Τ = 25 К and low 
resolution (Lorentz line width 0 2 cm" ') The monomer stretch transition ν = 0—» 1 
is set at 2330 cm ' 
T h e strongest transitions lie around 1 7 c m - 1 . One of the states involved can 
be classified as a shifted parallel structure (see figure 2). Another strong transition 
from the ground state goes to the Al(J = 1, k = 0) state, which has the same 
doubly φ-excited vibrational wave function as the first excited Af(J = 0, k = 0) 
state (see figure 4 of [7]). These transitions are forbidden in the far infrared 
spectrum Just as the latter spectrum, the pattern broadens and complicates with 
increasing temperature Figure 6 shows the mid infrared spectrum at Τ = 25 К. 
A gas phase mid infrared spectrum has been measured by Long et al. [33] at 
Τ = 77 К. T h e discrete structure on top of the broad collision induced absorption 
band has been interpreted as the ro-vibrational spectrum of the (N2)2 dimer. This 
spectrum is rather different from figure 5, however. T h e intense P-R end-over-
end rotation band is clearly observed, but the peak at 9-5 c m - 1 , which has been 
assigned [33] to a librational excitation, and the series of bands starting at 
25 c m - 1 , which were ascribed to internal rotations, cannot be seen in figure 5. On 
the other hand, the experimental spectrum does not show the Q-band and the 
structure around 17 c m - 1 . Several explanations for this discrepancy may be 
given First of all, of course, the considerably higher temperature of the measure­
ment, which leads to the population of many higher vibrational and rotational 
states. T h e Q-band at 2 3 3 0 c m - 1 in figure 6 results mainly from the (rotationally 
excited) van der Waals ground state (see table 8). T h e occupancy of this state will 
be less at higher temperature and with the experimental resolution of 1 c m - 1 [33] 
this Q-band may well become unobservable. At 77 К the occupation number at 
the dissociation level of (N2)2 is estimated to be 25 per cent of the ground state 
occupation So, we expect that even continuum states contribute to the experi­
mental spectrum T h e high frequency bands go up to 85 c m - 1 , which is higher 
than the calculated dissociation energy, thus pointing to the contribution of 
bound-continuum and, possibly, cont inuum-continuum transitions. Such contri­
butions may considerably change the appearance of the low temperature spectra 
(figures 5 and 6). On the other hand, we have found, during our calculations, that 
changes in the assumed dipole function and especially in the potential will have a 
strong influence on the calculated spectrum Both may have to be improved in 
order to reach agreement with the measured spectrum. 
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5. C O N C L U S I O N S 
T h e present calculat ions demonstrate that the infrared spectra of van der 
Waals dimers, such as ( N 3 ) 2 , contain detailed information both on the intermole­
cular potential and on the (interaction induced) d ipole m o m e n t function. T h e 
(N2)2 d imer has a large number of irregularly spaced го-vibrational levels. T h e 
picture of more or less localized vibrations, separable from the rotations, only 
appl ies to the ground state. T h e amplitudes of vibration are rather large and 
tunnel l ing between two different D2á equi l ibrium configurations is important 
even there. In the vibrationally excited states all the normal m o d e s are mixed and 
coupl ing , especially with the rotations around the d imer axis R, becomes con-
siderable. On the other hand, higher excited states are still not described by the 
weak coupl ing l imit of free internal m o n o m e r rotations, which applies to H2-rare 
gas and ( l ^ b complexes . A s imple picture lacking, the infrared spectrum, can 
only be obtained from a full calculation including all poss ible transitions between 
ro-vibrational states. T h e errors in the resulting spectrum have three possible 
sources . First, the intermolecular potential has inaccuracies both in the short 
range (exchange, charge penetration) [ 6 ] and long range (mult ipole interaction, 
dispersion) [ 3 7 ] regions. A set of more accurate long range coefficients for N 2 - N 2 
is already available from recent ab initio calculations [ 5 0 ] ; work on the short 
range repulsion is in progress [ 5 1 ] . Secondly , one m u s t look at the interaction 
induced dipole m o m e n t , especially at the short range overlap contributions which 
have been determined [ 4 0 ] rather crudely. Ab initio calculations may be helpful 
here too , but they must be pressed hard if the results are to be sufficiently 
reliable. Fortunately , it s e e m s possible to calculate the most important transition 
intensit ies to within a factor of two from the long range mul t ipo le - induced dipole 
m o m e n t alone. Finally, there are errors in the dynamical calculations which result 
from the incomplete bases and the neglect of off-diagonal Coriol is terms. W h e n 
the experimental data require this, the calculations can be refined, however, as 
out l ined i n § 3 . 
T h e only experimental (mid infrared) spectrum of ( N 2 ) 2 , which, was mea-
sured more than ten years ago [ 3 3 ] , was taken at rather low resolution (1 c m - 1 ) 
and high temperature (77 K) . Only one peak was assigned to a localized libration 
and one si-iies of bands to free internal rotations. From our calculations we expect 
that actually m u c h more structure should be visible. Furthermore, the experi-
mental spectrum probably contains a substantial contribut ion from the cont in-
u u m which will be hard to calculate. W e hope that the present study might 
encourage experimental is ts to measure the (N2)2 infrared, Raman or hyperfine 
spectrum, preferably at higher resolution and lower temperature, possibly in 
molecular beams. 
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S e c t i o n 3 . 2 
BOUND AND ROTATIONAL RESONANCE STATES 
AND THE INFRARED SPECTRUM OF N2Ar 
G. Brocks 
Institute of Theoretical Chemistry 
University of Nijmegen 
Toernooiveld, 6525 ED Nijmegen, The Netherlands 
Abstract 
Rotational and van der Waals vibrational states of ^ A r have been 
computed in the atom-diatom formalism by an expansion in L2 basis functions. 
The bound states are characterised by a strong coupling between the modes, 
which results in an irregular spacing of the bound levels. The lower frequency 
part of the spectrum (<25cm _ 1 ) is therefore very complicated and sensitive to 
the detailed intermolecular potential. It is shown that the regular, free internal 
rotor pattern, which is observed in the higher frequency part of the gas phase 
infrared spectrum of Ν2ΑΓ, is due to rotational resonances lying in the collision 
continuum. The resonances have a width in the range of 0.2-3.5 c m - 1 and 




Knowledge of the intermolecular potential is crucial for understanding the 
properties of molecular gases, liquids and solids. Properties such as virial and 
transport coefficients in the fluid phases, and phonon frequencies in solids, have 
been used to test ab initio and (semi) empirical potentials [1-4]. It seems that 
the spectra of van der Waals molecules supply the data which depend most 
sensitively on the intermolecular potential [5]. It is impossible to extract this 
potential directly from the spectra, except for atomic dimers [6]. However, if a 
potential is available, it is possible to compute the transition frequencies in van 
der Waals dimers [6,7]. Thus, this potential can be checked and improved. 
Moreover, given an intermolecular dipole surface, the transition intensities can 
be calculated as well [8], and so it is possible to use the full information of the 
spectrum and test and improve both potential and dipole surfaces. 
The interpretation of the spectra of van der Waals molecules is 
complicated, because the motions of the consistucnts vary from nearly free 
internal rotations to nearly harmonic vibrations [5]. Potential minima are often 
determined by a delicate balance of attractive and repulsive forces and 
equilibrium structures are not easily predicted [9,10]. Often there are several 
minima, which are separated by relatively low barriers [3,5]. Van der Waals 
excited states thus can have a character which is very different from the ground 
state and the spectrum of such a van der Waals molecule will be strongly 
temperature dependent. In molecular beams, the temperature is usually low, so 
only the van der Waals ground state and the lowest rotationally excited states 
are substantially populated. For many systems, rotational spectra can then be 
measured and interpreted by using only one vibrationally averaged structure. 
Sometimes, this model is extended by the use of several equivalent structures, 
which are connected by a simple tunneling motion [9,11]. For the temperatures 
at which bulk gas experiments are performed, a simple interpretation of the 
rovibrational spectra is generally impossible. 
The spectra of complexes which contain H2, can be interpreted by 
assuming that H2 behaves a nearly free internal rotor. This model has been very 
succesful and very detailed information on these systems has been obtained this 
way [6]. However, H2 complexes are not typical for van der Waals molecules in 
general. The interaction potential is nearly isotropic and H2 has an 
exceptionally large rotational constant. 
Complexes with N2 are expected to be more representative. The bound 
states of (N2)2 have been computed [7] with the use of an ab initio potential [12] 
and from these states infrared spectra have been generated [8] using semi-
empirical dipole surfaces. One of the main conclusions from this calculation is 
that it is impossible to interpret the experimental spectrum [13], even 
qualitatively, by the use of bound states only. The reason for this is that at the 
experimental temperature continuum states are populated and may strongly 
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influence the spectrum. In order to investigate this conjecture, this paper 
reports the calculation of the van der Waals levels of N2Ar. Special attention 
will be paid to rotational resonances. In a rotational resonance or rotational 
predissociation state, N2 is excited as an internal rotor. The internal rotation 
energy is larger than the dissociation energy of the complex. The coupling 
between the internal rotor coordinate and the dissociation coordinate, which is 
mainly due to the anisotropy of the potential, results in a finite lifetime τ of the 
internal rotor state. In an infrared spectrum, a transition to such a state is 
observed as a line having a natural width Γ = Ух. A bulk gas infrared spectrum 
of N2Ar has been observed by Henderson and Ewing [14]. We wish to establish 
the contribution of the rotational resonances to this spectrum. Beswick and 
Shapiro [15] have performed accurate close coupling calculations on line shapes 
of infrared transitions of N2Ar, including rotational resonances, but they had to 
use rather crude potential and dipole surfaces. Moreover, the number of lines 
they have calculated is not sufficient for our purpose. Therefore, we perform 
calculations based on a good quality semi-empirical potential [16]. 
Π. Theory 
The Hamiltonian which describes the nuclear motions of an atom-rigid 
diatom complex, is given by [6,17] 






 2μΛ2 2μΗ BR2 V ' w 
with: 
μ^ the reduced mass of the diatom 
μ the total reduced mass of the complex 
r
e
 the fixed diatom bond length 
R the vector connecting the diatom center of mass with the atom 
θ the angle between R and the diatom bond axis 
j the angular momentum operator in the angles which describe the 
orientation of the diatom 
1 5 8 
V(R ,θ) the atom-diatom interaction potential 
The expression for the operator A depends on the system of axes to which the 
coordinates are referred. Two systems are generally used. The first is the so-
called space-fixed frame, which is completely general and has no relation to the 
orientation of the molecule. In that case: 
A = e 2 (2) 
where t is an angular momentum operator in the angles which describe the 
orientation of the vector R. The second system of axis is a body-fixed frame 
which has its ζ-axis along R. The operator A is then expressed as 
A = J2 + j 2 - 2j J (3) 
where J (=j+€) is the overall angular momentum, which commutes with the 
Hamiltonian. Due to this special choice of reference frame, J has some unusual 
properties. For instance, J and j do not commute, so the order of angular 
momentum operators in the last term of Eq. (3) is important. More details can 
be found in Ref. [17]. 
For all eigenstates of H, quantum numbers J and M can be assigned, 
which belong to J2 and Jz, respectively; Jz is the projection of J on the space-
fixed ζ-axis. A special choice of reference frame can be useful if it reveals the 
existence of additional, approximate quantum numbers. In both the space-fixed 
and body-fixed frames, j can be such a quantum number if the anisotropy of the 
potential is small compared to the splitting of the diatom rotational levels. The 
latter is determined by the rotational constant b = (Ζμ^Γ,,2)-1. If the anisotropy 
of the potential is small compared to the end-over-end rotational splitting 
(determined by the rotational constant Β = (2μ/?2) - 1), € is a good quantum 
number too. For such a case, the space-fixed frame is most appropriate. If the 
anisotropy of the potential is relatively large, but the end-over-end rotational 
constant is much smaller than the other terms in the Hamiltonian, we can 
neglect the term 
(-2jxJx - 2jyJy)l{2\iR2) (4) 
The projection of J on the body-fixed ζ-axis then becomes a constant of 
motion, and its eigenvalue к becomes a good quantum number. The expression 
in Eq. (4) is called the off-diagonal Coriolis term. 
In both reference frames, the bound states of the Hamiltonian can be 
calculated by an expansion in a basis set which consists of products of angular 
momentum eigenfunctions and functions in the radial coordinate R. The 
expansion parameters are then variationally optimised; this method has been 
called SE [6] or LC-RAMP [7]. We will make no approximations to the 
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Hamiltonian In practice, it is straightforward to transform a space-fixed to a 
body-fixed basis and vice versa [17] For these reasons, the choice of reference 
frame is not important for our calculations We will however make use of the 
approximate labels j,( and к m the following sections 
HI. Bound states 
In all calculations, we have used a diatomic rotational constant 
6 = 2 013 « л - 1 A radial basis set is generated by numerically solving a one-
dimensional radial equation with a suitable potential, using Numerov-Cooley 
integration [18] This type of basis has been used with success on both weakly 
[6,19] and strongly bound [20] complexes In the weakly bound case, it is most 
convenient to use the isotropic part of the full potential in the radial equation 
In the strongly bound case one can use a cut through the potential at the 
equilibrium angle For Ν2ΑΓ we use the isotropic potential to generate a radial 
basis, which has seven bound states Although the eigenvalues of the full 
problem seem to converge with this basis, this is misleading The false 
convergence is observed when a potential wall is added to the isotropic potential 
at R = R
wa
ii, and this new potential, which contains additional bound states, is 
used to generate the radial basis The convergence behaviour of some of the 
Table I 
Convergence behaviour of some representative / = 0 states with +s symmetry, as a function of the 
number of radial basis functions This basis is generated using the isotropic part of the potential, 
with or without a wall at Л
т о И
 It concludes all functions up to a maximal quantum number n
m a x 
The angular basis includes all functions up to ¡ma,=7 The expansion of the potential includes all 
Legendre polynomials up to A.max=8 The states are labeled with stretch and bending quantum 
numbers vs and vb This table shows the quasi-convergence of levels if only bound states of the 















































(o) radial basis generated with isotropic potential without wall 
(b) potential wall of height 500 c m - 1 added at Л
в і і ; / = 14 017 a 0 
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rovibrational eigenstates of НгАг, as a function of the number of radial basis 
functions, is given in Table I. It illustrates how careful one should be when 
using this type of basis set. The radial basis set which is finally used in the 
calculation of the bound states, is generated on the isotropic potential with a 
wall at R
wa
ii = 21.026 ÜQ, on a radial grid of 1250 points, starting at 3.504 OQ 
with step 0.014 aQ. The radial basis contains 31 functions. It converges all 
bound states of Ν2ΑΓ within 0.05 c m - 1 . The parameter which determines the 
size of the angular basis is the maximum diatomic rotational quantum number 
/max [6,17]. A value ;'
m a x
 = 7 converges all states within 0.01 cm'1. For the 
calculations, it is most convenient if the interaction potential is expressed as a 
series expansion in Legendre polynomials. The potential of Candori et al. [16] is 
not of this form, so it is transformed numerically [21]. Terminating the series at 
the polynomial of degree X
m a x
=8, has an effect less than 0.005 c m - 1 on the 
eigenvalues. 
All states can be labeled with the overall rotational quantum number J and 
a symmetry label. States which are (anti)symmetric under permutation of the 
nitrogen nuclei, are labeled (a)s; states with even (odd) parity under space 
inversion are labeled +(—). The a and s states have spin statistical weights of 3 
and 6 respectively for 14N2. In the lower energy range, Ν2ΑΓ is expected to have 
localised vibrational functions. It is useful therefore to label these with the 
approximate quantum numbers v
s
 and vb, which represent the number of nodes 
in the stretch coordinate R and in the bend coordinate Θ, respectively. The 
rotational spectrum of a vibrationally localised state can be interpreted by using 
the rigid rotor model, in this case a near-prolate symmetric top. The body-fixed 
labels introduced in the previous section can be used, which results in another 
approximate quantum number k. 
Some of the calculated bound state energies are given in Table II. For 
overtones the approximate labeling (v
s
,vb) is highly arbitrary. In fact, already 
the states (1,0) and (0,2) are strongly mixed. One of the sources of information 
for this labeling is the energy level separation, i.e. the energy ladders, which are 
obtained by varying the quantum number of one mode. Sometimes the 
coefficients of the dominant basis functions can be helpful and the labeling has 
to be consistent with the symmetry assignments: even bending states have s, 
and odd bending states have a symmetry. 
At higher energies the bending vibration becomes delocalised and 
tunneling starts through the barrier at the linear ЫгАг structure. In the very 
high energy range, N2 behaves as a free internal rotor, and then we should use 
the labels ; and € instead of vh and к (see the previous section). A correlation 
diagram between a Г-shaped harmonic oscillator/rigid rotor (HORR) and a free 
internal rotor (FIR) complex has been given by Henderson and Ewing [14]. 
This diagram is complicated, but it can be simplified if one disregards for the 
moment the end-over-end rotational fine structure. The correlation rule 
between the two models is then simply: 
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ν = 0 Bound S t a t e s 
s 
Harm. Ose/ f^ir Levels Free Internal 
Rotor Rigid Rotor 















v b ' k 
Fig. 1 
Bound states of N2Ar with stretch quantum number v J =0 and overall rotational quantum number 
J=k, correlated with the levels of the harmonic oscillator'ngid rotor model and those of the free 
internal rotor model The states arc labeled with bend quantum number v^ and symmetric top 
quantum number к, or diatom rotational quantum number у 
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Table II 
Bound state energies for J=k states which have even/odd parity for J even/odd The basis set, used 
is determined by /
m a
, = 7 , n
m a
, = 3 0 , Н
лаІІ
=2\ 026ao (wall height = 1000 c m - 1 ) , the potential is 
expanded up to ^ , „ = 8 inclusive The states are labeled on the basis of energy level separations, 


































































































































4 + к *> ] (5) 
Via this correlation diagram, the approximate labels can be used to determine 
the character of the bound states as a function of radial and angular excitation 
Fig. 1 gives the correlation between calculated bending and rotational levels of 
Ν2ΑΓ and the HORR and FIR model limits. All the levels shown have been 
assigned the stretch quantum number v
s
 = 0. In the lower energy range, there 
are many crossings in the correlation between the ЫгАг levels and the FIR 
levels. There are few crossings between the Ν2ΑΓ levels and the HORR levels, 
which confirms the existence of localised vibrations in the lower states 
However, already at the second bending overtone, some HORR character is 
lost, as can be observed from the relatively large splitting of the rotational 
levels A transition region starts here, where the Ν2ΑΓ levels cannot be assigned 
to either one of the limiting models In this region there is also an enhanced 
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coupling between the stretching and bending modes. From the break-down of 
the labeling scheme, one may call this region chaotic [22]. At higher energy, the 
number of crossings between the N2Ar levels and the FIR levels decreases; a 
j = 5 multiplet can be recognised among the highest bound N2Ar levels. 
For excited stretch states, the behaviour is similar. The v
s
 > 0 ladders 
start of course at a higher energy, which means that the transition to a FIR 
should take place above the dissociation limit. In principle, radial excitations 
increase the average distance between N2 and Ar, because of the anharmonicity 
of the potential in the radial direction. The smaller anisotropy of the potential 
at larger distances enhances the FIR character of the bending states. The result 
is that FIR character starts to appear just below the dissociation limit for all 
stretch states. 
One may conclude that at temperatures where only bound states are 
substantially occupied, the FIR character is practically absent. Only at very low 
temperatures, the HORR character may be observed; a small increase in 
temperature populates the levels in the transition region and the resulting 
spectrum becomes very complicated. This conclusion is consistent with previous 
calculation on the (N2)2 van der Waals molecule [8]. 
IV. Rotational resonances 
At the temperatures of bulk gas experiments, the continuum states are 
strongly occupied. These cause a contribution to the infrared spectrum in the 
form of broad structureless bands, the so-called collision induced absorption. 
Some continuum states, however, may result in an additional structure. In 
particular, this is the case for the so-called rotational resonances. For H2 
complexes, which have a nearly isotropic interaction potential, such resonance 
states have been clearly identified [23]. For other, more representative van der 
Waals molecules, there have been accurate close coupling calculations on line 
widths and lineshapes of rotational resonances [15,24,25], but the contribution 
of these to the infrared spectra have not yet been investigated. The calculation 
of continuum states, including rotational resonances, is costly [24]. In order to 
establish the possible role of rotational resonances in the infrared spectrum of 
Ν2ΑΓ, we adopt therefore a two-step procedure. In the first step we consider 
rotational resonances as if they were bound states, i.e. we exclude all open 
channels. In this context, a channel state is determined by the rotational 
quantum number j of the diatom. The energies bj(j+l) determine the 
thresholds at which channels are asymtotically open to dissociation. I.e. at 
E < bj(j + l) all channels 0,...,ƒ'— 2 are open. Even and odd j states do not mix 
because they have s and a symmetry respectively. The open channels can 
simply be excluded by omitting all angular basis functions up to a given value of 
j . The resulting eigenstates with energies between the thresholds determined by 
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j—2 and j are (quasi) bound states, which represent the rotational resonances 
in this energy range. In the second step the calculation is repeated, but now 
including the open channels in order to determine the level shifts and the widths 
of the quasi bound states, due to the coupling with the open channels. If this 
coupling is large, both shift and width are large. But then such a state is not 
separately observable in the spectrum. If the coupling is small, the state can be 
observed due to its small width. Because the shift is then also small, the quasi-
bound energy which is determined in the first step, is a good approximation for 
the position of the resonance. The validity of this reasoning is confirmed by the 
results of Beswick and Shapiro [15], if one compares their closed channel results 
to their full closed coupling results. The first step in our procedure thus allows 
a relatively cheap calculation of the approximate position of a large number of 
resonances. The second step involves more computational effort. It is performed 
Table III 
Rotational resonance state energies (or J=k, from the calculation which includes only the closed 
channels The states listed, have even/odd parity for J even/odd The basis set, used is determined 
by the same parameters as in Table II, with the exception that ; m a l = l l For the labeling of states, 
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Rotational resonances with ^ = 0 , J=k, labeling see Fig. 1. 
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for a subset of resonance states, from which we hope to draw conclusions 
related to all these states. 
As the calculation in the first step is similar to that of the truly bound 
states, the labeling scheme outlined in the previous section can be applied. 
Table III and Fig. 2 give some energy levels for the quasi-bound states in the 
range 0-90 c m - 1 . In order to keep the same convergence as for the bound 
states, the angular basis was extended to /
m a x
 = 11. A conclusion from Table 
III and Fig. 2 is that all these states have a FIR character. Results like those of 
Figs. 1 and 2 and Tables II and III then give a complete characterisation of the 
bound and resonance states of Ν2ΑΓ. We stress again that the applied labeling is 
only approximate, but the main conclusion is that FIR character is dominant 
among the rotational resonance states, in contrast with the bound states. 
It is interesting to try and observe the transition from HORR states to FIR 
states also in the end-over-end rotational fine structure. A correlation diagram 
for this fine structure between the J ,k labeling of the HORR states and the J ,i 
labeling of the FIR states is given in Ref. [14]. In the HORR model, states with 
the same к quantum number but different parity, are split by the off-diagonal 
Coriolis terms (cf. Eq. (4)). In the rigid rotor terminology this would be called 
the asymmetry splitting. For a near-symmetric top, like Ν2ΑΓ, this splitting is 
very small, especially for к > 1 states, where third and higher order coupling in 
the Coriolis terms is involved [20]. On the other hand, the splitting between 
states with different / in a near prolate symmetric top is determined by the 
rotational constant, which is commonly labeled В . The asymmetry splitting 
increases as the FIR character increases. At the same time, the splitting 
between J states which correlate with the same € quantum number, starts to 
decrease. This is the splitting between J and 7 + 1 states with even and odd 
parity, if J is odd and even, respectively. A detailed picture may be found in 
Ref. [14]. To illustrate this phenomenon, the vs = 0, к = 2 states having 
vb = 0,...,6 (or ƒ = 2,...,8, cf. Eq. (5)) and J = 2,...,5 are calculated. The 
results are given in Table IV. We conclude that states up to and including 
vb = 2 are rigid rotor like; states with vb = 3 , 4 are intermediate states where 
the Coriolis splitting becomes of the same magnitude, or even larger than the J 
splitting. The state with v^  = 6 is a FIR state. The state with vb = 5 is 
perturbed by а к = 3 level nearby. This type of Fermi resonance occurs 
frequently among the Ν2ΑΓ levels and they perturb the rotational fine structure 
spectrum considerably. Thus, the transition from HORR to FIR states is also 
observed in the end-over-end fine structure. Only at relatively high 
ƒ (j = 8 о vh = 6) the FIR limit is reached. Of course, for excited stretch 
states this limit is reached at lower j . 
At this stage, it is useful to investigate whether the levels calculated so far, 
can explain the experimental spectrum of Henderson and Ewing [14], if only 
qualitatively. For this purpose, a crude procedure for the construction of a 
spectrum is chosen, which is similar to that of Henderson and Ewing [14]. 
1 6 7 
Table IV 
Transition from localised bending vibrations to free internal rotor states, as observed from the 
overall rotational structure of the v
s
=0, к =2 states For localised vibrations, the assymmetry 
splitting between parity + and - levels belonging to the same J, is small, whereas the splitting 
between different J levels is determined by the В rotational constant For free internal rotor states, 
the first splitting is large, whereas the splitting between J and 7 + 1 levels is small for parity +/— , if 




























































































(a) in Fermi resonance with a nearby к=Ъ level 
Each level is weighted with its appropriate Boltzmann factor and spin statistical 
weight, and it is assumed that all allowed transitions have the same line 
strength. Which transitions are allowed is determined by a set of selection rules. 
As we do not wish to include all end-over-end rotational excitations at this 
stage, we must disregard the selection rules based on J and the parity. The 
remaining general selection rules are then 
s о s , а о а (6) 
Ortho para 
with statistical weights 6 and 3, respectively. The data on transition intensities 
for floppy molecules is very scarce. Calculations on alkali ( Li , К , Rb ) 
cyanides [20] indicate that harmonic oscillator selection rules are a reasonable 
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 = 0 ; Avb = 0,±1 ; Ale = 0,±1 (7a) 
Av
s
 = ± 1 ; Avb = 0 ; Ak = 0,±1 (7b) 
If the transition dipole moment is mainly determined by the N2 quadrupole 
induced dipole on Ar (and possibly by low order exchange terms), the selection 
rules for a free internal rotor system are: 
Δν, = 0 ; Aj = 0,±2 (8a) 
Δν, = ± 1 ; Aj = 0 (8b) 
For each v
s
, a threshold is set below which the harmonic oscillator selection 
rules of Eq. (7) apply, and above which the free rotor selection rules of Eq. (8) 
are used. These limits are determined with the help of diagrams like Figs. 1 and 
2. The line spectrum that is thus computed is broadened by applying a Lorentz 
profile of uniform width (2.5 c m - 1 ) . A simulated spectrum from all bound and 
quasi-bound states up to 100 cm-1 above the dissociation limit is thus 
constructed, which is given in Fig. 3 for the experimental temperature. 
Fortunately, the gross structure of the spectrum does not depend sensitively 
on the selection rule thresholds or on the transition line width, so some general 
conclusions can be drawn. The experimental spectrum was observed in the 
region around the monomer N2 stretch frequency of 2330 cm'1. In order to 
compare the experimental values with Fig. 3, one should thus subtract this 
value. Qualitatively, the simulated spectrum resembles the experimental one 
very well, especially in the higher energy region. There it shows indeed the 
characteristic form of a nearly free internal rotor spectrum. This gives direct 
evidence for the conjecture that the regular structure in the observed spectrum 
is mainly due to rotational resonances, instead of truly bound states [5,8]. The 
peaks of the simulated spectrum are somewhat closer to the N2 free rotor 
transitions than the experimental peaks. This could indicate that the potential 
we have used is not sufficiently anisotropic. However, one should be very 
careful to draw quantitative conclusions on the basis of such a crude simulated 
spectrum. The shoulders to the right side of the peaks marked S(2) and S(4) in 
Fig. 3, are not observed experimentally. They are mainly due to 
Δν^ = 1, Ak = 1 (i.e. Δ; =2) transitions from bound states, which are not yet 
free rotor like. In the simulated spectrum both Ak = 0 and Ak = ±1 
transitions are assigned equal strength, because the calculations on (N2)2 [8] 
1 6 9 
Frequency (crn-1) 
Fig.3 
Simulated spectrum of МзАг at Τ = 87 К , from a simplified model (see text). The vertical lines 
indicate the positions of the ortho/para N2 free rotor transitions with their spin statistical weight. 
have given no evidence for the assumption of Henderson and Ewing [14] that 
the latter are weaker than the former. In order to obtain a more detailed 
picture, the transition strengths will have to be computed using a realistic 
interaction dipole function. The intensity alternation of peaks marked with even 
and odd j , is due to the difference in statistical weights of ortho and para N2 
states. This was not observed experimentally for N2Ar and the reason for this is 
not clear. It is found for (N2)2, however [13]. An exception to this intensity 
alternation is the peak marked S(l), which actually consists of two overlapping 
peaks caused by j = 1—»3 transitions and ν$ = 0—»1 transitions. The Avs = 1 
transitions also cause the structure below 20 c m - 1 in the simulated spectrum. 
In general, such transitions will not yield a sharp structure, because the effective 
radial potential changes considerably in going from localised bending states to 
hindered internal rotor states. The importance of the stretching transitions 
relative to the bending/hindered rotor transitions again will have to be 
determined by realistic intensity calculations. Without additional information, 
the unassigned peak at 24.7 cm-1 in the experimental spectrum might well be 
the stretch fundemental. 
Having established the importance of rotational resonances for the infrared 
spectrum, it remains to be determined which of these have a lifetime that is 
sufficiently long. States with a short lifetime lead to very broad transitions which 
effectively will disappear from the spectrum. This question will be handled in 
the next section. 
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V. Lifetimes of rotational resonances 
As outlined in the introduction, the widths of the rotational resonances or 
rotational predissociation states are inversely proportional to the lifetimes of 
these states. The method that we use to calculate the resonance line width and 
shift is based on an expansion in the same L2 basis chosen for the calculation of 
the bound states. If the LC-RAMP matrix of Sec. II, which includes the open 
channels, is diagonalised, the states with positive energy represent the 
continuum in the way explained in Refs. [19,26]. These states can be used to 
calculate a discrete resonance phase shift 
О;( 2 [ Е
П
+
Е Я + 1 ] ) = ¿ | < * > > | 2 (9) 
Here ε
π
 is the n'th eigenvalue and \n> the associated eigenstate. The state | i > 
represents the closed channel part of a resonance. As mentioned in the previous 
section, the rotational quantum number of the diatom / labels the channels. If 
b(j-2)(j-l) <E„ <bj(j + l), the channels j 0 = 0,...,;-2 are open and the 
channels j
c
 = j,j+2,... are closed. The terms in the summation of Eq. (9) then 
simplify to: 
/тая 
1</|η>12= Σ K l 2 (io) 
where α
Λ
 are the coefficients of the basisfunctions with quantum numbers j
c
 in 
the states | n > that represent the continuum. In fact there are a number of basis 
functions with the same j
c
, but differing in the radial quantum number, but as 
our basis is orthogonal, this merely changes Eq. (10) into a sum over the 
coefficients of all these functions. The energy derivative of the phase shift is 
called the line shape [21]. So Eq. (10) defines a discrete line shape, which is 





η + ι]. 
Thus, L 2 basisfunctions in the coordinate R, which is the dissociation 
coordinate, are used to represent the dissociation continuum. As mentioned 
before, these functions are solutions of a radial equation with the isotropic 
potential, to which a wall was added at R=R
wa
ii. Following LeRoy and 
Grabenstetter [26], we can obtain the resonance parameters by trying to situate 
an eigenvalue ε
π
 at the unknown position of the resonance E¡. This is done by 
varying the basis set parameter Rwaii to such an extent that the discrete line 
shape of Eq. (10) is maximised. The resonance width Γ, is obtained by fitting a 
Breit-Wigner curve through the points ^[ε,,^+ε,,] and ν^[ε„+ε
η +ι]. Details of 
this procedure can be found in Ref. [19], where it is tested on the rotational 
resonances of НзАг. Compared with accurate close coupling values, excellent 
results for the resonance positions were obtained. The calculated widths were 
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25% too large, but their ratios were correct. Considering that the calculations 
are relatively cheap, this is sufficiently good for our present purpose. In Н2АГ, 
we only considered the case with one open channel, but multiple open channels 
do not alter the procedure. In fact, branching ratios for the different channels 
are obtained by simply projecting the state | « > onto each j . As bound and 
resonance states are expressed in the same basis, transition moments can be 
calculated easily. So given a dipole surface, one could construct a complete 
infrared spectrum. 
The fitting with a Breit-Wigner curve will only give meaningful results, if 
we have isolated, non-overlapping resonances. Close coupling calculations on 
ArHCl by Ashton et al. [24] confirm its validity for narrow resonances, which 
are the interesting ones in our case. Our calculations indicate that immediately 
below the open channel thresholds, the resonances are closely spaced, relative 
to the spacing of the eigenvalues, which are obtained using the discrete basis of 
Sec. II. In that case it is advisable to adapt the procedure somewhat, as shown 
in Ref. [19]. If a resonance is situated at ε„, the points £„_! and ε„ + 1 , or better 
their spacing (Е
П + І-В„-І), are obtained from a separate calculation including 
only the open channels. A diagonalisation of the matrix including all channels, 
gives all resonances at once. It is easier to consider the resonances one by one. 
In order to achieve this, the states | / > , cf. Eq. (10), are picked from the closed 
channel only calculations of the previous section. The line shapes | < i | « > | 2 are 
obtained by calculating the overlap of | i > with the states | « > from the full 
calculation. These adaptions lead to an expression for the resonance width [26] 
Г,· = V2 · Δε · cot( 1 /2n |<í>>| 2 ) (11) 
where Δε is the spacing of open channel only states around £; = ε„. 
The results of these calculations are given in Tables V and VI for the 7 = 0 
states. The rotational resonance properties are closely connected to the FIR 
character of these states. Therefore, we have changed the labeling of the states, 
as compared to the previous sections. The states are now labeled with 
approximate stretch quantum number v
s
 and diatom rotation quantum number 
j . For j >4 the assignment of these labels is obvious, apart from occasional 
mixing of nearby resonances indicated in Tables V and VI. Only for j=2, the 
states are strongly mixed and the labeling is highly approximate. For y=3, some 
mixing occurs in the higher stretch excited states. The positions of the 
resonances are shifted compared to the results of the previous section, which 
were obtained by including only closed channels, but in most cases the shifts are 
smaller than 1 c m - 1 . Moreover, the closed channels only positions are within 
the range determined by the widths. The only exceptions are the j=2 
resonances, but these have a relatively large width and are probably 
overlapping. The model we have used, then breaks down. For the other 
resonances, the closed channel only results give a good indication of their 
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(я) these states arc mixed 
positions. Even when very accurate line shapes are wanted by means of close 
coupling calculations, it is probably best to make a LC-RAMP calculation first, 
including only the closed channels. (A calculation which is very cheap.) Then 
one might use a fine energy grid around the calculated positions to obtain the 
line shapes. This saves a search over the entire energy range with the same fine 
grid. 
Despite the large anisotropy of the potential and the relatively small 
rotational constant of N2, the resonances are surprisingly narrow. The calculated 
widths are in the range 0.18—3.5 cm - 1 . The main reason for this narrowness 
seems to be the exclusion of the j—*j — 1 dissociation route for symmetry 
reasons. The even/odd j states belong to ortho/para nitrogen and a transition 
between them is excluded by symmetry. This makes j—2 the first open channel. 
The variation of the widths of the resonances having the same j with the stretch 
quantum number vs follows the pattern, which has been observed by Ashton et 
al. in ArHCl [24]. At first the width increases slightly with increasing vs and 
then it drops sharply as the energy reaches the threshold for the channel 
associated with that / . This is shown very clearly by Figs. 4 and 5. These 
figures also show the disturbances of the general pattern, which are caused by 
the "mixed" states of Tables V and VI. The reason for the sharp decrease of 
the widths is that a stretching excitation leads to an increased average distance 
R, at which the potential anisotropy becomes smaller. So stretch excited states 
have increasing FIR character. The increased FIR character leads to a 
decreased resonance width. Besides the ƒ =2 case already mentioned, the only 
exceptions to this behaviour are the j resonances which lie even below the j—2 
thresholds, e.g. (v^,;) = (0,6) and (0,7). Because of the additional exclusion of 
the j-2 and j-Ъ channels for dissociation and the energy or momentum gap 
law [28,29], these resonances are very narrow. However, in these two examples, 
the states are mixed with {y
s
,j) = (3,4) and (4,5) respectively. It means that the 
validity of the isolated resonance model is questionable here. The widths show 
little variation with increasing j ; here the effect of the energy gap law is 
possibly observed at still higher j [24]. 
Although only 7 = 0 resonance parameters are listed in Tables V and VI, 
the higher J states are not expected to behave very differently [24]. Some 
general remarks can therefore be made. Resonances having a width of around 
1 c m - 1 or smaller can probably be observed in an experiment like that of Ref. 
[14]. The states which are higher excited in the stretch mode, have a smaller 
width and thus give rise to a sharper structure in the spectrum. As these states 
have a relatively strong FIR character, the spectrum is given an extra free 
internal rotor accent. 
Just as in ArHCl, the branching ratios show a behaviour which is opposite 
to the energy gap law [28,29]. The latter predicts that j—>j—2 is the dominant 
dissociative process. Another reason for this is that the j,j—2 coupling proceeds 
directly via the low order anisotropic terms in the potential, which are the 
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Fig. 4 
Position vs width for the 7=0 rotational resonances of ortho-^Ar The states are labeled with 
(vs,i) and points which have the same / are connected The dashed lines give the positions of the 
open channel thresholds bjQ + l) 
Fig. 5 
Position vs width for the / = 0 rotational resonances of para-^Ar 
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strongest. The results of Tables V and VI seem to contradict this expectation. 
For most states the branching ratios are larger for transitions to the lower j 
states. This indicates a substantial coupling between the open channels in the 
range of the potential. Only the j=6 resonances do not conform to this picture. 
The reason for this is not clear. 
VI. Conclusions 
Using an expansion in a finite basis set, we have been able to calculate 
both the bound and rotational resonance states of Ν2ΑΓ. These states have been 
used to interpret the infrared spectrum of this van der Waals molecule. This 
spectrum has only been measured [14] at fairly high temperature (7=87 K), but 
from the calculations we can also make predictions about the appearance of the 
spectrum at lower temperatures. At very low temperature, the spectrum will be 
determined by transitions in the low frequency range between bound states 
which are localised vibrations around the T-shaped minimum in the potential 
surface. At somewhat higher temperature, the structure in this spectrum will 
become very complicated and it will extend to somewhat higher frequencies. 
Major contributions then result from transitions involving states which are not 
well localised. These states show appreciable mixing of the van der Waals 
stretch and bending modes. The majority of the states up to the dissociation 
limit have this character and the spectrum will become very irregular. 
The experimental spectrum at 87K shows, in the higher frequency range, 
the characteristic structure of a nearly free internal rotor. This structure appears 
to be caused by transitions involving states with energies above the dissociation 
limit, which are called rotational resonances or rotational predissociation states. 
During the relatively long lifetime of such a state, a collision complex exists in 
which N2 is excited as an internal rotor. For a given internal rotor state, this 
lifetime is longer the more the complex is excited in the van der Waals stretch 
mode (as long as the stretch vibrational energy itself does not exceed the 
dissociation energy, of course). This is explained by noting that the average van 
der Waals distance increases with the stretch excitation and that the effective 
interaction potential becomes accordingly more nearly isotropic. A long lifetime 
means a small line width and a sharp contribution to the spectrum. 
From this explanation, it follows that the states which cause the free 
internal rotor structure in the experimental spectrum, do not depend sensitively 
on the anisotropy of the potential. This part of the spectrum is therefore not 
liable to yield a detailed test on the accuracy of the potential. Moreover, the 
effort which is needed to calculate all the resonances is substantial. On the 
contrary, the lower frequency part of the spectrum contains information which 
is very sensitive to the detailed potential surface. This part is more suitable as a 
probe. In order to access this information, experiments should be performed at 
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low temperatures, with a reasonably high resolution. The interpretation of the 
infrared spectrum of Ν2ΑΓ which is given here, applies also to the spectra of 
other N2 and O2 complexes, which are very similar to that of N2Ar in the higher 
frequency range [13,14,30]. 
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Sect ion 3.3 
van der Waals rovibrational states of atom-molecule complexes: 
Ar-benzene and Ar-tetrazine 
G Brocks and Τ Huygen 
Institute of Theoretical Chemistry. Umuemty of Nijmegen. Toernooiveld. 6525 ED Nijmegen, The 
Netherlands 
(Received 10 Apnl 1986, accepted 28 May 1986) 
Using an empirical intermolecular potential, we have calculated the van der Waals modes of 
the atom-molecule complexes Ar-benzene and Ar-tetrazine In the lower states the atom 
appears as being localized on one side of the molecular plane This spectrum can be interpreted 
qualitatively in terms of one- or two-dimensional oscillators However, these are very 
anharmonic and especially the motions along the molecular plane have large amplitudes At 
higher energies the increased density of states will lead to an increased coupling between the 
modes Furthermore, we have calculated the rotational constants of the complex, which are 
found to be a good measure for the quality of the ground state potential 
I. INTRODUCTION 
Over the last decades, there has been an increased inter­
est in weakly bound complexes, the so-called van der Waals 
molecules ' Especially dimers, foremost atom-diatom sys­
tems, have been studied intensively, both theoretically2 and 
experimentally 1 One of the reasons for this interest is that 
these complexes are an excellent and most sensitive means ' ^ 
of obtaining information on intermolecular properties, such 
as the interaction potential, the interaction dipole moment, 
etc , the knowledge of which is crucial for understanding the 
properties of molecular bulk species 
Moreover, van der Waals molecules are interesting by 
themselves, because of their dynamical behavior * 5 They are 
very floppy, showing large amplitude internal motions and/ 
or large rotation-vibration coupling In this, they are differ­
ent from the semirigid chemically bound molecules and they 
do not conform to the dynamics and selection rules based on 
the harmonic oscillator/ngid rotor scheme 6 7 van der Waals 
modes are often strongly coupled, thus resisting a simple 
labeling based on low-dimensional oscillators In most cases, 
only the most general rules based on permutation-inversion 
symmetry are valid selection rules " 5 
Recently, van der Waals complexes have drawn atten­
tion as a means of studying the dynamics of intermolecular 
energy transfer and vibrational relaxation/predissociation 
processes *~'4 These phenomena are often studied by elec­
tronic fluorescence spectra, where van der Waals molecules 
have the advantage that the intermolecular potentials of 
ground and excited electronic states are often very similar 
and the dynamical study is thus effectively reduced to one 
potential surface Furthermore, as van der Waals vibrational 
frequencies are at least an order of magnitude smaller than 
the intramolecular ones, their larger density of states is 
thought an excellent means of absorbing intramolecular en­
ergy and converting intra- into intermolecular energy The 
most extensively studied complexes in this respect are atom-
molecule dimers 
Calculations have been concentrating almost exclusive­
ly on atom-diatom ' ^ - ' 7 or diatom-diatom'1 ' '* " systems 
In all cases intramolecular vibrations have been taken as 
separable from the intermolecular ones, sometimes addi­
tional approximations have been made l 1 " (Because of the 
large difference between intra- and intermolecular modes, 
the separation is usually a good approximation ) The dy­
namics is then reduced to the rovibrational problem of the 
(coupled) van der Waals modes For an atom-molecule 
complex there are three such modes Calculations on these 
systems up to now have frozen one or more of the modes, 
thereby solving an effective dynamical problem of lower di­
mension 20~22 
This paper reports the study of the fully coupled van der 
Waals dynamical problem of two atom-molecule complex­
es Ar-tetrazme and Ar-benzene, which both have raised 
expérimental interest " 2 3 24 We hope to gam insight in the 
level structure of the van der Waals modes The interaction 
potential we have used is fairly crude and although no better 
ones are available, the resulting numbers should not be 
looked upon too strictly The questions which we mainly 
address concern the anharmomcity, the density of levels, 
and the coupling and labeling of van der Waals states Also 
the floppiness of the complex and its effect on the rotational 
constants21 ^ can be studied 
The method used for the calculations was devised by 
Brocks eta/25 for general dimer systems The wave function 
is expanded in a basis of radial and angular momentum prod-
uct functions (LC-RAMP4) and the time independent 
Schrodinger equation is vanationally solved in this basis 
This theory, adapted to the special case of an atom-molecule 
system, will be reviewed in Sec II The symmetry of the 
complex can reduce the cost of the calculations and facilitate 
their interpretation by the assignment of symmetry labels to 
the rovibrational levels A general presentation is given in 
the Appendix, Sec III gives the application to Ar-tetrazine 
and Ar-benzene The calculated results are presented in Sec 
IV and are discussed and compared to experimental results 
in Sec V, Sec VI presents the conclusions 
II. THEORY 
A general strategy for solving the quantum dynamical 
problem of a system composed of two semirigid polyatomic 
fragments was given by Brocks et al ^ Denoting the frag-
ments with A and B, a (partially) body fixed frame can be 
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defined with its ζ axis along the vector R, which connects the 
centers of mass of A and В The Hamiltonian can then be 
written, using body fixed coordinates, as 
H = HA+HB+Hm, (1) 
such that Я
д B are the Hamiltomans for the isolated frag­
ments A and В (in body fixed coordinates) and 
(2) 
Here J is the overall angular momentum, which is a constant 
of motion, j = j A + j B is the sum of the isolated fragment 
angular momenta j A and j B , μ is the total reduced mass and 
У
т
 is the interaction potential, ι e , the full potential minus 
the isolated fragment potentials Due to the special choice of 
the overall body fixed frame, the angular momentum opera­
tor J has an anomalous form, m particular it does not com­
mute with j and one should pay attention to the order of the 
operators in Eq (2) Details can be found in Ref 25 
In general there is an order of magnitude difference 
between the intramolecular and the van der Waals vibration­
al frequencies ' 2 6 One may expect to obtain a good approxi­
mation by averaging the full Hamiltonian ( 1 ) over the mon­
omer vibration functions, thereby defining an effective 
Hamiltonian for each monomer vibration product state 
"A ) ll'в ) In 'hat case the monomer Hamiltomans HA, HB 
reduce to rigid rotor expressions with vibrationally averaged 
rotational constants,25 " e g , 
" Α = Σ ¿.("A)Â (3) 
where the components of the fragment angular momentum 
refer to a local (fragment) frame in which the vibrationally 
averaged moment of inertia tensor is diagonal * ' The re-
maining coordinates in the interaction potential are the dis-
tance R between the fragments, and their orientations, 




 with respect 
to the overall body fixed frame 7" 
In the case we wish to treat, one of the fragments is an 
atom in a zero angular momentum state and so the Hamilto­
nian simplifies to 





Here è, θ are the first and second (passive) Euler angle of 
the molecular fragment, the interaction potential is indepen­
dent of the third angle because only the relative orientation 
of atom and molecule is important (j is now the angular 
momentum of the molecular fragment) 
The Schrodinger equation corresponding with the 
Hamiltonian of Eq ( 4 ) can be solved vanationally, using the 
complete orthonormal basis 
ОІ
а
М, ,Г)І>ІічМ,а)Н -'xJR). (5) 
where D denotes a Wigner rotation function, normalized to 
unity (Ref 28, note the passive convention is used here) and 
} is a complete orthonormal basis in the radial coordinate R 
(ƒ is the eigenvalue of J2, M of the projection of J on the 
space fixed ζ axis, Ω of the projection J, =¡1 on the overall 
body fixed ζ axis, and к of the projection of j on the local 
fragment body fixed ζ axis ) The Hamilton matrix can be set 






 are tesserai harmonics [since these are real func­
tions, they are preferred over (complex) spherical harmon­
ics in order to obtain real expansion coefficients ] The angu­
lar integrals which appear in the matrix elements of the 
tessera! harmonics with the basis (S) are done analytically 
using standard angular momentum algebra" " , the result­
ing expression is a sum of products of 3/ symbols The re­
maining radial matrix elements are usually calculated nu­
merically On atom-diatom problems Tennyson and 
Sutcliffc" have used a radial basis containing associated La-
guerre polynomials, which is related to the Morse oscilla­
tor 3 1 6 2 * 1 0 This basis proved to be of similar quality as nu­
merical basis sets generated from suitable one-dimensional 
potentials " J ' Therefore, it also seems to be convenient for 
the radial coordinate of the atom-molecule system the inte­
grals are done efficiently using a Gauss-Laguerre numerical 
integration scheme 1 2 
The eigenstates of the matrix thus constructed are the 
rovibrational van der Waals states Using the familiar angu­
lar momentum quantum number relationships,20 it can be 
seen from Eq ( 5 ) that the dimension of the problem in­
creases drastically with /, even if one uses symmetry to block 
factonze the matrix (see Sec III) In atom-diatom van der 
Waals problems, it was often possible to neglect some of the 
Conolis coupling terms [ і е . л Л + Л Л ш ^Ч И ) ] . 
which are the only terms nondiagonal in Ω The reason for 
this is mainly that the interfragment distance R is much larg­
er than the intramolecular distances, thus making the end 
over end rotational constant 1/2//Я 2 an order of magnitude 
smaller than the molecular rotational constants Л„ In the 
cases considered here, the molecules have a larger molecular 
diameter, which prevents this procedure and makes calcula­
tions for J > 0 states extremely difficult 
In order to further characterize the states, it is often 
useful to calculate expectation values or transition moments, 
e g, of geometrical parameters like (R ) ^ , 0 In this case it 
was found useful to calculate (a"), a = JT,y, z, (the Carte­
sian relative position of atom and molecule), л = 1,2 These 
operators can be expressed in terms of tesse'al harmonics 
times powers of R, so the calculation of these expectation 
values can be done in the same way as the potential matrix 
elements the angular integrals are done analytically, the ra­
dial ones by numerical Gauss-Laguerre integration 
III. SYMMETRY ANALYSIS 
The symmetry of the molecular fragment can be used to 
facilitate solving the secular problem by block factorizing 
the matrix Moreover the symmetry labels can be used to 
determine selection rules on perturbation interaction matrix 
elements such as for infrared spectra s The fundamental 
J Chem Phys Vol 85 No 6 15 September 1986 
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TABLE I Feasible permutation inversion group for Ar-tetrazine ( numbenng see Fig 1 ) and its effect on the 
angular basis functions 
" P H O . I 
PKC, ) 
e 
(14) (25) (16) 
( 1 5 ) ( 2 4 ) > 
(12) (36) ( 4 5 ) · 
t' 
(14) (25) ( 3 6 ) · 
(15) (24) 
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 (a) means a rotation over α around the a axis 
symmetry group for dynamical calculations consists of all 
permutations on identical nuclei combined with space inver­
sion " 1 4 However, m most experiments we deal only with 
stable monomers and we can restrict ourselves to the sub­
group of so-called feasible permutation inversions ( P I ) " , 4 , 
ι e , those operators working in the restricted space of slates 
describing stable monomers For the atom-molecule com­
plex this group is equal to the feasible PI group of the free 
molecule, if a prion no restrictions on the relative position of 
atom and molecule are assumed This PI group is isomor­
phic to the point group of the rigid molecule (see the Appen­
dix) and will be denoted as such For Ar-tetrazine this 
means PI(Z)2/, ), whereas for Ar-benzene we have Pl(Db/, ) 
Denying the transformations of coordinates and basis 
functions under the PI operations is somewhat tncky in this 
case, because we are dealing with two different body fixed 
frames, ι e , the overall body fixed frame with its ζ axis along 
R, and the local molecule fixed frame Before arriving at the 
transformation of body fixed vectors, one must first know 
how these frames transform A general procedure for this is 
outlined in the Appendix Equation (A18) applied to the 
overall rotational function yields for (space) inversion 
e* Dilv^-iyD
J
 n W l (7) 
whereas for proper permutations this function is invariant 
For the local rotational function D'
ul, one has to use Eq 
(A25) The transformation properties of rigid (Eckart) mo­
lecular frames are well documented " The resulting trans­
formed products of overall and local rotation functions are 
given in Tables I and II (see also Fig 1 for the numbenng of 
the nuclei and for the definition of the local frames), the 
angular bases carrying the irreducible representations of the 
feasible PI groups of Ar-benzene and Ar-tetrazine are given 
in Tables III and IV (The radial functions are of course 
invanant under all symmetry operations ) As the interac­
tion potential has to transform as a totally symmetric fune 
tion, this has its effect on the spherical expansion coeffi­
cients Using the relationship between tesserai harmonics 
and rotation functions29 and using Eq (A2S) for the trans­
formation of the local rotation functions, one easily derives 
the relations given in Tables III and IV 
The interaction potential might be sufficiently aniso­
tropic to confine the motion of the atom to one side of the 
molecule in the lower van der Waals vibrational states In 
TABLE II Feasible permutation іп епюл group for Ar-benzene (numbenng see Fig 1 ) and its effect on the 
angular basis functions 
Р1(Л
и
) Equivalent point Equivalent 
PI(Q,) group operation rotation 
Effect on basis 
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'abc denotes the principal moment of inertia frame of rigid benzene xyz the local body fixed frame 
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FIG 1 NumbenngofnucIeiandlocalbodyfixedreierencerrafnesfortetrB· 
u n e and benzene abc denotes the principal moments оГіпегІіа frame ofthe 
ngid molecule, xyi the local body fixed frame 
that case inversion becomes an unfeasible operation, the fea­
sible PI groups of Ar-tetrazine and Ar-benzene then be­
come PI ( C2l, ) and PI ( C t a ), respectively The correlation of 
symmetry levels between these and the larger PI groups is 
given in Tables III and IV In physical terms this leads to an 
(accidental) degeneracy of vibrational states symmetric/ 
antisymmetric with respect to the molecular plane 
IV. CALCULATIONS 
A. Potential expansion 
Information on interaction potentials of moderately 
TABLE 111 Ifreducible representations for the feasible permutation inver­
sion group of Ar- te lraz inePI(ß 1 A ) and their subduction to PI(C, D ) Clas-
sification of basis functions 
II ¡ktD'JilM) + ( - )• |) - k- n)\J- ПМ>) 
+ ( - ) • [ | j*-n>| . f- ÍW> + < - ) · | j - *П)|Л1М>] 






'The potential, Eq (6 ) must carry the Alt representation The relation 
between tesserai harmonics and rotation functions ( Ref 28 ) leads to the 
following restrictions for the expansion coefficients 
A even 
I'u = 0 unless к >0 
/ even 
1
 e - even о = odd 
large polyatomic systems is scarce Because van der Waals 
molecules like Ar-benzene or Ar-tetrazine are not amenable 
to detailed ab initio electronic structure calculations, more 
or less crude potentials have to be constructed from the few 
available empirical data A popular form parametrizes the 
interaction potential as a sum of atom-atom pair potentials,2 
which in this case is written 
^(R) = ^ t > , ( | | R - r l | | ) > (8) 
where R is the vector from the molecular (benzene, tetra-
zine) center of mass to the atom (Ar) and r, the position of 
atom ι of the molecule relative to this center, ι runs over all 
atoms in the molecule 
The pair potential v, is often taken very simple, e.g, a 
Lennard-Jones potential 
-»-«m-m (9) 
The atom-atom parameters are chosen equal for each atom 
ofthe same type Thus the interaction potentials of Ar-ben­
zene and Ar-tetrazine contain four and six parameters, re­
spectively These parameters were obtained" using the data 
of Ref 36, they are listed in Table V, along with the relevant 
geometrical data 
As discussed in previous sections, the expression for the 
potential which is most convenient for the calculations is an 
expansion in tesserai harmonics S,k " 
ν(Κ,θ,φ) = £ χ v,k(.R)S¡t(e.<t,) (10) 
TABLE IV Irreducible representations for the feasible permutation inver-
sion group of Ar-benzene PI(i>M ) and theirsubduction to PI ( C^ ) Classi-
fication of basts functions 
[|j*n)|.«MÍ) + ( - ) - | j - * - n > | j - i W > ) + ( - ) · 
X [ | j * - n > | y - ПЛ/> + ( - ) ' | . | - И 1 > | У П Л О ] , і Г *mod3 = 0 
l |j*n>|7nM)+(-)"'|j* -n>|./-fw> 
l | j - * - n>|y-nA/) + ( - ) - | j -кп)\тм) t mod3#0 



































' T h e potential, Eq (6) , must carry the А
 я
 representalion The relation 
(Ref 28) between tesserai harmonics and rotation func'ions leads to the 
following restrictions for the expansion coefficients 
* mod 6 ^ 0 
v,k = 0 unless A > 0 
ƒ even 
e = even о = odd 
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A standard way to obtain the expansion coefficients for any 
potential V is to minimize for each R the sum of square de­
viations" 
TABLE V Potential and geometric data for Ar-tetrazine and Ar-benzene 
Γ
Ι
>'-Κ | 2 </Ω=Γ f \ (Я, ,ф) 
- (Н, ,ф) Ι2 %\ηθάθαφ (11) 
As tesserai harmonics are orthogonal on the spherical sur­
face, the least squares problem is easily solved32 and the ex­
pansion coefficients are given by 
!<„(*)=ƒƒ 5,к( ,ф) (К, ,ф)ът <І аф 
^ У Σ u>í4Sft(0„¿,)K<A,01,¿./) 
. - I j - l 
(12) 
The integrals are approximated by a product of a Gauss-
Legendre quadrature in cos θ (with points cos Θ, and 
weights u<f) and a Gauss-Tchebyshev quadrature of the first 
kind in cos φ (points and weights cos^.ujj*) Thischoiceof 
quadrature schemes is naturally dictated by the surface ele­
ment sin θάθάφ, which gives the appropriate weight func­
tions 3 8 •" An n-pomt Gaussian quadrature approximation is 
exact for a polynomial of maximum degree 2n — 1 " 3 e A 
tesserai harmonic can be written as a product of a (l-k /2)th 
degree polynomial in cos θ and лк'ь degree Tchebyshev po­
lynomial of the first kind in cos φ only for к is even and 
A>0,32 which is just the only case we will need (see later on) 
As long as / < n, and i < л,, these fesserais are therefore also 
orthogonal with respect to the inner product32 3 e 
<«•*>= Σ Σ vWiWAWe.Jj) (13) 
ι - Ι , - Ι 
Thus we see that the numencal quadrature approximation of 
Eq ( 12) is equivalent to the solution of the least squares 
problem of Eq (11), where the integral is replaced by its 
numencal quadrature equivalent In order to obtain expan­
sion coefficients v,k up to /„,„, a quadrature scheme of 
A·»» + ' points in θ and φ is sufficient then 
Once we have obtained the expansion of Eq (10), the 
evaluation of a matrix element of the potential between the 
angular basis functions of Eq (S) involves a summation of 
0
 [iCm., + О (/
m
„ + 3 ) ] analytical matnx elements of 
the tesserals An alternative would be to evaluate the poten­
tial matnx elements by direct numencal integration over the 
angles Ifthe maximalem the basis of Eq ( 5 ) were approxi­
mately equal to /
m
„ , an integration scheme of}( 3/
m
„ + 2) 
points would be needed, the evaluation of matnx elements 
would involve summation over Ο [¿(3/„„ + 2) 2] calculat-
ed function values In the present problem, the calculation of 
analytical matnx elements is relatively cheap, so we apply 
the first scheme 
For a feasible PI group PI(C2„ ), only S,t with *>0 and 
к even occur in the potential expansion, if the coordinates 
θ,φ are chosen such, that at (θ,φ) = (0,0) the twofold axis 
of the molecule coincides with the overall body fixed г axis 
This can be proved in a straightforward manner by using the 
symmetry transformations derived in the Appendix and the 
well-known transformation properties of a C2¡ molecule 14 
As in the cases of Ar-benzene and Ar-tetrazine the feasible 
(A) Atom-atom Lennai 
X f lcm-') 
С 402 
Ν 50 0 
Η JJO 




















(B) Molecular geometry, rotational constants and minimum of potential 
Ar-tctrazine Ar-benzene 











В, (cm ') 
z,(Ä) 
•SeeEq (15) 
0 227 161 
0 210 296 







0 189 754 
0 189 754 
0 094 877 
1084 
1 395 
- 352 54 
3 494 
PI group includes PI(C2„) as a subgroup, m pnnciple the 
expansion scheme above can be maintained without compli-
cations 
However, given the atom-atom potential of Eqs ( 8 ) 
and (9) a problem anses, because this potential represents a 
function with singularities at the positions of the molecular 
atoms Physically, this is not important because the system 
will never occur in configurations of such high energy Nu-
mencally, however, the integrals of Eq ( 12) are undefined 
for those values of R which include the singularities One 
way to avoid this problem is to use a different weight func-
tion for the numencal quadrature It would be appropnate 
to increase the weight around the potential minimum rela-
tive to the potential barrier regions, giving zero weight to the 
singular points (note that the weight function of Eq (12) 
gives equal weights to each spherical surface element ) For a 
general molecule, however, it is not straightforward to con-
struct such a weight function Moreover, the tesserai har-
monics are in general nonorthogonal with respect to this new 
weight function, which means that the solution of the least 
squares problem will be much more complicated 
Therefore, another way to avoid the singularity problem 
has been chosen The atom-atom potential itself is adapted 
in the singularity regions, which are physically nonaccessi-
ble, by damping each Lennard-Jones pair potential u, (r) 
«,(/•) = r f , ( r ) t i , ( r ) , (14) 
where 
</,('•) = 1 г>г
ю 
= exp[ - a , ( r - r „ ) 2 ] /•</-
ю 
In this way the pair potential is smoothed, while remaining 
(15) 
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TABLE VI Spherical expansion of Ar benzene potential /

































- 2 3 1 7 
- 2 5 7 9 
- 2 5 6 0 
- 2 5 4 1 
- 3 0 7 6 
- 2 3 8 0 
- 2 3 0 3 
- 2 2 3 0 
- 3 3 5 7 
- 1 5 3 
- 14 0 













0 6 6 
0 1 7 





















'Position of benzene with respect to the overall BF2 axis at 0*0* this axis 
plane 
once continuously differentiable The singular behavior at 
small r still remains, but hopefully it will be shifted to a 
region that is not sampled by the points R, at which the 
integrals of Eq (12) are calculated The points R are deter­
mined by the numerical integration scheme chosen for this 
coordinate (see the previous section) Using the Laguerre-
Morse basis of Tennyson and Sutdiffe, " Table VI shows the 
required points for a five point Gauss-Laguerre integration 
(the parameters of this basis were optimized in dynamical 
calculations of small dimension, see next section) The 
points are in the range 3 2-4 2 A with maximum weight 
about A = 3 7 Â, which is in the same range as the molecular 
diameter (see Table V) The damping parameters a„ г
ю
 of 
Eq ( 15 ) are determined as follows the damped atom-mole­
cule interaction potential should be equal to the exact one in 
the physically interesting region, say a conus of angle 30* 
around the normal to the molecular plane This sets an upper 
limit lo Гд The parameters a are then optimized by mini­
mizing \У—У in the same region The results for Ar-ben-
zene are given in Table VI It can be seen that even now a 
large expansion is necessary The convergence of the expan­
sion will ultimately be tested by the convergence of the van 
der Waals vibrational levels in the dynamical calculations 
For Ar-tetrazine the results of the expansion are slightly 
better than those of Table VI, mainly because there are fewer 
hydrogen atoms sticking out 
The procedure adapted here is likely to break down 
when the molecular dimensions are larger than the atom-
molecule distance around the potential minimum40 In case 
of Lcnnard-Jones pair potentials the transition from an 
atom-atom interaction potential to a spherical expansion 
could also be done analytically 4 1 However, the calculations 
would become more and more involved as the atom-mole­
cule distance would approach the intramolecular dimension 
( would break down at the point where both are equal ) For 
this reason and because it is not restricted to a potential of a 
certain form, the numerical procedure is preferred here 
B. Dynamics 
For Ar-benzene, the basis set of Eq (5) was optimized 
in test calculations on totally symmetric J = 0 states Includ-
J Chem Phys Vol 85 
der Waals rovibralional states 
(10)) 
Potential Deviation 
(cm ') expansion(%) 
- 346 3 0 50 
344 5 042 
382 7 0 085 
4212 093 
- 1 9 5 3 53 
1965 0 53 
2077 0 026 
2189 027 
perpendicular to Ihe molecular 
ed were all angular functions having [j = 0, ,j
m
„, 
i = 0 , ± l , ,±j, Ω = 0,1, m\n(jj)] and radial func­
tions having [л = 0,1, n
m
„ ] The latter functions contain 
parameters, that are in some way related to the Morse oscil­
lator"' "dissociation energy" D,, "equilibrium distance" 
A t, and "fundamental frequency" ω. These parameters 
were optimized using a relatively small angular basis 
y
m
„ = 9, yielding 30 angular functions As observed in other 
cases
4
 ' " the energy levels were more or less insensitive to 
D
r
, somewhat more sensitive to ω, and strongly dependent 
on R, The optimal values were D
r
 = 240 cm ', ω, = 29 
c m
-
' , ^ = 3 71 Λ, these parameters were used in all subse­
quent calculations 
Optimizing n
mM% with small ./m„ and vice versa was 
found to be a good strategy to saturate the basis as a whole 
At the same time the number of terms in the potential expan­
sion was increased while observing the convergence of the 
energy levels The optimized parameters and the estimated 
convergence of the lowest six totally symmetric states is giv­
en in Table VII These basis parameters were then used in the 
J = 0 calculations for all symmetnes Note that the conver­
gence is much better than the expected quality of the interac­
tion potential, this means that all deficiencies in the calculat­
ed results can be directly related to the latter 
The results for the lower part of the energy spectrum are 
given in Table VIII Actually each of these levels consists of a 
nearly degenerate pair of states symmetric/ antisymmetric 
with respect to the molecular plane The splitting between 
the levels of each pair is of the same magnitude as, or even 
smaller than the estimated convergence of Table VII There­
fore we have assumed these pairs to be systematically degen­
erate This means lhat the motion of the Ar atom from one 
side of the molecular plane to the other side can be consid­
ered unfeasible The symmetry group that is useful for classi­
fication then reduces to PKC,,, ) It might be stressed that 
this restriction results from the dynamical calculations, the 
angular basis can desenbe full mobility 
The J = 0 states of a molecular system can be called 
purely vibrational states When analyzing the vibrational 
states of Table VIII, it is observed that the vibrations of the 
atom with respect to the molecule can be labeled with bend­
ing (along the xy plane of the molecule, see Fig 1) and 
6 15 September 19Θ6 
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 Maximum / in potential expansion /
ma
, = 36, including higher terms has 
апеЛесІ <0003cm~ l 
ьMaximum /in potential expansion l
mtm = 26, including higher temis has 
an effect <0 01 cm ' 
cThe convergence is the estimated deviation from the result ofa calculation 
where the basis ofthis column is saturated, while taking for the other basis 
parameter the value of the adjacent column 
stretching (along the2 axis) quantum numbers This label­
ing is also given in Table VIII [the bend is of course a two-
dimensional isotropic oscillator, and is labeled according to 
this standard672" with (v,/)] The fundamentals of bend 
and stretch are, respectively 21 37 and 23 29 cm _ ' , the other 
levels can be assigned as overtones and combination levels 
In order to study the floppiness of the van der Waals 
complex in these lower states, it is useful to calculate vibra-
tionally averaged structural parameters, as outlined m a pre­
vious section Because of symmetry reasons, it is found that 
<JC> = < y) — 0 for all states Also <z) = 0 for all states that 
extend in the full configuration space, 1 e, above and below 
the molecular plane However, in this case it is useful to 
consider (z) = (φ
α
 \ζ\φ, > as the physically relevant quantity, 
with ф^ the degenerate states belonging to one pair which 
are (anti) symmetric with respect to the molecular plane 
Table IX gives the results for the vibrationally averaged 
structural parameters and their root mean square deviations 
The change in magnitude of these values is found to be in 
accordance with the vibrational assignments of Table VIII 
As mentioned before, calculations of J > 0 states are ex­
tremely expensive The dimension of the J = 1 problem is 
about three times that of the J — 0 problems This increased 
dimension made a standard Givens-Householder in-core 
diagonahzation unfeasible, and out-of-core Lanczos diagon-
alization procedure1642 had to be used instead The conver­
gence of the interative diagonahzation proved to be very 
slow, however, if one used the common'6 starting vectors 
Ontheotherhand,oneofthelhree/= 1 states per vibration 
level is expected to be very similar to the corresponding 
J — 0 state since the coefficients of angular functions with 
Ω = 0 are dominant in that state and of course, the J = 0 
state only has Ω = 0 components The small difference 
between the Hamiltoman matrix elements of these/ = 0 and 
J = 1 states concerns only that part which involves the over­
all angular momentum operator, see Eq (4) The lowest 
J = 1 state was then computed using the dominant coeffi­
cients of the ground J = 0 state as a starting vector for the 
iterative diagonahzation Even then convergence was not 
very fast 90 cycles were needed to converge this state to 
within 0 0001 cm ~ ' This extremely good convergence was 
needed because it is the rotational energy difference between 
/ = 1 and 7 = 0 states which is interesting in this case Table 
X gives the results 
Exactly the same procedure as described above was used 
to calculate the J = 0 and J = 1 states of the Ar-tetrazine 
complex The same radial parameters proved to be optimal, 
which is not surprising if one notes, the resemblance of the 
interaction potential to that of Ar-benzene The atom-atom 
potentials of C-Ar and N-Ar are nearly alike, the Η atoms 
are of minor importance for the central part of the potential, 
the geometry of tetrazine and benzene molecules is also very' 
much alike There are some minor differences in the optimal 
size of angular and radial basis sets, furthermore, the spheri­
cal expansion of the interaction potential proved to conver­
gence more rapidly than m the case of Ar-benzene This is 
explained by the fact that especially the protruding hydro­
gen atoms obstruct the sphencal expansion, as they enlarge 
the molecular diameter and so cross the range of R values 
sampled by the radial basis set 
The resulting converged energy levels and vibrationally 
TABLE Vili Ar-bcnzene J = 0 vibrational van der Waals states 




































































- 308 25" 
-286 88 
- 275 97 
- 267 24 
- 2 6 0 48 
- 2 5 9 18 
- 249 53 
- 248 89 
247 88 
243 08 
- 239 49 
" Zero point energy 44 29 cm ' 
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' The other member of the degenerate £ pair of states has these numbers interchanged 
averaged parameters are given m Tables XI-XII The as­
signment of the vibrational levels is altered somewhat, now 
the bendings along χ andy axis are no longer degenerate, and 
a correct assignment is in terms of one-dimensional oscilla­
tors υ,, и. However, they are nearly degenerate, this will be 
discussed in the next section The fundamentals are 21 84 
cm ' for the χ bend, 22 03 cm " ' for the y bend, and 31 99 
c m
- 1
 for the г stretch 
V. DISCUSSION 
The lower party of the energy spectrum of Ar-benzene, 
as given in Table VIII, can easily be understood on the basis 
of localized vibrations The separation between the levels of 
one symmetry species is relatively large, so resonance effects 
need not be expected in this part of the spectrum Although 
the vibrations can be considered localized, it must be 
stressed that they are by no means harmonic Ordering the 
levels according to bend and stretch quantum numbers, as in 
Fig 2, we see that both types of vibration are anharmomc 
This is already observed from the zero point energy 44 29 
cm ~ ', which is considerably higher than the harmonic value 
as calculated from the fundamentals 37 52 c m - ' The ener­
gy of the stretch 1—»2 transition differs from that of the 0->l 
transition by more than 10% For the bending the anhar-
monicity is even more distinct, the («,1 ) = (2,0) and (2,2) 
states would be degenerate for a two-dimensional harmonic 
TABLE X Calculation оГ lowest totally symmetric J = 1 state with the 
iterative Lanczos procedure, using the dominant coefficients (absolute va 
lue^O 01 ) of the J = 0 ground state as a starting vector The dimension of 
the matrix problem was — 3500 and the time needed per cycle — 25 s (on a 












energy (cm ' ) 
- 307 8837 
- 308 1098 
-308 1725 
- 308 1748 
-308 1756 
- 308 1756 
0 0792 
Ar-tetrazme 
cnerg> (cm ') 
-274 3481 
-274 6132 
- 274 6762 
- 274 6835 
- 274 6845 
- 274 6846 
0 0792 
oscillator,6 7 2 e here they are separated by 6 77 cm " ' , which 
is 32% of the bending fundamental It can be expected that 
this splitting increases rapidly with bending excitations, al­
ready for ν = 3, a harmonic oscillator level scheme cannot be 
recognized anymore 
The separation between bending and stretching degrees 
of freedom is distinct in these lower states Although 
3û)(bend)=;2ώ)(stretch), resonances between these over­
tones are symmetry forbidden However, the effective 
stretch potential is a function of the bending state and vice 
versa The stretch frequency decreases with bending excita­
tion and vice versa, indicating that the effective potentials 
are somewhat flattened with excitation 
From Fig 3 it is seen that the spectrum of Ar-tetrazine 
resembles that of Ar-benzene both qualitatively and quanti­
tatively This could be expected, because, as mentioned be­
fore, the pair potentials of C-Ar and N-Ar are not very 
different and both geometry and rotational constants of ben­
zene and tetrazine are very similar Especially the splitting 
between the different one-dimensional bending states is ob­
served to be very small as compared to the bending funda­
mental So, even while formally an assignment in terms of 
one-dimensional oscillators is correct, a description in terms 
of a two-dimensional bending oscillator would be more 
physical The patterns of energy levels of Ar-tetrazine and 
Ar-benzene thus match, they are merely shifted relative to 
one another All previous conclusions related to the Ar-ben­
zene case can therefore be transferred directly to the Ar-
tetrazine 
Vibrationally averaged structural parameters give an in­
dication for the floppiness of the complex The ground aver­
aged z0 = 3 549 A as opposed to the value at the potential 
minimum 7, = 3 494 A again shows the anliarmomcity of 
the potential in this direction Α Λζ value of 0 13 À shows 
that the van der Waals molecule is not very floppy in this 
direction This is confirmed by the only slight increase of (z) 
with stretching excitation, as observed in Table X, for all 
states Δζ is in the range 0 1-0 2 Â The Ar atom is thus 
tightly bound to the molecular plane 
The situation for the bending states is different, how-
ever Already for the ground state Δχ and Δ)> are 0 37 Â and 
these numbers increase rapidly for the excited bending 
states The Ar atom is relatively free to move along the mo-
lecular plane, an indication for the shallowness of the poten-
J Chem Phys Vol 65 No 6 15 Seplenber 1986 
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TABLE XI Ar-tetrazine J = 0 vibrational van der Waals states 
No Energy (cm ') 
Band ongm Symmetry 
(cm"1) PI(CJrí 
Vibrational assignment 
- 274 76' 
- 252 92 
- 252 74 
- 242 78 
-232 90 
-232 44 
- 227 20 
































0 0 0 
1 о 0 
0 1 0 
0 0 1 
1 I 0 
2 0 0 
0 2 0 
0 1 1 
1 0 1 
0 0 2 
1 2 0 
2 I 0 
' Zero point energy 44 20 cm ' 
ь
 Degenerale sutes for benzene 
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FIG 2 van der Waals vibrational levels 
and symmetry assignments for benzene-
Ar, the levels are labeled according to 
bend (i\/) (two-dimensional isotropic os­
cillator) and stretch υ the symmetry la­
bels are of Q, 
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FIG 3 van der Waals vibrational levels 
and symmetry assignments for tetrazine-
Ar the levels are labeled according to 
bend (y, f^) and stretchy, the symmetry 
labels are of С
г 
tial in this direction The coupling between the coordinates is 
clearly shown in Table Χ Δ* and Δ,μ increase with the 
stretching quantum number, thus indicating that the poten­
tial broadens with increasing ζ Moreover, Δζ increases with 
the bending state as the nngatoms are involved more strong­
ly and push the Ar atom out of the molecular plane 
The same conclusions also hold for Ar-tetrazme, here 
20 = 3 569 A and z, = 3 517 A The only essential difference 
with the previous case is that Δ y ÍS slightly larger than Δχ, 
due to the deviation of the tetrazine sceleton from a regular 
hexagon 
Experimental data on van der Waals vibrations is rare 
Most experiments dealing with atom-molecule complexes 
have concentrated on vibrational relaxation/predissocation 
phenomena ""''' An intramolecular vibration is excited and 
can decay via the coupling with the van der Waals modes, 
and the energy is redistributed over intra- and intermolecu-
lar modes In order to observe this phenomenon, the mole­
cule is electronically excited in addition to the vibrational 
excitation and the rovibromc fluorescence spectrum is then 
recorded, which is characteristic of the vibrationally re­
laxed/dissociated upper electronic state For Ar-tetrazine, 
Brumbaugh et al " were able to characterize the initial state 
of each fluorescence spectrum (the free molecule in case of 
dissociation and the complex in case of relaxation ) An equi­
valent experiment on Ar-benzene by Stephenson and Rice13 
was not so detailed in this respect 
Van der Waals modes can, in principle, be observed by 
direct excitation to a van der Waals excited state of the elec­
tronic excited slate or by fluorescence from a van der Waals 
state of the electronically excited state or to a van der Waals 
state of the electronic ground state The interpretation is 
difficult because two electronic states are involved and sever­
al intramolecular vibration states, all with unknown cou­
plings to each other and to the van der Waals states Further­
more the electronic transition dipole moment involved only 
allows totally symmetric vibrational transitions to be ob­
served v Even there, a further selection is made by fluores­
cence quantum yields and Franck-London factors 
The only van der Waals state that could be identified by 
Brumbaugh et al9 for Ar-tetrazine lies at = 4 4 cm " ' above 
ground state This was found for both ground and electroni­
cally excited states, indicating that the atom-molecule inter­
action potentials are nearly the same for both these states 
This excitation was assigned to the van der Waals stretch 
mode The calculated stretch fundamental frequency is 32 
c m
- 1
 Whereas the dissociation energy of 274 76 cm~' is 
within the experimentally determined interval [254,336] 
c m
- 1
, this discrepancy implies that the atom-atom poten­
tial is considerably too flat in the ζ direction However, the 
unknown vibrational coupling involved makes a direct com­
parison difficult and a systematic improvement of the inter­
action potential based on this single number is not realistic 
For Ar-benzene13 such a comparison is impossible We 
only remark that the lower limit of the complex binding en­
ergy of 608 c m - 1 , found by Stephenson and Rice,13 seems 
questionable, merely by the fact that benzene and tetrazine 
are very similar molecules 
In order to obtain information about intermolecular vi­
brational energy redistribution, the couplings between intra-
and intermolecular modes will have to be calculated Intra­
molecular vibrational excitations are in the highly excited or 
continuum range of the van der Waals modes Because of the 
anharmonicy of the interaction potential, the density of van 
der Waals states increases rapidly Couplings and multiple 
resonances between the van der Waals modes are likely to 
become important in this energy range, rendering these 
states chaotic •" Even for atom-diatom systems an L 1 basis 
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TABLE XIII Calculated approximate rotational constants 
Ar-benz£ne 





















"Inverting the principal moments of inertia calculated at the equQlbnum 
geometry of the potential 
"SerEq (18) 
'SeeEq (17) 
variational calculation as we have performed here, must be 
pressed hard to obtain these chaotic states3 ' 4 3 This method 
is therefore unlikely to be successful for the (larger) atom-
molecule system On the other hand, close-coupling meth-
ods, which solve the coupled radial equations numerically, 
under bound state or continuum (scattering) boundary con-
ditions, " " ' are not feasible either, because of the large num-
ber of channels involved So, new theoretical methods have 
to be devised if the analysis of these phenomena is not to 
remain restricted to model problems " 
Fluorescence spectra are also a source of structural in-
formation, if the rotational structure can be resolved and the 
rotational constants of both ground and excited states of the 
atom-molecule complex can be determined 23 24 45 Assum-
ing that the geometry of the molecule in the complex is 
known, the geometry of the complex (i e , the relative posi-
tion of atom and molecule) can then be determined The 
rigid structure determined in this way is subject to systema-
tic errore, however, the rotational constants are vibrational-
ly averaged and in general (a") # (a)", a = л ,у , ζ An ex-
penmental test for this effect on complexes containing (at 
least) one mirror plane, was devised by Meerts et alM For 
(near) symmetric top molecules and complexes, the quanti­
ty they defined as inertial defect is of limited use, however, as 
for symmetry reasons it reduces to 
I',-I? = £JC. (16) 
where I 'z is the complex principal moment of inertia along ζ 
and I" is the molecule principal moment of inertia along 
this axis In that case we might as well compare the rota­
tional constants of complex and molecule directly, this dif­
ference is marginal :1 
Using the vibrationally averaged structure parameters 
we can calculate the complex principal moments of inertia as 
α, β, γ = χ, y, ζ and circular permutated (17) 
(μ is the total reduced mass of the complex ) or more approx­
imately as 
Ι'„=ΐΖ+μ<.(0)2 + (7)2) (18) 
From this we can calculate rotational constants, which are 
J Chem Phys Vol 85 No 
given in Table XIII As we can see, the difference between 
Eqs (17) and (18), due to vibrational averaging, is of the 
order of 1 % In the rigid rotor formalism, the energy differ­
ence between J = 0,1 states, as calculated (see Table X) is 
given by 
Д £ = £ ( 1 0 , ) - £ - ( 1 0 ( ) ) = ^ - І - ^ (19) 
using standard asymmetric top (Λ
 ι 4 ι ) labeling ^ 7 The ex­
act calculated Δ £ is found to be in good agreement with the 
values which are calculated using Eq (17) This shows that 
the additional vibrational averaging effect ( < / _ l ) ^ < / > _ ' ) 
is marginal 
The deviation between the calculated and experimental 
rotational constants is = 7 5% (forthe smaller ones) These 
are very sensitive to the equilibrium distance of the Ar atom 
to the molecule For tetrazme, experimentally it was found 
that z0 = 3 429 ( 6 ) À, which shows that the calculated value 
of Table XII is ~ 0 15 A too large This is again an indication 
for the error in the potential 
VI. CONCLUSIONS 
Using spherical coordinate functions to solve atom-
molecule van der Waals dynamics, we have calculated the 
intermolecular rovibrational states Large molecules and/or 
very anisotropic potentials can lead to problems in the 
spherical expansion of the potential and to very large secular 
problems for the dynamics However, the method is shown 
to work for medium sized molecules (tetrazme, benzene) 
and to give very accurate results for the lower part of the van 
der Waals spectrum ( within a few hundredths of a cm ~ ' ) 
Furthermore the method can deal with any type of floppi-
ness, e g , internal axial rotations as in Аг-С2Н4 '
2 2
' 
Although the potential we have used is a fairly crude 
atom-atom potential based on scarce experimental data, 
some general conclusions can be drawn from the calculated 
van der Waals states The atom is localized on one side of the 
molecular plane, no tunneling to the opposite side is ob­
served The level scheme can be interpreted according to 
localized vibrations giving 21 4, 32 4 cm ~ ' for the bend and 
stretch fundamentals in Ar-benzene and 21 8, 22 0, 320 
c m
- 1
 for bends and stretch fundamentals in Ar-tetrazine 
The level schemes for Ar-tetrazine and Ar-benzene are very 
much alike, which shows the similarity of both molecules 
The vibrations are strongly anharmonic, this will lead to an 
increased density of states and probably chaotic behavior43 
of van der Waals states in the region probed by vibrational 
relaxation/predissociation experiments The bending vibra­
tions have a relatively large amplitude, the potential along 
the molecular plane is relatively flat, Ax,by = 0 4 A for Ar-
tctrazine and Ar-benzene The stretch has a much smaller 
amplitude, the atom is tightly bound to the molecular plane, 
Δζ = 0 13 A for both Ar-tetrazine and Ar-benzene 
The calculated rotational constants are in reasonable 
agreement with the experimental values, the vibrational 
averaging effects are smaller than the discrepancy between 
calculated and experimental results These rotational con­
stants are found to be a good measure of the quality of the 
ground state averaged potential 
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APPENDIX: SYMMETRY TRANSFORMATIONS 
Body fixed frames 
A fundamental symmetry group for molecular systems 
consists of permutations of identical particles, possibly com­
bined with space inversion Let PI be a group of permuta­
tion-inversion operations and pePl, let r,, ; = 1, ,Λ' be a set 
of configuration vectors describing a molecular system, ρ 
operates on r, as 
,
Γ ι
- < = (- )«
Γ
 , = ¿ 0„(р)т, (Al) 
;- ι 
The image of particle ι under a permutation ρ is denoted as 
ρ,, the relation between the operator in configuration space 
and the inverse of its equivalent in particle space is a conven­
tion called the homomorphism condition ^ 4 6 4 7 For proper 
permutations f = 0, whereas for permutations combined 
with inversion e = 1 The matrices D defined in this way 
form a representation of PI Furthermore let ê„ ,α = χ, y ¿ 
can be space fixed (SF) reference system and fa, a = x,yTza 
body fixed (BF) reference system This implies that f„ has a 
definite relationship with the molecular system, ι e , it can be 
descnbed as a function of the configuration, whereas i
a
 has 
no such relationship The BF frame can be related to the SF 
frame as 
1= Σ ^«¿'(МДГ). (A2) 
0 - χ У J 
where R is a proper rotation matrix if we stick to nght-hand-
ed systems ( Note that this is the so-called "passive" conven­
tion, in contrast to the "active" one, where R"1 should be 
replaced by R2" ) The Euler angles φ,θ,χ which describe the 
rotation are then a function of the configuration Molecular 
quantities related to the motions of the BF frame are called 
rotational and can be descnbed as a function of the Euler 
angles Φ,θ,χ, which are then by definition the rotational co­
ordinates (Motions with respect to this frame are called 
vibrational ) 
Transforming the configuration vectors as in Eq (Al ), 
the BF frame transforms along with it 
p l-h = Σ 'Αίνο'). (A3) 
β - · У : 
where the representation matrix С is by definition orthogo­
nal (and if we stick to nght-handed systems a proper rota­
tion matnx) It would be most convenient for the separation 
of rotational and vibrational properlies, if the transforma­
tion matrices С are not a function of the configuration r, 
Given a group PI this puts restrictions on the possible ways 
of a defining BF frame and viceversa This can be illustrated 
by the following examples 
(a) The so-called Eckart frame can be denved by sym­
metric orthonormalization of the vectors"''"'''' 
I Г Н й т Phv<; Vnl Д * 
S 
F„ = Σ ma.°T» a=x,y¿, (A4) 
I :» I 
where the constants ala are the "equilibrium" positions and 
m, are the masses of the .V particles The set a, is sometimes 
related to a permuted set a , by point group symmetry 
",«= Σ C^í/Oe, ,„ (A5) 
5 = д у ι 
We can wnte 
C = ( - I ) ' R
r
 (A6) 
where R is a proper rotation matnx, I is the 3 X 3 unit matnx, 
and ί = 0 or 1 according in whether С is proper or not In­





.rf0>)( -Ym ,a ,, (A7) 
ß - я У ι 
For those PI operations^, which are called feasible, (i e , for 
which the point group symmetry relation of Eq (A5) can be 
applied), the vectors F
a
 transform as 
Ρ K~K = tm-a«l-'>'r, ' 
ι - I 
= Σ b^Wß (A8> 
β - я у ζ 
using Eqs (Al ) , (A4), and (A7) In this way the point 
group of the equilibrium structure a, defines a feasible PI 
group,33 34 the operations R are called equivalent rota­
tions м Because the vectors f,, are obtained from F„ by sym-
metnc orthonormalization, Eq ( A8 ) is also valid for the BF 
frame f0 (b) The BF frame of Brocks el al2S is based on 
Jacobi vectors p, .which are generated by the algorithm4' " 
R, = r, M, = m¡, 
p , = r 1 + 1 - R , , ; = 1 , ,N-\, 
Af.R, + m, . , r, ^ ι 
M, + m,
 + , 
" ,
 + ι = M, + m, + ι, 
9K = R/v 
The BF frame is then defined by Gram-Schmidt orthonor­
malization of the vectors p; and pk 
i.=P/(P/-p;)"2. 
"f. = [(ρ, ·Ρ,)Ρ* -(p>-p*)pJ/[(p;-ft) 2 (p*-pJ 
- ( Ρ , - Ρ * ) 2 ^ · ? , ) ] " 2 . У/*· (AIO) 
From the algorithm Eq ( A9 ) it directly follows that 
P, = У </„r„ (All) 
/^  ι 
where 
d,, = 0 / > / + l , 
¿ „ . , = 1 . 
d,, = </,„<=>»!/ = m„ /,n<; 
So ρ, is invariant for all permutations involving particles 
with indices < j This leads to the property that the BF frame 
6 1 s Spntemher 1986 
191 
G Brocks and Τ Hu/gen van der Waals rovibrational States 3423 
ofEq (AIO) is invariant under all permutations involving 
indices <mm (j,k),sothätC(p) = I for such permutations. 
Inversion changes sign of all p, and so C(e*) = R,(w), a 
rotation over ir about the л axis The representations С of all 
other Pi's depend on the configuration p, and those symme­
try operations are thus difficult to apply '0 
Coordinates 
By definition a space fixed (SF) frame is invariant un­
der PI operations, so SF coordinates transform according to 





Σ ZK. (A12) 
then 
r-'Z^Z,= 2D<iW'?· ( A 1 3 ) 
ι- 1 
The transformation of the BF coordinates depends however 
on the transformation of the BF frame as well Let 
r.= Σ ^ f » (AI4) 
then 
ρ: Γ,-Γ; = Σ Α, Ο»' = Σ Σ л. w* Ь 
j - i j - \ 0 - t . y j 
= Σ Σ ^ ( P ^ f e C ^ O » ) (A15) 
J- 1 a.B-x.j* 
using Eq. (АЗ). 
In other words, the coordinates m the transformed BF 
frame are then given by 
Ρ<^Ι=Σ Σ С*<Р>і>,0»>іІГ. (A16) 
j - I ß-x.yj 
In case the BF frame is an Eckart frame, this effect of ρ on the 
BF coordinates is called a point-group operation : n ' M The 
relations (A2) and (A3) can be used to find the transformed 
rotation matrices of the BF frame 
Wfi-tf) = С(ртф, ,х). (ΑΠ) 
Tins relation can then be used to obtain the transformed 
rotational coordinates; for the Eckart frame this is done e.g., 
in Refs. 7 and 34 
Functions 
Rotational states of quantum systems are usually ex­





obtained the transformed Euler angles from Eq (A17), one 
can easily denve the transformed rotation functions as is 
done e.g., in Refs. 7 and 34 The route can also be more 
direct- since the rotation functions are matrix elements of 
representations of the rotation group, and since the transfor­
mation mat π χ С of Eqs (A17) and t,A3) is also a proper 
rotation (for nght-handed systems), Eq. (A17) immediate­
ly leads to 
£>'„,„(*')= ¿ D'""· [£(/>)]/>'„„(*) (A18) 
m ; 
The vibration functions can be obtained by using the homo 
Local BF frames 
In addition to an overall BF frame, a molecular frag-
ment ( a subset of M < N particles ) can have its own ( local ) 
BF frame" f£ It is useful that these frames behave accord-
ing to the same rule as Eq. ( A3 ) 
/>£-«;'= Σ £<£,-(*) (A20) 
Denoting the SF and BF Euler angles of this local frame by 
ci>fF and ω " , respectively, the relationships between the var­




1(ωΓ) = Σ^Η)ίΙ(ω)Η^ι(ω?ρ) 
= Σ^Κ^'(ω 5 /), (Α2Ι) 
г 
where<i)= (φ,θ,χ),ΐΐ. Eq. (A2). From this we can find the 
transformation: 






using Eq. (A3). But also according to the rule ofEq. (A20) 
/>£-£'^fces,'(P) 
;f,Rr>'(û>?F)Cj, '(/>)· (A23) 
-ι
ι 
So we find for the transformation of the local frame with 
respect to the overall BF frame 
RU>?F')=CF(/>)R(<a?F)C-'(;,) (A24) 












The local BF coordinates then transform according to the 
(point group) operations 
і " 5 " - ^ " ' - І Σ С ,^ (/»£„(/,),*". (A26) 
y - 1 £ = • y ι 
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SUMMARY 
Rotation-vibration states and spectra of molecular dimers 
with large internal motions 
The research on dimers, composed of atoms, molecules or ions, is 
stimulated by the interest in intermolccular interactions. Especially the spectra 
of dimers contain information which is very sensitive to these interactions. 
These spectra are also interesting by themselves. Their interpretation is 
difficult, as dimers have several vibrations with large amplitudes. This thesis 
reports the study of rotational-vibrational states and spectra of a number of 
ionic and van der Waals dimers. 
A description of the theoretical and computational methods is given in 
chapter 1. The concept of separating high and low energy motions leads to a 
partitioning of the Hamiltonian in an intra- and an intermolecular part. The 
intermolecular Hamiltonian is an effective operator, which is obtained by 
averaging over intramolecular states. Its eigenstates are the rotational and 
intermolecular vibrational states of the dimer. These are computed by an 
expansion in a finite basis set, which consists of products of angular momentum 
eigenfunctions and functions of the distance (= the radius) between the 
monomers. It is advantageous to use a set of coordinates which are referred to 
a special, partially body-fixed, frame. The procedure, designed to calculate the 
bound states of the dimer, can be extended to obtain information about a 
special type of long-lived unbound or scattering states: the so-called resonance 
states. The energy position of a resonance can be found by optimising 
parameters in the radial functions. A fit to a Breit-Wigner line shape yields the 
width and thus the lifetime of that resonance. 
Chapter 2 describes the computation of rovibrational states and infrared 
spectra of the alkali cyanide molecules LiCN, KCN and RbCN. The calculated 
spectra can be divided into two groups. For lithium cyanide, we find two linear 
isomers, a stable LiNC and a metastable LiCN, each of which can be assigned 
its own set of rovibrational states and spectrum. At higher energy the distinction 
is lost, as states tunnel through the isomerisation barrier. Both in KCN and in 
RbCN, the lowest vibrational states are localised around the equilibrium 
structure, which is triangular. The potential barrier at the linear isocyanide 
structure is small, however, and tunneling starts already at relatively low 
excitation. At even higher energy, the barrier looses its effect completely, and 
the molecules become quasi-linear. 
194 
A second distinction between the same two groups is the amount of 
coupling between the vibrational modes. The states of LiNC and LiCN in the 
lower energy region can be labeled with combinations of individual mode 
quantum numbers. (These states are called regular.) At higher energies this 
labeling breaks down in general, but some regular states remain. On the other 
hand, for KCN and RbCN we find already a strong coupling between the modes 
in the low energy region. Even one of the fundamental excitations is perturbed 
by a Fermi resonance effect. Because of the coupling between the modes and 
the quasi-linearity effect, the infrared spectra of KCN and RbCN are very 
complex. 
Chapter 3 contains a number of computations on the rovibrational states 
and the infrared spectra of van der Waals dimers. In the most extensive study, 
which is on N2—N2, we calculate the frequencies of the transitions between the 
van der Waals bound states, as well as their infrared intensities. At low 
temperature (2K), the spectrum is determined by transitions between states 
which have a maximum amplitude at one of the local minima of the potential 
surface. At higher temperature (25K), the spectrum becomes very dense, as 
many states are populated. The experimental N2-N2 infrared spectrum has been 
measured at too low a resolution to resolve this structure. However, these 
experimental data, obtained at 77K, show some structure on the blue side of the 
spectrum, which is not present in the computed data. We show for ^ A r , where 
the experimental spectrum is similar to that of N2-N2, that this additional 
structure indeed appears in the calculations at higher temperatures. It is caused 
by states in which N2 behaves as a nearly free internal rotor. These states are 
not bound van der Waals states, however, but they are rotational resonances 
which have a line width of about 1 cm~] or less. They do not depend on the 
detailed anisotropy of the potential, but the bound states do. We thus show 
how the experimental spectrum has to be interpreted and which part of it is 
most sensitive to the intermolecular potential. Also for some atom-(non-linear) 
molecule complexes, the rovibrational states are computed. Van der Waals 
modes can be distinguished and characterised by geometric parameters, such as 
vibrational amplitudes and rotational constants. 
Computations of the type described here, help to interpret the spectra of 
dimers which have several large amplitude motions. Only via such calculations 
one can gain access to the detailed information on intermolecular interactions, 
which is present in the spectra. 
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SAMENVATTING 
Rotatie-vibratie toestanden en spektra van molekulaire dimeren 
met grote interne bewegingen 
De studie van dimeren, bestaande uit atomen, molekulen of ionen, wordt 
gestimuleerd door de interesse in intermolekulaire wisselwerkingen. De spektra 
van zulke dimeren bevatten namelijk informatie welke bijzonder gevoelig is 
voor deze wisselwerkingen. Deze spektra zijn ook interessant op zichzelf. Ze 
zijn moeilijk te interpreteren, omdat we te maken hebben met systemen waarbij 
meerdere vibraties een grote amplitude hebben. Dit proefschrift beschrijft een 
onderzoek naar de rotatie-vibratietoestanden en de spektra van een aantal 
ionaire en Van der Waals dimeren. 
De theoretische en rekenkundige methoden worden besproken in 
hoofdstuk 1. Een scheiding tussen hoog en laag energetische bewegingen leidt 
tot een partitie van de Hamiltoniaan in een intra- en een intermolekulair 
gedeelte. De intermolekulaire Hamiltoniaan is een effectieve operator, die 
wordt verkregen door de verwachtingswaarde te nemen over intramolekulaire 
toestanden. De eigentoestanden van deze operator zijn de rotatie- en 
intermolekulaire vibratietoestanden van het dimeer. Deze worden berekend 
door een expansie in een eindige basis, die bestaat uit produkten van 
hoekmomenteigenfuncties en functies van de afstand tussen de monomeren (de 
dimeer-radius). Het heeft voordelen om een coördinatenstelsel te gebruiken dat 
is gerelateerd aan een speciaal, gedeeltelijk op het dimeer gefixeerd, 
assenstelsel. De procedure, die is ontworpen om de gebonden toestanden van 
het dimeer te berekenen, kan worden uitgebreid om informatie te verkrijgen 
over een bepaald type verstrooiingstoestanden, nl. de zogenaamde resonantie-
toestanden, met een lange levensduur. De energiepositie van een resonantie 
wordt bepaald door parameters in de radiële basis te optimaliseren. De breedte 
en dus de levensduur van een resonantie wordt verkregen door een fit met een 
Breit-Wigner lijnvorm. 
In hoofdstuk 2 worden berekeningen beschreven van de 
rovibratietoestanden en de infrarood spektra van de alkalicyanide molekulen 
LiCN, KCN en RbCN. De berekende spektra kunnen worden verdeeld in twee 
groepen. In het geval van lithiumcyanide vinden we twee lineaire isomeren, 
een stabiel LiNC en een metastabiel LiCN. Elk van deze isomeren heeft zijn 
eigen rovibratietoestanden en zijn eigen spektrum. Bij hogere energie valt deze 
scheiding weg, omdat we toestanden krijgen die tunnelen door de 
isomerisatiebarrière. Zowel in KCN als in RbCN zijn de laagste 
vibratietoestanden gelokaliseerd rond de evenwichtsstruktuur, die driehoekig is. 
Echter, de potentiaalbarrière op de plaats van de lineaire isocyanide struktuur is 
klein en tunneling vindt al plaats voor relatief lage excitatie. Bij nog hogere 
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energie heeft de barrière totaal geen effekt meer en worden de molekulen 
quasi-lineair. 
Een tweede eigenschap waarin de twee groepen zich onderscheiden is de 
koppeling tussen de vibratiemodes. De toestanden van LiNC en LiCN met 
lagere energie kunnen beschreven worden met combinaties van afzonderlijke 
mode quantumgetallen. (Deze toestanden heten regulier.) Voor toestanden met 
hogere energie is dit niet meer mogelijk in het algemeen, alhoewel er nog 
enkele reguliere toestanden overblijven. In KCN en RbCN daarentegen, vinden 
we reeds bij lagere energie een sterke koppeling tussen de modes. Zelfs één van 
de fundamentele excitaties is verstoord door een Fermi resonantie. De 
infraroodspektra van KCN en RbCN zijn dan ook zeer complex, door deze 
koppeling tussen de modes en door het quasi-lineair worden van de molekulen 
bij hogere energie. 
Hoofdstuk 3 bevat een aantal berekeningen van de rovibratietoestanden 
en de infraroodspektra van Van der Waals dimeren. Voor N2—N2 berekenen we 
zowel de frequenties, als de infrarood intensiteiten van de overgangen tussen de 
Van der Waals gebonden toestanden. Het spektrum bij lage temperatuur (2K) 
wordt bepaald door overgangen tussen toestanden met een maximum amplitude 
bij één van de lokale minima van het potentiaaloppervlak. Bij hogere 
temperatuur (25K) wordt het spektrum zeer dicht, omdat vele toestanden bezet 
zijn. Het experimentele N2-N2 spektrum is gemeten met een te laag oplossend 
vermogen om deze struktuur zichtbaar te maken. Aan de andere kant leveren 
de experimentele gegevens, die verkregen zijn bij 77K, een struktuur aan de 
blauwe zijde van het spektrum, welke nog niet aanwezig is in het berekende 
spektrum. Voor Ν2ΑΓ, dat een soortgelijk experimenteel spektrum heeft als 
N2-N2, tonen we aan dat bij hogere temperatuur deze struktuur ook in de 
berekeningen verschijnt. Hij wordt veroorzaakt door toestanden waarbij N2 zich 
gedraagt als een bijna vrije interne rotor. Deze toestanden zijn echter geen 
gebonden Van der Waals toestanden, maar rotatie-resonanties met een 
lijnbreedte van ongeveer 1 cm - 1 (of minder). Deze zijn niet zo gevoelig voor de 
details van de anisotropie in de potentiaal als de gebonden toestanden. Op deze 
manier laten we zien hoe het experimentele spektrum geïnterpreteerd moet 
worden en welk stuk van het spektrum de meeste informatie bevat over de 
intermolekulaire wisselwerkingen. Ook voor enkele atoom-(niet-lineair) 
molekuul systemen zijn de rovibratietoestanden berekend. Van der Waals 
modes kunnen duidelijk worden onderscheiden en worden gekarakteriseerd aan 
de hand van geometrische eigenschappen, zoals vibratie-amplitudes en 
rotatiekonstanten. 
Berekeningen van het hier beschreven type vergemakkelijken de 
interpretatie van spektra van dimeren met meerdere grote amplitude 
bewegingen. Alleen door middel van zulke berekeningen kan men de 
gedetailleerde informatie over intermolekulaire wisselwerkingen, welke 
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STELLINGEN 
1 Het gebruik van een volledig i.ρ.ν. een gedeeltelijk body-fixed assenstelsel 
heeft geen voordelen in een berekening van de rovibratie-toestanden van 
een molekuul dat een lineaire struktuur kan aannemen. De berekening 
wordt hierdoor slechts onoverzichtelijker. 
D. Estes en D. Secrest, Mol. Phys. 59, 569 (1986) 
J. T. Hougen, J. Chem. Phys. 36, 519 (1961) 
2 De uitdrukking die door Sage en Jortner wordt gegeven voor het effekt van 
de koppeling tussen intra- en intermolekulaire modes op de vibratie-
frequenties in Van der Waals complexen, kan ook simpel worden afgeleid 
d.m.v. Rayleigh-Schrödinger storingsrekening. 
M. L. Sage en J. Jortner, J. Chem. Phys. 82, 5437 (1985) 
3 Gezien de subtiele balans tussen de verschillende bijdragen tot de 
intermolekulaire potentiaal, is de afwezigheid van een lineaire water-
stofbrug in het ammonia dimeer geen grotere verrassing dan de 
aanwezigheid ervan in andere complexen. 
D. D. Nelson, Jr., G. T. Fraser en W. Klemperer, 
J. Chem. Phys. 83, 6201 (1985) 
S.-Y. Liu en С E. Dykstra, Chem. Phys. 107, 343 (1986) 
4 Het is waarschijnlijk dat de tekortkomingen in de simulatie van het 
vibratiespektrum van (SiH^ moeten worden gezocht in het dipool-dipool 
model en dat zij niet worden verklaard door een toename van de 
anisotropie van de interaktie-potentiaal in vergelijking met (SiF,^ en 
(SF6)2 . 
M. Snels en R. Fantoni, Chem. Phys. 109, 67 (1986) 

5 De 'kinetische koppeling' die door Tachibana et al. geïntroduceerd wordt 
ter beschrijving van vibratie-predissociatie, hangt sterk af van het te 
hanteren coördinatenstelsel. Het model dat zij gekozen hebben geeft een 
slechte beschrijving in hun eigen voorbeelden. 
A. Tachibana, M. Nagaoka en T. Yamabe, 
J. Chem. Phys. 84, 2247 (1986) 
6 Meier's verwachting dat de Heisenberg exchange interaktie tussen zuurstof 
molekulen berekend kan worden door ieder molekuul te vervangen door 
een atoom met één 'effectief' elektron, schrijft dat elektron magische 
krachten toe. 
R. J. Meier, proefschrift, Universiteit van Amsterdam, 1984, 
hoofdstuk 4 
7 Hoezeer het universitair onderwijspeil is gestegen, kan men afleiden uit het 
feit dat tegenwoordig de assistenten in opleiding al hetzelfde werk kunnen 
doen als vroeger de wetenschappelijk medewerkers. Dat is nog niets 
vergeleken bij het hoger beroepsonderwijs, waarvan de afgestudeerden 
vroeger niet eens direkt toegelaten konden worden tot een universitaire 
studie, maar nu al meteen kunnen promoveren. 
8 Gelukkig kan ook een toekomstig kabinet zich nog etaleren als verkeers-
beveiliger: er kan nog een reflektor voorop de fiets en op de auto is er nog 
plaats genoeg. 

