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A. Purpose 
The rare earth, or lanthanide, series consists of the fifteen elements 
ranging consecutively from lanthanum, atomic number 57, to lutetium, atomic 
number 71« They are characterized by an electron configuration 
(4f)" (5s )2  (5p)* (5d)' (6s)2 
where n increases from zero to fourteen across the series. The outer s and 
d electrons are the valence or conduction electrons and remain unchanged 
while successive electrons are added to the inner 4f subshell. Lanthanum 
has an empty 4f shell; lutetium has a full 4f shell. Since chemical 
properties are determined by the outer or valence electrons, the rare earths 
are chemically very similar. Because of this, they were very difficult to 
separate until the development of the ion-exchange method. Likewise, some 
of the physical properties exhibit a similarity throughout the series. For 
example, most of the rare earths are trivalent and crystallize in the 
hexagonal close-packed structure. These properties depend principally on an 
interaction of the valence electrons of one atom with those of another. 
However, other physical properties such as magnetic ordering depend 
upon interactions involving 4f electrons, and these vary with the filling 
of the 4f shell. The localized 4f electrons are shielded from the surround­
ing ions by the 5d and 6s conduction bands and have negligible direct inter­
action with 4f electrons at other ion sites. There is instead an interaction 
between the localized 4f and 5d conduction electrons of the form 
2 
where s is the spin of the conduction electron and is the spin of the 
c fi 
i 4f electron. This interaction effectively polarizes the conduction 
electrons. The 4f electrons of neighboring atoms sense one another 
indirectly through the polarized conduction electrons. This interaction is 
responsible for the peculiar magnetic properties of the rare earths. These 
in turn give rise to anomalous behavior in many physical properties at the 
magnetic transition temperatures. Measurements of the transport properties 
and magnetization of the heavy rare earths, gadolinium through lutetium, 
(1-8) have shown these anomalies. 
The Fermi surface structure of the rare earths has been shown to be 
far from free-electron like. Calculations by Freeman e_t (9) for thulium, 
by Keeton (lO) for dysprosium, and by Loucks (11) for yttrium, a tri valent 
metal similar to the rare earths, show that the Fermi surfaces are extremely 
anisotropic. These results are reflected in the different behavior of the 
transport coefficients along the various crystallographic directions, as 
seen from single crystal studies. It is thus of particular interest to 
investigate the transport properties using single crystals. 
An extensive study of the rare earths has been carried on at the Ames 
Laboratory for many years. Measurements of the electrical resistivity of 
heavy rare earth single crystals have shown that these elements are rather 
poor electrical conductors. Secondly, anomalous changes in the resistivity 
are observed at the magnetic transition temperatures. Finally, the heavy 
rare earth single crystals exhibit sharp anisotropies between the basal 
plane and hexagonal directions. In view of this, it was of interest to 
investigate the related problem of thermal conduction. 
•The elements erbium, dysprosium, and lutetlum were chosen for this study 
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because they possess all of the various magnetic structures observed in the 
heavy rare earths. Dysprosium shows all three of the planar magnetic phases: 
ferromagnetism, antiferromagnetism, and paramagnetism. Erbium at different 
temperatures exhibits conical ferromagnetism, a sinusoidally varying magnetic 
moment configuration as well as paramagnetism. Lutetium has a filled 4f 
shell and is non-magnetic. Secondly, most of the transition temperatures 
are low enough that errors due to radiation losses might not be appreciable. 
B. Previous Experimental Work 
Extensive studies of the thermal conductivity, K, of polycrystal1ine 
heavy rare earths have been carried on in the United States, England, and 
the U.S.S.R. The earliest work is that of Legvold and Spedding\l2) reported 
in 1954. Room temperature results were given for eight of the rare earths 
and these were expected to be accurate to within 10%. The thermal conduc­
tivities of dysprosium and erbium at 28°C + 2° were reported to be .100 and 
.096 W/cm-°K respectively. These values are rather low in comparison to 
non-rare-earth metals, but the rare earths were expected to be poor thermal 
conductors on the basis of electrical conductivity results. 
In 1964 Arajs and Colvin published a series of papers (13-15) reporting 
their results for polycrystal1ine dysprosium, gadolinium, and terbium in the 
temperature range 5 to 300°K. These elements were found to be rather poor 
thermal conductors throughout the temperature range below room temperature. 
However, their values at 300°K for gadolinium and dysprosium were consider­
ably higher than those of Legvold and Spedding (12). In their work Arajs 
'legvold, Sam, Ames, Iowa. The work was done by John E. Cranch and his 
results appeared in an administrative report of Legvold and Spedding. 
Private communication. I967. 
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and Colvin found anomalous behavior around the Neel temperature in all three 
elements and at the ferromagnetic-antiferromagnetic transition temperature 
in dysprosium. Their results showed that the thermal conductivity was approx­
imately constant for temperatures near but below the Neel temperature and 
increased steadily for temperatures above the Neel temperature. The high 
temperature rise in the thermal conductivity led Gallo (l6) to suggest an 
additional mechanism of heat transport, the bipolar mechanism observed in 
semiconductors. The dysprosium measurements showed a sharp drop in the 
thermal conductivity at the ferromagnetic-antiferromagnetic transition 
temperature. Finally, Arajs and Colvin calculated the Lorenz function 
L(T) = ^  , (1.2) 
where p and K are the experimentally determined electrical resistivity and 
thermal conductivity, respectively, at temperature T. The calculated values 
were considerably higher than expected for pure electronic heat conduction. 
This result was interpreted as an indication of phonon and/or magnon heat 
conduction. 
In 1965 Arajs and Dunmyre (17) published thermal conductivity results 
from 5 to 300°K for polycrystal1ine erbium. These data again showed a 
precipitious drop at the ferromagnetic-antiferromagnetic transition and a 
steady rise above the antiferromagnetic-paramagnetic transition. 
In 1965 Powell and -Jolliffe (18) reported some room temperature 
measurements made on eight polycrystalline rare earths. Their results for 
dysprosium and erbium at 18°C were 0.104 and 0.138 W/cm-°K respectively. in 
general they were in fair agreement with Legvold and Spedding (12) but their 
results were not as high as the room temperature results of Arajs and his 
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co-workers. Their calculated Lorenz numbers still exceeded the value 
expected for pure electronic conduction. in a later communication Powell 
(19) reviewed Gallo's work in the light of his own data and concluded that 
the extra bipolar mechanism was unnecessary to explain the high temperature 
thermal conductivity of the rare earths. Arajs and Dunmyre (20) have since 
concluded that their results above liquid nitrogen temperature were too 
high because of difficulties experienced with radiation corrections. 
Also in 1965 Aliev and Volkenshtein (21-23) of the U.S.S.R. published 
results on polycrysta11ine gadolinium, terbium, holmium, erbium, thulium, 
ytterbium, and lutetium in the temperature range 2 to 100°K. Their measure­
ments on gadolinium agreed well with those of Arajs and his co-workers, 
but discrepancies appeared in the terbium and erbium results. Aliev and 
Volkenshtein reported very low values for terbium for temperatures above 
40°K. They also found a minimum at 5°K which they attributed to impurities. 
For erbium they reported a low temperature maximum of 0.180 W/cm-°K at l6°K. 
Arajs and Dunmyre (17) measured a considerably purer sample (resistivity 
ratio twice that of Aliev's) and found a maximum of 0.132 W/cm-°K at 18°K. 
This is in disagreement with the usual observation that the effect of 
increased purity is to raise the low temperature maximum and shift it to 
lower temperatures. The measurements of Aliev and Volkenshtein on the non­
magnetic rare earths ytterbium and lutetium showed a temperature dependence 
similar to normal metals. However, these elements were rather poor conduc­
tors. Lorenz numbers calculated at 4.2°K were still anomalously large. 
In 1966 Jol 1 i ffe _et _aj_. (24) reported further measurements at 18°K. 
They found the thermal conductivity of lutetium to be 0.162 W/cm-°K. Rao (25) 
has reported results on polycrystal1ine dysprosium between 1 and 4°K. He 
6 
observed an anomalous change in slope between 2 and 3°K. Nikolskii and 
Eremenko (26) have studied the effects of a magnetic field on the thermal 
conductivity of erbium polycrystals. They showed that a magnetic field 
will greatly reduce the thermal conductivity. 
Edwards (8) has measured the thermal conductivity of thulium single 
crystals in the temperature region 5 to 300°K.. Measurements were made in 
the basal plane and c-axis directions. Sharp changes in slope were observed 
at the Neel temperature in both crystals. Considerable anisotropy was 
observed in the paramagnetic region. The thermal conductivity along the 
c-axis was approximately twice that along the basal plane. 
In summary, the following observations can be made from these experi­
ments. The rare earths are poor heat conductors in comparison to other 
metals. Although discrepancies exist among researchers as to the exact 
magnitude, all values reported are of the order of 0.05 to 0.4 W/cm-°K. The 
ferromagnetlc-antiferromagnetic transition gives rise to a sudden drop in 
the thermal conductivity. The antiferromagnetic-paramagnetic transition 
produces a gradual rise in the thermal conductivity. Finally, the Lorenz 
numbers are anomalously large. This has been interpreted as evidenceof 
possible phonon and magnon conduction. 
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I I .  R E V I E W  O F  T H E O R Y  
A. Classical Heat Flow 
A phenomenological discussion of heat conduction in any medium starts 
with the simple observation that heat flows from regions of higher tempera­
ture to regions of lower temperature. The rate of heat flow per unit area, 
qj through a surface normal to the direction of flow is proportional to the 
negative temperature gradient. This may be stated mathematically as 
q = -KVT , .(2.1) 
where K is the thermal conductivity and VT the temperature gradient. Using 
Equation 2.1 as a starting point and assuming that radiation losses are 
negligible and that there are no internal sources of heat, it is easy to 
arrive (27, p.489) at the equation of heat flow, 
V = (p^Cp/K) (ÔT/ât) , (2.2) 
where and are the mass density and specific heat, respectively, of the 
conducting medium. The factor (p^C^/K) is the inverse of the thermal diffu-
sivity. When the appropriate boundary and initial conditions are supplied. 
Equation (2.2) can be solved to give the temperature as a function of time 
and space. The solution is based on the simple macroscopic observation of 
Equation (2.1) and says nothing about the microscopic processes which 
transport the energy and limit the heat flow. 
B. Formal Transport Theory 
Heat may be transported in a solid by three different types of carriers: 
conduction electrons, lattice vibrations or phonons, and spin waves or 
magnons. To make theoretical calculations of the thermal conductivity of a 
8 
solid, it is necessary to inquire into the mechanisms which limit the heat 
flow. That is, how are these carriers scattered in their passage through 
the medium. Without a scattering mechanism the heat flow would be unre­
stricted and the thermal conductivity would be infinite. 
For each type of carrier the scattering mechanisms are usually assumed 
independent. The total thermal resistances, W, for each carrier are given 
by 
"e = ? "1 = 1/Ke ^ (2.3a) 
Wg = EW^=l/Kg , (2.3b) 
"m = : "1 = '/Km ' (:'3c) 
where is the thermal resistance for electrons being scattered by the i 
scattering mechanism. The g and m subscripts refer to phonons end magnons, 
respectively. The assumption of independent scattering mechanisms is 
essentially Matthiessen's rule for electrical resistance applied to the 
thermal resistivity. The total heat transported is the algebraic sum of the 
heat transported by each type of carrier. Likewise, the total thermal 
conductivity, K, is 
K = "e + Kg + 
where K , K , and K are the thermal conductivities of the electrons, 
e g m 
phonons, and magnons, respectively. 
Experiments have shown that the electrons are the dominant heat carrier 
in most pure metals. Phonons dominate in insulators. Phonon and electron 
conduction may be comparable in alloys. Summaries of the experimental and 
theoretical work completed on many solids are reported in the review 
articles by Klemens (28) and Mendelssohn and Rosenberg (29). 
Using a simple kinetic theory approach, Kittel (30, p.186) shows that 
the thermal conductivity can be expressed by 
where C is the specific heat of the carriers, v is their velocity, and t is 
their mean free path. We shall later make use of this expression to obtain 
the temperature dependence of the thermal conductivity. 
Before undertaking an outline of a more rigorous theory of the thermal 
conductivity, the author wishes to make it clear that no exact theory 
exists even for the simplest monovalent metals. While precise numbers 
cannot be given, the temperature dependences can often be determined. The 
greatest problem arises from an incomplete knowledge of the carrier-scattering 
mechanism interaction. 
The starting point of the more rigorous theory is the distribution 
function f|^(£)» This function is defined as the density of carriers 
(electrons, phonons, or magnons) in state _k around region £, In principle, 
this method could be applied to any type of carrier, but the following 
discussion shall be limited to electrons. Once the distribution function is 
known, the electrical current density, ;J, and energy flux, U, are given by 
K = (1/3)C v I , (2.5) 
(2.6a) 
and U = j'&k ^k ' (2.6b) 
1 r> 
where e is the electronic charge, and E. are the velocity and energy of 
an electron in state j<, respectively. 
The-distribut ion function can change with time through diffusion, 
external fields, and collisions. Thus, the total rate of change may be 
expressed as 
\ " Vdiff y field •*" Vcoll " (2.7) 
In the steady state fj^ must vanish. Ziman (3I, p. 264) shows that for 
electron carriers in the presence of a thermal gradient, VT, and electric 
field, _E, Equation (2.7) reduces to the linearized Boltzmann equation, 
-Vj, • [ VT + 1) E] = . (2.8) 
Here Ziman has assumed that departures from equilibrium are small so that 
f has been replaced by the equilibrium distribution function 
 ^ + 1^  ' (^ .9) 
Here £p denote the Fermi energy and Boltzmann constant. 
Ziman (31, p.26?) discusses the collision term assuming elastic 
scattering and shows that Equation (2.8) can be written as 
-Yk.[(3fk°/aT)9T + e(lf^ °/ô£^ )E3 = JC(' (2-10) 
k' 
2"i^ is the intrinsic transition probability for scattering of an electron 
from state k to k'. Equation (2.10) is a linear inhomogeneous integral 
equation for the function (f^-f^°). The left-hand side is linear in £ and 
9T. The solution (3I, p.267) must also be linear in_E and VT. Accordingly, 
the electric and energy fluxes determined by Equations (2.6) will be linear 
in E and Therefore, they may be expressed as 
J = E + 4^VT (2.11a) 
and U = E + VT . (2. lib) 
The electrical conductivity and thermal conductivity transport coefficients 
may be determined from Equations (2.11) as follows. To measure the electri­
cal conductivity defined by 
J = ai , (2.12) 
one keeps a specimen at constant temperature, applies an electric field, Ej 
and measures the current density, It follows from Equation (2.11a) that 
a = L^ E • (2.13) 
The thermal conductivity is determined by electrically insulating a specimen, 
putting a known heat flow, _U, through the sample and measuring the temper­
ature gradient. The thermal conductivity, K, is given by the relation 
U=-KVT . (2.14) 
So, setting ^  = 0 in (2.11a) and solving (2.11b) one can show that 
K = -(L - ^2:-^::) . (2.15) 
' ^EE 
it is generally assumed that the collision term in the linearized 
Boltzmann equation (Equation 2,10) may be approximated by a relaxation time 
approximation, 
fk^ooll = - (fk - ' (2-'6) 
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where T (J<) is the relaxation time, a quantity dependent on the type of inter­
action. Then, assuming spherical energy surfaces and isotropic material the 
solution of the linearized Boltzmann equation is 
" "-k * VT + E(af^°/BE^) E]T . (2.17) 
Substituting this into Equations (2.6), one can show (28, p.231) that the 
electrical and thermal conductivities become 
a= (eVl2rt^)J'(Tv^/jV|^£|^ l)ds (2.l8a) 
and 
K = (kgV36:t)J'(TvV|^,^ej)ds . (2.18b) 
K 
The ratio —iz- is then 
ctT 
K/aT = it^/3 (kg/e)^ = = 2.4453 x 10 ^  watt units • ohm/deg^ . (2.19) 
This is just the Wiedemann-Franz law. is the Lorenz number. The law 
can be shown (31, p.385) to hold for any general symmetry as long as the 
electron-scattering mechanism interaction is elastic. However, it would not 
be expected to hold when there exist significant contributions from heat 
"-carriers other than electrons, unless the other contributions have been 
subtracted from the measured thermal conductivity. 
C. Electron Conduction 
In this and the succeeding two sections emphasis will be placed on the 
various scattering mechanisms interacting with the carriers and their effects 
on the thermal conductivity. The dominant scattering mechanisms in most 
pure metals are impurities and lattice vibrations or phonons. Classed under 
n 
impurities are such items as foreign atoms, lattice defects, etc. 
At the lowest temperatures, temperatures much lower than the Debye 
temperature, 0^, few phonons are excited and the dominant term in the 
thermal resistivity is the impurity term, The simple kinetic theory 
relation. Equation (2.5), predicts that 
Kg ~ T , (2.20) 
since the electronic specific heat is proportional to T, and the velocity 
and mean free path may be assumed constant. Correspondingly, the thermal 
resistivity may be expressed as 
We° = P/T , (T « 8^) , (2.21) 
Since the impurity scattering is elastic the Wiedemann-Franz law holds and 
the factor P is equal to p^/L^ where is the residual resistivity. Thus P 
is a quantity dependent upon the purity of the metal. 
The contribution of the electron-phonon interaction to the thermal 
resistivity is,much more difficult to determine. At high temperatures, 
T> Sjj, the dominant term in the thermal resistivity is due to phonons. 
Dekker (32, p.300) has shown by a simple argument that 
CONSTANT, (T > 8^) . (2.22) 
At intermediate temperatures the Boltzmann equation must be solved. Ziman 
(31, p.391) uses a variational technique to show that 
= cc T^ , (T < 8p/10) . (2.23) 
The g denotes phonons. Ct is a number characteristic of the metal and depends 
on the electron-phonon interaction. This is considerably different from the 
14 
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T temperature dependence predicted by the Wiedemann-Franz law and the 
difference is caused by inelastic scattering of the electrons. 
The general behavior of a normal pure metal can now be predicted. This 
is illustrated in Figure 1. At the lowest temperatures is limited by 
impurities and depends linearly on the temperature. Near T = Gp/IO phonon 
scattering starts to dominate, and a maximum is observed. For temperatures 
above the Debye temperature the thermal conductivity is limited by phonons 
and is approximately constant and independent of purity. The effect of 
increased purity is to raise the maximum and shift it to lower temperatures. 
The temperature dependence of the Lorenz function, 
L = ^  , (2.24) 
is also shown in Figure 1. p is the measured electrical resistivity. At the 
lowest temperatures the scattering is due to impurities and is elastic. 
Therefore, the Lorenz function approximates L^. At temperatures above 8^ 
the scattering of electrons by phonons is very nearly elastic. Again L 
approximates L^. However, for intermediate temperatures L drops considerably 
below L^. This implies that K is affected more than a by the scattering 
mechanisms. The reason is that at temperatures below 0^ only long wave­
length phonons are available for scattering and the scattering angle is 
therefore small (31, p.387). Because the scattering is only through small 
angles, it affects an electric current only weakly. However, regardless of 
the scattering angle, the phonon-electron collisions are inelastic and any 
collision will effectively change a hot electron into a cold one, severely 
reducing the heat flow. 
Additional scattering mechanisms must be considered for the transition 
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Figure 1. Kg and for a pure metal when impurities 
and phonons provide the dominant interactions 
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metal elements. The exchange interaction between the conduction electrons 
and the unpaired electrons localized on individual atoms gives rise to a 
resistivity term. Kasuya (33) has studied the effect of the s-d interaction 
using a molecular field and spin wave approximation. No explicit temperature 
dependence of the thermal conductivity was presented. DeGennes and Friedel 
(34) considered the contribution of the s-f interaction to the electrical 
resisitivity. They pointed out that in the paramagnetic temperature region 
the spins of the f electrons are completely disordered and that the magnetic 
PM 
resistivity contribution, p , is approximately independent of temperature, 
it is easy to show, then, using the Wiedemann-Franz law, that the contribu­
tion from disordered paramagnetic moments to the thermal resistivity would 
be 
(2.25) 
for temperatures above the ordering temperature. 
Ziman (3I, p.381) discusses the scattering of the conduction electrons 
by the bound kf electrons. For elastic scattering, he shows that the contri­
bution to the electrical resistivity is 
= (1/4) a^ sech^ (6C/2kgT) , (2.26) 
where A£ is the separation in energy levels, a^ is a constant of magnitude 
of about liuohm-cm. Thus, the thermal resistivity is 
^e ^ 4 L T sech ^ ^  T ' (2.2?) 
O 0 
For inelastic scattering Ziman shows that 
= l4 2 sinh (i£/kj) (=2 + ^2 " % *2% ' 
O D 11 0 
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where 
and 
(2.30) 
(2.29) 
Vp is the Fermi velocity, S is the Fermi surface area, is the total number 
of scattering centers per unit volume, and a(k,8) is the differential 
scattering probability. 
Ziman (31, p.41?) predicts that electron-electron interactions should 
produce an observable thermal resistance in sodium. However, it is not 
observed experimentally. 
In most pure metals the heat is carried almost entirely by the electrons. 
However, if the electronic conduction is severely impeded by some mechanism, 
then the lattice contribution, may become comparable to the electronic 
part. The theory of the lattice component in metals is essentially the same 
as that for insulators with the addition of a phonon-electron scattering 
mechanism. An extensive discussion of the theory of lattice conduction has 
been published by Klemens (35). 
The total lattice thermal resistivity, W^, may be expressed as 
The terms are due to phonon scattering from boundaries, electrons, imperfec­
tions, phonons and magnons, respectively. At the lowest temperatures is 
determined by phonons scattering from the boundaries of the sample. The 
0. Phonon Conduction 
(2.31) 
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3  lattice specific heat is proportional to 1 , so the simple kinetic theory 
relation predicts that 
Wg® = AT-3 . (2.32) 
As temperature increases phonon-electron interactions start to dominate 
and (29, p,23l) 
Wg® = BT-2 , (2.33) 
where B is a proportionality constant. The lattice thermal conductivity 
2 
would then be proportional to T in this region. Pippard (36) has pointed 
out that there may be an additional lattice conductivity term proportional 
to T in high resistance alloys (p^ ^  10p,ohm-cm). This would be difficult 
to separate from the electronic conductivity which is also proportional to 
T at low temperatures. 
The lattice thermal resistivity due to imperfections in a metal arises 
2 
primarily from dislocations (29, p.234) and is proportional to T . This is 
the same dependence as for so the two would be difficult to separate. 
At higher temperatures phonon interactions with point defects will give a 
T dependence to the thermal resistivity. 
At temperatures above 8^ the limiting term in the lattice thermal 
resistivity is the phonon term, Peierls (37) has pointed out the only 
contributions to the lattice thermal conductivity from phonon-phonon inter­
actions are from U-processes. Ziman (3I, p.291) shows that such processes 
are frozen out at low temperatures and give a lattice resistivity term 
proportional to T for temperatures above the Debye temperature. Thus, 
Wg9" = G T , (T>0p) . (2.34) 
19 
Figure 2. for a metal 
20 
Figure 2 illustrates the typical temperature dependence of the lattice 
thermal conductivity and the limiting mechanism in metals. The phonon-
magnon interaction has not been considered here. 
The theory of the phonon-magnon interaction is, as yet, limited. 
Kawasaki ( 3 8 )  and Stern (39) have considered its affects in the neighborhood 
of the antiferromagnetic transition temperature in CoFg. They were able to 
predict an anomalous dip in the thermal conductivity at the transition 
temperature. 
E. Magnon Conduction 
In 1936 Frohlich and Heitler (40) suggested that the heat carried by 
spin waves or magnons in a dielectric solid at extremely low temperatures 
might exceed that carried by the phonons. Sato (41) in 1955 showed that the 
magnon contribution to the thermal conductivity in a ferrimagnetic insulator 
would be proportional to T^ for temperatures less than 10°K. He assumed 
that the only important scattering mechanism was boundary scattering. In 
comparison, the phonon conductivity limited by boundary scattering would be 
g 
proportional to T from Equation (2.31). 
Douthett and Friedberg (42) attempted to look for this spin wave contri­
bution in several ferrite single crystals. They showed that, assuming only 
boundary scattering was important, the magnon thermal conductivity in a 
magnetic field, H, is given by 
n= 1 B B n n B 
which, for H = 0, reduces to 
21 
K^(0) = .0765 kg^ TVAC (2.36) 
is the magnon mean free path and was assumed constant. |i is the Bohr 
magneton. C and g come from the dispersion relation assumed to be 
E = C + gp,H (2.37) 
Their work was inconclusive because of apparent magnetic inhomogeneity in 
their crystals. 
Luthi (43) and Douglass (44) independently measured the thermal conduc­
tivity of the ferrimagnetic yttrium iron garnet. Their work clearly showed 
2 
a T dependence in the zero field thermal conductivity at low temperatures. 
Bhandari and Verma (45) have examined Douglass's results and, using a 
theory of magnon-phonon interactions developed by Sinha and Upadhyaya (46), 
have made a reasonably good theoretical fit to these results. At 0.5°K, 
they find that the magnon contribution is as high as 46% of the total thermal 
conductivity. At 20°K, the thermal conductivity is almost entirely due to 
phonons. No explicit temperature dependence for the magnon-phonon interac­
tion was given. 
McCol 1 um et aj_. (47) have measured the thermal conductivity between 1.5 
and 4°K of ferromagnetic EuS. They also found a T^ dependence in zero applied 
field and concluded this was due to spin wave conduction. 
Callaway and Boyd (48) have made theoretical calculations of the magnon-
magnetic defect interaction. They concluded it would give only a very weak 
temperature dependence to the thermal conductivity. 
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111. EXPERIMENTAL PROCEDURE 
A. Sample Preparation 
The Er and Dy c-axis crystals were grown by L. Sill and used in the 
thermoelectric power measurements of Sill and Legvold (6). The Dy a-axis 
crystal was cut from a button grown by R. Williams. The Lu b-axis crystal 
was cut from a button grown by R. Lee. The Lu c-axis crystal was grown by 
the author. These single crystals were grown by the strain-anneal method 
described by Nigh (49) from distilled metal buttons prepared at the Ames 
Laboratory (50,51). 
The single crystals were cut in the shape of rectangular parallele­
pipeds with the axes along the <0001) (c-axis) and either the (1120) (a-axis) 
or (1010) (b-axis) directions. The samples were cut by the spark erosion 
method to minimize strains, polished with emery paper, and then electro-
polished. The final dimensions are listed in the Appendix. 
Scraps of each sample remaining after cutting were analyzed for 
impurities by spectographic and vacuum fusion analysis. The results are 
recorded in the Appendix. The results for Er are quoted from Sill's thesis 
(52). No results were available for the Dy c-axis crystal. 
B. Thermal Conductivity Measurements 
Thermal conductivity measurements were made by the steady state method. 
One applies a heat source to one end of a sample and waits until a steady 
temperature distribution is established throughout the sample. For this 
situation the heat flow Equation (2.2) reduces to 
V ^ T  =  0  .  ( 3 . 1 )  
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For rectangular parallelepiped shaped samples it is easy to solve Equation 
(3.1) showing that the rate of heat flow along the sample axis is given by 
i = K A ^  ,  ( 3 . 2 )  
where A is the cross-sectional area of the sample, AT is the temperature 
difference established along length L, and K is the thermal conductivity. 
If equation (3.2) is solved for K the result is 
 ^Â • (3.3) 
Thus one needs to measure the temperature difference, AT, and the power 
input, Q, to determine the thermal conductivity. 
The basic experimental system is illustrated in Figure 3. It consisted 
of a dewar and high vacuum system, sample holder, temperature control 
apparatus, and temperature measuring instruments. The dewar and vacuum 
systems were used previously by Sill (52) and are described in his thesis. 
A detailed drawing of the sample holder is shown in Figure 4. The 
design was fundamentally the same as that of Colvin and Arajs (15). The 
sample holder consisted of an outer cylindrical copper can which was placed 
in contact with the cryogenic fluid and an inner copper heat sink. The outer 
can was joined to a collar on the pumping line by a vacuum-tight Woods metal 
joint. The heat sink was supported by a length of stainless steel tubing 
connected to a smaller tube at the collar. Helium exchange gas was inserted 
into this support tube to aid in cooling the heat sink. A No. 24 copper 
wire was connected between the heat sink and the collar to provide sufficient 
heat leak for stable temperature control at the lowest temperatures. 
Copper lugs were soldered to the top and bottom of the heat sink to 
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Figure 3. Basic system for the thermal conductivity measurements 
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provide means of thermally grounding the thermocouple and the heater wires. 
A small copper clamp was soldered to the bottom of the sink to hold the 
sample. A radiation shield screwed onto the bottom of the sink. Apiezon N 
grease was smeared onto the threads to improve thermal contact. The sample 
under investigation was suspended from the heat sink, and a small heater 
was attached to its lower end. 
in order to control the temperature of the heat sink, and thus the 
sample, the following method was employed. A 127 ohm Copper sensing element 
(No. 40 wire) was glued in good thermal contact with the sink but electri­
cally insulated from it by a layer of cigarette paper. A Uj ohm 1/10 watt 
Allan-Bradley carbon resistor sensing element was glued to the top of the 
sink, A second layer of cigarette paper was wrapped over the copper 
windings, and a 186 ohm manganin heater (No. 36 wire) glued over this. All 
windings were non-inductively wound. G.E, 703I glue was used throughout and 
the sink was baked under a heat lamp for several hours. Electrical leads to 
the heater and sensing elements passed up the pumping line and out of the 
sample holder through a 9-pin connector. 
To control the temperature of the sink the operator put a small 
current (typically 5 ma) through the sensing element which was connected to 
one arm of a bridge circuit. The copper resistor was used as the sensing 
element for temperatures above 40°K, the carbon for temperatures below 40°K. 
A second arm consisted of a variable ten-turn helipot. The out-of-balance 
signal from the bridge circuit was fed into a servo amplifier which triggered 
the sink heater power supply. At the desired temperature determined by the 
helipot setting the servo actuated the power supply in an on-off manner as 
the sink temperature fell below and rose above this temperature. After 
2 7  
equilibrium was reached, drifts were of the order of .02°K per hour. 
In practice the author found it more reliable to control the heat sink 
temperature manually when the temperature was below 40°K. The heater 
current was adjusted by hand until the heat sink reached and stabilized at 
the desired temperature. Apparently the carbon resistor was not in good 
enough thermal contact with the sink. Nevertheless reliable temperature 
stability could be realized by the manual control method. Above 40°K the 
copper sensing element was used with excellent stability. 
A small sample heater was attached to the lower end of the sample to 
create the desired temperature gradient. This heater consisted of a 5750 
ohm (room temperature) winding of .002 in. diameter manganin wire glued to 
a small hollow copper cylinder and clamp. The heater resistance, was 
measured as a function of temperature from 4.2 to 300°K. The heater current, 
i|^, was determined by measuring the voltage drop across a 1 ohm standard 
resistor using a Rubicon Type B potentiometer. The power input to the sample 
was then given by 
â = i ^ R h  •  ( 3 - 4 )  
Thermocouples were used to measure the absolute temperature of the 
sample and the temperature drop across the sample. Au - .03% Fe versus Cu 
thermocouples were used for temperatures in the range 4.2 to 30°K, The 
Au-Fe wire was kindly supplied by Dr. D. K, Finnemore. Cu versus constantan 
thermocouples were used in the range 20 to 300°K. The reference junction was 
an ice bath. Guildline type 9415 low thermal switches were used to select 
the thermocouples desired. A schematic diagram of the temperature measuring 
system is shown In Figure 5. 
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The thermocouple leads entered the sample holder through a vacuum-
tight Conax thermocouple gland. The leads were covered with teflon insula­
tion to prevent sharp temperature gradients in the wires and, thus, reduce 
extraneous thermal voltages. All thermocouple wires were thermally anchored 
at both the top and the bottom of the heat sink. One set of thermocouple 
leads was soldered into a small hole in the copper rod nearest the sink. 
This hole was placed adjacent to the sample. The second set of leads was 
thermally anchored at the sample heater and the junction soldered into a 
hole in the copper rod nearest the sample heater. This hole was, likewise, 
adjacent to the sample. 
The thermocouple attached to the upper end of the sample was used to 
determine the absolute temperature of the sample. A Rubicon Type B poten­
tiometer and a Leeds and Northrup galvanometer, model 2430, were used to 
measure this thermocouple voltage. The absolute accuracy of the voltage 
measuring system was about + IjjlV. Thus, the absolute temperature measurement 
should be accurate to within + 0.1°K. 
The temperature drop across the sample is directly related to the 
difference In voltage between the thermocouples attached to either end. In 
principle, one could algebraically subtract readings taken at either end. 
However, this difference voltage was typically 10 to 40 [iV, so one would 
have had to measure about 6000 [xV to the nearest 0.1 to 0.4 [xV for 1% 
accuracy. To avoid this a Dauphinee potential comparator (53) built by Sill 
(52) was used to electronically subtract the two thermocouple voltages. The 
comparator output was measured with a thermofree Rubicon microvolt potentio­
meter, model 277'J connected to a Leeds and Northrup galvanometer, model 
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2284-B. The temperature difference was obtained by dividing this voltage by 
the sensitivity of the particular thermocouple used. 
The thermocouples were calibrated by immersing them directly into baths 
of He, Hg, and Ng. The observed voltages for the Cu versus constantan thermo­
couples were compared with the standard tables of Powell et £j_. ($4), and the 
differences were noted. A second order least squares equation was fit to the 
difference or "error voltages", and the resultant equation was added to a 
polynomial fit to the data of Powell e_t aj_. The corrected results were 
printed in tabular form by the computer. The program was written by Rhyne 
(55) and is described in his thesis. The observed voltages at the He and 
Hg boiling points for the Cu versus Au-Fe thermocouples were compared to a 
calibration by Walter Gray', The error voltages were plotted as a function 
of temperature, and a straight line was drawn through the points. Correc­
tions were read directly from this graph. 
In order to measure the temperature difference along the sample it was 
necessary to make corrections to account for the fact that two thermocouples 
measuring the same temperature will produce slightly different voltages. To 
do this the thermocouples were soldered to a length of 99.999% pure copper 
which was then clamped to the heat sink in the same manner as a sample. The 
sample chamber was placed in cryogenic baths of He, H^j and with exchange 
gas surrounding the heat sink, it was assumed that the two thermocouples 
were then at the same temperature." The resulting thermocouple difference 
voltages were plotted as a function of temperature and a smooth curve was 
drawn through the points. Corrections to subsequent temperature difference 
'cray, Walter, Ames, Iowa. Au-Fe versus Cu thermocouple calibration 
using Germanium resistors as the standard. Private Communication. 1966. 
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readings were read from this graph. 
In the temperature region 20 to 30°K both Au-Fe and Constantan versus 
Cu thermocouples were used. The temperature differences were in agreement 
within .04°K. To determine the thermal conductivity a weighted average 
given by 
 ^ * 'T-20)K,^ „ 
K -  ( 3 . 5 )  
was used. 
Above 100°K radiation losses from the heater and sample can produce 
considerable errors. A correction method described by Noren and Beckman (56) 
was employed to account for these losses. Conduction heat losses along the 
thermocouple and the sample heater leads produce the dominant errors below 
100°K. A rough calculation shows that the error in the sample heater power 
input was of the order of 2 to 3% due to conduction losses. Thus the 
absolute magnitude of the thermal conductivity may be too large by this 
percentage. 
The general operational procedure was as follows: The sample was 
electropolished in a 6% perchloric acid in methanol solution and rinsed in 
95% alcohol. Immediately following the electropolishing the author tinned 
the ends of the sample with pure indium. An ultrasonic soldering iron was 
used in order to remove any remaining oxide. No flux was employed. The 
sample was then soldered between the two copper rods and the rods were 
clamped to the sample heater and heat sink. 
The sample holder was evacuated and then cooled to liquid Ng temperature. 
Vacuums of the order of 5 x 10 ^  Torr were typical. Then He, and Ng runs 
were made in succession over a period of several days. The temperature drop 
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across the sample was usually maintained around 1°K, Equibrium times were 
approximately five minutes for temperatures below 30°K, one hour for 
temperatures above 60°K. 
C. Electrical Resistivity Measurements 
The electrical resistivity measurements were made by the four-probe 
method described by Colvin ^  aj^. (7). Measurements on Er and Dy were made 
in an apparatus constructed by the author and shown in Figure 6. The sample 
holder was constructed so that two samples could be measured simultaneously. 
The voltage drop across the sample was measured with the Rubicon model 2771 
I 
potentiometer. The current through the sample was determined by measuring 
the voltage drop across a 0.1 ohm standard resistor using a Rubicon Type B 
potentiometer. Thermocouples were used to determine the sample temperature. 
The current supply was constructed in the electronics shop at the Ames 
Laboratory and was regulated to 0.01%. Typical currents were 0.1 to 0.2 
amperes. 
The resistivity measurements on Lu were made in the apparatus construc­
ted by Edwards (8). This allowed us to obtain results below 4.2°K. 
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IV. RESULTS AND DISCUSSION 
A. Results of the Thermal Conductivity Measurements 
Thermal conductivity results for the rare earths should be considered 
in relation to their magnetic structure. The magnetic structures of the 
heavy rare earths have been determined from neutron diffraction experiments. 
The structure of dysprosium was determined by Wilkinson e_t aj_. (57). They 
found that dysprosium has an antiferromagnetic structure between 87 and 
179°K' The magnetic moments within a hexagonal layer are parallel and 
aligned perpendicular to the c-axis, while the moments in adjacent layers 
are rotated through an angle dependent on temperature. This angle is ^3.5° 
at 179°K and it decreases linearly with temperature down to approximately 
34° at 130°K. At 95°K it reaches a value of 26° and remains constant down 
to 87°K, the Curie temperature. At lower temperatures dysprosium has a 
ferromagnetic structure with the moments parallel to the basal plane. 
Figure 7 illustrates the structure of dysprosium. 
The structure of erbium was determined by Cable et al. (58). They 
found that erbium has an antiferromagnetic structure below 85°K with a 
sinusoidally varying moment along the c-axis. The period of variation is 
seven atomic layers. The amplitude of the moment increases with decreasing 
temperature until it reaches a maximum value at 53°K. At 53°% a squaring 
of the sinusoidal modulation of the c-axis moment occurs, and the basal 
component orders and falls into a helical configuration. The modulation 
wavelength becomes Incommensurate with the lattice as the temperature 
decreases. The resultant configuration is called the "quasi-antiphase-
domain". Below 20°K erbium Is a ferromagnet. The c-axis components align 
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in one direction and the basal plane components remain in the helical 
configuration. The various configurations are shown in Figure 7. 
The thermal conductivity of dysprosium is shown as a function of the 
temperature in Figure 8. The thermal conductivity for heat flow along the 
c-axis, exhibits anomalous behavior at both magnetic transition tempera­
tures. At the ferromagnetic-antiferromagnetic transition drops sharply 
(~15%)« Near, but below the antiferromagnetic-paramagnetic transition, 
starts to increase with increasing temperature and then changes slope at 
the Neel temperature, Tj^, The thermal conductivity for heat flow along 
the a-axis, shows similar anomalies, but the effects are reduced 
considerably. At high temperatures, where impurity content should be 
unimportant, there exists considerable anisotropy. At 300°K K /K equals 
1.13. 
The thermal conductivity of erbium Is given in Figure. 9. The c-axis 
conductivity again shows anomalous behavior. At the ferromagnetic-
anti ferromagnetic transition drops sharply by 25%. Between 53°K and 
about 90°K rises rapidly with increasing temperature and then begins to 
level off. Above 200°K it is approximately independent of temperature. K|^  
drops only slightly at the ferromagnetic-antiferromagnetic transition. 
Above 200°K K|^ also is almost independent of temperature. A slight dip 
occurs in and at 53°K. At 300°K the thermal conductivity is aniso­
tropic 
The variation of the thermal conductivity of non-magnetic lutetium Is 
shown in Figure 10. The temperature dependence is similar to non-rare-earth 
metais. From about 180 to 300°K and decrease slowly with increasing 
temperature. At 300°K considerable anisotropy exists = I.67). 
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B. Results of the Electrical Resistivity Measurements 
The electrical resistivities of dysprosium and erbium single crystals 
were previously measured by Jew (59) and by Green et al. (60), respectively. 
Electrical resistivity measurements on these particular crystals were made 
so that accurate calculations of the Lorenz functions could be made. The 
temperature dependences of the electrical resistivities of dysprosium and 
erbium are shown in Figures 11 and 12, respectively. These results are in 
good agreement with the previous work. 
Anomalous behavior occurs primarily with the c-axis crystals. The 
resistivity of both dysprosium and erbium jumps sharply at T^. The resis­
tivity of erbium then increases with increasing temperature until 53°%, the 
temperature at which ordering in the basal plane disappears. It then falls 
until the Ne^el temperature is reached. Above Tj^, the resistivity increases 
almost linearly with temperature. The dysprosium c-axis resistivity 
increases with increasing temperature from 87°(Tg) to about 160°K and then 
decreases until the Neel temperature is reached. Above Tj^ the resistivity 
increases slowly with temperature, linearly above 200°K. The ferromagnetic-
antiferromagnetic transition produces only a slight jump on the z-axis of 
dysprosium. No effect was seen with the a-axis erbium crystal. A change 
of slope occurs at T^ in both basal plane samples. The residual resistivi­
ties and resistivity ratios (p(300°K)/p(4.2°K)) for these crystals are 
given in Table 1. 
The electrical resistivities as a function of temperature of the 
lutetium crystals are shown in Figure 13. Above approximately 200°K pj^  
and vary linearly with the temperature. The general shape of the curve 
is similar to a typical non-rare-earth metal. The total resistivity may be 
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Table 1. Residual resistivities and resistivity ratios 
Metal Axis Residual Ratio 
(|jL ohm-cm) (p300°K/p4.2°K) 
Oy a 4.59 24.2 
c 5.77 13.4 
Er b 5.05 17.4 
c 4.62 10.1 
Lu b 2.65 28.9 
c 0.76 45.7 
expressed as the sum of two terms, 
P = Po + Pj J (4.1) 
where is the constant residual term due to impurities and p, is the 
"ideal" term due to electron-phonon interactions. For temperatures well 
below the Debye temperature, p. is given by 
Pi~T" , (4.2) 
where n equals 5 for most metals. Figure 14 shows a plot of p-p^ versus T 
on a log-log scale. This shows that n Is equal to 3.9 for the b-axis 
crystal and 2 for the c-axis crystal in the temperature range 5 to 20°K. 
The residual resistivities and resistivity ratios are listed In Table 1. 
C. Calculation of the Lorenz Function 
The Lorenz functions determined by Equation 2,24 are shown in Figures 
15, 16 and 17. The values of the Lorenz function for both the dysprosium 
and the erbium crystals are anomalously large throughout the temperature 
range Investigated. The c-axis lutetlum results exhibited behavior 
typical of a normal metal, but the b-axis results were again anomalously 
large. 
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D. Discussion 
Boas and Mackenzie (6l) have shown that no basal plane anisotropy 
exists for any property which represents a linear vector-vector relation­
ship. Since the thermal conductivity represents such a relationship 
between the heat current, JJ, and the temperature gradient, VT, measurements 
were made only along one basal plane direction. Sill's (52) measurements 
of the Seebeck coefficient in various basal plane directions showed no 
anisotropy, supporting the theoretical work of Boas and Mackenzie. 
A dominant feature of this and the previous polycrystal1ine work is 
the large values obtained for the Lorenz function. Only the c-axis 
lutetium crystal results followed a pattern typical of most metals. It is 
encouraging that room temperature polycrystal1ine values reported by 
Powell and his co-workers (18,19,24) fall between the basal plane and 
c-axis results of these measurements for all three elements. It thus 
becomes necessary to assume that electrons are probably not the only heat 
carriers, but phonons and magnons must also contribute. Specific heat 
measurements by Lounasmaa and Sundstrom (62) show that magnons can contri­
bute significantly to the total specific heat above 5°K in the heavy rare 
earths. It would correspondingly not be improbable that magnons could 
carry a significant amount of the heat. This makes analysis of the results 
difficult because of the increased number of mechanisms involved. 
Separation of the contributions is possible only at the lowest and 
highest temperatures investigated. At intermediate temperatures the 
electron-phonon interaction is inelastic, making it impossible to extract 
Kg using the Wiedemann-Franz law (Equation 2.19) from the total K. For 
temperatures well below the Debye and Neel temperatures the thermal 
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conductivity can be assumed to consist of electron, phonon, and magnon 
parts (Equation 2.4). Below about 10 or 15°K assume is limited by 
impurity scattering only and can therefore be determined from the 
Wiedemann-Franz law (Equation 2.19). Figure 18 shows K-K^ as a function o 
T for dysprosium. Similar results were obtained for all the other crystal 
except the lutetium c-axis sample. The curves are rather complex and it 
is impossible to separate the carriers and decide on the scattering 
mechanism involved. Perhaps if the measurements could be extended to 
2 g 
lower temperatures, a T term due to magnons or a T term due to phonons 
would be evident. 
The lutetium c-axis crystal results are more fruitful. The Lorenz 
function results indicate that the heat conduction is mostly electronic in 
origin. Assume then that for T « 8^ the electronic thermal resistivity 
consists of an impurity and an electron phonon term. Equations 2.21 and 
2.23 can be combined to give 
Wg = (p/T) + OfT J P = pg/Lg . (4.3) 
Then 
WT = T/K = (p/L^ ) + CCT^  , (4.4) 
3 
and a graph of WT versus T would be linear with the intercept equal to 
3 
p^ /L^ . Figure 19 shows a graph of WT versus T for the lutetium samples. 
The b-axis curve is nearly linear at low temperatures but the intercept 
falls far below the value p /L . The c-axis curve is also linear at low 
"^ o o 
temperatures and the intercept occurs near the expected value. 
At temperatures above the conductivity may again be separated into 
component parts. The Debye temperature is about l60°K for all three of 
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Figure 18. K-K versus T at low temperature for dysprosium 
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these rare earths. It is reasonable to assume that the Wiedemann-Franz law 
holds for the electronic component because the law is firmly validated for 
most metals. Scattering of the electrons by disordered paramagnetic moments 
should not introduce problems because the scattering is elastic. In the 
paramagnetic temperature region the thermal conductivity consists of an 
electronic and a phonon term, i.e. 
K = + Kg . (4.5) 
Then 
K - K = K ~ 1/T (4.6) 
eg ' 
from Equation 2.34 assuming is limited by phonon-phonon interactions. 
Figure 20 is a plot of K - versus 1/T. The resulting curves are 
reasonably linear and it is concluded that the additional carriers are 
phonons. Table 2 shows a breakdown of the two components at 300°K. 
Table 2. Components of K at 300°K 
Metal Axis K(W/cm°K) (W/cm°K) K (W/cm°K) 
Dy c .116 .095 .021 
a .103 .066 .037 
Er c .184 .153 .031 
b .127 .082 .045 
Lu c .228 .211 .017 
b ,136 .095 .041 
Anomalous behavior is observed in both the c-axis electrical resisti­
vity and the c-axis thermal conductivity at the magneti.c transition tempera­
tures. Also, In the paramagnetic region the thermal conductivity along the 
c-axis exceeds that along the basal plane direction. The heavy rare earths 
form a hexagonal structure and are therefore, anisotropic. The transport 
coefficients,Equations 2.11, are^ then, second rank tensors. In principal-
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axes the tensors have only two components, one along the hexagonal axis or 
c-axis and another In the basal plane. Equations 2.18 then become 
o,, = (aWfDj v.dS. (4.7a) 
and 
kji = (kgZ I v.dS. (4.7b) 
where f t  i s  Planck's constant divided by v. is the 1^^^ component of the 
electron velocity, and dS. is an elementary area of the Fermi surface with 
normal in the i^j^ direction. The Integral is taken over the Fermi surface 
(F.S.). 
The anomalous behavior in the electrical resistivity at the magnetic 
transitions has been Interpreted by Mackintosh (63), Elliott and Wedgwood 
(64) and Miwa (65). They point out that at the onset of ant 1 ferromagnetic 
ordering an extra periodicity is introduced In the c-axis direction. This 
magnetic periodicity will introduce planes of energy discontinuity called 
magnetic superzones just as the lattice periodicity introduces energy gaps 
at the Brillouin zone. Figures 21 and 22 illustrate the Fermi surface of 
thulium as calculated by Freeman £t £]_. (9). The distortion caused by the 
magnetic ordering Is shown by the dark curves in Figure 22. The important 
feature to note is that areas of Fermi surface normal to the c-axis are 
largely destroyed by the magnetic ordering and resultant energy gaps. The 
component of the Fermi surface in the c-axis direction is greatly altered, 
while that in the basal plane is relatively unchanged. Since the electrical 
conductivity involves an integral over the Fermi surface (Equation 4.7a), 
the c-axIs conductivity will drop suddenly at the onset of antiferromagnetic 
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Figure 21. The complete Fermi surface for thulium as calculated by 
Freeman jet al. (9). This is the hole surface in the double 
zone representation. 
A » A ' 
K 
Figure 22. Some vertical cross-sections of the thulium Fermi surface. The effect of the magnetic 
superzones (horizontal lines) is demonstrated by comparing the paramagnetic Fermi surface 
(light solid line) and the perturbed Fermi surface (heavy solid lines). 
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ordering. Correspondingly, the electrical resistivity jumps suddenly. The 
basal plane resistivity is affected only slightly because components of the 
Fermi surface perpendicular to the basal plane are relatively undistorted by 
the magnetic ordering. At the Neel temperature the basal plane resistivity 
changes slope due to the order-disorder transformation of the magnetic 
moments. 
The electronic component of the thermal conductivity is given by 
Equation 4.7b and it involves the same Fermi surface integral as the electri­
cal conductivity. Thus, as the temperature is increased from the ferromag­
netic to the antiferromagnetic region a sharp drop occurs in the c-axis 
thermal conductivity of dysprosium and erbium. The basal plane components 
show only a slight effect. Near, but below, the Neel temperature the c-axis 
thermal conductivity rises presumably due to a reduction in the magnetic 
energy gaps. A corresponding drop in the electrical resistivity is observed. 
in the paramagnetic temperature region the c-axis thermal conductivity 
exceeds that of the basal plane in all of the elements studied. Edwards (8) 
has suggested that this is due to the anisotropic shape of the Fermi surface 
of the rare earths. In the paramagnetic region all the rare earths should 
have Fermi surfaces similar to that of thulium shown in Figure 21. Edwards 
points out that the projected area of the Fermi surface in the c-direction 
is greater than the projected area in the basal plane directions, i.e. 
(4.8) 
Hence, from Equation 4.7b it follows that 
(4.9) 
assuming that v and v , may be replaced by some average velocity v. The 
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difference between and or at tlie lowest temperature (T > ]5°K) is 
due to impurities. Examination of the resistivity ratios in Table 1 and 
the K versus T plots verifies this. 
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VII. APPENDIX 
A. Sample Dimensions 
Table 3. Sample dimensions 
Metal Axis Height Width Length 
(cm) (cm) (cm) 
Dy 
Er 
Lu 
c 
a 
c 
b 
c 
b 
c 
b 
(1) 
( 1 )  
(2) 
(2) 
,219 
, 2 1 2  
,181 
, 2 1 1  
.131 
,186 
,214 
,140 
.221 
.230 
.198 
. 2 1 6  
.151 
.188 
.218 
.153 
1.279 
.948 
1.096 
1.207 
.613 
.581 
1.796 
.818 
^ ^ dimensions of sample during resistivity measurements 
(2) 
dimensions of sample during thermal conductivity measurements 
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B. Impuri ty Analysis 
The gaseous impurities were determined by vacuum fusion analysis and 
the other impurities were determined by semi-quantitative analysis. All 
impurities are recorded in ppm by weight. 
Table 4. Sample impurities 
Impur i ties Er(c) Er(b) Dy(a) Lu(c) Lu(b) 
A1 < 50 < 10 < 10 
Ca 200 < 200 20 < 10 d<20 
Co —  - -  —  — — 
Cr 200 150 < 50 < 10 < 10 
Cu VW VW < 10 < 10 
Dy < 100 < 100 — — 
Er 
0
 
0
 -< 10 d< 100 
Fe 900 150 100 < 30 < 30 
Gd -< 200 — 
— 
"2 
14 17 29 — LI 
Ho < 100 < 100 X-< 100 — — -
Mg 200 200 10 < 10 < 10 
Mn -  -
^2 
8 11 10 8 25 
Ni VW VW -  - < 10 ~ 10 
°2 280 235 157 99 128 
Sc 
-< 5 -< 5 
Si < 50 < 50 d< 100 < 10 < 10 
Ta < 500 500 400 < 200 < 200 
Tb 
Ti 
X- 500 
< 200 
— -
Tm < 10 < 10 - - 200 -< 10 
V : -  -
W FT FT < 100 
Y 130 « 50 —< 10 d« 100 d< 100 
Yb < 10 < 10 d< 5 600 
Symbol s : VW- very weak trace, d-ele. 
— ele. not detected. 
detected. X-interference, 
67 
C. Tabulation of the Thermal Conductivity Data 
The thermal conductivities are in units of watts/cm-°K and the 
temperatures are in °K. 
Table 5. Thermal conductivity of Dy c-axis crystal 
T K T K T K 
5.8 0.053 39.0 0.123 120.2 0.092 
6.0 0.052 42.5 0.123 130.0 0.090 
6.8 0.060 45.0 0.124 140.2 0.090 
7.9 0.071 50.0 0.124 149.9 0.088 
9.0 0.078 55.0 0.124 155.0 0.086 
10.0 0.084 59.7 0.122 160.2 0.084 
11.1 0.091 65.1 0.121 165.0 0.085 
12.0 0.096 70.2 0.119 170.0 0.086 
13.0 0.100 76.3 0.118 172.5 0.088 
14.3 0.106 79.0 0.118 175.0 0.088 
16.0 ~ ~ 0.110 80.3 0.118 177.5 0.091 
17.6 0.114 82.7 0.115 180.1 0.096 
19.0 0.118 85.2 0.114 182.5 0.096 
20.5 0.122 85.4 0.115 184.9 0.099 
21.8 0.125 87.4 0.112 187.6 0.099 
22.5 0.129 88.6 0,107 189.9 0.098 
24.1 0.132 90.3 0.099 195.0 0.099 
26.2 0.130 92.5 0.097 200.0 0.103 
28.3 0.128 9 5 . 1  0,098 225. 1  0.107 
30.0 0.128 100.2 0.096 249.8 0.112 
33.2 0.124 105.2 0.097 275.2 0.114 
36.0 0 . 1 2 5  n o . o  0.094 299.8 0.116 
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Table 6. Thermal conductivity of Dy a-axis crystal 
T K T K T K 
4.7 0.062 25.9 0.164 92.8 0.11 1 
4.9 0.059 28.0 0.159 95.0 0.11 1 
5.0 0.059 29.9 0.157 100.1 0.110 
7.Î 0.089 33.0 0.154 110.2 0.110 
7.9 0.096 36.2 0.150 125.4 0.104 
9.0 0.105 39.8 0.147 145.2 0.099 
10.1 0.114 45.2 0.146 160.4 0.094 
11.0 0.120 50,0 0.142 165.3 0.092 
12.0 0.128 55.0 0.138 170.5 0.092 
13.0 0.132 59.9 0.136 175.0 0.088 
13.9 0.135 65.0 0.134 177.8 0.089 
15.1 0.139 69.9 0.131 180.4 0.090 
16.0 0.142 75.2 0.128 182.4 0.089 
16.8 0.144 78.5 0.126 185.1 0.090 
17.9 0.148 80.0 0.126 190.1 0.091 
18.9 0.151 82.5 0.125 200.0 0.093 
19.9 0.153 82.5 0.121 225.0 0.095 
20.9 0.159 85.0 • 0.119 249.9 0.099 
21.7 0.163 86.5 0.119 275.1 0.101 
22.6 0.161 90.0 0.115 299.5 0.103 
24.0 0.165 
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Table 7. Thermal conductivity of Er c-axis crystal 
T K T K T K 
4.9 0.046 22.0 0.069 80.7 0.123 
6.9 0.060 23.6 0.072 81.9 0.123 
7.9 0.066 25.6 0.073 84.0 0.130 
8.9 0.069 27.2 0.073 85.9 0.131 
10.1 0.072 29.4 0.075 87.9 0.136 
10.9 0.075 32.1 0.080 90.4 0.143 
12.1 0.077 34.8 0.082 93.7 0.143 
13.6 0.078 38.0 O.O87 96.5 0.146 
15.0 0.080 41.3 0.088 100.4 0.151 
16.0 0.081 41.5 0.084 125.0 0.163 
17.0 0.082 43.3 O.O85 150.0 0.176 
18.0 0.084 46.5 0.088 175.0 0.179 
18.5 0.085 49.5 0.088 199.9 0.189 
18.9 0.083 51.4 O.O87 225.0 0.188 
19.5 0.074 53.4 0.088 250.2 0.186 
20.1 0.064 55.7 0.089 274.8 0.185 
21.1 0.067 60.7 0.097 299.7 0.184 
21.5 0.067 70.4 0.108 
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Table 8. Therma1 conductivity of Er b-axis crystal 
T K T K T K 
6.9 0.059 23.6 0.092 82.5 0.102 
7.2 0.058 24.5 0.094 83.5 0.102 
7.6 0.059 25.5 0.093 84.5 0.102 
8.1 0.062 27.5 0.093 85.3 0.101 
9.2 0.066 29.2 0.094 86.5 0.104 
10.4 0.072 30.2 0.094 87.4 0.101 
12.1 0.077 33.1 0.094 90.9 0.106 
13.5 0.080 35.5 0.097 100.3 0.106 
15.0 0.082 40.4 0.095 125.6 0.113 
16.6 0.086 45.5 0.097 150.4 0.117 
17.5 0.087 50.5 0.095 175.7 0.123 
18.4 0.089 52.5 0.095 200.8 0.125 
18.9 0.090 55.7 0.098 226.0 0.128 
19.6 0.087 60.6 0.098 250.9 0.128 
20.0 0.088 70.6 0.101 275.8 0.128 
21.5 0.090 78.7 0.102 300.2 0.126 
22.5 0.090 80.4 0.102 
Table 9. Thermal conductivity of Lu c-axis crystal 
T K T K T K 
7.3 0.307 21.7 0.404 80.4 0.284 
8.3 0.332 22.4 0.397 85.4 0.27' 
9.4 0.344 23.6 0.405 90.3 0.278 
10.3 0.367 25.5 0.383 95.3 0.274 
11.4 0.378 11 .1  0,366 100.3 0.277 
12.5 0.389 29.7 0.354 120.0 0.266 
13.4 0.395 32.5 0.339 139.7 0.263 
14.4 0.399 35.0 0.334 160.1 0.257 
15.4 0.397 40.3 0.313 180.0 0.249 
16.4 0.399 45.0 0.311 200.1 0.252 
17.5 0.399 50.0 0.302 224.8 0.243 
18.5 0.399 60.3 0.296 250.1 0.238 
20.3 0.398 70.3 0.294 275.1 0.230 
20.4 0.399 79.3 0.283 299.4 0.227 
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Table 10. Thermal conductivity of Lu b-axis crystal 
T K T K . T K 
5.9 0.092 20.8 0.193 50.0 0.172 
6,6 0.105 21.3 0.192 60.1 0.169 
6.7 0.106 21.6 0.189 70.0 0.164 
7.4 0.116 21.6 0.189 79.3 0.160 
8.4 0.127 21.7 0.193 79.5 0.161 
8.4 0.126 23.5 0.190 90.0 0.159 
9.4 0.137 25.6 0.193 100.0 0.157 
10.5 0.149 28.1 0.191 120.3 0.153 
11.4 0.156 29.3 0.187 140.2 0.154 
12.5 0.163 30.0 0.185 140.2 0.152 
13.4 0.168 32.4 O.I83 159.8 0.149 
14.5 0.172 34.0 0.182 179.8 0.149 
15.4 0.175 37.3 0.180 200.0 0.149 
16.2 0.177 38.3 0.179 225.0 0.142 
17.5 0.180 40.0 0.176 250.0 0.141 
18.4 0,182 42.5 0.174 275.1 0.139 
19.2 0.185 44.8 0.172 300.0 0.136 
19.4 0.186 
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D. Tabulation of the Electrical Resistivity Data 
The electrical resistivities are in units of (jphm-cm and the tem-
- o,, 
peratures are in K. 
Table 11. Electrical resistivity of Dy c-axis crystal 
T P T P T P 
4.2 5.788 49.6 1.7.28 133.2 70.058 
5.0 5.772 55.3 19.76 143.8 76.818 
6.9 5.776 63.1 23.16 150.1 80.074 
8.0 5.790 71.0 26.72 154.9 81.862 
9.0 5.811 75.0 28.60 160.2 83.055 
10.0 5.824 78.4 30.16 163.2 83.155 
11.1 5.876 81.1 31.84 165.9 82,965 
12.0 5.929 83.5 33.058 167.6 82.206 
14.0 6.100 84.1 33.339 171.0 80.321 
16.0 6.324 84.9 33.797 174,3 77.031 
18.0 6.650 86.0 34.389 178.3 71.822 
20.0 7.033 87.0 34.997 181.9 71.060 
20.2 7.005 88.1 36.088 186.6 70.587 
22.1 7.459 88.9 41.449 188.6 70.514 
24.0 7.972 89.9 42.026 194.6 70.315 
26.0 8.832 91.1 42.831 199.9 70.255 
28.2 9.172 94.4 44.981 219.1 70.880 
30.0 9.750 98.1 47.175 239.6 72.140 
35.2 11.68 106.7 52.044 259.8 73.731 
40.1 13.61 114.0 56.721 279.7 75.462 
45.0 15.60 124.0 63.096 299.4 77.217 
Table 12. Electrical resistivity of Dy a-axis crystal 
T P T P T P 
4.2 4.598 49.6 17.76 133.2 64.690 
5.0 4.595 55.3 20,72 143.8 71.802 
6.9 4.595 63.1 24.77 150.1 76.152 
8.0 4.605 71.0 28.99 154.9 79.422 
9.0 4.620 75.0 31.21 160.2 83.195 
10.0 4.634 78.4 33.01 163.2 85.337 
11.1 4.684 81.1 33.68 165.9 86.622 
12.0 4.735 83.5 35.050 167.6 88.436 
14.0 4.908 84.1 35.332 171.0 90.537 
16.0 5.130 84.9 35.828 174.3 92.295 
18.0 5.473 86.0 36,460 178.3 93.387 
20.0- 5.886 87.0 37.071 181.9 93.906 
20.2 5.834 88.1 37.675 186.6 94.669 
22.1 6.318 88.9 38.055 188.6, 94.959 
24.0 6.873 89.9 39.733 194.6 94.756 
26.0 7.811 91.1 40.438 199.6 96.558 
28.2 8.195 94.4 42.328 219.1 99.458 
30.0 8.827 98.1 44.295 239.6 102.676 
35.2 11.04 106.7 48.597 259.8 105.765 
40.1 13.36 114.0 52.720 279.7 108.776 
45.0 15.72 124.0 58.382 299.4 111.513 
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Table I3. Electrical Resistivity of Er c-axis crystal 
T P T P T P 
4.3 4.847 51.9 37.256 86.3 26.662 
7.0 5.056 53.2 39.205 87.2 26.663 
10.0 5.619 54.2 39.512 89.8 26.739 
13.0 6.542 55.0 39.547 99.7 27.369 
16.1 7.768 56.0 39.512 120.2 29.101 
18.1 8.738 57.1 39.435 139.9 30.740 
19.0 9.258 59.8 39.119 159.8 32.651 
20.3 14.74 66.3 37.764 180.6 34.774 
25.0 17.21 75.2 34.484 201.3 36.915 
30.8 21.61 80.2 30.598 219.9 38.900 
35.1 23.38 82.1 29.084 239.9 41.005 
40.8 25.76 82.8 28.488 259.8 43.235 
44.5 28.103 83.8 27.616 280.1 45.540 
50.0 33.832 84.9 26.729 299.4 47.756 
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Table 14, Electrical resistivity of Er b-axis crystal 
T P T P T P 
4.3 5.106 51.9 27.37 86.3 43.888 
7.1 5.230 53.2 28.34 87.2 44.085 
10.0 5.573 54.2 28.84 89.8 44.722 
13.0 6,229 55.0 29.25 99.7 47.112 
16.1 7.139 56.0 29.68 120.2 52.066 
18.1 7.856 57.1 30.23 139.9 56.107 
19.0 8.212 59.8 31.50 159.8 60.428 
20.3 8.971 66.3 34.64 180.6 64.992 
25.0 11.32 75.2 38.791 201.3 69.275 
30.8 14.57 80.2 41.981 219.9 73.100 
35.0 16.99 82.1 42.711 239.9 77.125 
40.8 20.01 82.8 42.965 259.8 81.166 
44.8 22.45 83.8 43.275 280.1 85.146 
50.1 25.97 84.9 43.583 299.4 88.812 
Table 15. Electrical resistivity of Lu c-axis crystal 
T p T p T p 
1.2 0.759 15.0 0.908 86.8 7.980 
1.8 0.758 16.0 0.941 92.6 8.630 
2.1 0.759 17.0 0.980 101.1 9.583 
2.4 0.759 18.0 1.019 111.5 10.745 
2.7 0.760 19.0 I.O69 120.8 11.811 
3.0 0.760 20.0 1.121 131.5 13.020 
3.3 0.761 22.0 1.249 139.9 14.005 
3.6 0.761 24.0 1.374 150.0 15.178 
3.9 0.761 26.0 1.513 160.0 16.375 
4.2 0.761 28.0 1.670 170.0 17.581 
5.3 0.764 30.0 1.842 180.0 18.849 
6.0 0.767 33.4 2.165 189.7 20.025 
7.0 0.770 40.6 2.861 195.9 21.053 
8.0 0.777 46,0 3.437 200.8 21.581 
9.0 0.784 49.8 3.881 206.0 22.304 
10.0 0.798 56.1 4.709 218.2 23.943 
11.0 0.810 58.9 4.934 240.0 26.250 
12.0 0.831 65.5 5.735 262.5 29.424 
13.0 0.852 70.3 6.253 283.2 32.795 
14.0 0.880 78.7 6.878 298.6 34.793 
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Table 16, Electrical resistivity of Lu b-axîs crystal 
T P T P T P 
1.3 2.650 15.9 3.015 90.9 22.779 
1.8 2.649 16.9 3.106 96.4 24.360 
2.1 2.650 18.8 3.313 100.7 25.563 
2.4 2.650 20.4 3.522 111.0 28.478 
2.7 2.650 21.1 3.631 120.9 31.267 
3.0 2.652 24.0 4.103 130.5 33.922 
3.3 2.652 26.0 4.431 139.7 36.422 
3.6 2.652 29.7 5.202 149.4 39.034 
3.9 2,651 32.4 5.818 159.8 41.772 
4.2 2.652 35.2 6.557 169.6 44.358 
5.0 2.656 40.7 8.034 179.2 46.783 
6,0 2.659 44.4 9.089 188.8 49.443 
7.0 2.663 52.7 11.518 199.9 52.232 
8.0 2.673 57.5 I2.98I 209.9 54.905 
9.0 2.686 65.8 15.451 220.1 57.480 
9.9 2.703 72.2 17.372 240.3 62,593 
11.7 2.758 77.5 18.864 257.7 66,882 
13.0 2.822 80.8 19.885 279.7 72.121 
14.6 2.924 86.2 21.438 297.5 76.517 
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E. Discussion of Errors 
The thermal conductivity, K, was computed from 
K = (L/A) (i/AT) = G(i/AT) (7.1) 
where G is a number dependent upon sample geometry. The fractional error 
in K is 
SK/K = [ (SG/G)^ + + (S(AT)/AT)^ ] (y 
G was determined from measurements of the sample dimensions. The fractional 
error in G was estimated to be Below 100°K radiation losses were 
• • • 
negligible and Q. could be estimated to within 1%, Above 100 K Q. was 
corrected for radiation losses and was estimated to be correct to within 
+2-3%, The fact that the thermal conductivity of lutetium was only slowly 
varying with temperature above indicated that the radiation corrections 
were reasonable. 
The temperature difference AT was determined from 
AT = E^Qrr^ Sensitivity , (7.3) 
where E^^^^ was the corrected thermocouple voltage. The sensitivity w?s 
the derivative of the EMF versus temperature curve for the particular 
thermocouple in use, ^^orr determined from 
^corr = ^ meas * , (7.4) 
where E^^^^ was the measured output voltage of the Dauphinee potential 
comparator and aE was the extraneous zero gradient voltage. The fractional 
error in AT resulting from uncertainties in AE, and the sensitivity 
was within 1-2%. 
The relative error in K is due to the last two terms in Equation 7.2 
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and Is within 2-3%. All terms contribute to the absolute error. The 
absolute error in K is expected to be within 5-6%. 
The resistivity, p, was computed from 
p = (A/L) (E/i) ^ (7.5) 
where E was the voltage measured across length L of the sample. A is the 
cross-sectional area and i is the current. The fractional error in p is 
(a-p/p) = (5(A/L)/(A/L) + (a-E/E) ^ + (Ji/i)^  . (7.6) 
The current measurement was accurate to within 0.05%. The accuracy of the 
voltage measurement was jp.2% at low temperatures and Hp.01% at high 
temperatures. The geometrical term, A/L, was estimated to be accurate 
within 3%. The relative error is determined by the last two terms in 
Equation 7.6 and is approximately 0.2% at low temperatures and 0.5% at 
high temperatures. The absolute error is determined principally by the 
geometrical term and is estimated to be within 3%. 
The lutetium resistivity measurements were made on the apparatus 
constructed by Edwards (8). The maximum relative error is 0.04%. The 
absolute error is approximately 3%. 
The absolute temperature results for both the thermal conductivity 
and the electrical resistivity measurements are accurate to within 
0.1°K for temperatures below 20°K and to within 0.5°K for temperatures 
above 20°K. 
