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Abstract
In today’s product development process, fast and exact simulation models of com-
plex physical problems gain in significance. The same holds for the elastohydro-
dynamic (EHD) contact problem. Thus, the objective of this work is to generate a
compact model for the EHD contact problem by the application of model order re-
duction. Thereto, the EHD contact problem, consisting of the nonlinear Reynolds
equation, the linear elasticity equation and the load balance, is solved as a mono-
lithic system of equations using Newton’s method. The reduction takes place by
projection onto a low-dimensional subspace, which is based on solutions of the
full system. Moreover, a so-called system approximation is executed at which the
reduced system matrices are substituted by less complex surrogates. For the sta-
tionary EHD contact problem, an algorithm for the automated generation of the
compact model is presented. This algorithm provides fast and numerically stable
reduced systems on a given parameter range. Additionally, the reduced Newton
method is extended to the consideration of Non-Newtonian fluids whereat highly
accurate results are obtained requiring a very low computational time. Further-
more, a new formulation for the transient EHD contact problem is introduced, at
which the computational area is adapted to the current contact size. This kind
of morphing enables efficient reduced models in particular for excitations of large
amplitude. Besides of the reduced Newton-method with system approximation,
the method Trajectory Piecewise Linear (TPWL) is applied to the transient EHD
contact problem. Here, further speed-up potential arises. Despite a distinctly




Im heutigen Produktentwicklungsprozess nehmen schnelle und exakte Simula-
tionsmodelle komplexer physikalischer Probleme eine zunehmend wichtige Rol-
le ein. Dies gilt auch fu¨r das elastohydrodynamische (EHD) Kontaktproblem.
Ziel dieser Arbeit ist es daher ein Kompaktmodell fu¨r das EHD-Kontaktproblem
durch Einsatz von Modellordnungsreduktion zu generieren. Dazu wird das EHD-
Kontaktproblem, bestehend aus der nichtlinearen Reynoldsgleichung, der linearen
Elastizita¨tsgleichung und dem Kra¨ftegleichgewicht, als ein Gleichungssystem mit
dem Newton-Verfahren gelo¨st. Die Reduktion erfolgt durch Projektion auf einen
niedrigdimensionalen Unterraum, welcher auf Lo¨sungen des vollen Systems ba-
siert. Außerdem wird eine sogennate Systemapproximation durchgefu¨hrt, bei wel-
cher die reduzierten Systemmatrizen durch einfacher zu berechnende Substituenten
approximiert werden. Fu¨r das stationa¨re EHD-Kontaktproblem wird ein Algorith-
mus zur automatisierten Kompaktmodellgenerierung vorgestellt. Der Algorithmus
liefert stabile und schnelle reduzierte Modelle auf vorzugebenden Parameterberei-
chen. Zusa¨tzlich wird die reduzierte Newton-Methode fu¨r nicht-Newtonsche Fluide
erweitert, dessen Modelle wiederum mit genauen Ergebnissen bei sehr kleinen Re-
chenzeiten aufwarten. Des Weiteren wird fu¨r das transiente EHD-Kontaktproblem
eine neue Formulierung eingefu¨hrt, bei der das Berechnungsgebiet auf die aktuelle
Kontaktgro¨ße angepasst wird. Dies ermo¨glicht effizientere reduzierte Modelle ins-
besondere fu¨r Anregungen mit großer Amplitude. Neben der reduzierten Newton-
Methode mit Systemapproximation wird die Methode Trajectory-Piecewise-Linear
(TPWL) auf das transiente EHD-Kontaktproblem angewandt. Hierbei ergibt sich
weiteres Potential zur Rechenzeitbeschleunigung. Das reduzierte Modell stimmt
bei deutlich geringerer Rechenzeit sehr gut mit der vollen Lo¨sung u¨berein.

Re´sume´
Des simulations nume´riques rapides et pre´cises du contact e´lastohydrodynamique
(EHD) sont recherche´es pour aider au de´veloppement de produits. L’objectif de
cette the`se est de proposer un mode`le compact pour le proble`me du contact EHD
en appliquant des me´thodes de re´duction de mode`le. Dans ce but l’e´quation de
Reynolds (non-line´aire), l’e´quation d’e´lasticite´ (line´aire) et l’e´quilibre de la charge,
sont re´solus dans un syste`me d’e´quations unique par la me´thode de Newton. La
re´duction s’effectue par projection sur un sous espace de faible dimension, qui re-
pose sur des solutions du syste`me complet. De plus, une approximation du syste`me
est effectue´e, dans laquelle les matrices du syste`me re´duit sont approxime´es. Pour
le proble`me du contact EHD stationnaire, un algorithme de ge´ne´ration automa-
tique des mode`les compacts est pre´sente´. L’algorithme fournit des mode`les re´duits
stables et rapides sur une re´gion de parame`tres de´finies. La me´thode de New-
ton re´duite est e´galement e´tendue aux fluides non-newtoniens. Les re´sultats du
mode`le re´duit sont en tre`s bon accord avec ceux du syste`me complet, malgre´ un
temps de calcul clairement plus petit. Par ailleurs, une nouvelle formulation pour
le proble`me de contact EHD transitoire est introduite, dans laquelle la re´gion
de calcul est adapte´e a` la taille du contact. Ceci permet d’obtenir des mode`les
re´duits efficaces, en particulier pour des excitations a` grandes amplitudes. Alter-
nativement, la me´thode ”Trajectory-Piecewise-Linear” (TPWL) est applique´e au








1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Literature survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2.1. Elastohydrodynamic Computation . . . . . . . . . . . . . . 1
1.2.2. Model Order Reduction . . . . . . . . . . . . . . . . . . . . 5
1.3. Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2. Modeling 9
2.1. Elastohydrodynamic Lubrication . . . . . . . . . . . . . . . . . . . 9
2.1.1. Reynolds equation . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2. Elasticity equation . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3. Load balance . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.4. Lubricant Properties . . . . . . . . . . . . . . . . . . . . . . 13
2.1.5. Cavitation Condition . . . . . . . . . . . . . . . . . . . . . . 14
2.1.6. Nondimensionalization . . . . . . . . . . . . . . . . . . . . . 15
2.1.7. Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.8. Monolithic Approach . . . . . . . . . . . . . . . . . . . . . . 20
2.1.9. Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2. Model Order Reduction . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1. Subspace Projection . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2. Proper Orthogonal Decomposition . . . . . . . . . . . . . . 25
2.2.3. Gauss Newton with System Approximation . . . . . . . . . 27
2.2.4. Trajectory Piecewise Linear Method . . . . . . . . . . . . . 30
2.3. Reduction of the EHD Contact Problem . . . . . . . . . . . . . . . 33
2.3.1. Basis Functions . . . . . . . . . . . . . . . . . . . . . . . . . 33
VIII Contents
2.3.2. Subspace Projection . . . . . . . . . . . . . . . . . . . . . . 34
2.3.3. System Approximation . . . . . . . . . . . . . . . . . . . . . 35
3. Stationary EHD Contact 39
3.1. Automated generation of the reduced model . . . . . . . . . . . . . 39
3.1.1. Distance measure . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.2. Error Measure . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.3. Algorithm for automated compact model generation . . . . 43
3.1.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2. Non-Newtonian EHD Contact . . . . . . . . . . . . . . . . . . . . . 53
3.2.1. Generalized Reynolds Equation . . . . . . . . . . . . . . . . 54
3.2.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4. Transient EHD Contact 65
4.1. Varying computational area . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1. Arbitrary-Lagrangian-Eulerian Approach . . . . . . . . . . 67
4.1.2. Eulerian Approach with Remeshing . . . . . . . . . . . . . 68
4.1.3. Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2. Trajectory Piecewise Linear Method for EHD . . . . . . . . . . . . 71
4.2.1. Selection of Operating Points . . . . . . . . . . . . . . . . . 76
4.2.2. Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5. Summary and Discussion 93
6. Outlook 97
Appendix 99
A. Least-Squares Problem and Pseudoinverse 101
B. Difference quotients for non-equidistant step sizes 103
C. Reynolds equation in ALE description 105




Die Tendenz heutiger Maschinenteile geht in Richtung kleinerer und leichterer Ge-
staltung, dennoch bleiben die Leistungsanforderungen gleich oder steigen sogar
an. Als Folge davon na¨hern sich die Maschinenelemente ihrer Belastungsgrenze
immer weiter an. Hinzu kommt, dass die Frage der Energieeffizienz in ihrer Be-
deutung steigt und damit steigt auch die Bedeutung einer sauberen Schmierung
zur Verringerung der Reibungsverluste. Folglich ist ein genaues Versta¨ndnis der
hochbelasteten geschmierten Kontakte von zunehmendem Interesse, um eine hohe
Zuverla¨ssigkeit und Lebensdauer fu¨r eine große Bandbreite mechanischer Systeme
sicherzustellen. Diese ko¨nnen z. B. Lager, Zahnra¨der oder Rolle-Nocken-Kontakte
sein. Dabei spielt die numerische Simulation des physikalischen Verhaltens zur
Unterstu¨tzung experimenteller Methoden eine entscheidende Rolle im heutigen
Produktentwicklungsprozess. Moderne Simulationstechniken beinhalten unter an-
derem umfangreiche Parameterstudien, Mehrzieloptimierung und das Einbinden
schneller Subroutinen in kommerzielle Simulationssoftware. All diese Methoden
beno¨tigen einen schnellen und zugleich genauen Lo¨ser des jeweiligen physikalischen
Problems. Im Falle der Elastohydrodynamik hat man derzeit die Einschra¨nkung,
dass entweder ein genauer aber rechenintensiver oder ein schneller aber stark ver-
einfachter Lo¨ser vorliegt. Die Kernidee dieser Arbeit ist es, einen sowohl schnellen
als auch pra¨zisen Lo¨ser fu¨r typische hochbelastete EHD-Kontakte durch Anwen-
dung von Modellordnungsreduktion zu erhalten.
Modellierung
Dieses Kapitel stellt die theoretischen Grundlagen der Elastohydrodynamik und
der Modellordnungsreduktion fu¨r Kapitel 2.3 zur Verfu¨gung. Im weiteren Verlauf




Eine klassische tribologische Einordnung von Kontakten charakterisiert das Rei-
bungsverhalten und unterscheidet zwischen Grenzreibung, Mischreibung und hy-
drodynamischer Reibung. Die vorliegende Arbeit befasst sich mit letzterem Gebiet.
Wa¨hrend beim Grenzreibungsgebiet im Wesentlichen kein Schmierfilm vorhanden
ist, baut sich dieser im Mischreibungsgebiet langsam auf und ist schließlich im
elastohydrodynamischen Reibungsgebiet vollsta¨ndig ausgebildet. Der Verlauf des
Reibwertes in diesen drei Gebieten wird u¨ber die sogenannte Stribeck-Kurve [103]
skizziert. Wie in Abbildung 0.1 dargestellt steigt der Reibwert, nach der Abnahme
im Mischreibungsgebiet, im hydrodynamischen Gebiet mit zunehmender Relativ-













Eine weitere Einteilung kann hinsichtlich der Kontaktgeometrie vorgenommen
werden. Hierbei unterscheidet man zwischen konformen und nicht-konformen Kon-
takten. Beim nicht-konformen Kontakt kann die Verformung im Gegensatz zum
konformen nicht vernachla¨ssigt werden. Liegt ein geschmierter Kontakt vor, so
spricht man vom elastohydrodynamischen (EHD) bzw. hydrodynamischen Kon-
takt. Abbildung 0.2 veranschaulicht die A¨nderung typischer Druck- und Filmdi-
ckenprofile vom niedrig belasteten in den hochbelasteten Bereich. Fu¨r hohe Be-
lastungen gleicht sich die Lo¨sung des elastohydrodynamischen Kontaktproblems
zunehmend der des trockenen Hertz-Kontaktes [61] an. Insbesondere fu¨r hochbelas-
tete Kontakte weisen die EHD-Lo¨sungen folglich eine große A¨hnlichkeit zueinander
auf. Hierin motiviert sich der Ansatz der projektionsbasierten Modellordnungsre-
duktion auf das EHD-Kontaktproblem.
Das EHD-Kontaktproblem setzt sich aus drei Gleichungen zusammen: der nicht-
linearen Reynolds-Gleichung zur Berechnung der Druckverteilung im Kontakt-
spalt, der Elastizita¨tsgleichung zur Berechnung der Verformung der beiden in Kon-
takt stehenden Ko¨rper und schließlich das Kra¨ftegleichgewicht zur Bestimmung der
Zusammenfassung XI
Abbildung 0.2.: Durchlauf durch das elastohydrodynamische Gebiet vom Grenzfall des hydrody-
namischen Kontaktes (links) bis zum Grenzfall des trockenen Hertz Kontaktes
(rechts). Die du¨nne Linie stellt den Filmdickenverlauf dar, die fettgedruckte den
Fluiddruck.
Position der beiden Ko¨rper zueinander. Zuna¨chst wird das Problem entdimensio-
niert. Die Entdimensionierung fu¨hrt zu einer geringeren Anzahl an Parametern und
einer besseren Konditionierung des Problems. Die Reynoldsgleichung hat die Form
eines Randwertproblems und wird u¨ber finite Differenzen diskretisiert. Im Rahmen
dieser Arbeit wird die Elastizit der Kontaktko¨rper u¨ber die Halbraum-Theorie be-
schrieben. Sie ist demnach, a¨hnlich zum Kra¨ftegleichgewicht, in integraler Form
gegeben. Die Diskretisierung dieser beiden Gleichungen erfolgt durch numerische
Integration unter Verwendung der Mittelpunktsregel.
Des Weiteren beinhaltet das EHD-Kontaktproblem ein weiteres physikalisches
Pha¨nomen: Im Auslaufgebiet des Kontaktes kommt es zum Aufreißen des Schmier-
films. Da die Reynoldsgleichung zuna¨chst von einem stets vollsta¨ndig mit Fluid
gefu¨llten Spalt ausgeht, kompensiert sie diesen physikalischen Effekt durch die
fa¨lschliche Vorhersage negativer Dru¨cke. Um dieses Pha¨nomen in der Problembe-
schreibung zu beru¨cksichtigen, wird als zusa¨tzliche Ungleichungsnebenbedingung
die sogenannte Kavitationsbedingung eingefu¨hrt: diese besagt, dass keine negati-
ven Dru¨cke auftreten du¨rfen. Die Behandlung dieser Ungleichungsnebenbedingung
erfolgt im Rahmen dieser Arbeit durch Regularisierung der Ungleichungsneben-
bedingung durch die sogenannte Penalty-Methode [121]. Diese Methodik hat den
Vorteil einfach implementierbar zu sein, dafu¨r wird die Ungleichungsnebenbedin-
gung nicht exakt erfu¨llt.
Die Lo¨sung des diskretisierten, entdimensionierten Problems erfolgt u¨ber einen
monolithischen Ansatz, der Formulierung als ein Gleichungssystem und anschlie-
ßender Anwendung des Newton-Verfahrens.
Schließlich werden die Ergebnisse der vorliegenden Methode fu¨r das station
a¨re
und transiente EHD-Linienkontaktproblem sowie fu¨r das stationa¨re EHD-Punkt-
kontaktproblem mit Ergebnissen aus der Literatur verglichen. Alle Ergebnisse wei-
sen hierbei eine sehr gute U¨bereinstimmung zueinander auf.
XII Zusammenfassung
Modellordnungsreduktion
Im weiteren Verlauf werden die Methoden der Modellordnungsreduktion (MOR)
erla¨utert, welche im Rahmen der Arbeit von Interesse sind. Die grundlegende Idee
hinter MOR ist es, ein ha¨ufig zu berechnendes Lo¨sungsschema eines Systems in ei-
ne Oﬄine- und eine Online-Phase aufzuteilen. Dabei beinhaltet die Oﬄine-Phase
die Generierung eines Kompaktmodells, welches eine schnelle und dennoch aus-
reichend genaue Approximation des zugrundeliegenden vollen Modells liefert. Die
Online-Phase besteht schließlich in der Lo¨sung des Kompaktmodells. Je nach phy-
sikalischer Doma¨ne sind hier Rechenzeitbeschleunigungen von mehreren Gro¨ßen-
ordnungen mo¨glich.
In dieser Arbeit ist das Kompaktmodell Ergebnis einer Projektion des vollen
Modells auf einen niedrigdimensionaleren Unterraum. Die Ansatzfunktionen zur
Approximation der Lo¨sung werden u¨ber Proper Orthogonal Decomposition (POD)
ermittelt. Dabei wird ein vorab berechneter Lo¨sungsraum des vollen Systems in
eine Linearkombination orthogonaler Vektoren zerlegt. Die Reduktion entsteht
durch die Vernachla¨ssigung unwichtiger Raumrichtungen. Die Bewertung hierbei
liefert die Methode selbst. POD liefert die bestmo¨gliche Approximation im Sinne
der Euklidischen Norm, welche mit der jeweiligen Ordnung mo¨glich ist.
Bei reduzierten nichtlinearen Systemen mu¨ssen die reduzierte Systemfunktion
und deren Jacobimatrix in jeder Newton-Iteration neu berechnet werden. Deren
Bestimmung beinhaltet die Auswertung der vollen Systemfunktion und der zu-
geho¨rigen Jacobimatrix, sowie deren Projektion auf den niedrigdimensionalen Un-
terraum. Diese Operationen stellen ha¨ufig den Hauptanteil des gesamten Rechen-
aufwandes dar. Die Idee besteht nun darin, die reduzierte Systemfunktion und
deren Jacobimatrix durch Substituenten mit deutlich niedrigerer Komplexita¨t zu
ersetzen. Dieser Vorgang wird als Systemapproximation bezeichnet. Einen wesent-
lichen Beitrag fu¨r die Systemapproximation innerhalb der vorliegenden Arbeit lie-
fert die Methode Gauss-Newton with Approximation Tensor (GNAT) [23, 24].
Zuletzt wird der alternative Lo¨sungsansatz fu¨r dynamische Systeme Trajectory
Piecewise Linear (TPWL) vorgestellt. Er beruht auf der Lo¨sung eines Modells,
welches sich aus reduzierten linearisierten Modellen zusammensetzt. Diese lineari-
sierten Modelle werden entlang vorgegebener Trajektorien ausgewa¨hlt.
Reduktion des EHD-Kontaktproblems
Grundlage des reduzierten Modells ist die durch Ansatzmatrix und Testmatrix
gegebene Projektion. Die Ansatzmatrix wird durch POD bestimmt, wobei die
Ansatzfunktionen fu¨r Druck und Verformung unabha¨ngig voneinander betrach-
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tet werden. Die Projektion wird durch einen Galkerin-Ansatz vervollsta¨ndigt, bei
welchem die Ansatzmatrix auch als Testmatrix verwendet wird.
Schließlich werden die reduzierte Systemfunktion und deren Jacobimatrix durch
Substituenten mit geringer Komplexita¨t ersetzt. Die Substituenten zeichnen sich
dadurch aus, dass nur die wichtigsten Knoten des nichtlinearen Anteils der Sys-
temfunktion fu¨r deren Berechnung herangezogen werden. Erfahrungswerte zeigen,
dass ungefa¨hr doppelt so viele Knoten betrachtet werden mu¨ssen wie es Ansatz-
funktionen fu¨r den Druck gibt. Damit sind innerhalb der Online-Phase keine Re-
chenoperationen mit der Gro¨ße des vollen Systems notwendig.
Der stationa¨re EHD-Kontakt
Ein stationa¨rer Kontakt liegt vor, wenn das System keinen zeitlichen A¨nderungen
unterliegt. Das System wird zu einem rein parametrischen Problem.
Automatisierte Generierung reduzierter Modelle
Das Ziel dieses Abschnitts liegt darin, eine Methode zu entwickeln, welche genaue
und zuverla¨ssige Kompaktmodelle mit mo¨glichst wenig Aufwand vollautomatisch
generiert. Die Methode beruht auf der U¨berpru¨fung und Erweiterung eines vorhan-
denen reduzierten Modells an zufa¨llig gewa¨hlten Stellen des vorab definierten Pa-
rameterraums. Dazu werden zwei schnell auszuwertende Maße beno¨tigt: zum einen
ein Abstandsmaß zur Initialisierung des reduzierten Modells und zur Auswahl ei-
ner geeigneten Startlo¨sung und zum anderen ein Fehlermaß zur Identifizierung der
Approximationsgu¨te des reduzierten Modells. Das Abstandsmaß soll hierbei eine
Aussage u¨ber die A¨hnlichkeit zweier Lo¨sungen liefern, bei alleiniger Kenntnis der
beiden zugeho¨rigen Parameterkombinationen. Dabei sind Abstandsfunktionen des
Parameterraums in abgeschwa¨chter Form vorzugeben. In dieser Arbeit wird vor-
geschlagen, dass die Gewichtung dieser Abstandsfunktion derart erfolgt, dass die
Korrelation zwischen Abstandsmaß und den Euklidischen Distanzen vorhandener
Testlo¨sungen maximiert wird. Dies ermo¨glicht eine geradlinige Herangehenswei-
se zur Bestimmung eines geeigneten Abstandsmaßes, bei der auch nichtlineare
Parameterabha¨ngigkeiten durch Ausprobieren ermittelt werden ko¨nnen. Als Maß
dienen hierbei die Gewichtungen der jeweiligen Abstandsfunktion und der Kor-
relationskoeffizient. Das Fehlermaß basiert auf der Auswertung des Residuums.
Es ist in der Lage Lo¨sungen mit schlechter Approximationsgu¨te zu identifizieren.
Allerdings reicht seine Auflo¨sung nicht aus, um zwischen einer guten und einer
sehr guten Approximation zu unterscheiden. Da das Hauptziel aber darin besteht,
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schlechte Lo¨sungen zu erkennen, liefert das Fehlermaß eine ausreichend gute Be-
wertung.
Wie bereits erwa¨hnt beno¨tigt der Algorithmus zur Generierung von Kompakt-
modellen ein reduziertes Modell. Die Initialisierung dieses Modells erfordert die
Lo¨sungen an vorab bestimmten Trainingspunkten. Die Trainingspunkte werden
iterativ so bestimmt, dass der Abstand des neuen Trainingspunktes zum na¨chsten
der bereits vorhandenen Trainingspunkte maximiert wird. Als Maß hierfu¨r dient
das oben genannte Abstandsmaß. Im folgenden Verlauf wird das reduzierte Modell
an zufa¨llig ausgewa¨hlten Stellen des vorab definierten Parameterraums getestet.
Wird die Lo¨sung an einer Parameterkombination schlecht approximiert, so wird
diese Parameterkombination zum Trainingsraum hinzugefu¨gt und das reduzierte
Modell um die entsprechende Lo¨sung erweitert. Die globale Suche wechselt an-
schließend in eine lokale Suche um den zuletzt hinzugefu¨gten Trainingspunkt, so-
lange bis eine gewisse Anzahl an erfolgreichen Rechnungen am Stu¨ck abgeschlossen
sind. Der Algorithmus beendet sich, nachdem eine bestimmte Anzahl erfolgreicher
Berechnungen innerhalb der globalen Suche durchgefu¨hrt sind. Die Toleranz kann
nun schrittweise herabgesetzt werden, bis die erwu¨nschte Gu¨te erreicht ist. Hier-
bei ist zu beachten, dass die maximale Gu¨te durch die Qualita¨t des Fehlermaßes
bestimmt wird.
Der beschriebene Algorithmus liefert ein stabiles und sehr genaues reduziertes
Modell auf einem Parameterbereich, welcher einen großen Teil des EHD-Gebiets
abdeckt. Das reduzierte Modell beno¨tigt fu¨r das Linienkontaktproblem eine durch-
schnittliche Rechenzeit von 20 ms, was zu einer Beschleunigung von ungefa¨hr
Faktor 50 im Vergleich zur vollen Rechnung fu¨hrt. Beim Punktkontaktproblem
beno¨tigt das reduzierte Modell eine Rechendauer von durchschnittlich 150 ms, was
einer Beschleunigung von ungefa¨hr 6000 entspricht. Hierbei sei angemerkt, dass die
zugrundeliegende volle Rechnung nicht die effizienteste Lo¨sungsstrategie darstellt.
Nicht-Newtonsches Fluid
Die Viskosita¨t vieler Schmiermittel verringert sich bei großen Schergeschwindig-
keiten. Dieses Verhalten kann durch einen Newtonschen Ansatz, bei welchem die
Viskosita¨t konstant ist, nicht abgebildet werden. Dies fu¨hrt gegebenenfalls zur Be-
stimmung zu großer Werte fu¨r Filmdicke und Reibung. Die Nicht-Newtonschen
Effekte ko¨nnen u¨ber die generalisierte Reynoldsgleichung [88] in das EHD-System
eingebracht werden. Die generalisierte Reynoldsgleichung erlaubt das Einbringen
vieler expliziter und impliziter Nicht-Newtonscher Fluidmodelle in generalisier-
ter Newtonscher Form. Im Allgemeinen ist die generalisierte Reynoldsgleichung
abha¨ngig von implizit gegebenen Termen. Im Rahmen dieser Arbeit wird die Be-
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stimmung der Jacobi-Matrix zur vollgekoppelten Lo¨sung des EHD-Problems mit-
tels Newton-Verfahren skizziert. Neben den Integralen u¨ber den Schmierfilm zur
Mittelung der Viskosita¨t mu¨ssen auch die Integrale nach den Ableitungen der
Zustandsgro¨ßen berechnet werden. Die resultierende gro¨ßere Konvergenzrate des
Newton-Verfahrens u¨berwiegt dabei den Nachteil eines gro¨ßeren Rechenaufwandes
bei der Integration u¨ber die Filmdicke. Allerdings ist die vollgekoppelte Modellie-
rung mit Halbraumtheorie nicht sehr effizient fu¨r das Punktkontaktproblem, da
sie auf eine vollbesetzte Nachgiebigkeitsmatrix großer Ordnung fu¨hrt. Die resultie-
rende Rechenzeit liegt mit durchschnittlich 15 min u¨ber der Rechenzeit aktueller
Solver. Mit einer mittleren Rechendauer von einer Sekunde und einer Abweichung
vom vollen System von unter einem Prozent ist das reduzierte Modell dagegen
sehr effizient. Die Ergebnisse werden mit experimentellen und numerischen Wer-
ten aus der Literatur verglichen. Wa¨hrend die zentrale Filmdicke eine sehr gute
U¨bereinstimmung liefert, weichen die Vorhersagen der minimalen Filmdicken leicht
von den Literaturwerten ab.
Der transiente EHD-Kontakt
In diesem Kapitel wird das transiente EHD-Kontaktproblem betrachtet. Das Ka-
pitel gliedert sich in zwei Teile. Der erste Teil betrachtet die Behandlung eines auf
die aktuelle Kontaktgro¨ße angepassten Berechnungsgitters, wodurch eine ho¨here
A¨hnlichkeit im Lo¨sungsraum erzeugt wird. Der zweite Teil bescha¨ftigt sich mit
der Anwendung und Anpassung der TPWL-Methode auf das transiente EHD-
Kontaktproblem.
Anpassung des Berechnungsgebiets
Bei transienten Problemen a¨ndern sich die Parameter mit der Zeit und damit auch
die Kontaktgro¨ße. U¨blicherweise wird ein konstantes Berechnungsgitter vorausge-
setzt, weshalb die Entdimensionierung sich auf eine festgelegte Referenzkontakt-
gro¨ße bezieht. Dies hat zur Folge, dass die Gro¨ße der Lo¨sung auch in den entdimen-
sionierten Variablen variiert. Dies wirkt sich negativ auf die MOR-Methodik aus.
Um dies zu verhindern, wird eine neue Formulierung eingefu¨hrt, welche eine auf die
aktuelle Kontaktgro¨ße bezogene Entdimensionierung vorsieht. Dabei werden zwei
unterschiedliche Herangehensweisen betrachtet. Die Erste entspricht einer Formu-
lierung der Reynoldsgleichung in Arbitrary-Lagrangian-Eulerian (ALE) Koordina-
ten. Hierbei werden die zeitlich vera¨nderlichen Parameter als explizite Zeitfunktio-
nen aufgefasst. Aufgrund des ku¨nstlichen Flusses der resultierenden Gitterbewe-
gung wird zur Stabilisierung des Diffusions-Konvektions-Problems eine ra¨umlich
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angepasste Diskretisierung erforderlich. In der zweiten Formulierung wird das Git-
ter in jedem Zeitschritt an die aktuelle Kontaktgro¨ße angepasst. Es wird allerdings
anders als bei der ALE-Formulierung als zeitlich konstant angenommen. Dadurch
mu¨ssen Lo¨sungen vorheriger Zeitschritte auf das aktuelle Gitter projiziert werden.
Es zeigt sich, dass eine Erho¨hung der A¨hnlichkeit des Lo¨sungsraumes durch beide
Formulierungen insbesondere bei großen Parameterschwankungen erreicht werden
kann. Dies fu¨hrt zu einer erheblichen Effizienzsteigerung beim reduzierten Modell.
Trajectory Piecewise Linear Methode
Im zweiten Teil des Kapitels wird ein alternativer Lo¨sungsansatz, die Trajectory-
Piecewise-Linear-Methode (TPWL), auf das EHD-Kontaktproblem angewendet.
Die TPWL-Methode ist ein Verfahren, bei dem das aktuelle nichtlineare Modell
durch eine gewichtete Superposition von reduzierten linearisierten Modellen ent-
lang vorgegebener Trainingstrajektorien approximiert wird. Da das EHD-Kontakt-
problem eine sehr allgemeine Struktur aufweist, sind Anpassungen sowohl in der
Parametrik als auch durch die nichtlinear abha¨ngigen Einga¨nge notwendig. Die
Anpassung erfolgt durch lineare Interpolation zwischen den Parametern [7] bzw.
durch Anpassung mittels Eingangs-Jacobimatrizen. Des Weiteren wird eine neue
Methodik zur Ermittlung der Linearisierungspunkte vorgestellt, welche eine un-
terschiedliche Vorhersagegenauigkeit der linearisierten Modelle beru¨cksichtigt. Die
Methode ermo¨glicht eine moderate Reduktion der Anzahl an Linearisierungspunk-
ten, sowie einen geringeren Oﬄine-Rechenaufwand. Der TPWL-Ansatz ist vor al-
lem fu¨r kompakt formulierte Problemstellungen, wie zum Beispiel der Reprodukti-
on einer Trainingstrajektorie, bei ausreichender Genauigkeit a¨ußerst effizient. Fu¨r
weiter gefasste Problemstellungen wie zum Beispiel parametrische Systeme mit
verschiedenen Einga¨ngen und Eingangssignalen schwinden die Effizienzvorteile ge-
genu¨ber einer reduzierten Newton-Methode mit Systemapproximation zunehmend.
Dies liegt daran, dass mit der zunehmenden Komplexita¨t des abzubildenden Sys-
tems die Anzahl der Linearisierungspunkte und damit der Aufwand des Gewich-
tungsprozesses stark ansteigen. Daru¨ber hinaus ist eine weitaus gro¨ßere Speicher-
kapazita¨t als beim Newton-Verfahren erforderlich und der TPWL-Ansatz ergibt
im Allgemeinen eine geringere Genauigkeit als die auf dem Newton-Verfahren ba-
sierenden Methoden.
Schlussfolgerung
Die Modellordnungsreduktion ist ein geeignetes Verfahren zur Beschleunigung der
Rechenzeit des EHD-Kontaktproblems innerhalb eines festzulegenden Arbeitsbe-
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reiches. Dabei bleibt die im vollen System zugrundeliegende physikalische Kom-
plexita¨t erhalten. Dadurch erreicht das jeweilige reduzierte Modell eine sehr hohe
Genauigkeit. Da allerdings zur Erstellung des reduzierten Systems im Allgemeinen
ein sehr hoher Rechenaufwand erforderlich ist, gilt es abzuwa¨gen, ob MOR fu¨r den
jeweiligen Anwendungsfall ein geeignetes Verfahren ist.
Innerhalb dieser Arbeit wurde eine Methode zur automatisierten Erstellung re-
duzierter Modelle vorgestellt. Die Methode liefert ein sowohl zuverla¨ssiges als auch
genaues reduziertes Modell, was durch eine manuelle Snapshot-Auswahl nur sehr
schwierig zu erreichen ist. Dadurch wird die Kompaktmodellgenerierung mittels
Modellordnungsreduktion fu¨r stationa¨re EHD-Kontaktprobleme zu einer anwend-
erfreundlichen Alternative.
Des Weiteren wird eine effiziente Lo¨sungsstrategie fu¨r das Nicht-Newtonsche
EHD-Kontaktproblem vorgestellt. Sie sieht eine Lo¨sung des Nicht-Newtonschen
Problems mit dem Newton-Verfahren vor. Dazu muss die Jacobi-Matrix der im-
plizit gegebenen generalisierten Reynolds-Gleichung ermittelt werden. Interessant
wird die Bestimmung der Jacobi-Matrix auch bei der Anwendung von TPWL auf
das Nicht-Newtonsche EHD-Problem. Hierbei spielt die Komplexita¨t der Filmdi-
ckenintegration keine Rolle mehr.
Beim transienten EHD-Kontaktproblem wurde eine neue Formulierung vorge-
stellt, welche das Berechnungsgebiet auf die aktuelle Kontaktgro¨ße anpasst. Die
Formulierung ermo¨glicht die Erstellung effizienter reduzierter Modelle fu¨r mit
großer Amplitude erregte Systeme. Außerdem eignet sich die Methode TPWL
als sehr schnelle Alternative zur Berechnung transienter EHD-Kontaktprobleme
fu¨r Problemstellungen geringerer Komplexita¨t.
Die reduzierten Modelle eignen sich aufgrund ihres sehr geringen Rechenauf-
wandes und der Mo¨glichkeit, die Betriebsbedingungen (Kraft, Geschwindigkeit,
Kru¨mmungsradius,. . . ) als Eingang oder Parameter zu beru¨cksichtigen, dazu als
Subroutine in einer Systemsimulation zur genaueren Betrachtung kritischer Kon-
taktstellen eingebunden zu werden. Außerdem ko¨nnen die reduzierten Modelle zur
Auslegung mechanischer Komponenten in Optimierungsschleifen bei der Variati-
on der Betriebsbedingungen (Geometrie, Material, Schmierstoffeigenschaften,. . . )
verwendet werden, wobei die Komplexita¨t des zugrundeliegenden physikalischen
Modells erhalten bleibt.
Ausblick
Im Rahmen dieser Arbeit werden isotherme EHD-Linien- und -Punktkontakte mit
glatten Oberfla¨chen betrachtet, wobei komplexere physikalische Modellierungsfor-
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men mit Sicherheit auch von Interesse sind. Im Folgenden werden daher mo¨gliche
Erweiterungen der vorgestellten Methode ero¨rtert.
Wie bereits festgestellt wurden innerhalb dieser Arbeit ausschließlich glatte Kon-
takte betrachtet. Gleichwohl ist der Bereich der Oberfla¨chenrauigkeiten in heutiger
tribologischer Simulationsmethodik von großem Interesse. Im Allgemeinen ko¨nnen
Einflu¨sse durch Oberfla¨chenrauigkeit mit in das parametrische reduzierte Modell
einbezogen werden, wenn die Oberfla¨chentopographie durch eine kleine Anzahl
an Parametern beschrieben werden kann. Dabei bleibt die Frage im Raum ste-
hen, wie gut die welligen Lo¨sungen von Druck und Verformung durch globale
Ansatzfunktionen approximiert werden ko¨nnen. Eine vielversprechende Alternati-
ve zur Einbindung von Oberfla¨chenrauigkeitseinflu¨ssen liefert hierbei der Einsatz
von Flussfaktoren [93], welche wiederum eine glatte Lo¨sung zur Folge haben.
Im Rahmen dieser Arbeit wird angenommen, dass der Schmierspalt am Eingang
komplett mit Fluid gefu¨llt ist. Diese Annahme ist allerdings im Falle von Man-
gelschmierung nicht erfu¨llt. Zur Beru¨cksichtigung von Mangelschmierung kann
das Jakobsson-Floberg-Olsson (JFO) Kavitationsmodell [39] verwendet werden.
A¨hnlich wie in dieser Arbeit vorgestellt, fu¨hrt dieser Ansatz wiederum auf ein
Komplementarita¨tsproblem.
Mit der Beru¨cksichtigung eines Nicht-Newtonschen Fluids wird ein erster Schritt
in Richtung einer realistischen Reibungsmodellierung fu¨r Kontakte mit nicht ver-
nachla¨ssigbarem Gleiten geta¨tigt. Ein weiterer mo¨glicher Schritt ist die zusa¨tzliche
Betrachtung thermischer Effekte durch Einbindung der Energiebilanz in das Glei-
chungssystem. Damit wird die Vorhersage von Reibung fu¨r eine gro¨ßere Bandbreite
von Arbeitspunkten genauer. Darunter fallen zum Beispiel gro¨ßere Geschwindig-
keiten der Oberfla¨chen.
Innerhalb der Arbeit wird das Verfahren der finiten Differenzen zur Diskreti-
sierung verwendet, wobei ein ra¨umlich a¨quidistantes Gitter verwendet wird. Das
Reduktionschema ist allerdings nicht auf ein bestimmtes Diskretisierungsverfahren
beschra¨nkt. Alternativ kann auch zum Beispiel die Finite-Elemente-Methode fu¨r
die Diskretisierung herangezogen werden. Damit kann eine angepasste Vernetzung
mit lokaler Verfeinerung durchgefu¨hrt werden.
Re´sume´
Introduction
Les pie`ces me´caniques modernes tendent vers un design miniaturise´ et plus le´ge`r.
Cependant, les performances requises par le cahier des charges restent identiques
voire augmentent. En conse´quence, les pie`ces approchent de leur charge me´canique
limite. De plus, la question de l’efficacite´ e´nerge´tique prend de plus en plus d’am-
pleur, c’est pourquoi une lubrification approprie´e est tre`s importante afin de di-
minuer les pertes par frottement. De ce fait, la connaissance exacte des contacts
lubrifie´s sous forte charge est inte´ressante afin de maintenir une haute fiabilite´
et durabilite´ d’un grand nombre de syste`mes me´caniques tels des paliers, engre-
nages ou des contacts came-poussoir. La simulation nume´rique de comportements
physiques pour soutenir les tests expe´rimentaux joue un roˆle fondamental dans la
conception de nouveaux produits. Les techniques de simulation modernes utilisent
entre autres des e´tudes parame´triques grande e´chelle, des optimisations multiob-
jectifs et l’inte´gration rapide de sous-programmes dans les logiciels commerciaux.
Chaque me´thode utilise un solveur rapide et pre´cis des proble`mes physiques res-
pectifs. Pour le cas de l’e´lastohydrodynamique, un choix doit eˆtre effectue´ entre
un solveur pre´cis mais cher et un solveur rapide mais fortement simplifie´. L’ide´e
principale de ce travail est de programmer un solveur rapide et pre´cis pour les
proble`mes de type contact EHD sous forte charge par l’utilisation des me´thodes
de re´duction de mode`le.
Mode´lisation
Ce chapitre pose les fondements the´oriques de l’e´lastohydrodynamique et des
me´thodes de re´duction de mode`le qui seront par la suite utilise´es dans le troisie`me




Les contacts tribologiques sont classiquement divise´s en fonction de leur re´gime
de lubrification : lubrification limite, lubrification mixte, lubrification hydrody-
namique. Cette the`se traite de ces derniers. Alors qu’en re´gime de lubrification
limite aucun film de lubrification n’est pre´sent, il se forme progressivement en
re´gime mixte et finalement un film de lubrification est comple`tement forme´ en
re´gime hydrodynamique. L’e´volution du coefficient de frottement dans ces trois
re´gions est repre´sente´ par la courbe de Stribeck [103]. Comme le montre la figure
0.3, apre`s une diminution en re´gime mixte, le coefficient de frottement est mini-
malise´ en re´gime EHD puis augmente progressivement en re´gime de lubrification




















Figure 0.3.: Courbe de Stribeck
Une autre classification peut eˆtre effectue´e par la forme du contact. Une diffe´ren-
ciation est faite entre un contact conforme et un contact non-conforme. Pour
le contact non-conforme, l’aire de contact est tre`s petite et la de´formation ne
peut pas eˆtre ne´glige´e a` l’inverse d’un contact conforme ou hydrodynamique.
La figure 0.4 illustre le changement du profil de pression ou d’e´paisseur de film
de faible a` forte charge. Sous forte charge, la solution du proble`me de contact
Figure 0.4.: Allure qualitative du champ de pression (ligne e´paisse) et de l’e´paisseur de film
(ligne fine) pour des contacts EHD.
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solutions EHD se comportent de fac¸on similaire sous forte charge. Pour cette rai-
son l’approche par la me´thode de re´duction de mode`le sur le proble`me de contact
EHD est d’autant plus inte´ressante.
Le proble`me du contact EHD est compose´ de trois e´quations : L’e´quation de
Reynolds pour calculer le profil de pression, l’e´quation d’e´lasticite´ pour le calcul
de la de´formation des deux corps en contact et finalement l’e´quilibre des forces
pour de´terminer la position relative des deux corps. Tout d’abord, le proble`me
est transforme´ en une forme sans dimension. Le de´dimensionnement de´bouche sur
un plus petit nombre de parame`tres et un meilleur conditionnement du proble`me.
L’e´quation de Reynolds est une e´quation aux de´rive´es partielles non-line´aire avec
des conditions aux limites de Dirichlet. Elle est discre´tise´e par les diffe´rences finies.
Dans le cadre de ce travail, l’e´quation d’e´lasticite´ est de´termine´e par la the´orie
du demi-espace. Elle est donc sous la forme d’une inte´grale comme l’e´quation
d’e´quilibre de la charge. La discre´tisation des deux e´quations a lieu par inte´gration
nume´rique par la me´thode du point milieu.
De plus, le proble`me de contact EHD contient un autre proble`me physique :
dans la re´gion de sortie du contact la rupture du film lubrifie´ se produit. Dans
la re´solution de Reynolds, cet effet physique se traduit par la pre´diction de pres-
sions ne´gatives. Comme condition supple´mentaire, la condition de cavitation est
introduite. Celle-ci interdit les pressions ne´gatives. Dans le cadre de ce travail, le
traitement de cette condition supple´mentaire est effectue´ par la re´gularisation de
la condition supple´mentaire par la me´thode de pe´nalisation [121]. Cette me´thode
a` l’avantage d’eˆtre simple a` imple´menter, en revanche la condition supple´mentaire
n’est pas exactement re´alise´e.
La solution du proble`me discre´tise´ adimensionne´ est effectue´e suivant une ap-
proche monolithique : la formulation s’e´crit comme un syste`me d’e´quations, et la
me´thode de Newton est applique´e sur celui-ci.
Finalement, les re´sultats de la me´thode pre´sente´e pour le contact EHD line´aire
stationnaire et transitoire et pour le contact EHD ponctuel stationnaire sont com-
pare´s aux re´sultats de l’e´tat de l’art. Les re´sultats obtenus sont tre`s similaires a`
ceux reporte´s dans la litte´rature.
Me´thode de re´duction de mode`le
Cette section pre´sente les me´thodes de re´duction de mode`le qui sont importantes
pour ce travail. L’ide´e fondamentale est une re´partition de la re´solution en deux
phases. Tout d’abord un mode`le re´duit est de´fini, pour fournir une approximation
e´lastohydrodynamique (EHD) tend vers un contact de Hertz. Par conse´quence, les
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le mode`le re´duit. En fonction du domaine physique, des re´ductions du temps de
calcul de plusieurs ordres de grandeur sont possibles.
Le mode`le re´duit est le re´sultat d’une projection du mode`le complet dans un
espace de petite dimension. Les fonctions de base pour approximer la solution sont
de´termine´es par l’analyse en composantes principales (POD). Par ailleurs, l’espace
de la solution pre´-calcule´e du syste`me complet est de´coupe´ en une combinaison
line´aire de solutions orthogonales. La re´duction consiste a` ne´gliger les directions
d’espace de solutions non importantes. Ce faisant, l’e´valuation d’importance est
effectue´e par la me´thode elle-meˆme. En ayant un nombre fixe´ de degre´s de liberte´,
la POD fournit la meilleure approximation en terme de la norme euclidienne.
Dans le cas de syste`mes non-line´aires re´duits, la fonction du syste`me re´duit et
la matrice Jacobienne correspondante doivent eˆtre recalcule´es a` chaque ite´ration
de Newton. La de´termination inclut l’e´valuation de la fonction du syste`me re´duit
et la matrice Jacobienne correspondante, ainsi que l’e´valuation des projections
particulie`res dans l’espace de faible dimension. Ces ope´rations sont souvent les
plus lourdes en calcul. Une nouvelle approche consiste a` remplacer la fonction du
syste`me re´duit et la matrice Jacobienne correspondante par des supple´ants de com-
plexite´ beaucoup plus faible. Ce processus est appele´ l’approximation du syste`me.
Dans ce travail, une contribution essentielle pour l’approximation du syste`me fut
fournie par la me´thode de Gauss-Newton avec Tenseur d’Approximation (GNAT)
[23, 24].
Finalement, l’approche par des solutions alternative pour des syste`mes dyna-
miques, ”‘Trajectory Piecewise Linear”’ (TPWL), est pre´sente´e. Elle repose sur la
re´solution d’un mode`le, qui est compose´ de mode`les line´arise´s re´duits. Ces mode`les
linearise´s sont se´lectionne´s le long des trajectoires fixe´es.
Re´duction du proble`me de contact EHD
Le principe du mode`le re´duit est la projection par la matrice des fonctions de
base et la matrice des fonctions test. La matrice des fonctions est de´termine´e par
la me´thode POD, cependant les fonctions de base pour la pression et pour la
de´formation sont conside´re´es inde´pendantes. La projection est comple´te´e par une
approche de Galerkin. A ce sujet, la matrice des fonctions de base est employe´e
aussi en tant que matrice des fonctions test.
Finalement, la fonction du syste`me et sa matrice Jacobienne sont substitue´es
par des remplac¸ants de plus faible complexite´. Les remplac¸ants se caracte´risent par
une e´valuation exclusive des nœuds les plus importants de la partie non-line´aire de
la fonction du syste`me. Empiriquement, un nombre ade´quat de nœuds est environ
rapide et pre´cise du mode`le complet. Ensuite on re´sout sur une base plus fre´quente
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la premie`re phase n’a pas besoin d’ope´rations de calcul ayant la taille du syste`me
complet.
Le contact EHD stationnaire
Un contact stationnaire existe, s’il n’y a pas de changements temporels du syste`me.
Dans ce cas, le syste`me est un proble`me purement parame´trique.
Ge´ne´ration automatise´e des mode`les re´duits
L’objectif de cette section est de de´velopper une me´thode qui engendre automa-
tiquement des mode`les exacts et fiables avec un minimum d’effort. La me´thode
consiste en la ve´rification et l’extension d’un mode`le re´duit existant aux positions
ale´atoirement se´lectionne´es a` partir d’un espace parame´triques pre´de´fini. Dans ce
but, deux indicateurs rapidement utilisables ont e´te´ ne´cessaires : d’un cote´, un
indicateur de la distance afin d’initialiser le mode`le re´duit et de se´lectionner une
solution initiale ade´quate. Et de l’autre, un indicateur d’erreur afin d’identifier
le facteur de qualite´ de l’approximation du mode`le re´duit. Par ailleurs, l’indica-
teur de la distance doit fournir une indication de la similarite´ entre deux solutions
en connaissant seulement les combinaisons correspondantes des parame`tres. En
l’occurrence, des fonctions de la distance de l’espace parame´trique doivent eˆtre
de´finies. La ponde´ration de ces fonctions de la distance a lieu en meˆme temps que la
corre´lation entre l’indicateur et les distances euclidiennes des solutions existantes
est maximise´e. De cette manie`re, une approche rectiligne est mise a` disposition
pour de´terminer un indicateur de distance ade´quate.En utilisant les ponde´rations
des fonctions de la distance particulaire et le coefficient de corre´lation comme
mesure, des de´pendances non-line´aires e´ventuelles peuvent eˆtre de´couvertes par
taˆtonnements. L’indicateur d’erreur repose sur l’e´valuation du re´sidu. Il est ca-
pable d’identifier des solutions avec un mauvais facteur de qualite´ de l’approxi-
mation. Cependant, sa re´solution ne suffit pas pour diffe´rencier entre une bonne
et une tre`s bonne approximation. Si l’objectif principal consiste a` discerner des
mauvaises solutions, l’indicateur d’erreur est suffisant.
L’algorithme de ge´ne´ration des mode`les re´duits fonctionne sur la base d’un
mode`le re´duit. L’initialisation du mode`le re´duit demande des solutions aux points
d’entraˆınement pre´de´finis. Les points d’entraˆınement sont ite´rativement assigne´s,
de sorte que la distance du nouveau point d’entraˆınement jusqu’au prochain, qui
existe de´ja`, est maximalise´e. Ici, l’indicateur de distance sert de mesure. Par la
suite, le mode`le re´duit est teste´ pour des positions ale´atoirement se´lectionne´es a`
e´gal a` deux fois le nombre de fonctions de base pour la pression. Par conse´quent,
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une combinaison parame´trique, cette combinaison est ajoute´e a` l’espace des pa-
rame`tres et le mode`le re´duit est enrichi de la solution correspondante. L’analyse
globale se change en une analyse locale autour du dernier point d’entraˆınement
jusqu’a` ce qu’un certain nombre de calculs cohe´rents soit re´alise´s. L’algorithme se
termine apre`s qu’un certain nombre de calculs soit exe´cute´ avec succe`s dans l’ana-
lyse globale. Il est d’ailleurs important que la qualite´ maximale soit de´termine´e
par la qualite´ de l’indicateur d’erreur.
L’algorithme fournit un mode`le re´duit stable et tre`s pre´cis sur un certain do-
maine de parame`tres, qui couvre une grande partie du domaine EHD. Le mode`le
re´duit a besoin en moyenne d’un temps de calcul de 20 ms pour un contact line´ique
et de 150 ms pour un contact ponctuel. Cela correspond a` une acce´le´ration du cal-
cul de respectivement 50 et 6000 fois en comparaison avec le mode`le complet. Il
est important de noter que le calcul fondamental complet n’est pas le plus efficace.
Fluide non-Newtonien
La viscosite´ d’un grand nombre de lubrifiants diminue avec de fortes contraintes
de cisaillement. Ce comportement ne peut eˆtre reproduit par une approche new-
tonienne. Ceci entraine une surestimation du frottement. Les phe´nome`nes non-
Newtoniens peuvent eˆtre inte´gre´s dans le syste`me EHD graˆce a` l’e´quation de Rey-
nolds ge´ne´ralise´e [88]. L’e´quation de Reynolds ge´ne´ralise´e permet l’utilisation d’un
grand nombre de mode`les de fluide non-Newtonien. Dans le cadre de ce travail,
la de´termination de la matrice Jacobienne pour la solution totalement couple´e au
proble`me EHD par la me´thode de Newton est propose´e. En plus des inte´grales
sur l’e´paisseur du film pour moyenner la viscosite´, les inte´grales aux limites de
de´rivations des variables d’e´tat doivent eˆtre calcule´es. Malgre´ le de´savantage d’un
plus long temps de calcul pour l’inte´gration sur l’e´paisseur, la plus grande rapidite´
de convergence pre´domine. La mode´lisation totalement couple´e avec la the´orie du
demi-espace n’est pas tre`s efficace pour le proble`me du contact ponctuel. Ceci pro-
duit une matrice entie`rement pleine de grand ordre. Le temps de calcul re´sultant
s’e´le`ve en moyenne a` 15 minutes et est plus e´leve´ que le temps de calcul des
solveurs actuels. Avec un temps moyen de calcul d’une seconde et un e´cart au
syste`me complet de moins d’un pour cent, le syste`me re´duit est en revanche tre`s
efficace. Les re´sultats ont e´te´ compare´s aux valeurs expe´rimentales et nume´riques
de la litte´rature. Alors que l’e´paisseur de film centrale est en bonne accord, les
pre´dictions de l’e´paisseur de film minimal diffe´rent le´ge`rement des valeurs reporte´es
dans la litte´rature.
partir d’un espace parame´trique pre´de´fini. Si la solution est mal approxime´e par
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Le contact EHD transitoire
Dans cette section, le proble`me du contact EHD transitoire est conside´re´. La sec-
tion se subdivise en deux parties. La premie`re partie conside`re le traitement d’un
maillage de calcul adapte´ a` la taille du contact. Ainsi une meilleure ressemblance
est obtenue. La deuxie`me partie propose l’application et l’adaptation de la me´thode
TPWL a` un proble`me de contact EHD transitoire.
Re´seau de calcul adapte´
Dans le cas des proble`mes transitoires, les parame`tres varient en fonction du temps
et de la taille du contact. Normalement, un maillage contant est suppose´. C’est
pourquoi l’adimensionnement se re´fe`re a` un maillage de calcul constant. Ceci in-
duit une variation de la taille de la solution. Ce qui a donc un effet ne´faste pour la
me´thode de re´duction de mode`le. Pour contrecarrer cet effet, une nouvelle formu-
lation est introduite. Elle contient un adimensionnement qui se re´fe`re a` la taille ac-
tuelle du contact. Deux approches diffe´rentes sont conside´re´es. La premie`re corres-
pond a` une formulation de l’e´quation de Reynolds avec les coordonne´es Arbitraire-
Lagrangien-Eulerien (ALE). Dans ce cas, les parame`tres variables sont interpre´te´s
comme des fonctions explicitement de´pendantes du temps. En raison du flux artifi-
ciel du mouvement re´sultant du maillage, une discre´tisation spatialement adapte´e
est ne´cessaire pour garantir la stabilite´ du proble`me de diffusion-convection. Dans
la deuxie`me formulation, le maillage est adapte´ a` la taille du contact a` chaque
instant. A l’inverse de la formulation ALE, il est conside´re´ comme inde´pendant du
temps. Ce faisant, les solutions ante´rieures doivent eˆtre projete´es sur le maillage ac-
tuel. Une augmentation de la similarite´ de l’espace des solutions est alors observe´e
en particulier dans le cas de grandes fluctuations des parame`tres. Ceci entraine
une ame´lioration conside´rable de l’efficacite´ du mode`le re´duit.
La me´thode Trajectory-Piecewise-Linear”
La deuxie`me partie pre´sente l’application d’une approche alternative, la me´thode
”Trajectory-Piecewise-Linear” (TPWL), pour le proble`me du contact EHD. La
me´thode TPWL est une proce´dure qui approxime le syste`me non-line´aire complet
par une superposition ponde´re´e de mode`les re´duits line´arise´s suivant des trajec-
toires de´finies. Le proble`me de contact EHD comporte une structure tre`s ge´ne´rale
avec des de´pendances parame´triques et des entre´es non-line´airement de´pendantes.
L’adaptation a lieu par une interpolation line´aire entre les parame`tres [7] ou par
l’adaptation des matrices Jacobiennes d’entre´es. De plus, une nouvelle me´thode
pour la se´lection des points de fonctionnement est pre´sente´e. Elle prend en compte
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les diffe´rentes porte´es de pre´diction des points de fonctionnement. La me´thode per-
met une le´ge`re re´duction du nombre des points de fonctionnement et un plus faible
effort de calcul du proble`me complet. L’approche TPWL est extreˆmement efficace
et suffisamment pre´cise particulie`rement pour le traitement de proble`mes re´duits,
comme par exemple la reproduction d’une trajectoire d’entraˆınement. Pour les
proble`mes plus lourds, comme un syste`me parame´trique avec diffe´rentes entre´es
et des trajectoires diffe´rentes, l’avantage de l’efficacite´ diminue par rapport a` la
me´thode de Newton re´duite avec une approximation du syste`me. Ceci est duˆ au
fait que le nombre de points de fonctionnement, et donc l’effort de la ponde´ration,
augmente fortement avec l’accroissement de la complexite´ du mode`le TPWL. Par
ailleurs, une plus grande capacite´ de stockage est ne´cessaire en comparaison de
la me´thode de Newton. En conclusion, la me´thode TPWL n’est pas aussi efficace
exacte que la proce´dure de Newton.
Conclusion
La me´thode de re´duction de mode`le est une proce´dure ade´quate pour diminuer le
temps de calcul du proble`me de contact EHD. La complexite´ physique du syste`me
complet est tout de meˆme conserve´e. Ce faisant, le mode`le re´duit respectif est
d’une tre`s haute pre´cision. Puisque, en ge´ne´ral, un effort de calcul tre`s grand est
ne´cessaire pour la construction du syste`me re´duit, il est donc ne´cessaire d’e´valuer
pour chaque cas particulier si la me´thode de re´duction de mode`le est approprie´e.
Dans le cadre de ces travaux, une me´thode de construction automatise´e des
mode`les re´duits a e´te´ propose´e. La me´thode fournit un mode`le re´duit fiable et
pre´cis, ce qui est difficile a` re´aliser par une se´lection manuelle. Ainsi, la ge´ne´ration
du mode`le re´duit par la me´thode de re´duction de mode`le devient une alternative
viable pour les proble`mes de contact EHD stationnaires.
De plus, une strate´gie efficace pour le proble`me du contact EHD non-newton-
ien est pre´sente´e. La strate´gie pre´voit une solution du proble`me du contact EHD
non-newtonien avec la me´thode de Newton. Dans ce but, la matrice Jacobienne
de l’e´quation de Reynolds ge´ne´ralise´e doit eˆtre calcule´e. Pour l’application de la
me´thode TPWL au proble`me EHD non-newtonien, la de´termination de la matrice
Jacobienne est inte´ressante : La complexite´ de l’inte´gration sur l’e´paisseur du film
n’intervient plus.
Pour le cas des contacts EHD transitoires, une nouvelle formulation est pro-
pose´e, elle consiste a` adapter le domaine de calcul a` la taille du contact a` chaque
instant. La formulation permet la construction de mode`les re´duits efficaces pour
les syste`mes excite´s a` de grandes amplitudes. Par ailleurs, la me´thode TPWL est
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une alternative rapide approprie´e pour calculer les proble`mes de contact EHD
transitoire avec des donne´es du proble`me de faible complexite´.
Graˆce a` leur simulation tre`s rapide, les mode`les re´duits parame´triques peuvent
eˆtre inte´gre´s dans un syste`me multicorps pour focaliser des points de contact cri-
tiques. De plus, les mode`les re´duits peuvent eˆtre utilise´s pour dimensionner les
composants me´caniques dans le cadre d’une optimisation sachant que la com-
plexite´ du mode`le physique fondamental se conserve.
Perspective
Les contacts EHD isothermes line´ique et ponctuel avec des surfaces lisses ont
aussi e´te´ conside´re´s. Cependant des formes de mode´lisation physiquement plus
complexes sont certainement inte´ressantes. Les diffe´rentes possibilite´s d’extension
de la me´thode de´veloppe´e sont discute´es ci-dessous.
En re`gle ge´ne´rale, l’influence de la rugosite´ de surface peut eˆtre incorpore´e dans
le mode`le parame´trique re´duit dans le cas d’une topographie de surface de´finissable
par un petit nombre de parame`tres. Ainsi, la question est de savoir si les solu-
tions de pression et de´formation prenant en compte les rugosite´s peuvent eˆtre
approxime´es par des fonctions de base globale. Une alternative prometteuse pour
l’inte´gration de l’influence de la rugosite´ de surface est l’utilisation des facteurs de
flux [93], lesquels ame`nent une solution lisse.
Dans le cadre de ces travaux, une alimentation comple`te a e´te´ suppose´e a`
l’entre´e. Cependant, si une lubrification insuffisante existe, le mode`le de cavitation
de Jakobsson-Floberg-Olsson (JFO) [39] peut eˆtre utilise´. Cette approche ame`ne
un proble`me de comple´mentarite´ de fac¸on similaire a` ces travaux.
En conside´rant un fluide non-newtonien, une premie`re e´tape de mode´lisation
re´aliste du frottement pour des contacts a` faible glissement est effectue´e. Ensuite,
une e´tape possible est la conside´ration supple´mentaire des effets thermiques par
l’introduction du bilan e´nerge´tique dans le syste`me d’e´quations. De la sorte, la
pre´diction du frottement est plus exacte pour un plus grand nombre de points de
fonctionnement, comme par exemple des vitesses de surface plus grandes.
Finalement, la me´thode des diffe´rences finies est utilise´e pour la discre´tisation.
Un maillage spatialement e´quidistant est ici employe´. Par contre, le sche´ma de
la re´duction ne se limite pas a` une proce´dure de discre´tisation de´termine´e. Al-
ternativement, la me´thode des e´le´ments finis peut eˆtre mise a` contribution pour
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λ Lagrangian multiplier [kg/m2s]
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f discrete EHD system function, f ∈ R2n+1
fδ discrete elasticity equation, fδ ∈ Rn
fh0 discrete force balance equation fh0 ∈ R
fp discrete Reynolds equation, fp ∈ Rn
h film thickness [m]
h film thickness vector, h ∈ Rn
H dimensionless film thickness, H = hRa2 [−]
h0 rigid body displacement [m]
H0 dimensionless rigid body displacement, H0 =
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a2 [−]
hi dimensionless step size of dimension i with i ∈ {x, y, z} [m]
Jfδ Jacobian of elasticity equation, Jfδ =
∂fδ
∂z ∈ Rn×{2n+1}
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∂z ∈ R1×{2n+1}
Jfp Jacobian of Reynolds equation, Jfp =
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L dimensionless Moes parameter for lubricant [−]
lδ loss of information of deformation POD basis [−]
lδ,max maximum tolerable loss of information of deformation POD basis [−]
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lp,max maximum tolerable loss of information of pressure POD basis [−]
m number of training solutions [−]
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n number of nodes [−]
n˜ number of basis functions of reduced system [−]
nˆ number of evaluations of Reynolds equation (system approximation) [−]
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n˜p number of basis functions for pressure [−]
n˜δ number of basis functions for deformation [−]
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p pressure [Pa]
p pressure vector, p ∈ Rn
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Ri radius of curvature of body i [m]
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t time [s]
T dimensionless time [−]
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u¯ dimensionless velocity [−]
U dimensionless velocity (ALE) [−]
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A active set
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1. Introduction
1.1. Motivation
The tendency of today’s machine devices goes towards smaller and lighter designs.
Nevertheless, the transmitted power should remain the same or even increase.
As a consequence, the machine elements approach the limit of loading capacity.
Additionally, the energy saving issue is gaining attention and therewith the need
of a proper lubrication to reduce friction losses. Consequently, a precise knowl-
edge of the appearing highly loaded lubricated contacts is getting more and more
important in order to maintain a high reliability and lifetime of a wide range
of mechanical products such as the bearings, gear teeth or cam-tappet contacts.
Thereby, in support of experimental techniques the numerical simulation of the
physical behavior plays a decisive role in a contemporary fast and economical prod-
uct development process. Modern simulation techniques include, among others,
extensive parameter studies, multi-objective optimization and the introduction of
fast subroutines in commercial system simulation software. All of these methods
require fast but still highly accurate solvers for the particular physical problems.
In the case of elastohydrodynamic (EHD) problems, current solvers are either ac-
curate but rather time consuming, or fast but limited to special cases or not precise
enough. The key idea of this work is to get a fast and accurate solver for typical
highly loaded EHD contact problems by applying model order reduction (MOR)
techniques. Thus, the domain of use of the EHD contact problem might be en-
larged, for instance to ”real time” computations, to be integrated as a black-box




The foundation for a numerical examination of elastohydrodynamic lubrication
problems was provided at the end of the 19th century by Reynolds [99] and Hertz
[61]. Reynolds derived a scalar equation from the Navier-Stokes equations, de-
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scribing the flow of a lubricant within a narrow gap. Later on, the equation was
named after him in his honor. Prior to this, Hertz provided the theory of the
elastic deformation of solids for dry non-conformed contacts. These two theories
were combined by Ertel [40] and Grubin [49] for the first time, calculating a film
thickness due to a pressure solution of a dry Hertzian contact. Herewith, the
contradiction with respect to experimental results of too low film thickness pre-
dictions – resulting from neglecting the elasticity of the contacting solids – of well
lubricated contact problems was solved. Finally, Petrusevich [95] came up with
a coupled solution between film thickness and pressure. Hereby, he indicated the
film thickness narrowing and the related pressure spike at the outlet, resulting
from a pressure dependent viscosity.
In the following years different strategies were applied in order to solve the
elastohydrodynamic contact problem. A typical classification during this time
was the differentiation between the inverse and the direct method. The inverse
method was introduced by Ertel [40] and applied for a wider range of parameters
by Dowson and Higginson [37] and later for the point contact by Evans and Snidle
[41]. It uses the Reynolds equation for the calculation of pressure for a given film
thickness distribution. The solution is then compared to the solution coming from
the elasticity equation and adapted manually until the two solutions fit together.
Obviously, this approach requires a fundamental knowledge of the behavior of
EHD contacts. In comparison the direct method provides a more straight forward
procedure. Hereby, the solution of the Reynolds equation provides a solution for
pressure for a given film thickness distribution. The pressure can be used for
calculating a new film thickness distribution and so on. This approach was stated
by Stephenson and Osterle [102] and later by Hamrock and Jacobson [58] for
the line contact, by Hamrock and Dowson [56] for the point contact and finally
for the more generally circular contact by Chittenden et al. [29]. However, the
convergence rate of this method is rather low and the problem gets hard to solve
for highly loaded contacts. Recently, Liu [77] presented a direct solver for the
transient EHD line contact problem, where the whole problem is set as a band
structured equation system leading to a low numerical complexity.
A big step was done by Lubrecht [79, 81], who applied the multigrid method
[21, 43] to the EHD line and point contact problem. With a further improve-
ment of Venner [112], integrating a distributive relaxation scheme, this method
shows stable and good convergence rates for lowly loaded as well as for highly
loaded contacts. A further improvement was achieved by introducing the mul-
tilevel multi-integration technique by Brandt and Lubrecht [22], which decreases
the computational costs of solving the elasticity equation given as an integral. All
these methods are working with a weak coupling between Reynolds equation and
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film thickness equation, which means that they are solved separately, leading to a
tendency to low convergence rates. Another approach is a strong coupling using
the Newton-Raphson scheme for solving the problem as one equation system. This
method was introduced by Okamura [91] and improved by Houpert and Hamrock
[67] four years later.
In all the above mentioned methods, finite differences are used to discretize the
Reynolds equation. For point contact problems there are always limitations in the
freedom of topology of the grid, even for adaptive non-equidistant schemes as in
[48]. These limitations can be avoided by using the Finite Element Method instead.
At first, this method was applied for the line contact by Taylor and O’Callaghan
[105] and Rohde and Oh [101] and for the point contact problem by Oh and Rohde
[89] and more recently also for the elasticity part by Habchi [50], Habchi et al. [53].
In general the fluid-structure interaction of the EHD contact problem can be
solved with a partitioned or a monolithic approach. The partitioned approach
permits a very fast computation of each iteration, since no global matrix in-
version is required. However, the convergence rate is rather low, which implies
a large number of required iterations. On the other hand, the monolithic ap-
proach, the formulation as one equation system, is usually solved using Newton-
Raphson-method. Provided that the starting point is close to the solution, the
Newton-Raphson method scores with a quadratic convergence rate. Admittedly,
the Newton-Raphson-method demands the inversion of the Jacobian matrix in
every iteration. While the part of the Jacobian matrix representing the Reynolds
equation is sparse and only has to be computed on the contacting surface, the size
and the form of the Jacobian for the elasticity part depends on the treatment of
the elasticity with halfspace theory or a direct discretization of the corresponding
momentum balance. With the first method the elasticity equation only has to be
computed on the contacting surface, resulting in less degrees of freedom. However,
the resulting flexibility matrix is fully populated. So, the efficiency is strongly de-
pendent on the size of the problem. On the other side, the latter method yields a
sparse stiffness matrix, which is given on a domain with one dimension more than
the contacting area. Thus, a much larger amount of degrees of freedom is required.
In conclusion, the inversion of the resulting Jacobian is rather expensive.
With the increasing performance of computers, there are more and more studies
about transient phenomena. The squeeze film problem, the impact of two lubri-
cated bodies often refered to as normal approach, was the first transient effect
considered in EHD [30, 31, 60, 72]. The next advances towards transient EHD
were done by the examination of dynamical loading and rough surfaces, where
the entrainment motion plays an additional role. The first results of a coarse
point contact problem with dynamical loading [90], a general transient approach
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for line contacts by Ai and Zheng [3], Ai and Yu [5] and a relative lightly loaded
line contact problem [6, 26, 73, 74] including surface roughness were improved to
finer grids and higher loads by the integration of multigrid techniques into tran-
sient EHD [112]. In the following years, detailed examinations on rough surfaces
were done by Ai and Cheng [1, 2, 4] and by Venner and Lubrecht [78, 80, 107–
109, 111, 113, 114, 116] using multigrid techniques. Transient effects play also
an important role at the consideration of a reversal of the mean surface velocity
[47, 48, 64, 66, 83], where the remaining fluid film at the reversal point cannot
be predicted by a quasi-stationary approch. Recently, the transient EHD point
contact problem was validated for a harmonic excitation, an impact load [115] and
the start-up behavior [96].
The large computational expenses of transient EHD problems have lead to var-
ious approaches simplifying the problem. In order to get an approximation of
the input-output behavior of a large-scaled system, basically three different ap-
proaches can be applied. The first approach can be summarized under the term
data-fitting. Hereby, unbeatable fast solutions can be achieved, since the solution
follows directly from a look-up table interpolation or the evaluation of a low di-
mensional fitting function. However, no physics are considered anymore, which
could lead to high errors if a special feature of a system is not covered by the
fitting points. Besides, the handling of data-fitting methods might become very
tedious for a larger number of input parameters. In the area of EHL, typically
design charts of central and minimum film thickness subject to a small number of
comparison parameters are created [38, 57, 110]. Usual parameter sets herefore
are the Hamrock and Dowson parameters [56] or the Moes parameters [84, 85].
Another group are semi-analytical systems or analytical solutions. Their deriva-
tion is based on simplifications of the physical system. Thus, a deep understanding
of the underlying physical system is required in order to evaluate the validity of
the assumptions. In consequence, usually only special cases are covered accurately.
One method within this group is the approximation of the dynamical behavior
of an elastohydrodynamic contact by linear stiffness and damping coefficients [118,
120]. However, this approach neglects the effects due to the nonlinearity of the
problem. Other procedures generate semi-analytical or analytical models, which
approximate for example surface roughnesses [65] or film thickness fluctuations
due to a variable load [45, 86] of the full nonlinear behavior of an EHD contact. In
order to overcome the restriction of being able to consider either a lowly loaded or
a highly loaded contact, recently an alternative approach was introduced in [119].
Finally, a last group are model order reduction techniques. Their reduction takes
place on a mathematical level and not on a physical one. Thus, the complexity of
the underlying physics is not restricted a priori. The first successful attempts were
1.2. Literature survey 5
done by [52] for the line contact and by [51] for the point contact. However, here
the system still remains of large scale, since only the linear part of the problem,
the elasticity equation, was reduced.
1.2.2. Model Order Reduction
With the tremendous increase of computing capacity, the examined systems are
getting more and more complex. However, often a full calculation is not feasible
if a complex problem has to be calculated very often, as in optimization prob-
lems, or has to be calculated in real time with a strong restriction in computer
performance, as for example in process control computers or system simulation.
Fortunately, often the input-output behavior of such a system is much less com-
plex than the system itself. In this case, a compact model with almost the same
input-output behavior as the complex system can be derived using adequate model
order reduction techniques.
Basically, the methods of model order reduction can be classified into three cat-
egories [9]: The methods based on Krylov subspaces, the ones based on a singular
value decomposition (SVD) and finally a combination of these two procedures.
The first category is mainly represented by the two most spreaded algorithms
introduced by Lanczos [71] and Arnoldi [11]. However, as well as balanced trun-
cation [46], which is based on the Hankel singular values, they are restricted to
linear systems.
The Empirical Grammians method, which was introduced by Lall et al. [70]
and enhanced by Hahn and Edgar [55], is a generalisation of balanced trunctation
to nonlinear systems. Another common model order reduction method for non-
linear systems is the Proper Orthogonal Decomposition (POD). Before POD was
introduced by Lumley [82], it was already known as Karhunen-Loe`ve expansion,
Principal Component Analysis (PCA) or Empirical Orthogonal Functions (EOF).
Actually, the basic idea traces back to Pearson [94] in 1901. An overview over
these different methods was given by Antoulas and Sorensen [8] and Antoulas [9].
Besides POD, a related method is the method of Reduced Basis [92]. It is applied
onto the weak formulation of a partial differential equation. One requirement is
that only the weightings and not the basis functions of the reduced basis are de-
pendent on the parameters. The advantage of this method is the existence of error
bounds.
However, for nonlinear dynamical systems, the projection based reduction pro-
cedures have the disadvantage that the construction of the reduced system ma-
trices involves computational costs of the size of the corresponding system. In
order to reduce these costs, there are mainly two approximating approaches. The
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first is based on an estimation of the nonlinearity by using only a subset of the
nonlinearity. The basis for these kind of methods was provided by [17] known
as empirical interpolation method (EIM). Hereby, EIM is applied on the conti-
nous level. This approach can be further classified into collocation methods, for
example the missing point estimation (MPE) [12, 13] or [75], where only a speci-
fied amount of entries are considered, and interpolative methods [23, 24, 27, 28],
where the nonlinearity is reconstructed from the specified amount of entries using
empirical information.
The second approach tries to approximate the nonlinear system through a
weighted combination of reduced systems, coming from a Taylor series expansion
of first [97, 98] or second order [35]. This method is called trajectory piece-wise
linear (TPWL) or piece-wise polynomial (PWP) method. The originally non-
parameterized nonlinear system is expanded to a parameterized form by [7]. Later
on, the restriction of linear separable inputs was resolved in [87].
1.3. Outline
In connection to this introduction including a brief literature survey on the com-
putation of EHD contacts and MOR, the second chapter provides the fundamental
theory and the modeling towards a reduced EHD system. At first, the EHD con-
tact problem is brought into a MOR-conform form on which the MOR techniques
presented in the second part of the second chapter are applied and adapted within
the last part. For this, the general transient EHD line and point contact problem
is brought into dimensionless form and discretized using standard finite differences
and numerical integration schemes. The resulting nonliner system of equations is
solved in a monolithic approach using the Newton-Raphson method. Next, the
reduction procedure is presented consisting of a Galerkin projection onto a smaller
subspace and a system approximation based on a replacement of the reduced sys-
tem function and its Jacobian by less complex surrogates.
The third chapter deals with the stationary EHD contact problem which can
be seen as a parametrical problem. The first part provides a procedure for an
automated generation of the reduced EHD systems based on the testing and po-
tential expansion of the current reduced system at randomly chosen sampling
points within a specified parameter space. Furthermore, the reduced EHD con-
tact model is extended to Non-Newtonian effects providing a better prediction of
friction and film thickness for shear-thinning fluids. As a part of this extension,
the Newton-Raphson method is applied to the generalized Reynolds equation for
the first time.
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The fourth chapter is divided into two parts and covers the transient EHD line
contact problem. The first part suggests two new formulations on how to adapt the
computational area to the current contact size in order to increase the similarity
of the solution space. These are a Eulerian description with remeshing and a
formulation in Arbitrary Lagrangian Eulerian (ALE) coordinates. The second
part applies and adapts an alternative solution scheme, the Trajectory Piecewise
Linear (TPWL) approach, to the transient EHD contact problem.
Finally, a short conclusion on the application of model order reduction onto
the EHD contact problem is given followed by some remarks on how the results
presented in this thesis can be further extended.

2. Modeling
This chapter is divided into three parts. The first part provides a short overview of
typical lubrication regimes. Furthermore, the physical modeling and the compu-
tational treatment of the elastohydrodynamic contact problem will be shown. The
second part deals with selected methods on the subject of model order reduction,
providing the basis of the new reduction procedure for the EHD contact problem
which is presented in the last part of this chapter.
2.1. Elastohydrodynamic Lubrication
According to wall paintings, the ancient Egypts already used lubricants in order
to decrease the slide and rolling friction of objects in relative motion. Today,
a proper lubrication is indispensable in order to ensure an efficient, durable and
reliable operation of solid contacts in relative motion. In dependency of the relative
velocity, the loading and the loading capacity of the lubricant, different types of
contact occur. A well-established classification of lubricated contacts can be done
on the basis of the film height: these are the boundary, mixed and fluid film
lubrication regimes. In the boundary lubrication regime, there is basically no fluid
film and the friction depends on the sliding and deformation of the contacting
asperities and other processes like wear. Within the mixed lubrication regime, the
fluid film is of the same size as the height of the asperities and thus both asperites
and the fluid film are supporting the contact. Finally, in the last regime a full fluid
film is formed and no asperities are in contact anymore. Here, the contact forces
are based on the hydrodynamics of the lubricant. These regimes are illustrated in
figure 2.1 by means of the Stribeck curve [103], where the characteristic curve of the
friction coefficient is plotted versus the fluid viscosity, velocity and the reciprocal of
the load. Within the boundary lubrication regime, the friction coefficient remains
at a relatively high level. It decreases rapidly, when the fluid film is successively
built up within the mixed lubrication regime. In the hydrodynamic regime, the
friction grows gradually with increasing shear rates due to the viscosity of the
lubricant. Within this work, only the hydrodynamic regime is considered, where
a full fluid film is established.
10 2. Modeling














Figure 2.1.: Stribeck curve
Typically, a lubricated contact is further classified into a conformal and a non-
conformal contact. The first is distinguished by low fluid pressures distributed
over a large contact area. In contrast, the latter is characterized by high fluid
pressures acting on a relatively small contact area, so that the deformation of
the contacting bodies is no longer negligible. In consequence it is referred to as
elastohydrodynamic (EHD) contact. Figure 2.2 illustrates typical film thickness
and pressure profiles of EHD contacts within a wide range of loading conditions.
Increasing the load towards infinity, the dry Hertzian contact [61] can be seen as a
Figure 2.2.: Transition through elastohydrodynamic regime from the limiting case of hydrody-
namic lubrication (left) to the limiting case of the dry Hertzian contact (right). The
thin line depicts the film thickness, the bold one the fluid pressure profile.
limiting case for the EHD contact. This means, that highly loaded EHD contacts
always resemble the shape of a dry Hertzian contact. Therewith, highly loaded
EHD contacts have a high similarity to each other. This motivates the approach
of projection based model order reduction onto the elastohydrodynamic contact
problem.
In the following, the mathematical formulations for an EHD point and line con-
tact for the transient and stationary case are presented. The governing equations
are the Reynolds equation, the elasticity equation and the load balance. Here,
the Reynolds equation gives the pressure of the lubricant within a narrow gap,
the elasticity equation contains the deformation of the contacting bodies, and the
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load balance ensures the Newton’s law of motion. Additionally, some constitutive
relations are given in order to describe the rheology of the lubricant. Furthermore,
the procedure of nondimensionalization and discretization will be shown. Finally,
the problem will be formulated as one system of nonlinear equations.
2.1.1. Reynolds equation
The Reynolds equation was derived in 1886 by Osborne Reynolds [99] as a simpli-
fication of the Navier-Stokes equations. It describes the fluid flow in a narrow gap
between the moving surfaces of two solid bodies. In this context, narrow means
that the film thickness is much smaller than the sizes across the film. Here, volume
forces and inertia of the Newtonian fluid are considered as negligible in compar-
ison to the viscous forces. Furthermore, a laminar flow with no-slip boundary
conditions is assumed in addition to a constant fluid density and viscosity in film
thickness direction. Arranging the coordinate system such that the z-direction is
normal to the contact plane and the surfaces move in x-direction and assuming
























where t is the time and um =
1
2 (u1 + u2) the mean surface velocity. The prop-
erties p, ρ, η and h are the fluid pressure, density, viscosity and film thickness,
respectively. The film thickness is given by the so-called film thickness equation




which contains the rigid body displacement h0, the shape of the undeformed con-
tact geometry and the elastic deformation δ(x, y). Here, for the undeformed shape
two rotationally symmetric paraboloids contacting in their origin with the local
radii of curvature R1 and R2 are used. An equivalent composition can be given by
one paraboloid with reduced radius of curvature R interacting with a rigid plane










Figure 2.3 illustrates the two equivalent configurations of an EHD contact using
the example of a line contact. Since the Reynolds equation is a partial differential
















Figure 2.3.: Equivalent configurations of the contact with two elastic bodies (left) and the reduced
contact with one effective elastic body acting on a rigid plane (right)
tational domain Ω with boundary ∂Ω. Here as a boundary condition for pressure
the ambient pressure or zero pressure is used:
p(x, y, t) = 0, ∀t ≥ t0 and ∀{x, y} ∈ ∂Ω. (2.4)
For the calculation the offset in pressure is arbitrary, since the pressure only oc-
curs in derivative form. Nevertheless, the zero boundary condition is reasonable,
since the ambient pressure is much smaller than the usual contact pressures. For
the transient problem, the initial condition p(x, y, t0) = p0(x, y) is required addi-
tionally. In the case of a line contact problem there is no variation in y-direction.
Thus the second term in (2.1) disappears. Detailed derivations of the Reynolds
equation can be found in e.g. [59] or [104].
2.1.2. Elasticity equation
The fluid pressure following from (2.1) entails a deformation normal to the contact
plane on each of the two bodies. Since the contacting area is usually much smaller
than the extension of the contacting bodies, they can be modeled as halfspaces.
For sake of simplicity, the two linear elastic bodies with Young’s modulus E1 and











acting on a flat rigid body. The deformation of the effective halfspace equals









(x− x′)2 + (y − y′)2 . (2.6)
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and for the line contact by Flamant [44]








dx′ + C. (2.7)
In general, the integration constant C is unknown. However, if the deformation at
one position of the contact is known, it can be calculated. Nevertheless, in order
to avoid this problem, the constant C is added to the likewise unknown rigid body
displacement h0 from the film thickness equation (2.2). Thus for the line contact
problem, the reformulation reads:
h0 := h0 + C and δ := δ − C. (2.8)
Detailed information on the theory of half-spaces and the derivation of fundamental
solutions on them can be found in e.g. [68] or [104].
2.1.3. Load balance
The fluid pressure and the deformation are covered by the Reynolds and the elas-
ticity equation, respectively. Usually, the remaining unknown is either the load w






where the variable of integration dA is either dx or dxdy depending on the contact
form. Within this work, the rigid body displacement is considered as unknown.
2.1.4. Lubricant Properties
In an EHD contact, where large and low pressures occur simultaneously, it is not
approvable anymore to assume the fluid density and viscosity to be constant. In
a first step, there are models introducing a dependency on pressure. A common
way to describe the pressure dependency on the density is the formula of Dowson
and Higginson [38]:
ρ = ρ0
5.9 · 108 + 1.34p/Pa
5.9 · 108 + p/Pa . (2.10)
Thereby the parameter ρ0 is the density at ambient pressure.
For the relation between pressure and viscosity there are a lot of approaches.
One of the oldest is the approach of Barus [18],
η (p) = η0 exp (αp), (2.11)
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which dates back to 1893. Here, η0 is the viscosity at ambient pressure and α the
viscosity-pressure-coefficient. Due to its simplicity, this relation is still often used.
Nevertheless it overestimates the viscosity at high pressure, due to its exponential
behavior. An often more realistic choice is the empirical approach after Roelands
[100]















with the dependent parameter zRoe =
αpRoe
ln(η0/Pa s)+9.67
and the constant pRoe =
1.96 · 108 Pa. An additional dependency of the viscosity on the shear rate will
follow in chapter 3.2 about Non-Newtonian fluids.
2.1.5. Cavitation Condition
Providing that the computational domain Ω is large enough and the boundary
condition is defined as in (2.4), the Reynolds equation (2.23) will predict negative
values for pressure at the outlet region. However, if the fluid pressure drops below
the vapor pressure of the liquid, the liquid would cavitate and remain at the vapour
pressure. In reality, the fluid film ruptures instead. However, the Reynolds equa-
tion assumes that the gap is fully flooded. In order to overcome this phenomena
the additional side condition
p(x, y, t) ≥ 0, ∀t ≥ t0 and ∀{x, y} ∈ Ω. (2.13)
is introduced. To enforce this condition a Lagrangian multiplier λ is added to the






















+ λ = 0, (2.14)
In the following, two ways are given to handle the additional unknown. One possi-
bility is to solve the problem as a complementarity problem with complementarity
condition
p ≥ 0, λ ≥ 0, p · λ = 0. (2.15)
This relation indicates that either the pressure or the Lagrangian multiplier has
to be zero. Equivalently, the expression (2.15) can be formulated as an implicit
function in the form [54]
ψ(p, λ) = λ−max(λ− cp, 0) = 0, (2.16)
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where c is a positive constant, taking into account different units or sizes of p and
λ. The left graph of figure 2.4 illustrates the complementary relation between λ






Figure 2.4.: Treatment of the inquality constraint as a complementarity problem (left) and as a
regularisation using the Penalty method (right)
An alternative approach to handle the side inequality constraint is the use of the
penalty method, which was first applied onto an EHD contact problem in [121].
It consists of the regularisation of the Lagrangian multiplier by setting
λ(p) := −γpen min (p, 0) , (2.17)
while γpen is an arbitrary large positive number. The graph on the right of figure
2.4 shows the regularised relation between p and λ. Therewith, the constraint is
not fulfilled exactly but a violation of it is penalized. Hereby, the larger γpen is
chosen the better the constraint is fulfilled. The limiting case for γpen tending
towards infinity is equivalent to the problem formulated as a complementarity
problem. However, the stiffness of the problem increases with γpen leading to
growing numerical issues. Since the results for both methods exhibit a consistent
behavior and give almost the same results, the less complex formulation using the
penalty method is used throughout this work. A formulation as a complementarity
problem can be found in the appendix.
2.1.6. Nondimensionalization
The EHD contact problem has at least 5 parameters η0, E
′, R, um and w and
some parameters to describe the viscosity-pressure relation such as α, which are
partially dependent on each other. Furthermore, the conditioning of the prob-
lem is rather poor, since there are about fifteen orders of magnitude between film
thickness and pressure. Thus, in order to reduce the number of parameters and
for a better conditioning of the problem the EHD problem is put in dimensionless
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form. Therefore, a constant reference frame, built up by the problem parame-
ters, is necessary. Since the radius of curvature, the mean surface velocity or the
load might be some time dependent function, they are separated into a constant
reference value and a time dependent dimensionless function (see e.g. [83]):
R(t) = RrefR¯(t), (2.18)
um(t) = urefu¯(t), (2.19)
w(t) = wrefw¯(t). (2.20)
As the EHD contact tends towards a dry Hertzian contact [61] for high loads,
the characteristic parameters of the latter are used as a reference. These are the
maximum Hertzian pressure pH , which is reached at the center or center line of
the contact, and the Hertzian radius or half width a, which defines the contact








, a = 3
√
3wrefRref










E′pi , for the line contact.
(2.21)
So the transformation between the dimensioned and the dimensionless framework
is defined as:













∆, ρ = ρ0ρ¯, η = η0η¯
(2.22)





















+ Λ = 0. (2.23)
with the coefficient ξ(P,H) = ρ¯(P )H
3
η¯(P )λ¯






thickness equation (2.2) turns into the dimensionless form
H = H0 +
X2 + Y 2
2R¯
+ ∆, (2.24)
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P (X ′, Y ′) dX ′dY ′√
(X −X ′)2 + (Y − Y ′)2 , for a point contact and (2.25)




P (X ′) ln (X −X ′)2 dX ′, for a line contact. (2.26)
Using the calculation rules of logarithm, equation (2.26) can be reformulated as




P (X ′) ln |X −X ′|dX ′. (2.27)
Substitution of transformation (2.22) into (2.9), the load balance in dimensionless
form becomes∫ +∞
−∞
P (X) dX =
piw¯
2





P (X,Y ) dXdY =
2piw¯
3
, for a point contact. (2.29)
The dimensionless form of the properties of the lubricant are following directly by
applying transformation (2.22) to the corresponding equation of subsection 2.1.4.
Notice that both the dimensionless elasticity equation and the load balance are
free of parameters with this transformation. Thus all the physical parameters
are gathered in λ¯. Usually, further parameters are existent in the dimensionless
functions ρ¯ and η¯.
2.1.7. Discretization
The problem is discretized in space and time considering only structured grids
for the spatial discretization. Therefore, the rectangular computational area Ω is
divided into nx + 1 equidistant parts in X-direction with length hx and ny + 1 in
Y -direction with length hy. Figure 2.5 illustrates the grid on the computational
domain Ω. The discrete nodes within the spatial domain are defined by coordinates
Xix and Yiy , where the partitioning of the nodes into boundary and inner domain
can be expressed by:
(Xix , Yiy ) ∈
{



















Figure 2.5.: Discretization of computational domain for a point contact
The time integration will be done with an adaptive time stepping scheme as pro-
posed in [48]. The estimation of the local error is effected by comparing the current
solution with an extrapolation of two former solutions. The time step size from
time step Tj−1 to Tj is defined as htj . The value of a field Ψ ∈ {P,H,∆,Λ} at the
position defined by the indices ix, iy and time step j is noted as
Ψixiyj = Ψ(Xix , Yiy , Tj).
The Reynolds equation with cavitation condition in dimensionless form given by
(2.14) will be discretized by finite differences. Its ixiy-component at time step j is




















+ Λixiyj . (2.31)
The derivatives of fp,ixiyj are replaced by second order difference quotients. The


















ξ−yixiyjPix,iy−1,j − (ξ−yixiyj + ξ+yixiyj)Pixiyj + ξ+yixiyjPix,iy+1,j
h2y
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2 ρ¯ix−2,iy,jHix−2,iy,j − 2ρ¯ix−1,iy,jHix−1,iy,j + 32 ρ¯ixiyjHixiyj
hx
, (2.32)
with ρ¯ixiyj = ρ¯(Pixiyj). As mentioned above, the time integration will be done
with an adaptive time stepping. So, the time step size is not constant. The ratio






Therewith, the second order backward difference quotient for non-equidistant step












A detailed derivation of formula (2.34) can be found in the appendix. The discrete
film thickness equation can be given straightforwardly as





+ ∆ixiyj . (2.35)
Finally, the penalty term can be written in discretized dimensionless form as





where the dimensionless penalty factor is set to γ¯pen = 10
6. The discretization
of the integrals in the elastic deflection equations (2.25) and (2.27) follows from




, length hx and width hy.
The pressure over each area is assumed to be constant with size Pixiy . Therewith,
the discretized elastic deflection equation reads
fδ,ixj = δix −
nx∑
i′x=1
Kixi′xPi′xj = 0, for a line contact and (2.37)













2 for the evaluation point
ξixiyj = ξ(Pixiyj , Hixiyj). For the third part an upwind discretization is necessary
to stabilize the discretized system [32]. In order to get a second order upwind
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(Xix −X ′)2 + (Yiy − Y ′)2
. (2.40)
Their analytical solution can be found e.g. in [110] for the point contact and in
[10] for the line contact. The discrete force balance equation is derived, using the



















The equations (2.31), (2.37) or (2.38) and (2.41) or (2.42) will be solved as one
equation system using Newton-Raphson method (see also 2.2.1). Therefore, the
problem will be described in matrix-vector-form.
For the point contact, the reformulation from two dimensional indexing with ix
and iy to one dimensional indexing i will be done with the rule
i = nx(iy − 1) + ix, i ∈ {1, . . . , n}, with n = nxny. (2.43)
Thus, the discrete representative of any field given on domain Ω can be written as
a vector ψ = [ψ1, . . . , ψn]
T with elements
ψi = ψnx(iy−1)+ix = Ψixiy . (2.44)
Therewith, the boundary values are not contained within the field vectors, even
though they are still existant within the system functions. So, the state vector can
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with pressure vector pj , deformation vector δj and rigid body displacement H0,j .
Additionaly, the six parameters α, η0, E
′, Rref, uref and wref, are summarized in
parameter vector µ ∈ Rd with d the number of parameters and the three time
dependent functions R¯, u¯ and w¯ in the input function vector
uj = [R¯(tj), u¯(tj), w¯(tj)]
T . (2.46)
With this, the problem can be stated as one equation system in the form:
f j(zj , zj−1, zj−2,µ,uj) =
 fp,j(zj , zj−1, zj−2,µ,uj)fδ,j(zj)
fh0,j(zj ,uj)
 = 0, (2.47)
with the linear elasticity function fδ,j(zj) = δj −Kpj containing the flexiblity
matrix K ∈ Rn×n with entries as given in (2.39) or (2.40) and the load balance
equation fh0,j(zj ,uj) = ch0(uj)−Kh0pj with the row matrix Kh0 ∈ R1×n filled
with ones and the constant ch0 , which is
2piw¯
3hxhy
for a point contact and piw¯2hx for
a line contact. Here, fp,j ∈ Rn corresponds to the discrete Reynolds equation,
fδ,j ∈ Rn the discrete elasticity equation and fh0,j ∈ R the discrete load balance.
The equation system (2.47) can be soved iteratively using the Newton-Raphson
scheme. The solution of the k-th iteration follows directly from solving the lin-














Any norm of the residuum f
(k−1)
j as well as of the search direction ∆z
(k)
j can be
chosen as abort criterion for the iteration scheme.
2.1.9. Verification
This section deals with the verification of the EHD contact model provided above.
Therefore, the results of the full system are compared to corresponding results
provided in literature. The stationary and transient EHD line contact problem is
verified by comparing the results to those given in [45], where the film thickness
fluctuations due to a time-varying normal loading are examined. Here, the load is
varied harmonically according to










with Aex = 0.1 and Tex = 4. The problem is solved on an equidistant grid with
width −4 ≤ X ≤ 2 and step size ∆X = 0.005. The parameters of the underlying
stationary state are given in table 2.1. In addition to the results given in [45],
Table 2.1.: Parameters from [45] for EHD line contact problem
parameter R um wref E
′ η0 α M L
unit mm m/s N/mm GPa Pa s 1/GPa - -
value 22.5 5.0365 646.11 287.8 0.004 22 40 10
the full stationary pressure and film thickness distribution throughout the contact
is provided and compared to the results of the current system. Figure 2.6 shows
the dimensionless pressure and film thickness distribution within the contact for
the stationary case and the evolution of central pressure and film thickness with




































Figure 2.6.: Verification of stationary (left) and transient EHD line contact model with compu-
tational results from [45]
in excellent accordance to each other at every spatial position and every instance
of time: the difference in film thickness is less than one percent, the conformance
of pressure even better.
Moreover, the present model is verified for a stationary point contact problem.
Therefore, the model is compared to formerly published results provided in [53],
where a new monolithic approach based on the finite element method is com-
pared to the classical finite differences approach solved with a multigrid-multilevel
scheme [110]. The parameters of this stationary EHD point contact problem are
given in table 2.2. The physical parameters are chosen such that they exhibit the
dimensionless Moes parameters M and L. The size of the computational area is
defined by −4 ≤ X ≤ 2 and −2 ≤ Y ≤ 0, where a symmetry with respect to
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Table 2.2.: Parameters of stationary EHD point contact problem
parameter R um w E
′ η0 α M L
unit mm m/s N GPa Pa s 1/GPa - -
value ∼3.4 ∼0.15 ∼3.97 ∼231 0.04 22 200 10
the line Y = 0 is assumed. Here, central film thickness Hc = H|X=0,Y=0 is taken
for the comparison. Table 2.3 lists the particular dimensionless central film thick-
nesses for different numbers of degrees of freedom. All methods seem to approach
Table 2.3.: Comparison of the resulting dimensionless central film thickness for the point contact
problem (M = 200, L = 10) from [53, 110]
Venner & Lubrecht [110] Habchi et. al. [53] current model
DOF Hc DOF Hc DOF Hc
16 770 0.07887 17 727 0.08094 12 383 0.07774
66 306 0.08093 39 512 0.08180 24 683 0.08095
263 682 0.08144 74 810 0.08222 49 283 0.08178
asymptotically a final value of film thickness with increasing number of degrees of
freedom. The values resulting from the finest mesh are lying within a range of one
percent to each other.
The results clearly show that the proposed full models are well-implemented
and are reproducing the underlying physics in a correct way.
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2.2. Model Order Reduction
This section gives a short introduction to projection based model order reduction
techniques, which are then used to get a reduced model of an EHD contact. The
basic idea of model order reduction is that the solution procedure of a system,
which has to be calculated very often for different parameters or inputs, can be
separated into an oﬄine and an online phase. Thereby, the oﬄine phase covers
the generation of a compact model, which provides an adequate approximation of
the full system. Then, only the compact model is solved within the online phase.
The online speed-up arises from the computational costs of the full system related
to the costs of the compact model. Depending on the physical domain and the
problem formulation, the speed-up potential goes up to a few thousand meaning
that the solution of the reduced system can be achieved a few thousand times
faster than the one of the full system.
Within the first part the projection procedure of a nonlinear system is shown,
which is solved by Newton-Raphson method. The second part deals with the
generation of reduction matrices using Proper Orthogonal Decomposition [63, 117].
Furthermore, the hyperreduction method of Gauss Newton with Approximation
Tensor [23, 24] will be introduced. This is a method to reduce the evaluation of the
nonlinear system matrices. It is valid for both stationary and transient problems.
The last method, the Trajectory Piecewise Linear method [97, 98], is a fast time
integration procedure.
2.2.1. Subspace Projection
The most common model order reduction techniques are based on projections. The
underlying idea is to map the solution space of a large-scale system to a smaller
subspace retaining only the essential information. So, a fast but still accurate
input-output behavior can be achieved by the reduced order model (ROM) within
a specified area and a specified requirement of accuracy .
The starting point is an arbitrary system defined by a differentiable function
f ∈ Rn with state vector z ∈ Rn given in the form
f(z) = 0. (2.50)
This system can be solved iteratively using the Newton-Raphson scheme. There-
fore the system f has to be linearized around z(k):
f(z(k)) + Jf (z
(k))(z − z(k)) = 0, (2.51)





is the Jacobian of system function f . The first step is
the approximation of the state vector z by its projection z˜ ∈ Rn˜ in a trial space
spanned by V ∈ Rn×n˜, with n˜ < n:
z ≈ V z˜. (2.52)
Introducing this approximation into the linearized form (2.51) yields
f(V z˜(k)) + Jf (V z˜
(k))V (z˜ − z˜(k)) = r, (2.53)
where r is the residuum due to the approximation. The resulting system of equa-
tions (2.53) is over-determined, since there are still n equations, but only n˜ un-
knowns. In order to get a unique solution, the additional condition is set that the
residuum has to be orthogonal to a so-called test space spanned by W ∈ Rn×n˜:
W Tr = 0. (2.54)
Thus, the reduced linearized system of equations follows from introducing (2.53)
into (2.54):
W Tf(V z˜(k)) +W TJf (V z˜
(k))V (z˜ − z˜(k)) = 0, (2.55)
The projected solution of the following Newton iteration can be determined by
solving (2.55) for z˜:
z˜(k+1) = z˜(k) −
(
W TJf (V z˜
(k))V
)−1
W Tf(V z˜(k)). (2.56)
If trial and test space are the same the projection is called Galerkin projection,
otherwise it is called a Petrov-Galerkin projection. An illustration of the projection
procedure can be found in the first two and the last row of figure 2.7
2.2.2. Proper Orthogonal Decomposition
Proper Orthogonal Decomposition (POD), also called Principle Component Anal-
ysis, is a solution based method, considering the m solutions zi ∈ Rn. These
solutions might come from measurements or from numerical calculations. The
principle of POD is to find a set of n˜ orthonormal vectors uj , which approximate
the space spanned by the m solutions zi best in terms of the Euclidean norm. This















, subject to uTj uk = δjk. (2.57)
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In order to compute the solution of this optimization problem, it is often rewritten





















uTj uk − δjk
)
(2.58)
with Lagrange multipliers λjk for {j, k} ∈ {1, · · · n˜}. The solution of the optimiza-
tion problem follows from the necessary condition for an extremum:
∇L(u1, · · · ,un˜, λ11, · · · , λn˜n˜) != 0, (2.59)
where the operator ∇ indicates the gradient of L including the derivatives of L
with respect to the arguments. The summand of the first part of the Lagrangian
















































Therewith, the partial derivative with respect to one of the n˜ orthonormal vectors































l = 0 (2.61)
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With Z = [z1, · · · , zm] and λl =
∑n˜
j=1 λjl, this equation can be written in matrix
form,
ZZTul = λlul (2.63)
representing the eigenvalue problem ofZZT . Thus the solution of the optimization
problem (2.57) corresponds to the singular value decomposition of Z, with singular
value
√
λl and left singular vector ul. The singular value decomposition of Z can
be written in the form
Z = UΣW T (2.64)
where U = [u1, . . . ,um] is an orthonormal matrix, Σ a diagonal matrix with
the singular values
√
λl with l ∈ {1, . . . ,m} as diagonal entries and W another
orthonormal matrix. Thus, the constraint uTj uk = δjk is fulfilled by the singular
value decomposition a priori. The singular values are ordered by size starting with
the largest one. The reduction of POD takes place by truncation using only n˜ of
the m left singular vectors corresponing to the n˜ largest singular values. A detailed
description on POD in combination with the singular value decomposition can be
found in e.g. [63] or [117].
2.2.3. Gauss Newton with System Approximation
The following method is one of the so called hyperreduction procedures, where the
reduced system function and its Jacobian are replaced by less complex approxima-
tions. It was derived recently by Carlberg [23, 24] in 2011. Figure 2.7 illustrates
the projection of a linearized system of equations and the system approximation
of the reduced system function and its Jacobian. A possible starting point of the
method is a discretized partial differential equation in space, as well as one time
step of a fully discretized partial differential equation of space and time using an
implicit time integration method. Both can be formulated as
f(z,µ) = 0, (2.65)
where f ∈ Rn is the system function, z ∈ Rn the state vector and µ ∈ Rd the
parameter vector. In the case of considering one time step of a dynamical system,
f also depends on known previous solutions, which for sake of simplicity are not
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Jf ∆z = − f
W T Jf V ∆z˜ = − W T f
W¯
T J¯f V¯ ∆z˜ = − W¯ T f¯
J˜f ∆z˜ = − f˜
Figure 2.7.: From top to down: Full linearized system, projection of the full linearized system,
projection of the linearized system with system approximation and the resulting
reduced system
mentioned explicitly here. The reduced iteration scheme, following from projecting







W Tf (k), (2.66)
z˜(k+1) = z˜(k) + ∆z˜(k). (2.67)
For symmetric positive definite Jacobians the Galerkin projection W = V is
optimal [23]. However, nonlinear systems of equations often do not exhibit a sym-
metric positive definite Jacobian. Hence, an alternative projection was proposed,




setting the test matrix as a matrix product of the Jacobian and the trial matrix.








z˜(k+1) = z˜(k) + ∆z˜(k), (2.70)
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where (·)+ = ((·)T (·))−1(·)T denotes the Moore-Penrose pseudoinverse. As can




∥∥∥J (k)f V z¯ + f (k)∥∥∥
2
, (2.71)
z˜(k+1) = z˜(k) + ∆z˜(k). (2.72)
The operator argmin(·) gives back the argument at which (·) is minimized.
The idea of the hyperreduction or system approximation is based on the discrete
empirical interpolation method (DEIM) [28]. In fully discretized form, discretiza-
tion in space and time, the fundamental system for DEIM can be written as:
Az + f(z) = 0, (2.73)
where z is the state, A the Jacobian of the linear part of the nonlinear system
and f any nonlinear function. The idea of DEIM is that the nonlinear function f
can be interpolated by a subset of f meaning that only the subset of f has to be
calculated within the online phase. Therefore, the nonlinear function is evaluated
at a specified set of solutions z of the nonlinear system (2.73). The application
of POD onto this set of nonlinear function evaluations provides the basis for the







where Φf ∈ Rn×nˆ is the POD basis for f and I is a set of the indices of the nˆ
most important equations of f . In general, the solutions used for the function
evaluations for the POD of f are the same as the snapshots for the POD in
order to get V . However, other than the system (2.73) for the DEIM, the present
system (2.65) has no linear part. Thus, an evaluation of the nonlinear function at
a solution of the system is just zero. In order to adapt the hyperreduction to a
system in the form (2.65), not only the nonlinear function, but also its Jacobian
are approximated:
f ≈ Φf f˜ , (2.75)
JfV ≈ ΦJ J˜ . (2.76)
Furthermore, the snapshots for the POD bases Φf ∈ Rn×nˆ and ΦJ ∈ Rn×nˆ are not
only gathered at the solutions itself but also for every Newton iteration f(V z˜kj )




j , respectively [23]. The nˆ  n weightings of f˜ ∈ Rnˆ and
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of J˜ ∈ Rnˆ×n˜ follow from solving the system of equations of gappy surrogates of
(2.75) and (2.76) at the nˆ rows specified by the indices given in set I:
If = IΦf f˜ (2.77)
IJfV = IΦJ J˜ (2.78)
Details on how to determine I can be found in e.g. [23]. Usually, f results from
a partial differential equation discretized with a local discretization method as
for example finite elements or finite differences. Hereby, each row of f is only
dependent on the state variables in its neighborhood. Thus, having only a few
rows of f , only a few state variables are required in order to determine the low
scale surrogates If and IJf . The corresponding indices are collected in set J . By




IJf JV . (2.79)
Therewith, the least-squares problem (2.71) is approximated by:
∆z˜ = argmin
z¯∈Rn˜





∥∥∥ΦJ IΦ−1J IJfV z¯ + Φf IΦ−1f If∥∥∥2 (2.81)
= argmin
z¯∈Rn˜
∥∥∥ΦJ IΦ−1J JIJf JV z¯ + Φf IΦ−1f If∥∥∥2 . (2.82)
Hereby, only the low-scale surrogates If and
J
IJf JV have to be evaluated in
every iteration. Therefore, only the state variables JV z˜ are required. A detailed
study of this method can be found in [23, 24].
2.2.4. Trajectory Piecewise Linear Method
The trajectory piecewise linear method has its origin in the field of electrical
circuits and was derived for nonlinear, nonparametrized dynamical systems with
linear input [97, 98] of the form
d
dt
g(z) = f(z) +B(z)u, (2.83)
with state vector z ∈ Rn, system functions f , g ∈ Rn, input vector u ∈ Rm and a
generally state-dependent input matrix B ∈ Rn×m.
The idea is to replace the nonlinear dynamical system by an adequately weighted
sum of reduced linearized systems. Therefore, system (2.83) is linearized around
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s different operating points and each linearized system is reduced by projection




















Tg(V z˜i), J˜g,i = W
TJg(V z˜i)V , wi = wi(z˜),
f˜ i = W
Tf(V z˜i), J˜f ,i = W
TJf (V z˜i)V , B˜i = W
TB(V z˜i)
are the reduced system functions, system matrices and weighting functions. Figure


















Figure 2.8.: Distribution of m = 11 operating points along the training trajectories (1) and (2)
and test trajectories (3) and (4) within a two dimensional state space
In order to get the operating points, the full nonlinear dynamical system is
calculated for several specified trajectories. The solution z of each time step is




‖zj‖ < β, (2.85)
where s is the current number of operating points and β some small number. If the
condition (2.85) or any modification is not fulfilled, the corresponding operating
point is added to the others. For each operating point the reduced linearized
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system and its solution are stored in the working memory. In order to cope with
a variable degree of system nonlinearity and thus reduce the required number of





‖J˜f − J˜f ,j‖2
‖J˜f ,j‖2
for j ∈ {0, · · · , s− 1}, (2.86)
additionally. Hereby, a reduced linearized system has to be constructed for every
time step, which is computationally more expensive. Another approach suggested
to take the material properties and their derivatives of the corresponding physical
system, in order to catch the nonlinearity in a faster way [7]. However, this approch
is dependent on the underlying physics and will be only valid for a limited number
of problems.
For the weighting procedure, the Euclidean distances ‖z˜ − z˜i‖ for i ∈ {1, . . . , s}
between the current solution and the operating points are used. Hereby, smaller
distances are corresponding to larger values for the weighting factor. Furthermore,
the weighting functions always have to add up to one:
s−1∑
i=0
wi = 1. (2.87)
Obviously, there is an infinitely number of possibilities on how to weight the lin-
earized systems. In [98] it is pointed out that for a quadratic nonlinearity a rather
sharp transition between the particular linearized systems is appropriate. How-
ever, in general the weighting procedure has to be tuned for each system by hand.
The restriction to nonparametrized systems was overcome by Albunni [7], who
proposed the introduction of parameters through an additional weighting proce-
dure.
2.3. Reduction of the EHD Contact Problem 33
2.3. Reduction of the EHD Contact Problem
Within this section, for the first time a reduction procedure is applied to the
full EHD contact problem including the nonlinear part representing the Reynolds
equation by using model order reduction techniques. The first part of this section
deals with the generation of global basis functions spanning a low-dimensional
basis for the solution space. Within the second part, the projection of the full
system to a low-dimensional subspace is shown, which provides a low-dimensional
system of linear equations in every Newton iteration. However, the nonlinearity
requires an updating of the reduced system function and its Jacobian. While the
reduced system can be solved very rapidly, the evaluation costs of the correspond-
ing low-dimensional system matrices are still of large scale. Therefore, the last
part provides an approximation of these low-dimensional system matrices which
can be generated without any large-scaled operations. As a result, there are no
large-scale operations necessary anymore within the online phase.
2.3.1. Basis Functions
The requirement for an accurate and efficient reduced system is the ability to
adequately approximate a large-scale solution space by a lower number of basis
functions. For nonlinear systems, the fundament of these basis functions are pre-
calculated solutions of the large-scale system, called trainings. Advices on how
to choose these trainings will be provided in the following sections. Thereby,
the m solutions {z1, . . . ,zm}, coming from all time steps of different parameter
combinations, are concatenated in snapshot matrices for pressure p and elastic
deformation δ and partitioned afterwards using a singular value decomposition:
[p1, . . . ,pm] = UpΣpWp
T , (2.88)
[δ1, . . . , δm] = UδΣδWδ
T . (2.89)
The matrices U and W are orthonormal, i.e. UT = U−1 and W T = W−1,
whereas the matrices Σp and Σδ are diagonal matrices with the singular values
σp,i and σδ,i for i ∈ {1, . . . ,min(n,m)} as diagonal elements (see subsection 2.2.2).
They are ordered according to amplitude, so that σp,1 > · · · > σp,min(n,m) and
σδ,1 > · · · > σδ,min(n,m). The singular values are directly correlated to the infor-
mation content of their corresponding singular vectors given in U , which means
that the importance of a singular vector decreases with its singular value. Further-
more, the losses of information lp(k) and lδ(k) are introduced here. They specify
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the neglected amount of information if only k of the min(n,m) basis functions are











In consequence, the loss of information is one if no basis function is used and
zero if all of them are selected. Therewith, the numbers of basis functions are




(lp(j) ≤ lp,max) , (2.92)
n˜δ := argmin
j∈N
(lδ(j) ≤ lδ,max) , (2.93)
where lp,max and lδ,max are the maximum amount of allowed information loss for
pressure or deformation, respectively. The reduction matrices for pressure and
film thickness result from truncation of the left singular vector matrices:
Vp =
{1,...,n˜p}Up ∈ Rn×n˜p , (2.94)
Vδ =
{1,...,n˜δ}Uδ ∈ Rn×n˜δ . (2.95)
Therewith the trial basis matrix consists of:
V = diag (Vp,Vδ, 1) ∈ R{2n+1}×{n˜p+n˜δ+1}. (2.96)
With this, the number of degrees of freedom of the reduced system will be n˜ = n˜p+
n˜δ +1. Note that the trial basis V spans an orthogonal basis, which approximates
the snapshots best in terms of the Euclidean norm for the given number of basis
functions (see subsection 2.2.2).
2.3.2. Subspace Projection
In this section the projection of the linearized system (2.48) to a smaller subspace
is shown. The projection is defined by two projection matrices; the trial basis
V ∈ R{2n+1}×n˜ of n˜ shape functions and the test basis W ∈ R{2n+1}×n˜, where
n˜ n. The projection of system (2.48) is done in two steps:
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1. Approximation of the state vector by zj ≈ V z˜j with the n˜ weightings
given in z˜j .
2. Orthogonalization with respect to the column vector of test basis W .
The method on how to get the trial basis V was presented in the previous section.
Here, a Galerkin approach is applied where the test basis is set equal to the trial
basis
W = V . (2.97)
Therewith, the reduced solution scheme follows from (2.48) in the form:
V TJ
(k−1)
f ,j V ∆z˜
(k)








where ω is a damping factor stabilizing the integration scheme if it is chosen to be
smaller than one. Note that after projection the necessary matrix inversion is of
small size n˜. Nevertheless, the evaluation of the reduced Jacobian and the reduced
system function, including several matrix multiplications, is still of large-scale size
n.
2.3.3. System Approximation
As stated in the previous section, the evaluations of the particular reduced system
matrices are still of large size. This section will cope with the reduction of those
costs by replacing the reduced system matrices by adequate approximations. The
objective is that no large-scale operation is necessary anymore within one iteration.
In particular, a distinct issue is the need to update the nonlinear part of the
reduced system function, the Reynolds equation, and its Jacobian in every itera-
tion. Therefore, the corresponding full matrices have to be set up and projected to
its reduced form. A lowering of these costs is achieved by replacing the Reynolds
equation and its Jacobian by low-scale surrogates, following from neglecting mi-
nor parts of the equation. Hereby, not all n entries of the discretized Reynolds
equation are considered but only the nˆ n most important. An adaption of the
algorithm given in [23] on how to determine the index vector I of those nˆ entries is
given in figure 2.9, where the matrices ΦR and ΦJ follow from applying POD on
specific snapshots sR and sJ for the residuum and its derivative for all parameter
combinations, all time steps and all Newton iterations:
[. . . , sR, . . . ] = URΣRWR
T , and (2.99)
[. . . , sJ , . . . ] = UJΣJWJ
T . (2.100)
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I = I ∪ {i}
end
Figure 2.9.: Algorithm to determine I
The choice of the snapshots sR and sJ depends on the applied method and will be
detailed in the following sections. In order to collect those snapshots, the reduced
system with the exact reduced system matrices has to be computed beforehand.
Hereby, a re-calculation of the available trainings offers an adequate choice. Finally
the POD bases result from truncation of the left singular vector matrices:
ΦR =
{1,...,nˆ}UR ∈ Rn×nˆ, (2.101)
ΦJ =
{1,...,nˆ}UJ ∈ Rn×nˆ. (2.102)
Note that the minimization problems within the loop of the algorithm given in
figure 2.9 are of small size and can be computed in a fast way.
Since the Reynolds equation is discretized with the finite differences method,
each single equation only depends on a few state variables in the particular neigh-
borhood. Thus, the evaluation of the less complex surrogates of the Reynolds




k ∈ {1, . . . , 2n+ 1} : ∃l ∈ I with {k}{l}Jf ,j 6= 0
}
, (2.103)
where nˇ = |J | is the number of the required state variables. The operator |·|
returns the number of elements of a set. Note that other local discretization
schemes as e.g. finite elements lead to the same effect.
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The reduced system function and their Jacobian for deformation and load balance
are constant and can be computed and stored once within the oﬄine phase. In
contrast, the nonlinear part of the reduced system of equations representing the
Reynolds equation has to be updated in every Newton iteration. In order to
decrease the effort of updating, the nonlinear part of the reduced system function



































where the superscript i enables to differentiate from the non-approximated reduced
system function and Jacobian. The surrogates are fragmentary evaluations of the









Thus, all necessary operations are of small size nˆ, nˇ and n˜.
As a result, only matrix evaluations, additions and multiplication of small size
nˆ, nˇ and n˜ are necessary within the online phase.

3. Stationary EHD Contact
Often, the transient behavior of the system is much faster than the dynamics of the
excitation. In this case, the solution reaches a stationary point basically without
any delay and the system can be considered as a quasi-stationary problem where
the time derivative of the Reynolds equation is neglected. Thereby, the basic
question is reduced to the examination of the influence of different parameters on
the parameterized system. Thus, the first part of this chapter deals with the task of
generating an accurate and reliable reduced model for the stationary EHD problem
in an automated relatively cheap way. In the second part, the application of the
Newton-Raphson method onto the generalized Reynolds equation [88] is proposed
and sketched in order to introduce Non-Newtonian effects into the reduced system
framework.
3.1. Automated generation of the reduced model
This section deals with the automated generation of a reduced model within a
specified parameter space. The main objective is how to choose the snapshots for
the POD such that the least amount of full calculations are required in order to
get a robust and sufficiently accurate reduced model with the specified parame-
ter space. The procedure relies on a testing of an existant reduced sytem using
randomly chosen parameter combinations within the given parameter space and
the expansion of the reduced system at badly approximated locations. On the one
hand, a distance measure is required for the initialization of the reduced system as
well as for the determination of an adequate starting solution within the Newton
scheme. On the order hand, the evaluation of the reduced system requires a fast
error measure. Thus, at first, a procedure on how to determine a distance measure
is proposed followed by the evaluation of different error measures. In the third
part of this section, the automated algorithm is presented. The section ends with
a result part followed by a short conclusion.
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3.1.1. Distance measure
A measure of distance should indicate whether a solution for a special parameter
combination µi is similar to a solution for another parameter combination µj
without using the solutions itself. Such a measure is helpful for two things: namely
generating a reduced system automatically and finding a good starting solution
for the Newton-Raphson method. The measure can be introduced as s(µi,µj ,ω)
with a weighting vector ω ∈ Rnω and the properties
s(µi,µj ,ω) ≥ 0, for µi 6= µj , (3.1)
s(µi,µj ,ω) = 0, for µi = µj . (3.2)
Here, s is considered as being linearly dependent on the weighting vector ω ≥ 0.
Thus s has the form
s(µi,µj ,ω) = ω
Tgs(µi,µj), (3.3)
where the entries of the vector gs(µi,µj) ∈ Rnω also have to fulfill the conditions
gs,k(µi,µj) ≥ 0, for µi 6= µj , for k ∈ {1, . . . , nω}, (3.4)
gs,k(µi,µj) = 0, for µi = µj , for k ∈ {1, . . . , nω}. (3.5)
In the following the determination of the weights ω is described. Subject to the
condition that the m solutions z(µi) for the m parameter combinations µi are
available, the distance matrix of the Euclidean norm D2 ∈ Rm×m with entries
D2,ij =
∥∥z(µi)− z(µj)∥∥2 (3.6)
and the distance matrix Ds(ω) ∈ Rm×m with entries
Ds,ij(ω) = s(µi,µj ,ω) (3.7)
can be constructed. Additionally, the correlation coefficient between these two
matrices is introduced by
δ(ω) =
〈D2,Ds(ω)〉2
〈D2,D2〉 〈Ds(ω),Ds(ω)〉 . (3.8)
The correlation coefficient δ(ω) indicates whether the chosen measure of distance
for a given weighting vector ω correlates to the provided data. The distance
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measure is good if δ is close to one. The weighting vector is determined by solving
the following optimization problem:
ω = argmin
ω˜∈Rnω
(1− δ(ω˜)) , s.t. ω˜ ≥ 0. (3.9)
Thus, a straight forward procedure to determine the weightings of s is provided.
However, the composition of functions in gs is problem specific and has to be cho-
sen by expert knowledge or trial and error. A Proposal for the distance indicator
s is given in section 3.1.4.
3.1.2. Error Measure
The most obvious choice of an error measure is the comparison of the reduced so-
lution with the solution of the full large-scale system. Here the Euclidean distance
ez(z, z˜) :=
‖z − V z˜‖2
‖z‖2
. (3.10)
is used. However, in practice the full solution is not available, since its determina-
tion would require to solve the full system. Hence, another approach to rate the
quality of the reduced solution is necessary. An alternative approach would be to









Here, no full solution is required. Admittedly, neither fp nor fδ are available
during the computation of the reduced system with system approximation, but
only the gappy form Ifp of the Reynolds equation and the reduced form V
Tfδ of






the inner product of the deformation function can be expressed without large-scale
operation as





TKVp −V TpKTVδ 0
V TδKVp E 0
0 0 0
 z˜ = z˜TEδz˜, (3.13)
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where E = V Tδ Vδ is the identity matrix of corresponding size. Here, the ”error”
matrix Eδ is constant and thus it can be precomputed within the oﬄine phase.









p I˜fp + z˜
TEδz˜ + f2h0 , (3.15)
While the actual residuum ef is not applicable during the online phase, since its
evaluation requires large-scale operations, the approximation eif can be computed
without large scaled operations within the reduced domain. In contrast to ez,
the residuum based error measures are not normalized. Since the approximations
consider an extract of the residuum which has a rather large influence on the error,
neither a normalization with respect to
√
2n+ 1 nor to
√
nˆ+ n+ 1 makes sense.
For checking the accuracy of the error measures, a reduction basis is chosen
where not the whole valid parameter space is sampled to a high accuracy. So, there
are still parameter combinations where the solution cannot be approximated well
by the basis. In the following, 100 parameter combinations are chosen randomly
within the valid parameter space. Figure 3.1 shows the predictions of the error
measures for these randomly chosen test combinations. For a better overview, the
results are sorted with respect to ez and normalized with respect to the particular
maximum error prediction. The residuum based error measures are highly corre-
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Figure 3.1.: Normalized error measures ez , ef and e
i
f for 100 randomly chosen parameter com-
binations ordered by size of ez .
lated to each other. Even though the peak heights differ between the residuum ef
and the residuum approximation eif , they have the same characteristic. However,
the residuum based error measures show a different local behavior compared to
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the error measure ez. Nevertheless, the global behavior is the same. Thus, the
proposed error measures are useable in order to identify solutions, which are not
approximated well by a given reduced system with system approximation. Further
studies could deal with the introduction of weightings between different parts of
the residuum. However, this is not within the scope of this work.
3.1.3. Algorithm for automated compact model generation
The objective of the algorithm is to generate a compact model which gives a fast
and reliable approximation with a specified accuracy of the corresponding full
system within a predetermined range of parameters. The valid parameter space
D ⊂ Rd is bounded by the ranges µmin,i ≤ µi ≤ µmax,i for i ∈ {1, . . . , d} of the
d parameters. Figure 3.2 gives a flow chart of the algorithm for the automated
compact model generation. At first, the full system is calculated at some points of
Basis Pre-Calculation
Generation of reduced
system out of basis
Random search
for bad reduced







close to the last one
Generation of reduced











Figure 3.2.: Algorithm for automated compact model generation for stationary EHD contacts
the bounded parameter space D. The objective is to choose these points such that
the particular solutions exhibit the lowest similarity to each other as possible in
order to avoid redundant information. This objective can be addressed by using the
distance measure s(µi,µj ,ω) with a set of corresponding weightings ω as decribed
in the following. The choice of s is given in the next section. Starting with one
arbitrary parameter combination, for instance somewhere on the boundary of D,
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all following parameter combinations can be determined recursively as follows:
The minium distance of the next parameter combination to all former ones is









Hereby, the choice of the distance measure is obviously crucial in order to catch
a high percentage of the contained information. The number of pre-calculated
trainings is chosen such that about half of the total number of expected trainings
are catched. In figure 3.2, this procedure is referred to as basis pre-calculation.
Now, the reduced model is generated as described in section 2.3, using the
precalculated basis. Within the next step the whole parameter space is sampled
randomly. Therefore, test parameter combinations are generated by




where U is an array of d uniformly distributed random numbers. The cosine func-
tion pushes the tests towards the boundary of the parameter space and thus avoids
an accumulation in the middle of the parameter space. The quality of every re-
duced solution is checked by an adequate error measure given in subsection 3.1.2.
As soon as the predicted error is too high with respect to a specified error tolerance
eif,tol or the reduced system does not converge at all, the solution of the particular
full system is added to the basis and the reduced model is updated. Empirically
confirmed, the areas, where the error measure predicts a bad approximation, are
accumulated in contiguous regions of the parameter space. Hence, the next search
for bad approximations is done in the neighborhood of the last parameter com-
bination. Here, tests in the vicinity of the last parameter combination µref are
created by
µtest = min(max(µref + σN ,µmin),µmax), (3.18)
where σ is a scalar indicating the standard deviation and N is an array of d nor-
mally distributed random numbers. The local search of bad approximations in
combination with adding the corresponding solutions and updating the reduced
system is done until a specified number of successful approximations is reached.
The global and local search is continued until another specified amount of suc-
cessful simulations are done in the global search. The reduced system improves
by adding further solutions. To keep the number of added solutions low, it might
be beneficial to gradually decrease the error tolerance. In doing so, the adding of
solutions on a very bad level might improve other areas of the parameter space to
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such a degree that no further solutions are required. Before adding a parameter
combination and its corresponding solution to the system, it might be reasonable
to include another search for even worse combinations in the close vicinity of the
found parameter combination.
3.1.4. Results
In the following, the algorithm for automated compact model generation, described
in the previous subsection, is compared with other snapshot selection procedures.
Furthermore, results for the resulting reduced system are given for a line and for
a point contact problem.
Line Contact Problem
The first problem deals with a stationary Newtonian EHD line contact. Herefore,
the so-called Moes comparison parameters for a line contact [69, 84] are often used,











In case of using an incompressible fluid with Barus viscosity, the EHD contact can
be defined uniquely by those two parameters. However, this case is generally not
sufficient in order to describe friction or energy losses. Nevertheless, as long as
the parameters M and L are only used for the distance measure the problem is
not restricted to film thickness examination of isothermal, Newtonian EHD con-
tact problems. Here, a compressible fluid [38] with the Roelands viscosity model
[100] is used. The computational area defined by −4 ≤ X ≤ 2 is divided with an
equidistant step size of ∆X = 0.005 where the size of the computational area is
large enough in order to adequately cover the moderately loaded cases. However,
for very lightly loaded cases the upstream boundary might be chosen being too
close to the center of the contact. The mesh size is chosen such that further refine-
ments would not lead to fundamental changes in the solution. Having even higher
loadings it might be necessary to refine the mesh. Table 3.1 lists the ranges of the
physical EHL parameters as well as the resulting minimal and maximal values of
Moes parameters M and L. The ranges are chosen such that the corresponding
parameter subspace is covering a rather large part of the total EHL region. There
are two reasons, why the physical parameters and not the Moes parameters are
chosen for specifying the parameter space. Firstly, the Moes parameters are only
valid for isothermal Newtonian EHD contacts whereas the whole modeling flexibil-
ity is maintained by using the particular physical parameters. Secondly, granted
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Table 3.1.: Parameter ranges for EHD line contact problem
parameter R um w E
′ η0 α M L
unit mm m/s N/mm GPa Pa s 1/GPa - -
min 2 1 100 231 0.01 5 ∼7.4 ∼2.5
max 4 10 500 231 0.01 20 ∼164.6 ∼21.1
that the problem can be represented by Moes parameters, the projection of the
relevant physical parameter space onto the two-dimensional M -L-space is only a
subspace of the space directly spanned by the resulting minimal and maximal val-
ues of M and L. Hence, a direct use of the extreme values of M and L would lead
to a larger parameter space than necessary.
The objective is now to find an adequate combination of solutions within the
given parameter subspace, which provides an accurate, fast and numerically sta-
ble reduced system for the given parameter subspace. Therefore, four different
procedures of snapshot selection are compared to each other. The first selection
procedure is the algorithm for automated snapshot selection presented in subsec-
tion 3.1.3. The second one is the exclusive application of the basis pre-calculation
algorithm as described at the beginning of subsection 3.1.3. The last two proce-
dures are based on a manual selection, where the d-dimensional parameter space
is sampled with a partly equidistant, partly logarithmic grid. Thus, the manual
selections consider already the fact that the solution is more sensitive to w at lower
loads. Table 3.2 summarizes the choice of parameter combinations and the total
number of snapshots for the four different snapshot selection procedures. The
number of snapshot for the adaptive snapshot selection results from the chosen
error tolerance of eif,tol = 1. In order to find an adequate starting solution for the
Table 3.2.: Number of equidistantly (∗logarithmically) distributed sampling points between par-
ticular parameter range and total number of sampling points
case abbreviation R um w E
′ η0 α total
no. 1 adaptive alg. adaptive random selection 114
no. 2 precalc. alg. deterministic selection 120
no. 3 manual (240) 3 4 5∗ 1 1 4 240
no. 4 manual (120) 2 3 5∗ 1 1 4 120
reduced solution scheme and as a necessary tool for the snapshot selection of the
first two snapshot selection procedures, a distance measure s(µi,µj) between two
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where M and L are the Moes parameters from (3.19). This choice of distance
measure takes into account the fact that the solution gets more robust in M for
larger values of M . The weightings of the two functions for M and L are coming
from application of the procedure described in 3.1.1. However, other adequate
choices of distance measures are possible as well.
Figure 3.3 shows the distribution of the selected snapshots of the four proce-
dures as a projection onto the M -L-space. The higher sensitivity of the solution








































Figure 3.3.: Distribution of the particular selected trainings in the M -L-space.
in the lower loaded (smaller M) region is accounted for with a higher snapshot
density for all four cases. Hereby, the snapshots have to be selected such that they
can adequately approximate all solutions of the specified parameter space. There-
fore, the information content, gathered by a specified number of snapshots, has to
be maximized. So, the intention is to make the snapshot as linearly independent
from each other as possible in order to maximize the capture of information by
the snapshots. Thus, a slow decay of the loss of information of the corresponding
POD-basis functions is desirable. Figure 3.4 illustrates the decays of the infor-
mation loss of the POD basis functions for the above given snapshot selection
procedures. Firstly, it can be seen that there is a higher similarity in the deforma-
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Figure 3.4.: Decay of loss of information for the pressure (left) and the deformation (right) solu-
tion space resulting from different snapshot selection procedures.
tion field than in the pressure field, since the loss of information of deformation
decrease faster than the one of pressure. Furthermore, the results clearly show that
the manual choice with 120 snapshots leads to the fastest decay of information.
Better results are obtained by having exactly the same amount of snapshots but
using the basis pre-calculation algorithm, where the minimum distance between
the snapshots is maximized with respect to a pre-defined distance measure. How-
ever, the highest information content is captured by using the adaptive snapshot
selection algorithm of subsection 3.1.3, even though there are slighty less snap-
shots chosen. Obviously, the information content can be increased by increasing
the number of calculated snapshots, as can be seen for the manual selection of 240
snapshots, where twice as much snapshots as for the other selection procedures are
computed. Moreover, the robustness of the resulting reduced models for the dif-
ferent snapshot selection procedures is examined by solving each reduced system
for a high number of randomly chosen parameter combinations. Table 3.3 lists
the particular failure rate of each reduced system. The failure rate is defined as
the ratio of not converged calculation with respect to the total number of calcu-
lations. Again, the fully automated adaptive snapshot selection algorithm shows
Table 3.3.: Failure rate of each snapshot selection procedure determined by 10000 random tests
case snapshot selection failure rate
no. 1 adaptive algorithm 0.00 %
no. 2 precalc. algorithm 0.53 %
no. 3 manual (240 trainings) 0.34 %
no. 4 manual (120 trainings) 1.83 %
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the best results with no detected failures. This result is not surprising, since the
adaptive algorithm eliminates all emerging failures systematically by adding the
corresponding full solution to the basis. Summing up, the results clearly show that
the adaptive snapshot selection algorithm leads to the best results with respect to
both robustness and efficiency. Hereby, the efficiency is seen as maximizing the
ratio of information content per snapshots.
In the following, the automatically generated compact models will be tested
within the parameter space defined by table 3.1 along an arbitrarily chosen test
trajectory. In order to check the accuracy of the reduced system within the whole
parameter space, the test trajectory is chosen such that it covers all regions of the
specified parameter space. A suitable choice of the test trajectory is given by:
α = αmax+αmin2 +
αmax−αmin
2 sin(2pic),












with the running parameter 0 ≤ c ≤ 2. Figure 3.5 shows the projection of the test
trajectory onto the 2-dimensional M -L parameter space. The specified parameter
space is illustrated by its convex hull. For high values of M , the elastohydrody-



























Figure 3.5.: Test trajectory with running parameter c and convex hull of the specified param-
eter space as a projection onto the 2-dimensional parameter space given by Moes
parameters M and L for a line contact problem
namic solution for pressure tends towards the dry Hertzian contact pressure distri-
bution, leading to a high similarity in the individual solutions. Thus, the solutions
within the highly loaded area (approx. M > 50) are not critical, since they can be
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approximated well by an adequate set of global basis functions. Hence, the given
test trajectory is significant, even though it does not go through the extremely
highly loaded part of the parameter space. Indeed, the automated adaptive al-
gorithm does hardly select any additional parameter combinations in the higher
loaded region.
In the following, the influence of the error tolerance eif,tol for the error measure
in (3.15) on the efficiency and accuracy of the reduced system will be examined.
Therefore, the first run is executed with a rather large acceptable error tolerance
eif,tol = 100. Its objective consists basically in stabilizing the reduced model
within the given parameter space. In the further process, the error tolerance is
successively decreased.
On the left side of figure 3.6 the mean error between the reduced and the full
solution on the basis of error measure ez and the mean error prediction on the basis
of error measure eif of all solutions along the parameter test trajectory (3.21) as
well as the for the different error tolerances is provided. Furthermore, the right
side of figure 3.6 gives the number of calculated snapshots m, the number of basis
functions of the reduced system n˜ and the mean computational time in dependence
on the error tolerance. As expected, the error prediction given by eif decreases



















































Figure 3.6.: Accuracy (left) and efficiency (right) for different error tolerances
with a decreasing error tolerance. However, at a certain point the error defined by
error measure ez starts growing. The reason is that the error measure e
i
f cannot
differentiate between a very good solution and a good one, but only between
bad and good solutions. Anyway, the corresponding reduced system has already
reached an excellent accuracy at this level of error. Since the number of basis
functions increases with a decreasing error tolerance, also the computational time
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increases slowly within one order of magnitude. Furthermore, the expenses of the
oﬄine phase are growing, since more and more snapshots have to be computed in
order to fulfill the decreasing error tolerance.
Figure 3.7 illustrates the evolution of the central pressure and the central film
thickness with the running parameter c. As already predicted by the error measure
in figure 3.6, the solutions of the full and the reduced systems are basically identical
within the whole test trajectory.
Point Contact
In this section a stationary Newtonian EHD point contact problem will be consid-















where the distance measure is chosen as given in equation (3.20). Again, a com-
pressible fluid [38] with the Roelands viscosity model [100] is used. The rectangular
computational domain {−4 ≤ X ≤ 2,−2 ≤ Y ≤ 0} with symmetry with respect
to the line Y = 0 is partitioned into commensurate rectangles of size ∆X = 0.02
and ∆Y = 0.05. Here, the mesh size is chosen rather coarse, since the full matrix
inversion of the full computation gets unfeasible for a larger number of degrees
of freedom. However, it was shown in section 2.1.9 that the results do not differ
to much from the converged ones. Table 3.4 lists the ranges of the physical EHL
parameters as well as the resulting minimal and maximal values of Moes parame-






















































Figure 3.7.: Central pressure (left) and film thickness (right) over the running parameter c of the
full and reduced systems for the line contact problem
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ters M and L, covering a rather large area of the EHL regime [33]. The resulting
Table 3.4.: Parameter ranges for EHD point contact problem
parameter R um w E
′ η0 α M L
unit mm m/s N GPa Pa s 1/GPa - -
min 1 1 20 231 0.01 5 ∼12.8 ∼1.7
max 2 10 80 231 0.01 20 ∼857.9 ∼14.1
parameter space is sampled with the automated snapshot algorithm from section
3.1.3. For stabilizing the parameter space the algorithm chooses 188 snapshots.
The description (3.21) with the parameter boundaries given in table 3.4 yields a
test trajectory through the physical parameter space. Figure 3.8 illustrates this
test trajectory in the 2-dimensional subspace defined by Moes parameters M and
L for a point contact problem. Analog to the line contact problem, the region


























Figure 3.8.: Test trajectory with running parameter c and convex hull of the specified param-
eter space as a projection onto the 2-dimensional parameter space given by Moes
parameters M and L for a point contact problem
with high values of M is not captured by the test trajectory. However, this region
is likewise not critical with respect to projection based model order reduction.
Figure 3.9 shows the behavior of the central pressure and film thickness along the
running parameter c. Again, both pressure and film thickness of full and reduced
system are in very good accordance. Hereby, the mean computational time of one
reduced calculation is about 0.15 s on an i5-2500 processor. In comparison, a full
calculation requires a computational time of about 15 minutes on 24 Xeon X5690
processors. However, the current system contains a dense compliance matrix due
to the half-space theory. Thus, a monolithic solution strategy is very inefficient
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Figure 3.9.: Central pressure (left) and film thickness (right) over the running parameter c of the
full and reduced system for the point contact problem
for large problems as the full EHD point contact problem. An adequate resort
for the generation of the snapshot solutions would be to use a multigrid solution
scheme or to implement the elasticity equation within a finite element framework.
The latter leads to a continuously sparse Jacobian of the system function but also
to a much larger number of required degrees of freedom. Note that the required
number of iterations for both the full and reduced system is rather low, since the
algorithm provides a good starting point. In comparison, the usual start from the
dry Hertzian contact would imply a larger number of iterations and thus a larger
computational time.
3.2. Non-Newtonian EHD Contact
In general, the Reynolds equation is derived for a Newtonian fluid where shear
stress and shear rates are proportional to each other. Hereby, the proportionality
factor is the dynamical viscosity of the fluid. However, often fluids exhibit a
shear-thinning behavior at higher shear stresses where the dynamical viscosity
diminishes [50]. Figure 3.10 illustrates the shear-thinning effect with respect to
the effective shear stress τe. Hereby, the newtonian-plateau ratio NPR represents
the ratio between the low viscosity level for large shear stresses and the high one
for low shear stresses. Consequently, a linear relationship between shear stress
and shear rate is not applicable anymore. There are plenty of constitutive laws
trying to picture the relation between shear rate and shear stress. Some of them
are given in explicit form, some of them in implicit form. A formulation being





Figure 3.10.: Shear-thinning of a Non-Newtonian fluid
able to handle both the explicitly and the implicitly given constitutive laws is the
generalized Reynolds equation [88].
This chapter deals with the solution of the implicitly given Non-Newtonian EHD
problem using the Newton-Raphson method. The Non-Newtonian EHD problem
is given by the generalized Reynolds equation for a generalized Newtonian fluid.
Therefore, the Jacobian of the generalized Reynolds equation is derived. Finally,
the results of the new solution scheme for the full and the reduced Non-Newtonian
EHD system are compared to validated results from literature.
3.2.1. Generalized Reynolds Equation
The generalized Reynolds equation is a generalization of the standard Reynolds
equation, being able to comprise most of the rheological laws of Non-Newtonian
fluids given in either explicit or implicit form [88]. In dimensionless form the














































dZ for k ∈ {0, 1, 2}, (3.24)
and λ¯′ = λ¯/12. Here, u¯1 = u1/um and u¯2 = u2/um are the dimensionless surface
velocities of the two contacting bodies and X, Y and Z are the dimensionless
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spatial coordinates in horizontal and vertical direction. The dimensionless surface
velocities can be expressed by the slide-to-roll ratio SRR = u2−u1um :
u¯1 = 1− SRR/2 and u¯2 = 1 + SRR/2 (3.25)
The slide-to-roll ratio SRR indicates the amount of sliding within the EHD contact.
The Non-Newtonian fluid behavior is introduced by a generalized Newtonian
viscosity in the form η(p, τe) where the effective shear stress is defined by





The shear rates γ˙zx and γ˙zy are the variations across the film of the fluid veloci-
ties in x- and y-direction. They are implicitly given by the generalized Reynolds
























with the coefficients κ1 =
pHa
R and κ2 =
η0(u2−u1)R
a2 . Therewith, the effective shear
























The generalized Newtonian viscosity η(p, τe) is given in section 3.2.2. A detailed
derivation of the generalized Reynolds equation can be found in [50].
In the following the construction of the Jacobian of the generalized Reynolds
equation is sketched. Therefore, the derivatives of the implicitly given integral
terms χ¯k for k ∈ {0, 1, 2} with respect to the state variables are required. The
integral terms χ¯0, χ¯1 and χ¯2 build up the implicit system of equations
χ¯0 − f0(P, ∂XP, ∂Y P,H, χ¯0, χ¯1) = 0, (3.30)
χ¯1 − f1(P, ∂XP, ∂Y P,H, χ¯0, χ¯1) = 0, (3.31)
χ¯2 − f2(P, ∂XP, ∂Y P,H, χ¯0, χ¯1) = 0, (3.32)
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where the functions fk for k ∈ {0, 1, 2} are the actual integrals. In order to get the
derivative of χ¯0, χ¯1 and χ¯2 with respect to one state variable q ∈ {P, ∂XP, ∂Y P,H},

























































dZ, with k ∈ {0, 1, 2} (3.36)
and g ∈ {P, ∂XP, ∂Y P,H, χ¯0, χ¯1} have to be solved. Consequently, the construc-
tion of the Jacobian leads primarily to a much larger expenditure than a decoupled
formulation. However, with the much higher convergence rate of the Newton-
Raphson method, the additional costs are overcome. Please note that the implic-
itly given integral terms χ¯0, χ¯1 and χ¯2 are not given a priori. In order to reach
the quadratic convergence rate of the Newton-Raphson method, they have to be
computed in every Newton iteration by e.g. again using the Newton-Raphson
method. Hereby, the computation is rather fast, since the corresponding Jacobian
is a diagonal matrix.
3.2.2. Results
In the following, the Non-Newtonian approach solved with the Newton-Raphson
method will be compared to the numerical and experimental data provided in [50].
Therefore, the density lubrication model of Tait [62] and the viscosity model of
Doolittle [36] will be employed for an isothermal EHD contact. They are based
on the relative volume:
V
V0
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with the initial bulk modulus K0 and the change rate K
′
0. The density is simply








Furthermore, the Doolittle viscosity-pressure relation is given by












with the two additional parameters B and R0. Finally, the effective shear stress
dependency is formulated by a modified version [14] of the Carreau model [25]:







)βc) 1− 1ncβc  , (3.40)
with the liquid critical shear stressGc indicating the point of transition between the
two Newtonian plateaus and the two fixing parameters βc and nc. The lubricant
has a typical shear-thinning behavior. Its properties and the other parameters are
given in table 3.5. The remaining parameters – the mean surface velocity um, the
Table 3.5.: Parameters of the Non-Newtonian problem from [50] with rheological properties from
[15].
Gc = 0.01 MPa B = 4.2 E1 = 81 GPa R = 12.7 mm
nc = 0.8 R0 = 0.658 ν1 = 0.208 w = 23 N
βc = 2.198 K0 = 1.007837 GPa E2 = 210 GPa η0 = 0.0705 Pa s
K′0 = 11.29 ν2 = 0.3 (NPR = 0.2227)
slide-to-roll ratio SRR and the Newtonian-plateau ratio NPR – are the basis for
the parameterized reduced stationary Non-Newtonian EHD point contact problem.
Table 3.6 lists the particular parameter ranges and the number of snapshots in each
parameter direction. The resulting parameter space is a 3-dimensional cube with
Table 3.6.: Parameter ranges and number of equidistantly (∗logarithmically) distributed sam-
pling points in each direction.
parameter min max number
um 0.1 5 10
∗
NPR 0.2 1 5
SRR 0 1 3
a total number of 150 snapshots. Again, the rectangular computational domain
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{−4 ≤ X ≤ 2,−2 ≤ Y ≤ 0} with a symmetry with respect to the line Y = 0 is
partitioned into equal rectangles of size ∆X = 0.02 and ∆Y = 0.05. Furthermore,
the maximum allowed loss of information is chosen as lp,max = lδ,max = 10
−7.
Therewith, the dimensions of the full and the reduced model yield as given in
table 3.7. Figure 3.11 shows the course of central and minimum film thickness
Table 3.7.: Dimensions of the full and the reduced Non-Newtonian point contact problem.
nx ny 2n+ 1 n˜p n˜δ n˜ nˆ nˇ
301 41 24683 103 48 152 700 1267
with the mean surface velocity um for a Non-Newtonian fluid described by the
parameters given in table 3.6 under the assumption of pure rolling. Here, the

















Figure 3.11.: Central and minimum film thickness over mean surface velocity for SRR = 0 and
NPR = 0.2227 of full and reduced system in comparison to numerical and experi-
mental results from [50]
results of the reduced model are marked by a tilde-sign. As a reference, the
experimental and numerical film thickness results published in [16] and [50] are
also plotted in the graph. The results of central film thickness of the current model
are in very good accordance to both the experimental and the numerical reference
values. However, the predicted minimum film thicknesses of the current model are
a little larger than the ones provided by the numerical reference model. Thereby,
the experimental results of minimum film thickness are lying in between the results
of the two different numerical models with a higher proximity to the current model
for lower mean surface velocities and a higher nearness to the model of Habchi [50]
for larger mean surface velocities. However, the numerical determination of the
minimum film thickness is very sensitive to e.g. the modeling of the exit boundary
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condition and the discretization. Therewith, it is not an appropriate measure to
compare different numerical EHD models. Nevertheless, the results of both central
and minimum film thickness of the reduced Non-Newtonian EHD point contact
problem are in very good agreement with the results of the full one staying within
a deviation of less than 1 %.
The shown results are done within the pure rolling regime. In the following,
the influence of sliding onto the film thickness will be examined. Therefore, figure
3.12 illustrates the dependency of central and minimum film thickness on the
slide-to-roll ratio SRR for different mean surface velocities. The slide-to-roll ratio



































Figure 3.12.: Central (left) and minimum (right) film thickness over the slide-to-roll ratio for
NPR = 0.2227 of full and reduced system in comparison to numerical and experi-
mental results from [50]
has almost no influence on the film height. Again, the good agreement of the
results of central film thickness and the deviation of the minimum film thickness
results can be observed. The reduced system is still in very good accordance to
the corresponding full system. Also the obvious behavior of an increasing film
thickness with increasing mean surface velocity can be observed.
Morevover, the Non-Newtonian shear-thinning influence on the film thickness
will be analyzed by varying the Non-Newtonian plateau ratio. Figure 3.13 shows
the transition of central and minimum film thickness from a Non-Newtonian
to Newtonian fluid. Logically, the film thickness increases with an increasing
Newtonian-plateau ratio, since the shear thinning effect gets less. For NPR = 1
the contact is a Newtonian one. The central film thickness of the Newtonian limit-
ing case is in accordance with the numerical central film thickness results provided
by Habchi [50]. For the minimum film thickness, again the discrepancy between
the current model and the numerical model from Habchi arises. Once again, the
reduced and the full model perfectly fit to each other.
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Figure 3.13.: Central (left) and minimum (right) film thickness plotted over the Newtonian-
plateau ratio for SRR = 0 of full and reduced system
Beside of the film thickness, often the resulting friction within the lubricated








Figure 3.14 shows the results of the traction coefficient τf in dependency of the
slide-to-roll ratio. Both the full and the reduced results of traction perfectly fit to


























Figure 3.14.: Traction coefficient over the slide-to-roll ratio for um = 0.74m/s (left) and um =
1.47m/s (right) and NPR = 0.2227 of full and reduced system in comparison to
numerical and experimental results from [50]
the numerical results of Habchi. However, there is a strong discrepancy between
the numerical and the experimental results of traction for larger slide-to-roll ratios.
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The reason for this overestimation of traction is the neglicence of any temperature
effects, as can be seen in [50]. However, the consideration of temperature effects
is not within the scope of this work.
In the following the robustness of the reduced Non-Newtonian EHD point con-
tact model given above is examined. Therefore, another lubricant called PAO 650
is tested, which has a very high viscosity for low shear stresses and a strong decay
of viscosity at high shear rates. The parameters of this lubricant are given in [16].
Again, the density and viscosity behavior with respect to pressure variations are
modeled by the Tait-Doolittle free volume relations given above. The parameters
defining the considered Non-Newtonian EHD point contact are given in table 3.8.
Since the formerly introduced reduced system coming from the trainings given in
Table 3.8.: Parameters of the Non-Newtonian problem from [50] with rheological properties from
[16].
Gc = 0.031 MPa B = 4.422 E1 = 81 GPa R = 12.7 mm
nc = 0.74 R0 = 0.6694 ν1 = 0.208 w = 32 N
βc = 2 K0 = 1.4252 GPa E2 = 210 GPa η0 = 1.42 Pa s
K′0 = 12.82 ν2 = 0.3 (NPR = 0)
table 3.6 is used, everything else remains the same. It may be noted at this junc-
ture that the reduced system is calculated with another fluid. Figure 3.15 shows
the central and minimum film thickness results for the new test case defined by the
parameters provided in table 3.8. Since the reduced model is not trained for the































Figure 3.15.: Minimum and central film thickness over the slide-to-roll ratio for PAO 650 of full
and reduced system in comparison to numerical results from [50] and experimental
results from [16]
corresponding case, the film thickness results of the reduced system slightly differ
from the corresponding results of the full system. However, the approximation
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quality is still very good. Here, the same discrepancy in minimum film thickness
prediction of the numerical and experimental reference results occurs, where all
other results are in agreement to each other. Figure 3.16 gives the course of trac-
tion with respect to the slide-to-roll ratio. Here, for a mean surface velocity of














Figure 3.16.: Traction coefficient over the slide-to-roll ratio for PAO 650 of full and reduced
system in comparison to numerical results from [50] and experimental results from
[16]
um = 0.26 m/s, there is a small but distinct difference between the reduced and the
full system for the first time. Moreover, the difference between the current model
and the reference numerical model from Habchi increases with increasing mean
surface velocity as well as for higher slide-to-roll ratios. However, the variance in
the experimental data is of the same amplitude. Since the velocities in this test
case are rather low, an isothermal modeling is adequate. So, the numerical data
is in agreement with the experimental data.
As for the Newtonian EHD point contact problem, the computation of the full
Non-Newtonian EHD point contact problem requires about 15 min on 24 Xeon
X5690 processors, while a reduced computation can be done in about 1 s on an
i5-2500 processor. Again, the solution scheme of the full problem with the fully
populated flexibility matrix resulting from halfspace theory is not very efficient.
3.3. Conclusion
This chapter has dealed with the stationary EHD contact problem as a paramet-
rical problem. Therefore, an automated adaptive algorithm for the generation of
a reduced system for an EHD contact problem has been presented. The algorithm
is based on a random testing and updating of the reduced system within a speci-
fied parameter space. Therefore, a fast error measure is introduced to enable the
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evaluation process. Furthermore, a new method for the generation of a distance
measure is introduced. The distance measure permits an adequate initialization
of the reduced system and serves as a selection criterion fot the starting solu-
tion. The algorithm proves to be an efficient method for the generation of reduced
systems, which are accurate, efficient and robust within the specified parameter
space. The particular reduced system has an average online speed-up of 50 for
the EHD line contact problem and of 6000 for the EHD point contact problem.
Moreover, the fully automated algorithm enables a generation of reduced models
without requiring expert knowledge whereby a wide range of users is addressed.
Moreover, for the first time the Newton-Raphson method was used to solve the
Non-Newtonian EHD point contact problem modeled by the generalized Reynolds
equation. Thereby, the advantage of a higher convergence rate outbalances the
disadvantage of a more complex film integration. The results of the current model
are compared to experimental and numerical data from literature. While the
central film thickness results show a very good agreement, there is a small discrep-
ancy of the particular minimum film thickness predictions. However, the results
of minimum film thickness are generally very dependent on the modeling proce-
dure. Thus, a comparison of minimum film thickness has to be handled with care
anyway. Nevertheless, the reduced system excellently reproduces the behavior of
the corresponding full system with a speed-up of about 900. The integration of
Non-Newtonian effects allows for a better film thickness prediction and a more
precise friction modeling for a wider range of lubricants. Here, only results for the
stationary Non-Newtonian EHD point contact problem are shown. However, the
procedure is not restricted to this kind of contact but can be straightforwardly
applied to the EHD line contact problem and to transient EHD contact problems.
Since for the first time, this procedure provides the Jacobian matrix, this procedure
also allows for an application of the Trajectory Piecewise Linear (TPWL) method
to the transient Non-Newtonian EHD contact problem. The TPWL method will
be presented in the following chapter. Thereby, the higher costs due to the film
integrations do not play a role anymore, since the reduced system function and its
Jacobian is built up by stored data within the online phase.
The very small computational time of the reduced system enables the use of EHD
contacts in e.g. parameter studies or optimization problems. Other than current
stationary compact models such as curve fits or analytical simplifications, the
MOR method is not restricted to specified modelings as for instance an isothermal
consideration, Newtonian fluids, Barus- or Roelands-viscosity etc. Instead, the
whole physical complexity is preserved by the reduction procedure leading to a
very high accuracy. Thereby, any differentiable lubricant model can be used.
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Within this chapter only stationary problems have been examined. However,
the nonlinear dynamics such as fluid damping are not covered by the stationary
consideration. In order to also embed the EHD dynamics, the transient EHD
contact is examined in the following chapter.
4. Transient EHD Contact
The nonlinear stiffness and fluid damping of an EHD contact has a strong influence
on the dynamical behavior of many applications such as the bearings on a rotating
shaft. In order to maintain the nonlinear dynamics, the EHD contact has to be
considered as transient. In this chapter, at first, a formulation is presented where
the computational area is adapted with respect to the current contact size in order
to increase the similarity of the solution space and thus increase the efficiency of the
reduced system. Moreover, an alternative time integration scheme, the Trajectory
Piecewies Linear (TPWL) method is applied to the EHD line contact problem. The
method consists of the approximation of the nonlinear system by a superposition
of reduced linearized systems along specified trajectories. Finally, the different
procedures are examined in a results part followed by a short conclusion.
4.1. Varying computational area
A transient EHD contact is characterized by the evolution of its parameters with
time. Typical sources of excitation are a varying load, radius of curvature or
entrainment velocity as it occurs in a classical cam-tappet contact. With the pa-
rameters also the size of the contact varies. Within this section, instead of taking
the dry Hertzian contact of some reference parameters as presented in subsection
2.1.6, the dry Hertzian contact corresponding to the currently valid parameters
is taken as reference for the nondimensionalization process. Therewith, the sim-
ilarity in the solution space increases, which is beneficial for all projection based
model order reduction techniques. Figure 4.1 illustrates the constant computa-
tional area and the computational area adapted to the current contact size of the
corresponding dry Hertzian contact. The time dependent values of the maximum

















2piR , a =
√
8wR
E′pi for the line contact.
(4.1)
Since a distortion of the time axis does not affect the similarity of the spatial so-
lution space but reduces the handiness of time integration and postprocessing, a








Figure 4.1.: Evolution of Hertzian radius or half-width with time (left) and the corresponding
constant (center) and variable grid (right) with equidistant time step size
constant time nondimensionalization is used. In order to get a constant dimension-
ing factor for time, the same reference values Rref, uref and wref from subsection





where a(Rref, wref) is the Hertzian half width or radius of the reference frame-
work. The marginally modified transformation for a varying computational area
is defined by:











R ∆, ρ = ρ0ρ¯, η = η0η¯.
(4.3)
Therewith, both the dimensionless film thickness equation
H = H0 +
X2 + Y 2
2
+ ∆, (4.4)
as well as the load balance equations∫ +∞
−∞
P (X) dX =
pi
2




P (X,Y ) dXdY =
2pi
3
, for a point contact (4.6)
are not dependent on time varying parameters which is not the case if the trans-
formation of subsection 2.1.6 is applied. In the following two different proce-
dures of handling the non-constant nondimensionalization and their impact on
the Reynolds equation are examined. These are an Arbitrary-Lagrangian-Eulerian
(ALE) approach and a Eulerian approach with remeshing.
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4.1.1. Arbitrary-Lagrangian-Eulerian Approach
There are two main kinematical descriptions of a continuum: The Lagrangian and
the Eulerian description. Within the Lagrangian description the computational
mesh is fixed to the particular material particles and thus follows the motion of
the particles. It is mainly applied in the field of rigid body mechanics whereas
the application within the field of fluid mechanics is rather inconvenient, since the
distinct motion of the fluid would lead to strong distortions in the mesh. Here, the
Eulerian description is used instead where the computational mesh is fixed in space.
As a result, the motion of the fluid has to be imposed by convective motion. An-
other formulation offering a larger flexibility is the Arbitrary-Lagrangian-Eulerian
(ALE) description, where the computational mesh is neither fixed to the material
particle nor fixed in space. Instead, the computational mesh is allowed to exhibit
any arbitrary motion in between [34]. Here, the ALE mesh will perform a uni-
form dilation and compression such that the mesh follows the current size of the
corresponding dry Hertzian contact. Figure 4.2 illustrates the movement of the





Figure 4.2.: Evolution of ALE nodes and material particles with time in one dimension
transformation between the Eulerian coordinates x, y and the ALE coordinates
X,Y is given as follows:
x(X, t) = a(t)X, (4.7)
y(Y, t) = a(t)Y. (4.8)
Obviously, the transformation is invertible and there is no coupling between the
coordinate directions. Note that the spatial nondimensionalization is already done
by the transformation from a Eulerian description to the ALE description with
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the dimensionless spatial coordinates X and Y . With this transformation, the









































and U = trefuma . A derivation
of the Reynolds equation in general ALE description is given in appendix C. As
can be seen on the third term of the left side of equation (4.9), the formulation in
ALE coordinates causes an artifical convective flow due to the grid motion. The
motion increases with an increasing distance from the center of the contact and
has a contrariwise direction on opposite sides. The grid motion superposes the
convective flow of fluid particles in x-direction resulting from the surface move-
ment. It might happen that the grid motion overtakes the convective flow of the
fluid resulting in a sign change of the total convective flow in x-direction as illus-
trated on the right side of figure 4.2. For the point contact there is definitely a
sign change in y-direction at the line y = 0. Thus, in order to maintain a stable
upwind discretization, a spatially dependent discretization is necessary, which has
to be updated in every Newton iteration.
4.1.2. Eulerian Approach with Remeshing
This section deals with another procedure varying the computational area by adap-
tation of the mesh in every time step. Here, a Eulerian framework is used where
the nodes are considered as being spatially fixed in every instance of time. So,
the parameters have to be considered as being constant in time, i.e. the derivative
of the parameters with respect to time is zero. The adaptation of the computa-
tional area is incorporated by adjusting the grid with respect to the current size
of the corresponding dry Hertzian contact at each time step. This method will be
referred to as remeshing in the following. Applying the transformation (4.3) to





























and U = trefuma .
However, since the grid changes in every time step, previous time steps have to
be projected onto the current grid. The projection of a solution at time step j′,
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j′ = γ(zj′ ,µj′ ,µj), (4.11)
where the superscript [·] indicates the grid the solution is given on. If the grid
and the solution are of the same instance of time, the superscript can be omitted.
The mapping of γ includes a spatial interpolation and an enlargement or a reduc-




































Figure 4.3.: Interpolation from grid j′ to current grid j (left) and adaption of the variable sizes
(right) using the example of pressure
of interpolation plays an important role for the quality of the solution. While a
higher order polynomial interpolation tends to incorporate an oscillatory behav-
ior artifically increasing the energy of the system, a linear interpolation involves
numerical damping. Thus, the dynamics of the system turn out to be less distinct
with a linear interpolation. The artifical energy dissipation can be reduced by
using a cubic spline interpolation instead, which is a very good choice for the line
contact problem. However, the grid interpolation gets more complicated for the
point contact problem, which is not within the scope of this work.
4.1.3. Comparison
In this subsection the three different modelings – standard Eulerian, ALE and
Eulerian with remeshing – are compared to each other. As operating condition,
each system is excited by a harmonically varying load. The load can be defined
by the two parameters amplitude Aex and period Tex of excitation in the form:
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Hereby, two test cases are considered. The first has a moderate amplitude and
a high period of excitation and the second a high amplitude and a slighly lower
period of excitation. Table 4.1 summarizes the excitation parameters of the two
cases and the time of the end of simulation starting from zero. In order to obtain a
better comparability of the different models, the time integration is executed with
a fixed time step size of 0.001. Finally, table 4.2 lists the relevant parameters.
Table 4.1.: Dimensionless amplitude, period of exitation and end of simulation for case 1 and 2
parameter Aex Tex Tend
case 1 0.1 1/3 2.0
case 2 0.5 1/2 2.5
Table 4.2.: Parameters for transient EHD line contact problem
parameter R um wref E
′ η0 α M L
unit mm m/s N/mm GPa Pa s 1/GPa - -
value 2 5 200 231 0.01 10 29.4 8.9
Figure 4.4 shows the relative deviation of central film thickness between the ALE
formulation or Eulerian description with remeshing from the standard Eulerian
description for the two cases, respectively. All three modelings are in accordance






























Figure 4.4.: Relative difference of central film thickness between constant and variable nondi-
mensionalization for case 1 (left) and case 2 (right)
with each other within a deviation of less than one percent. However, the deviation
between the ALE formulation and the standard Eulerian description is higher
than the one between the Eulerian description with remeshing and the standard
Eulerian description.
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Figure 4.5 shows the loss of information of pressure lp and deformation lδ for
a specified number of basis functions n˜p and n˜δ, respectively. Here, a fast decay
























































Figure 4.5.: Loss of information in pressure for case 1 (left) and case 2 (right)
of the loss of information is desirable, since the solution space exhibits a higher
similarity and thus, a lower number of degrees of freedom is required. In both
cases, the loss of information decreases faster for the variable computational area
than for the constant one where the system with ALE formulation and the Eulerian
with remeshing show the same decay. Hence, both methods, ALE and remeshing,
are leading to a higher similarity of the solution space as intended. Since the
transient behavior of case 2 is more distinct due to the higher amplitude, the loss
of information decays much slower. Indeed, it is questionable here, if a projection
based reduction is reasonable at all. Furthermore, the solution space of pressure
has a higher information content than the one of the elastic deformation, as already
noted in subsection 3.1.4.
4.2. Trajectory Piecewise Linear Method for EHD
In this section the TPWL method from subsection 2.2.4 will be adapted and
applied to the elastohydrodynamic contact problem. The flowcharts of figure 4.6
show the procedure of the oﬄine and the online phase of the TPWL approach. At
the beginning of the oﬄine phase, the full nonlinear system has to be computed
for the specified training trajectories. All resulting solutions for every trajectory
at every time step are used as snapshot for the POD leading to a global trial
basis. In the further process, a subset of all time steps is chosen as operating
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Simulation of the full non-
linear system along spec-
ified training trajectories
Generation of basis
functions by applying the
POD onto the solutions
Selection of the operating
points along the specified
training trajectories
Reduction of the linearized
systems evaluated at
the operating points
Storage of the reduced
linearized systems
Choose next time step
Calculation of the weight-
ing functions of the
reduced linearized systems
Calculation of the con-
vex combination of
reduced linearized systems







Figure 4.6.: Oﬄine (left) and online (right) phase of the TPWL approach
subsection 4.2.1. Using a Galerkin projection (see 2.3.2), the linearized systems
at the operating points are reduced. The resulting reduced linearized systems are
stored in the working memory building up the TPWL model.
For every time step within the online phase three operations have to be executed.
The first operation contains the determination of the weighting functions for each
stored reduced linearized system. The second part consists of a superposition of
the reduced linearized system according to the weighting functions. Within the
last step, the resulting linearized system is solved. Please note that all operations
including the weighting procedure, which will be described in the following, are
low scaled.
In the following the whole procedure is described in a more detailed way. There-
fore, the EHD contact problem from section 2.1 will be brought into the form of a
differential algebraic equation system of first order. First of all, the EHD problem

























P (X,Y ) dX − pi2 w¯(T )
 , (4.13)
points. More information on how to select the operating points can be found in
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P (X′,Y ′) dX′dY ′√
(X−X′)2+(Y−Y ′)2∫∫
Ω
P (X,T ) dX dY − 2pi3 w¯(T )
 ,
(4.14)
for the point contact, where the dimensionless film thickness H(∆, H0, R¯) is given
by equation (2.24). At the boundary of the computational domain the pressure is









P,∆, H0, λ¯, R¯, u¯, w¯
)
, (4.15)
with unknowns P , ∆ and H0, parameter λ¯ and inputs R¯, u¯ and w¯. The system
might depend on further parameters given in the rheological functions for η¯ and ρ¯.
After semi-discretization in space as described in subsection 2.1.7, system (4.15)
has the general semi-discretized form
d
dT
g (z(T ),µ,u(T )) = f (z(T ),µ,u(T )) , (4.16)
with the state vector z, the parameter vector µ and the input vector u as defined
in subsection 2.1.8. In comparison to the standard form (2.83) of a nonlinear dy-
namical system for TPWL, here, the input vector u cannot be written separately,
since the two inputs R¯ and u¯ are not linearly dependent. In contrast, even the
system function g in the time derivative is dependent on R¯. The linearization of
the system functions f and g with respect to state eliminates the influence of the
input. In order to reintroduce the input, f and g also have to be linearized with
respect to the input vector as similarly proposed in [87]. So, the nonlinear system
functions f and g for a specific parameter set µj can be approximated by the
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In general, a nonlinear system can be approximated well by its corresponding
linearization, as long as the state (and the input) is close enough to the particular
linearization/operating point. Since the linearized systems are represented by
constant evaluations of the system functions and their Jacobians, they can be
reduced once and then stored in reduced form. Here, the reduction takes place by
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applying the projection as described in subsection 2.2.1, where a Galerkin approach
with
z ≈ V z˜ (4.19)
and W = V is used. Therewith, the reduced linearized system evaluated at the
operating point defined by parameter combination µj , state zi and input vector
ui has the form
d
dT
(Aij +Bij z˜ +Ciju) = Dij +Eij z˜ + F iju, (4.20)

















































Here, the matrices Aij and Dij are basically representing the system functions g
and f , the matrices Bij and Eij the Jacobians with respect to state and Cij and
F ij the Jacobians with respect to the input vector, respectively. Finalising the
oﬄine phase, the particular matrices Aij to F ij representing a particular reduced
linearized system are stored in the working memory.
The TPWL representative of the nonlinear system (4.16) is a convex combina-
tion of reduced linearized systems in the form (4.20). A convex combination is
a linear combination where the coefficients are greater or equal to zero and the
sum of the coefficients is one. As proposed in [7], there is an additional weighting
to cope with the parameter dependency. So, the resulting parametrical TPWL








vj(µ)f˜ j , (4.27)
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where vj are the coefficients of the convex combination handling the q parameter








wi(z˜) (Dij + Eij z˜ + Fiju) ,
coping with the weighting with respect to state. The TPWL submodels g˜j and
f˜ j of the j-th parameter combination consist of m(j) operating points leading to





operating points. Please note that both g˜j and f˜ j are not linear in z˜ due to the
weighting functions wi(z˜).
The performance of the TPWL method depends crucially on the choice of oper-
ating points as well as on the weightings for the convex combinations. Figure 4.7
illustrates the weighting procedure with respect to the parameters and with respect













Figure 4.7.: Weighting functions for parameter vi (left) and state wi (right) in a one dimensional
framework
terpolation within the parameter space using the trained parameter combination
as sampling points. So, the parameter influence is handled by an interpolation
between different TPWL submodels g˜j and f˜ j . Consequently, if the test param-
eter combination is equivalent to one of the q training parameter combinations,
no interpolation is required which directly leads to a lower computational time.
The weighting functions wi for the state are determined as proposed in [98] with
the restriction that only weights larger than 0.001 are considered. Unchanged, the
76 4. Transient EHD Contact
weightings still have to sum up to one. Thereby, the weightings are calculated
using the Euclidean distance between the reduced solutions ‖z˜ − z˜i‖2 in the form
w˜i(z˜) = exp





The resulting weighting functions are then normalized such that their sum is equal
to one. Obviously, the weightings are always bigger than zero implicating that
all linearized systems would be part of the linear combination even though their
influence is negligable. In oder to cope with this problem, all weightings which
are smaller than 0.001 are neglected. In order to restore the condition of a convex
combination, again a normalization of the remaining weightings is executed. Please
note that the evaluations of the weighting procedure are rather cheap, since the
weightings are computed using the reduced state vector. The next paragraph deals
with a new method on how to select the operating points.
4.2.1. Selection of Operating Points
A sufficient number of operating points is essential for a good approximation of
the TPWL model. However, it makes no sense to add further operating points
at an area of the state space, which is already covered adequately by the present
operating points. In contrast, adding further operating points would increase the
required storage capacity and the complexity of weighting and therewith deteriote
the efficiency of the TPWL model. In section 2.2.4 typical selection procedures are
drafted. Figure 4.8 shows the flowchart of a new selection procedure of operating
points of the TPWL model. Even though the procedure seems to be rather obvious,
it has not been found in literature so far. After defining and calculating the training
sets with the underlying full solver, the TPWL model is initialized by taking the
linearized system of the starting solution of the first training trajectory. In the
following, for every time step of every training, each reference solution of the
training is compared to the approximation coming from the currently valid TPWL
model. Therefore, the linearized system of the TPWL model, whose operating
point has the minimal Euclidean distance to the currently considered solution, is
time integrated. As soon as the Euclidean distance between the referential training
solution and the solution coming from the TPWL model is larger than a specified




‖z˜j‖ < β (4.30)


























Figure 4.8.: Selection procedure of operating points for TPWL model
Since the whole procedure takes place within the reduced scheme, the selection pro-
cedure takes less time than the common principles addressed in subsection 2.2.4.
Furthermore, the new procedure ensures that different ranges of validity of the
particular operating points are incorporated in the selection criterion. Thus, sys-
tems with locally changing nonlinearities will be sampled adaptively as illustrated
in figure 4.9. So, areas of the state space, which are less nonlinear, are sampled
more coarsely than the one with a higher nonlinearity. Consequently, without loss
of accuracy a smaller number s of operating points have to be selected.
In the following the new approach is confronted with the classical selection
procedure given by (2.85). Therefore, the EHD line contact problem is excited by
a harmonic variation of radius of curvature, mean surface velocity and load in the
form:
{R, um, w} (T ) = {Rref, uref, wref} (1 + 0.1 sin (2piT )) , (4.31)
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Figure 4.9.: Illustration of operating points selection using approach (2.85) with Euclidean dis-
tances of solutions (left) and new TPWL based approach (right) using the example
of a 2-dimensional state space
where table 4.3 provides the underlying parameters of the test trajectory. Finally,
Table 4.3.: Parameters for transient EHD line contact problem
parameter Rref uref wref E
′ η0 α M L
unit mm m/s N/mm GPa Pa s 1/GPa - -
value 10 2.5 200 220 0.01 17.8 ∼19.1 ∼8.5
table 4.4 lists simulational parameters of three different test cases. The first two are
based on the standard selection criterion (2.85), based on the Euclidean distance of
the solutions of the training trajectory. The latter uses the new selection approach
for operating points described above. The cases are chosen such that case 1 has
Table 4.4.: Simulational parameters of three test cases
case method δ s
1 Euclidean distance 1.2 · 10−2 452
2 Euclidean distance 1.0 · 10−2 537
3 TPWL based approach 1.0 · 10−3 433
about the same number of operating points s as case 3 using the new selection
approach. On the other hand, the second case tries to be of same accuracy as the
last case. Figure 4.10 summarizes the distribution of operating points along the
training trajectory. As expected, for the latter case the density of the operating
points varies along the trajectory, as can be seen by the different slopes of the
curves. In contrast, the operating point density of the first two cases using the
Euclidean distance is rather constant. Finally, figure 4.11 shows the dimensionless



























































Figure 4.10.: Selected operating points over the index of the time step (left) or over time of the
underlying training trajectory
central pressure and film thickness curve with time of the full solution and its
relative differences to the approximations coming from the TPWL models of the


































































Figure 4.11.: Reference central pressure and film thickness and the relative deviation of the three
cases
especially if the peaks of deviation are considered. However, the TPWL model
based on the second case provides a better solution than the one of the latter case.
Here, 24 % more operating points are used though.
Summing up, for the underlying system there is a slight improvement attainable.
So, a decrease in operating points of roughly estimated 10 % at a constant accuracy
or a slight but distinct improvement in accuracy for the same number of operating
80 4. Transient EHD Contact
points can be achieved using the new selection approach. Therewith, in addition
to the lower oﬄine costs, the new approach is a good alternative for an adequate
selection of operating points.
4.2.2. Comparison
Within this part the performance of the TPWL model is compared to the one of the
Newton-Raphson based reduction method with system approximation as described
in subsection 2.3.3. Therefore, two different load cases are studied: a moderately
and a highly loaded contact problem. The two contact problems, initially being at
rest, are stimulated by a harmonic load excitation. The excitation is of moderate
amplitude Aex with a period Tex around the characteristic time of the system:













The lubricant is modeled as compressible fluid using the Dowson-Higginson rela-
tion (2.10) and the Roelands viscosity model (2.12). The system parameters can
be found in table 4.5. The calculations on the equidistantly discretized computa-
Table 4.5.: Parameter values for case 1 and case 2
parameter Rref uref wref E
′ η0 α
unit m m/s N/mm GPa Pa s 1/GPa
case 1 0.01 2.5 200 231 0.01 20
case 2 0.01 2.5 1200 231 0.01 20
tional area {−4 ≤ X ≤ 2} with step size hx = 0.005 are executed with Matlab on
an i5-2500 CPU. In the following, the influence of the number of operating points
on the efficiency and accuracy of the TPWL model is examined. Therefore, the
tolerance β according to equation (2.85) is varied. Figure 4.12 shows the num-
ber of time steps and the total computational time for the whole trajectory and
the resulting averaged deviation of the central film thickness Hc = H(X = 0).
The latter is determined by taking the Euclidean distance between the full and
the particular reduced solution of central film thickness divided by the Euclidean
norm of the full one and acts as a measure for accuracy. Therefore, the solutions
are interpolated to an equidistant time array of adequate step size. The number
of operating points s follows directly from the choice of the tolerance β. Since
in general the quality of the approximation of a linearized system gets worse for
larger distances from the linearization point, the number of operating points –
and therewith the density of the operating points – has a strong influence on the
accuracy of the TPWL model. Thus, a too large tolerance leads to a bad accuracy
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Figure 4.12.: Influence of the number of operating points on the TPWL model in comparison to
the reduced Newton method for a relative tolerance of  = 0.001 where the numbers
in the figure are the particular tolerances β.
of the corresponding TPWL model. On the other hand, there exists an optimal
density of operating points, where a further refinement has no positive influence
anymore. Instead, the weighting procedure gets more complex and thus, a larger
computational time is required. Furthermore, a larger amount of operating points
necessitates a larger amount of required workspace. The TPWL model shows a
better accuracy for the moderately loaded case 1. However, the necessary num-
ber of time steps, the computational time and the number of necessary operating
points is lower for the highly loaded case 2.
Table 4.6 gives a short comparison of the efficiency of the full system, the re-
duced system with system approximation and the TPWL model. Here, the system
approximation is done using nˆ = 300 evaluations of the nonlinear part of the sys-
tem function. Moreover, the tolerance β is chosen to be 0.01 for case 1 and 0.0075
for case 2, leading to an optimal tradeoff between accuracy and efficiency of the
underlying TPWL model.
Table 4.6.: Dimensions of the system and computational time per time step for case 1 and case 2
dimensions time per time step [s]
n n˜ Full Newton TPWL
case 1 2403 251 0.79 0.026 0.0038
case 2 2403 199 0.89 0.021 0.0022
As already seen in section 3, the similarity of the solution space is larger for
higher loaded contacts. Consequently, the number of basis functions n˜ for the
reduced system is smaller for case 2 than for case 1. Furthermore, a smaller amount
of operating points results. Therewith, the computational time per time step is
higher for case 1. Here, only the rather uncomplex reproduction of a trajectory
is considered. Further examinations of more variant and complex TPWL models
will be done in the following results section.
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4.3. Results
The results section of the transient EHD contact problem is split in two parts.
The first part deals with a load excitation which is a superposition of an excitation
with a large amplitude and a large period and one with a low amplitude and a low
period. The second part considers a complex composition of different trajectories
with multiple input functions and a parameter dependency. All calculations are
formulated on an equidistant dimensionless spatial grid of size {−4 ≤ X ≤ 2}
with step size hx = 0.005 leading to a total number of n = 1201 spatial grid points
and a total number of degrees of freedom of 2403. Throughout this section, the
two reduction schemes, the reduced Newton method with system approximation
(RNSA) and the Trajectory Piecewise Linear approch (TPWL) are compared to
each other.
Multi-Scale Excitation
Often, machine cycles include multiple excitations of different amplitude and fre-
quency such as a bearing of a rotating shaft with a gear contact. In order to
simulate such a behavior a slow load excitation with a large amplitude is super-
posed with a fast load excitation with a small amplitude:





+ 0.1 sin (4piT ) , (4.33)
whereas the time integration is done with an equidistant time step size of ht =
0.001 for 12 characteristic periods of time. Figure 4.13 illustrates the superposed
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Figure 4.13.: Input signal of test trajectories
are chosen. The computation is executed for the system in the standard Eulerian
description using both RNSA and TPWL as well as for the system in ALE descrip-
tion and in Eulerian description with remeshing. The TPWL approach makes no
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sense for the Eulerian formulation with remeshing, since the interpolation of each
reduced system to the current mesh is too time consuming and supposably too
imprecise. Moreover, tests have shown that using the presented weighting proce-
dure, the TPWL approach is also not feasible for the system formulated in an ALE
description, since the influence of the Jacobian of the input vector is too large. So,
ALE and remeshing are only executed with RNSA as a reduction procedure.
Figure 4.14 compares the results of central pressure and film thickness of the full
and reduced systems in the three different descriptions, whereas a maximum loss of
information of pressure and deformation of lp,max = lδ,max = 10
−5 is tolerated. The





























































































































































Figure 4.14.: Comparison of the results of central pressure (left) and film thickness (right) of the
full and reduced models for the descriptions Eulerian (standard), ALE and Eulerian
with remeshing
first row gives the central pressure and film thickness of the full system in standard
Eulerian description. The second row shows the relative differences to the results
of the full systems of contact size adapting descriptions ALE and Eulerian with
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remeshing. Hereby, the differences go up to 2 % and are maximal around T = 6,
where the load is minimal and therewith the contact size as well. As a result,
the grid density of the standard Eulerian description is relatively coarse and in
consequence less accurate than the contact size adapting descriptions. Whereas,
the results of the ALE based system and the one of the Eulerian description
with remeshing are basically identical. The two graphs below give the relative
differences in central pressure and film thickness between the particular reduced
systems and the corresponding full one. In contrast, the error remains below 0.5 %
throughout the whole simulation time. Thus, it stays below the deviations due
to different descriptions. Hereby, the TPWL solution exhibits a slight but clear
offset in central film thickness.
Finally, table 4.7 lists the dimensions of the particular reduced system and
the computational time of the full and the reduced system. Again, the reduced
Table 4.7.: Dimensions and computational time of the particular full and reduced system
modeling reduction dimensions comp. time [s]
method method n˜p n˜δ n˜ nˆ(
∗s) full red.
Standard RNSA 216 101 318 400 10004 419
Standard TPWL 216 101 318 590∗ 10004 73
ALE RNSA 117 60 178 300 9545 141
Remeshing RNSA 116 60 177 300 9639 170
models provide a distinct speed-up compared to the corresponding full models.
Furthermore, a contact size related computational area adaption turns out to be
clearly beneficial in this context. Here, the increase of similarity in the solution
space is reflected in a diminishment of the number of basis function size of almost
50 %. As a result, the speed-up factor of the computation is about three. Further
speed-up can be achieved by applying the TPWL model, here. However, this test
is of less significance for rating the TPWL approach, since only a reproduction
of a trajectory is considered, where the TPWL model is particularly efficient. In
order to challenge the TPWL method, a rather complex model is build up and
tested in the next part including multiple inputs with multiple trajectories and
the variation of one parameter.
Multiple Input Function
This part provides a comparison of the TPWL model with standard reduced New-
ton method with system approximation. Hereby, a rather challenging test case
will be introduced, including various effects. Therefore, the underlying system is
parameterized and has multiple input functions along different trajectories. Here,
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an adaptive time stepping procedure is used. In this connection, the inputs R¯, u¯
and w¯ are considered







with Aex = 0.1. Trainings are captured for three different periods Tex ∈ { 13 , 12 , 1}.
Furthermore, the static reference load wref is taken as single parameter. The
whole training is done for three different parameter sets as given in table 4.8.
Thus, a total number of nine different training trajectories has to be computed.
Table 4.8.: Parameter values for case 1 and case 2
parameter Rref uref wref E
′ η0 α
unit m m/s N/mm GPa Pa s 1/GPa
set 1 0.01 2.5 400 231 0.01 5
set 2 0.01 2.5 600 231 0.01 5
set 3 0.01 2.5 800 231 0.01 5
Here, a problem with a rather low viscosity is considered (see parameter α). In
consequence, the film thickness is small and the problem gets numerically stiff.
Figure 4.15 gives the solutions of dimensionless central pressure and film thick-
ness of two training trajectories of set 2 and the relative differences of their repro-
ductions generated by the reduced Newton method with system approximation
and by the TPWL model. The results from the full system can be reproduced well
by both the RNSA method and the TPWL model. Hereby, the RNSA method
exhibits a higher accuracy than the TPWL model. The results in figure 4.15 also
show some interesting physical behavior. Firstly, the amplitudes of pressure and
film thickness fluctuations are less distinct for the overcritical excitation T = 1/3,
than those for the characteristic excitation T = 1. Furthermore, the overcritical
excitation produces an offset of the mean central film thickness of about 23% in
comparison to the stationary central film thickness. The performance of the three
algorithms can be found in table 4.9. It can be seen that there is a distinct speed-
up of the TPWL model in comparison to the reduced Newton method for this
case.
To test a different trajectory for the three inputs R¯, u¯ and w¯, a parameterized
input function with parameter 0 ≤ s ≤ 1 is chosen. The input function can be
continously varied between a triangle (s = 0) and a square wave (s = 1). Figure
4.16 illustrates the parameterized input function. Thus, the test trajectory is not
part of the training trajectories. With increasing s, the test trajectory gets more
and more challenging, since the transition between the high and the low input level
becomes sharper. The test trajectories are calculated for the parameters wref =
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Figure 4.15.: Central pressure and central film thickness over time of two training trajectories and
the differences of the reduced solutions provided by the reduced Newton method
with system approximation and by the TPWL model for set 2 with excitation









Figure 4.16.: Input signal of test trajectories
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500 N/mm and wref = 700 N/mm, which are lying in between the parameters given in
table 4.8. Thus, a linear interpolation between the TPWL submodels
{
g˜j , f˜ j
}
for
wref = 400 N/mm and wref = 600 N/mm or wref = 600 N/mm and wref = 800 N/mm has
to be done, respectively. The figures 4.17 and 4.18 show the dimensionless results
of central pressure and central film thickness over dimensionless time of the full
reference system as well as the relative difference of the particular reduced system
for the parameters wref = 500 N/mm and wref = 700 N/mm, respectively. Hereby,
three different slopes s ∈ {0, 0.5, 0.9} are considered. Again, the results of the
RNSA method show a high accuracy with a maximum deviation of around 1 %
with respect to the full system throughout all the test calculations. Whereas, the
solution of the TPWL model is of less high quality exhibiting an offset. Here, the
error in film thickness levels off at approximately 5 %. Whilst the RNSA method
is rather robust with respect to the given input signals, the TPWL model shows
a stronger deviation for the challenging trajectory with s = 0.9. Hereby, both the
RNSA method and the TPWL model show some minor scattering of pressure in
the center of the contact.
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Figure 4.17.: Reference central pressure (left) and central film thickness (right) over time and




























































































































































































Figure 4.18.: Reference central pressure (left) and central film thickness (right) over time and
deviation of the reduced models for wref = 700N/mm.
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time. Note that the relatively high computational time of the Newton-Raphson
based solution schemes for s = 0.5 results from a higher number of necessary
Newton iterations.
4.4. Conclusion
This chapter has addressed the transient EHD line contact problem. The first part
deals with the introduction of a varying computational area in order to increase
the similarity in the solution space. Therefore, the computational area is adapted
to the current size of the corresponding dry Hertzian contact. In order to integrate
the adaptation of the computational area in the model, two different procedures
are presented: a description in an ALE framework and a formulation in standard
Eulerian coordinates with remeshing. The ALE description implies an artificial
convective flow due to the grid motion. In order to ensure the stable upwind
Finally, table 4.9 lists the number of time steps of each test trajectory and
the corresponding computational times of the full reference solution, the RNSA
method and the TPWL model. Hereby, the need of system interpolation between
Table 4.9.: Number of time steps and computational time of the full system, the RNSA method
and the TPWL model
number of time steps comp. time [s]
Full RNSA TPWL Full RNSA TPWL
wref = 600 N/mm
T = 1 979 1197 1488 811 38 11
T = 1/3 1955 1465 2180 2096 69 24
wref = 500 N/mm
s = 0.0 2042 1871 2346 1965 78 35
s = 0.5 2492 2318 2600 5190 157 45
s = 0.9 2941 2983 4429 2899 118 98
wref = 700 N/mm
s = 0.0 2097 1899 2470 2039 83 37
s = 0.5 2629 2409 2752 5414 164 49
s = 0.9 3032 2941 5280 2934 117 126
the TPWL submodels
{
g˜j , f˜ j
}
for the last six cases entails a larger computational
time for the TPWL model. However, there is still a speed-up potential of two or
more compared to the reduced Newton method. As an exception, the TPWL
model for the very challenging case for s = 0.9 shows a worse performance than
RNSA. Hereby, the large number of time steps are causing a larger computational
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Due to its low calculation time, the MOR model of the transient EHD contact
problem might be embedded as a subroutine within a classical multibody simula-
tion software reproducing the complete nonlinear dynamical behavior of an EHD
contact such as nonlinear stiffness and fluid damping. Likewise to the stationary
EHD contact problem, the MOR model is not restricted to a specified modeling.
However, in contrast to the stationary EHD contact problem, the choice of training
trajectories still has to be done by the user itself.
scheme a spatially adjusted discretization is required in every Newton iteration.
In contrast, the remeshing procedure necessitates the interpolation of previous so-
lution to the current grid. However, this interpolation involves numerical damping
leading to a diminishment of the dynamics. Especially for the point contact prob-
lem where the interpolation of previous solutions to the current grid is basically
restricted to a linear interpolation, the numerical damping plays an important
role. In conclusion, the ALE description is a more elegant way incorporating a
variable computational area. The adaptation of the computational area enables
an efficient reduced computation for systems with large amplitudes of excitation.
The second part of this chapter has dealt with the application and adaption of
the TPWL approach to the transient EHD line contact problem. The TPWL ap-
proach shows a very good performance for compact formulated systems, e.g. small
input variety and no parameters. However, its efficiency diminishes successively
with the complexity of the underlying system, since more and more operating
points have to be stored resulting in a gradually increasing complexity of the
weighting procedure. Nevertheless, both presented methods, the TPWL approach
and the reduced Newton method with system approximation (RNSA) show a very
low computational time at a high accuracy. While the accuracy of the RNSA
method beats the one of the TPWL model, the TPWL approach shows a better
efficiency for almost all given use cases. Furthermore, since all the information
of the system is stored within the reduced system functions and their Jacobians,
the required effort of evaluating those matrices is irrelevant for the online phase.
This fact is particularly interesting for point contact problems and systems with
Non-Newtonian fluids as mentioned in the conclusion part of the last chapter.

5. Summary and Discussion
The objective of this work is to get a fast and precise solver for the EHD con-
tact problem by applying model order reduction techniques. As a starting point,
the EHD point and line contact problem are formulated as one equation system.
Therefore, the Reynolds equation is discretized using finite differences. The elas-
ticity equation on the basis of the halfspace theory and the load balance equations
are discretized by numerical integration using the midpoint rule. The film rupture
problem is solved using the Penalty method.
The EHD contact problem is a nonlinear system with nonlinear parameter de-
pendency. For the first time, the complete nonlinear EHD contact problem is
reduced using model order reduction techniques. Due to the nonlinearity, all lin-
ear model order reduction techniques such as the Krylov-based approaches drop
out. Within this work, the POD method is used as reduction procedure. It relies
on the extraction of the most important information given by a precomputed set
of solutions of the full nonlinear system. Furthermore, a system approximation
is applied to the reduced sytem by replacing the reduced system function and its
Jacobian by less complex surrogates. Thus, the resulting reduced system with
system approximation (RNSA) contains no large-scaled operations anymore.
Within this work, the stationary as well as the transient EHD contact problem is
investigated. A system is referred to as quasi-stationary, if the transient behavior
of the components are much faster than the change of the system itself. Thus, the
problem can be formulated as a chronological sequence of stationary problems.
Here, the aim of this work is to develop a method for a fully automated generation
of compact models for a specified parameter space. The idea is to use an adaptive
snapshot selection algorithm which is based on a random sampling and refinement
of the parameter space. Since the evaluation is executed on the reduced framework,
a fast error measure is required. Furthermore, a new method to determine a
distance measure is presented. It relates the distances between two solutions in
parameter and state space. On the one hand, the distance measure allows an a-
priori goal-oriented snapshot selection, in order to get a reduced system in advance.
On the other hand, it acts as an estimator for the selection of the best starting
solution. The algorithm generates a reduced system, which provides a reliable,
highly accurate and very fast approximation of the full system within the specified
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parameter space. The speed-up factor is about 50 for a line contact problem and
about 6000 for a point contact problem with an overall loss in accuracy of less
than 1 %.
Furthermore, the stationary EHD point contact problem is extended to consider
Non-Newtonian effects by using the generalized Reynolds equation. Here, the im-
plicitly given Non-Newtonian EHD contact problem is solved for the first time as
a fully coupled system of equations using the Newton-Raphson scheme. Thereby,
the gain in convergence rate predominates the higher costs in film thickness inte-
gration. Thus, a faster solution can be achieved. Furthermore, in comparison to
the full system, the reduced system is about 900 times faster even though a slower
processor is used.
For the transient EHD contact problem a new formulation is introduced which
relates the computational area to the current contact size. Here, two descriptions
are developed. The first is a formulation in an ALE coordinate system, treating the
non-constant parameter as explicit time functions. As a side effect the convective
term includes an artificial flow due to the grid movement requiring a spatially
adjusted discretization in order to maintain the upwind stabilization. The second
description uses Eulerian coordinates on a grid which is adjusted for every time
step referred to as remeshing. Here, required solutions of former time steps have
to be projected onto the new grid. The adjustment of the computational area
shows clear improvements in performance for systems with excitations of large
amplitude.
Additionally, an alternative approach, TPWL, is applied and adapted for the
EHD contact problem for the first time. Here, a new selection procedure for the
operating points is presented, leading to a moderate reduction of the necessary
number of operating points at a lower oﬄine computational effort. In comparison
to the RNSA method, the TPWL model provides a faster solution whose quality
is decent but not as good as the Newton based one. In this connection, the perfor-
mance of the TPWL model is strongly dependent on the complexity of weigthing.
It is determined by the extent of input variance and parameter ranges or more
general, on the total number of operating points.
Since the time reduction for the simulation is very effective and due to their abil-
ity to take into account the parameterization of their boundary conditions (load,
velocity, radius of curvature,. . . ), the proposed reduced models could be embedded
into more global models of entire mechanics as subroutine focusing on critical con-
tact points. Thus, the full nonlinear dynamical behavior of an EHD contact could
be introduced into more general system simulations. Another application lies in
their use within optimization loops to tune mechanical components with respect to
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their operating conditions (geometry, material, eventually lubricant properties,. . . )
keeping the total complexity of the underlying physical problem.

6. Outlook
Within this work, smooth isothermal Newtonian EHD line and point contacts are
considered. However, the observance of more complex physics within the simu-
lation is gaining more and more attention. The introduction of Non-Newtonian
effects into the MOR model has been a first step towards a realistic friction mod-
eling of contacts including sliding. A further step could be the consideration of
temperature effects by introducing the energy balance into the equation system.
Therewith, the friction prediction would become more accurate for a wider range
of operating conditions such as higher surface velocities.
Another contemporary tribological research field is the examination of the in-
fluence of rough surfaces within an EHD contact. In general, surface roughness
features can be introduced into a parameterized reduced model whilst the surface
topography can be described by a small number of parameters. Here, the arising
question is: how good global basis functions can aproximate the resulting scattered
solution space of pressure and deformation. A promising alternative to introduce
surface roughness effects are the use of flow factors, where the solution remains its
smooth form.
Not only surface and temperature effects acting especially within the contact
area are of interest, but also effects outside of the contact as e.g. the availability
of fluid at the inlet zone. In general the Reynolds equation assumes a fully flooded
gap which is not fullfilled for an EHD contact with starved lubrication. In order to
handle a starved lubricated problem, the Jakobsson-Floberg-Olsson (JFO) cavita-
tion model can be used leading to the form of a complementarity problem similar
to the one introduced within this work.
Having a more numerically based point of view, it might be noted that a fi-
nite difference discretization scheme is applied within this work using a spatially
equidistant grid. Nevertheless, the reduction procedure is not restricted to a special
discretization scheme. Alternatively, a discretization with finite elements should
be applicable, too. Therewith, an adapted discretization can be arranged including
local refinements within the contact zone and a coarsening outside of the contact.
Thus, the computational area can be chosen larger having a fine grid at the critical
areas at the same time. Furthermore, the formulation of the elasticity with finite
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elements enables the consideration of solid bodies which cannot be formulated as
a halfspace.
Finally, the weightings of the TPWL model have a strong influence on the ac-
curacy of the TPWL solution. However, within this work no problem specific
weighting procedure is used but only the standard one. The performance of the
TPWL model might be improvable by applying an EHD problem adjusted weight-
ing by e.g. considering not only the state but also the inputs for the determination





A linear equation system of n linear equation and m ≤ n unknowns can be written
in matrix notation as
Az = b with A ∈ Rn×m, z ∈ Rm, and b ∈ Rn. (A.1)
Here, z is a column vector containing the m unknowns as entries, A is the corre-
sponding matrix of coefficients and b a column vector containing the right sides of
the n equations. For the special case of n = m the equation system has a unique
solution, if the determinant of coefficient matrix is not zero:
det(A) 6= 0. (A.2)
Then, the solution of the equation system can be given as
z = A−1b (A.3)
with the inverse A−1 of the coefficient matrix. However, in many cases the num-
ber of equation exceeds the number of unknowns. Thus, no unique solution of
the overdetermined equation system can be found. A common solution scheme
for an overdetermined system of equations is the method of least squares, where
the solution is chosen such that in total the squared errors of all equations are
minimized. The least squares problem can be written as:
z = argmin
ζ∈Rm
‖Aζ − b‖22 with ‖·‖2 =
√
(·)T (·). (A.4)
This minimzation problem can be solved using the condition that the gradient has







102 A. Least-Squares Problem and Pseudoinverse
Using the identity (AB)T = BTAT and the commutativity of the inner product,
the gradient can be transformed as follows:
∂
∂ζ




ζTATAζ − 2bTAζ + bT b
)
= 2ATAζ − 2AT b. (A.6)
For the unique identification of a minimum the corresponding Hessian has to be





‖Aζ − b‖22 = 2ATA. (A.7)
Indeed, the Hessian matrix ATA is positive definite, if the matrix A is of rank m,
which is equivalent to the fact that the column vectors of A have to be linearly
independent. In this case, the matrix ATA is invertible. Then, the solution of the










AT ist known as Moore-Penrose pseudoinverse.
Therewith, equation (A.8) can be written shortly as
z = A+b. (A.9)
The two formulations (A.4) and (A.9) are equivalent.
B. Difference quotients for
non-equidistant step sizes
In this section, the second order backward difference quotients for first and second
derivative for non-equidistant step sizes will be derived. The starting point are
the Taylor series expansions for a discrete function u around the i-th component
and step sizes hi = rihi−1 and hi−1:










































[riui−2 − (1 + ri)ui−1 + ui] +O(h) (B.3)
Here, the accuracy of the second order backward difference quotient is only of first
order, since the third order terms in (B.1) and (B.2) do not cancel each other out.
Evaluation of (1+ri)
2(B.1)−r2i (B.2) and solving for ∂u∂x
∣∣
i
leads to the difference






























In both cases, the order of accuracy decreases due to division of size h2 and h to
O(h) and O(h2), respectively.

C. Reynolds equation in
ALE description
In general, the Reynolds equation is given within a Eulerian description where a
spatially fixed mesh is used. Here, the Reynolds equation will be derived for an
Arbitrary-Lagrangian-Eulerian (ALE) description, where the mesh might change
with time with respect to a given smooth evolution.















where x = [x, y]T is a spatially fixed coordinate vector and um = [um, vm]
T
contains the mean surface velocities in x- and y-direction. Obviously, the field
quantities p, h, ρ and η are functions of x and the time t. In the ALE description,
the Reynolds equation is expressed by the spatially variable coordinates ξ = [ξ, ζ]T
and time t. The mapping, between the Eulerian and the ALE description can be
stated in both directions
ξ = ξ(x, t) and x = x(ξ, t), (C.2)
where it is ξ(x(ξ, t), t) = ξ. Looking at one spatial point x at time t, the so-called







The grid velocity gives the motion of the mesh due to the given ALE description.
Thus, the time derivative of a field size f can be converted from the Eulerian
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where the field variables p, h, ρ and η are now functions of ξ and t. In addition to
the flow of the fluid particles following from um, an artificial convective flow due
to the moving mesh is introduced through the ALE description.
D. Reduction of the
Complementarity Problem
If the EHD contact problem with the cavitation condition p ≥ 0 is formulated as a
complementarity problem, the summand λj is no longer a function of the state, but
an additional unknown referred to as Lagrangian multiplier. In consequence, λj
has to be extracted from system (2.47) resulting into another system of equations
of the form:






where it is fδ,j(zj) = δj −Kpj and fh0,j(zj ,uj) = ch0(uj) −Kh0pj . In order
to write the whole equation system in one line, the extended Lagrangian multi-
plier vector Λj is introduced. Moreover, the complementarity function in discrete
dimensionless form following from (2.16) is introduced:
ψj(pj ,λj) = λj −max(λj − cpj , 0) = 0, (D.2)
Note that due to nondimensionalization the constant c is different to that in (2.16).
Here c is set to one. Therewith, the full EHD contact problem formulated as a
complementarity problem at time step j can be written as one equation system in
the form: [




The solution of system (D.3) is approximated iteratively by a damped Newton
method with an active set procedure [42, 54]. Therefore the indices of the first
2n + 1 equations of (D.3) are separated into two sets A and P. The two sets
indicate whether the cavitation condition is fullfilled or not. In the latter case, the
corresponding index is part of A, otherwise of P. Since the cavitation condition
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is only relevant for the Reynolds equation, thus for the first n equations, the
definitions of the two sets are
A := {i ∈ {1, . . . , n} : λ(k)ij − cp(k)ij > 0}, and (D.4)
P := {1, . . . , 2n+ 1} \ A. (D.5)
Here, the superscript (k) specifies the iteration of the Newton method. Conse-
quently, the sets A and P may change in every iteration. Figure D.1 illustrates
the separation of the computational area for a line contact problem into the sets
A and P for a typical pressure solution. For further usage, also the set
P˜ A
p λ
Figure D.1.: Pressure (dot) and Lagrangian multiplier distribution (triangle) for a typical contact
situation
P˜ := {1, . . . , n} \ A (D.6)
is introduced here. With the definitions (D.4) and (D.5), the first n unknowns are
given by the complementarity function (D.2). These are Az
(k)
j = 0 and Pλ
(k)
j = 0.



































j + ω P∆z
(k)
j (D.7)
with the relaxation constant 0 < ω ≤ 1, the zero matrix 0, the identity matrix E
and the abbreviated notation of the system function and its Jacobian
f
(k−1)
j := f j(z
(k−1)
j , zj−1, zj−2,µ,uj),
J
(k−1)
f ,j := Jf ,j(z
(k−1)
j ,µ,uj).
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The loop is terminated, when the algorithm has converged. As abort criterion any
norm of the residuum Pf
(k−1)
j or the search direction P∆z
(k)
j can be used.
Subspace Projection
Similar to the penalty method based formulation, the projection takes place in
two steps: introducing the approximation of the state vector z ≈ V z˜ into system
(D.7) and pre-multiplication of the transpose of the test matrix W as described





f ,j PV ∆z˜
(k)










j = −Af (k−1)j − PAJ (k−1)f ,j PV ∆z˜(k)j . (D.8)
In contrast to the penalty based method, it turns out that the system, formu-
lated as a complementarity problem, has a much better performance with a pre-
conditioned least-squares approach of the from
W = D2J
(k−1)
f ,j V , (D.9)
instead of the classical Galerkin approach. Here, the pre-multiplication of D2
with diagonal matrix D ∈ R{2n+1}×{2n+1} counteracts the bad conditioning of
the product JfV , especially of the part JfpV representing the Reynolds equation.
There are infinite possibilities on how to choose D. The following approach for
diagonal matrix D has led to good and numerically stable results:
D := diag
([
{1}VpT , 1, . . . , 1, 1
])
. (D.10)
Introducing approach (D.9) into (D.8) and solving for ∆z˜
(k)
















j = −Af (k−1)j − PAJ (k−1)f ,j PV ∆z˜(k)j (D.11)
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where the least-squares problem J˜
+








f˜ = PPD Pf
(k−1)





f ,j PV . (D.13)
However, the computation of the remaining part of the Lagrangian multiplier
vector is still of large scale. Its reduction can take place in two ways. The obvious
way to construct an additional projection for λj is not chosen here, since some
reasonable assumptions can be made:
1. Film rupture only occurs at the outlet region.
2. There is no pressure generation downstream to film rupture.
3. There exists a sufficient estimation of position of film rupture (stationary).
4. Change of film rupture is sufficiently small within every time step (transient).
Thus, for each grid line in x-direction (one for the line contact) there exists exactly
one transition from pressurized zone P to the cavitated zone A. The idea is to
separate the computational area into P and A by evaluating the complementarity
problem locally around the boundary and adapting the boundary iteratively. This
film rupture boundary can be defined by
B := {i ∈ A : i− 1 ∈ P}. (D.14)
Hereby, the number of entries of B is equal to the number of nodes in y-direction.
Further reduction might be possible by using a coarser grid for B in y-direction and
getting the boundary on the computational grid by interpolation. The adaption
of B – and therewith of A and P – has to be done in every iteration. So, the




k ∈ {1, . . . , 2n+ 1} : ∃l ∈ B with {k}{l}Jf ,j 6= 0
}
, (D.15)
this vector can be determined fastly using the following rule:
Bλ
(k)
j = − Bf (k−1)j − BˇBJ (k−1)f ,j BˇV ∆z˜(k)j . (D.16)
In the following, the algorithm on how to adapt a particular index of set B is
described. Therefore the set Qk := {i ∈ P : ∃j ∈ {1, . . . , k}, i + j ∈ B} is
D. Reduction of the Complementarity Problem 111
introduced. Figure D.2 illustrates the partitioning of the computational area into
sets A and P and subsets B and Qk. The particular index of B is decremented by
one, if one of the corresponding entries of
QkV z˜j < 0 (D.17)
is true, where k is a grid dependent number. Here k = 5 is used. Otherwise the
particular index is incremented by one, if the corresponding part of
Bλ− c BV z˜ > 0 (D.18)
is fulfilled. Consequently, the index remains the same, if both corresponding con-
ditions are false. In order to avoid skipping back and forth between two or more
solutions of B, the algorithm might be aborted after a specified amount of iter-
ations. This number should be higher than the number of nodes the cavitation
boundary moves within one time step.
P Q2 B A
Figure D.2.: Partioning of computational area Ω with nx = 13, ny = 9 and k = 2
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The matrices (D.12) and (D.13), representing the least-squares problem occuring































Hereby, even though the number of unknowns is of small size, the number of
equations of the least-squares problem is still of large scale.
Note that the Jacobians of the linear parts are technically not constant anymore,
since a change of the pressurized area, defined by set P, leads to a change of the
particular Jacobian. However, they can be adapted in a relatively inexpensive
way. Assuming that an index i is added to or subtracted from the set P, a matrix
PAPV can be updated by following computational rules:
P∪{i}AP∪{i}V =
PAPV +
{i}A {i}V , (D.21)
P\{i}AP\{i}V =
PAPV − {i}A {i}V . (D.22)
Thus, the products PJfδ PV and
PJfh0 PV of expression (D.20) can be pre-
computed and updated whenever necessary.
System Approximation
In this case, there are two levels of approximation, superscripted by a roman
numeral. Both reductions are based on the assumption that the highly overde-
termined least squares problem from (D.11) can be approximated well by a less
overdetermined least squares problem. The first level includes a pre-reduction by
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Similar to the previous passage, the second level is the replacement of the nonlinear
part of the reduced system function and its Jacobian by a gappy aproximation as
described above. Hereby, the entries of snapshots sR of equation (2.99) and sJ of






p,j , i ∈ P˜








(k), i ∈ P˜
0, i ∈ A (D.26)
To cope with the complementarity problem, the sets I˜ := I \ A and J˜ := J \ A





































Due to a change of the pressurized area, the reduced matrices for elasticity and
load balance in (D.24) and (D.28) have to be adapted as described in equations
(D.21) and (D.22). Again, only matrix evaluations, additions and multiplication
of small size nˆ, nˇ and n˜ are necessary. However, the full procedure is much more
complicated to implement for the system based on a complementarity problem
than for the penalty method based system. However, different mass-conserving
cavitation models such as [76] can be treated with this nonlinear complementarity
problem framework and could also possibly be reduced by the scheme described
above. However, this is not the scope of this work.
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In today‘s product development process, fast and 
exact simulation models of complex physical prob-
lems e.g. the elastohydrodynamic (EHD) contact 
problem gain in signifi cance. Thus, the objective of 
this work is to generate a compact model for the 
EHD contact problem by the application of model 
order reduction. Thereto, the EHD contact problem, 
consisting of the nonlinear Reynolds equation, the 
linear elasticity equation and the load balance, is 
solved as a monolithic system of equations using 
Newton‘s method. The reduction takes place by a 
projection onto a low-dimensional subspace based 
on solutions of the full system and a system ap-
proximation at which the reduced system matrices 
are substituted by less complex surrogates. For the 
stationary EHD contact problem, an algorithm for 
the automated generation of the compact mod-
el is presented providing fast and numerically sta-
ble reduced systems on a given parameter range. 
Furthermore, a new formulation for the transient 
EHD contact problem is introduced adapting the 
computational area to the current contact size. 
Thus, effi cient reduced order models for large 
excitations are enabled. Besides of the reduced 
Newton-method with system approximation, the 
method Trajectory Piecewise Linear is applied to 
the transient EHD contact problem involving fur-
ther speed-up potential. Despite a distinctly lower 
computational time, the reduced model is in very 
good accordance with the full system.
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