Lemma 2.3. Let R be an alternative ring, w, x, y, z arbitrary elements of R and n an arbitrary element of the nucleus N of R. Then (i) f(N, R, R, R) =0, (ii) (N, R)CN, (iii) (nx, y, z)=(xn, y, z) =n (x, y, z) = (x,y,z)n, (iv) (x, y, z)(w, n) = -(w, y, z)(x, n), (v) ((R, R, R), R, R) (R,N)=0.
3. Simplicity. Lemma 3.1. Let Rbea non-associative, alternative, simple ring. Let S be the set of all s in R with the property sR = 0 = Rs. Then S = 0.
Equivalently, R has no absolute divisors of zero.
Proof. Clearly 5 is a two-sided ideal. If S = R then the product of any two elements of R is zero. But then R is associative, a contradiction. Hence S = 0 and the proof is complete.
Theorem 3.2. Le¿ R be a non-associative, alternative, simple ring. Then its nucleus N and centre C coincide.
Proof. Obviously CC.N. It remains to be shown that NQC. We define T as the set of all / in R such that t(N, R)=0 = (N, R)t. Let r, r' be in R, n in N, t in T. Then by Lemma 2.3 (ii), tr-(n, r')=t •r(n, r')=t(n, rr')-t(n, r)r'+t-3(n, r, r')=0. Similarly rt(n, r') = (n, r')tr = (n, r')rt = 0. Hence T is a two-sided ideal. If T = R then all (N, R) are absolute divisors of zero, hence zero by Lemma 3.1, and the theorem is proven. The only remaining possibility is P = 0. We now show this leads to a contradiction. By Lemma 2.3 (v) we get that ((R, R, R), R, R) is in T, hence zero. This implies (R, R, R)C.N. Using the exchange principle of Lemma 2.3 (iv) we note that the product of two associators is zero if at least two of the six components are equal. In particular let us choose u = (x, y, z)?¿0. Then Now define A as the set of all a in R such that a(u, R)=0 = (u, R)a. As above, it can be shown that A is a two-sided ideal of R. Also w is in A by (3.1) and (3.2). Therefore A =R. Thus (u, R) are absolute divisors of zero, hence zero. This implies u is in C. The set of all ur+iu, where r is in R and i is integral, is a two-sided ideal which must be all of R. But using (3.1) and (3.2) we obtain P2 = 0, a con-[June tradiction. This completes the proof.
A theorem by N. Jacobson4 states that C is either 0 or a field. By Theorem 3.2 we now have the result that N is either 0 or a field. Lemma 3.3. Let R be a simple, non-associative, alternative ring.
Proof. Let r, r' be in R. Then 0 = (rr', a, b) =f(r, r', a, b) = ((r, r'), a, b) + (r,,r', (a, b))=(r, r', (a, b)). Hence (a, b) is in N.
Also (a, b, R) =0 implies that (a, ab, R) =0. Therefore (a, ab) =a (a, b) is in N. Suppose that (a, b) 9*0. Then C contains (a, b), thus is a field. Consequently a is in C, a contradiction.
This proves the lemma.
4. The main theorem. Proof. Choose r, r', r" in R, k in K, t in T. Since t(k, r', r") =0 = (k, r', r")t, we have (t, (k, r', r")) =0, so that (4.1) (T, (K, R, R), R) = 0.
From the hypothesis we obtain (k, rt) = (k, tr)=0 = (k, t). When we apply (BK2.6) we get t(k, r)=0 = (k, r)t. Hence (t, (k, r)) =0 and (4.2) ((K, R), T, R) = 0.
Also tr'-(k, r") =t-r'(k, r") =t(k, r'r")-t(k, r')r"-3t(k, r", r') =0, using (BK2.6), (4.2), and hypothesis. Similarly (k, r")tr' = 0 = (k, r")r't=r't(k, r"). This implies RT(K, R) = TR(K, R) = (K, R)RT=(K, R)TR = 0 and, as before, Similarly t(r, (k, r'), r")=0 and we write (4.6) ((K, R), R, R)T = 0= T((K, R), R, R).
Since the hypothesis implies T(K, R, (R, R)) =0 = (K, R, (R, R))T, (4.7) Tf(K, R,R,R) = 0= f(K, R, R, R)T. Now (k, r, r')-r"t = (k, r, r')r"t = (k, r, r"r')t-f(k, r, r", r')t -r'(k, r, r")t = 0, using (4.1), (4.7), and hypothesis, while (k, r, r') ■tr" = (k, r, r')t-r" = 0, using (4.1) and hypothesis. In this manner we obtain (K, R, R)TR = (K, R, R)RT = RT(K, R, R) (4.8) = TR(K, R, R) = 0.
Also (rt-r', r", k)=f(rt, r', r", k)+r'(rt, r", k) + (r', r", k)rt = 0, because of (4.4), (4.8), and hypothesis. Similar arguments suffice to show RTQT and TRCZT. This completes the proof of the lemma. Proof. Combining Theorem 2.2 and Lemma 3.3 we know that (x, y) =0 if and only if (x, y, R) =0, for all x, y in R. Since R is not associative there exist a, b in R such that (a, b)^0 and hence the condition is certainly necessary. Next we show that the condition is also sufficient. In Lemma 4.1 we let K be the element c. From BK Lemma 3.3 it may be deduced that (a, b) belongs to T. Since (a, b) 5^0, T = R and hence (c, R, R)=0. Therefore, by Theorem 3.2, c is in the centre of R and the proof is complete.
At this point we are ready to prove Theorem M. Let R satisfy the hypothesis of Theorem M. Choose u = (a, b, c)^0, where a, b, c are in R. Then m2?¿0. By Lemma 2.1, (u2, a, b)=0 and by Theorem 2.2, (a, b) 5¿0. Therefore Theorem 4.2 implies that u2 is in the centre C of R and hence C is a field. Let x be any element in R but not in C. Then by Theorem 3.2 there exist y, z in R such that (x, y, z)^0. Using Theorem 2.2 we obtain px2 -qx+r = 0, where pj^O and ry^O. Moreover, by Theorem 4.2, p, q, and r are in the centre C of R. Therefore x~l= -r~1px+r~1q and xx~1 = l=x~lx. Hence (x, x"1, R) = 0. Consequently x has a unique inverse and R is a division ring, hence a Cayley-Dickson division algebra over its centre.
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