Analysis of patients' Electronic Health Records (EHRs) can help guide the prevention of diseases and personalization of treatment. Therefore, it is an important task to predict the disease onset information (referred to as medical codes in this paper) within the upcoming visit based on patients' EHR data. In order to achieve this objective, the real-time nature and high dimensionality of EHR data must be addressed. Moreover, the prediction results of the model must be interpretable. Existing methods mainly use Recurrent Neural Networks (RNNs) to model EHR data and adopt attention mechanism to provide interpretability. However, diagnosis and treatment information have usually been regarded as the same kind of information, the difference and relationship between the two parts being ignored. This has led to unclear analysis about the patient's disease development and inaccurate prediction results. To address this limitation, we propose a CrossOver Attention Model (COAM). This model adopts two RNNs to process diagnosis and treatment information, respectively, and then deploys a crossover attention mechanism to improve prediction accuracy by leveraging the correlation between the two parts of information. It can learn effective representations of personal medical diagnosis and treatment, and provide interpretable prediction results. Experiments demonstrate that COAM can significantly improve the accuracy of prediction and provide clinically meaningful explanations.
I. INTRODUCTION
Electronic Health Records (EHRs) have been widely used in healthcare for preventing diseases and improving clinical outcomes. EHR data can be represented as temporal sequences of high-dimensional clinical variables such as medical codes, and each of the sequence represents the documented contents of a single medical visit. There are many researches on analyzing EHR data. The key task is to predict the disease onset information for the upcoming patient visit.
The results of predictive diagnose which are based on comprehensive EHRs can help detect the early onset of diseases, and may subsequently provide relevant treatment recommendations for doctors to improve the effectiveness in healthcare.
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For example, Chronic Kidney Disease (CKD) is highly associated with other chronic diseases such as diabetes, hypertension, and cardiovascular defects, therefore timely detection and early treatment of CKD can reduce the risk of mortality and complications [1] .
Recently, deep learning techniques have achieved significant success in many domains through effectively capturing long-range dependencies in data [2] . Given the popularity of deep learning approaches and the increasingly vast amounts of EHR data, there have been many attempts to apply deep learning in healthcare [3] . Success in this area could help enable personalized healthcare and precision medicine [4] , [5] .
Existing approaches [6] - [15] do not distinguish the diagnosis and treatment information which may actually differ in contents. Diagnosis information represents the patient's disease, while treatment information represents the medicines taken by the patient. For patients with the same disease, the diagnosis information is the same, while the treatment information may be different. Moreover, the effectiveness of treatment is usually judged by the improvement of patients' conditions in the diagnosis information, while the severity of the disease can be reflected by differences in the treatment information. As the diagnosis and treatment information are mixed together, we can only analyze the changes of the aggregated medical information, failing to analyze the development of the disease conditions and the changes in treatment in detail. In addition, the treatment information may include some medications for the patient's past visits. Mixing diagnosis with treatment can, therefore, interfere with the judgment of the patient's current disease and affect prediction results. Therefore, separating diagnosis from treatment is more advantageous for interpreting the changes in patients' conditions and analyzing the treatment process. It will also be helpful to identify important diagnosis and effective treatments from past visits.
In order to achieve the above objective, we propose a crossover attention model named COAM, which models the diagnosis and treatment information, respectively, to obtain the historical diagnostic and treatment information representations. By modeling the attention shift between diagnosis and treatment, COAM can better combine the historical information by leveraging the crossover attention mechanism and as a result of which, the accuracy and interpretability of the prediction can be improved. To sum up, our main contributions in this paper are listed as follows:
• We propose COAM, a simple and robust model to accurately predict disease onset information about upcoming hospital visits and offer clear interpretations on the prediction results.
• COAM separates the diagnosis information from the treatment information to ensure the integrity, and uses the mutual relationship between them to improve the accuracy of the disease onset predictions.
• Experiments on a large-scale real world EHR dataset show that the proposed COAM approach outperforms the existing methods in disease onset predictions and validates the interpretability of the learned medical code representations.
II. RELATED WORK
Deep learning methods have been widely applied to EHR data mining. The tasks being tackled include phenotyping [16] - [20] , disease progression analysis [21] - [24] , adverse drug event detection [25] , diagnosis prediction [6]- [9] , hospital visit information prediction [10] - [12] , and so on.
A. FEEDFORWARD NEURAL NETWORK ON EHR DATA MINING Some prediction models are based on the feedforward neural networks making use of patients' recent fixed-length historical information, such as Med2Vec [11] and TLE [12] .
Med2Vec is mainly for learning the representations of medical codes. Med2Vec is not only able to learn the representations of both medical codes and clinical visits from the large EHR datasets based on millions of medical visits, but also allows us to interpret the learned representations confirmed positively by clinical experts. TLE uses machine learning approaches which combine the embedding of entities and events in a multidimensional latent space, together with Neural Network predictive models. Meanwhile, TLE is improved by extending existing embedding models to the clinical domain, in particular with respect to temporal sequences, long-term memories and personalization. These models require explicit specifications and consideration of the number of time steps in the past. Therefore, in order to capture the entire history of a patient, we need to access all his/her historical records.
B. RECURRENT NEURAL NETWORK ON EHR DATA MINING
Recurrent neural network (RNN) has been successfully applied on sequential EHR data diagnosis prediction [13] and disease progression [14] . RNN is able to process the comprehensive historical information of a patient and achieve high level of accuracy. However, the major drawback of RNN is that it is often hard to interpret.
C. ATTENTION MECHANISM ON EHR DATA MINING
Interpretability is important for model evaluations, and it stands out particularly in the medical field for doctors to understand the rationale behind the recommendations. Models such as RETAIN [7] and Dipole [15] use the attention mechanism to improve interpretability of RNN models. RETAIN employs a reverse time attention mechanism to ensure high accuracy as well as clinical interpretability. RETAIN achieves high accuracy as well as clinical interpretability and is based on a two-level neural attention model that detects influential past visits and significant clinical variables within those visits. RETAIN mimics physician practice by attending the EHR data in a reverse time order so that recent clinical visits are likely to receive higher attention. Dipole employs the attention-based bidirectional RNN to improve accuracy and achieve certain level of interpretability. Dipole employs bidirectional recurrent neural networks to remember all the information of both the past visits and the future visits, and it introduces three attention mechanisms to measure the relationships of different visits for the prediction. Moreover, this model also allows us to interpret the learned medical code representations which are confirmed positively by medical experts.
These models treat the medical codes as a whole, and make no distinction between diagnosis information and treatment information when analyzing EHR records. Unlike the afore-reviewed models, our proposed COAM model employs the crossover attention mechanism to capture the diagnosis, treatment, and their correlation information. 
III. SYSTEM ARCHITECTURE
In this section, we propose a crossover attention model named COAM to predict disease onset information using diagnosis and treatment information. Intuitively, if the proposed model can process diagnosis and treatment information, respectively, the prediction accuracy of this model should be strengthened accordingly. In the following, we will show the details of the proposed model.
A. DATA FORMAT
Patient EHRs can be represented as time series of multivariate observations. Assuming that C d is the number of unique diagnosis codes and C t is the number of unique treatment codes, then the total number of medical code is C (C = C d + C t ). Let N be the number of the patients. For the n-th patient who has T (n) visit records, his EHRs can be represented by a sequence of visits:
In the same way, each treatment can be noted as a vector
Each diagnosis code can be mapped into a node of the International Classification of Diseases (ICD-10), and each medicine code can be mapped into a node in Anatomical Therapeutic Chemical (ATC).
Both the ICD-10 and ATC are coded hierarchically, which means that each medical code has a parent category label. For simplicity, we describe the proposed algorithm for a single patient and omit the superscript when it is unambiguous.
B. CROSSOVER ATTENTION MODEL
The goal of the proposed model is to predict the categorylevel medical codes of the upcoming visit. Figure 1 shows the overall system architecture of COAM. Suppose that the patient has n visits and each visit includes diagnosis and treatment information. The i-th diagnosis code dia i and treatment code tre i can be embedded into d i and t i , respectively. Subsequently d i and t i are fed into BRNN d and BRNN t , respectively, to obtain the diagnosis representation h i and treatment representation g i . Along with the {h i } n i=1 and {g i } n i=1 , we can use the crossover attention mechanism to obtain the diagnosis context vector h and the treatment context vector g. The crossover attention mechanism will be discussed detailedly in the following section. Next, we combine h and g to obtain the patient context representation p. Finally, p is used to predict the category-level medical codes likely to appear in the upcoming visit.
1) EMBEDDING
Given a visit x i ∈ {0, 1} |C| , it can be divided into diagnosis dia i and treatment tre i , i.e. x i = {dia i ; tre i }. We can obtain the diagnosis representation d i ∈ R m and the treatment representation t i ∈ R m as follows:
where
are the parameters to be trained. We use weight matrices W d , W t and bias vectors b d , b t to embed multi-hots vectors.
ReLU is the rectified linear unit defined as ReLU (v) = max(v, 0), where max() applies in an element-wise manner to vectors. ReLU enables the learned vector representations to be interpretable [11] .
2) BRNN d AND BRNN t RNN provides an elegant way for processing sequential healthcare data [10] . However, the prediction performance of the RNN will drop when the length of the patient visit sequences is large [15] . Therefore, COAM employs Bidirectional Recurrent Neural Networks (BRNNs) which can be trained using all the available input visits' information from two directions to improve the prediction performance. As there are two parts of relatively independent information d i and t i for a visit x i , we use BRNN d and BRNN t to process these two parts, respectively. BRNN d reads diagnosis representations from d 1 to d n and computes the diagnosis hidden states {h 1 , . . . , h n } where h i ∈ R p and p is the dimensionality of hidden state. BRNN t reads treatment representations from t 1 to t n and computes the treatment hidden states {g 1 , . . . , g n } where g i ∈ R p .
3) CROSSOVER ATTENTION MECHANISM
Our goal is to use the historical diagnostic information d 1 to d n and treatment information t 1 to t n to predict the medical codes of the upcoming visit. How to derive diagnosis context vector h and treatment context vector g, which can represent the current state of the patient, is thus a very important issue. We design a crossover attention-based mechanism to process the information. Firstly, we can get the complete patient historical representation com which contains both the diagnostic and treatment information by combining h and g.
Since com contains all historical information of the patient, we can make full use of all information from EHRs. But there should be different weight for diagnosis and treatment information. For example, for patients with hypertension sequelae, a relatively high weight is given to the diagnosis of hypertension, while the weight of treatment information that maintained patients' status recently also stands out. The calculation process is as follows:
are the parameters to be trained. We can obtain the attention weight vectors α and β by using the function softmax as follows:
Then we can get the diagnosis context vector h and treatment context vector g according to the attention weight vectors as follows:
4) PREDICTION
After obtaining the diagnosis and treatment information, we combine these two parts into one representation vector p.
We use a concatenation layer to obtain comprehensive information as follows:
where W con ∈ R r×2p and b con ∈ R r are the parameters to be trained. The vector p is then fed into the prediction layer to produce the predicted upcoming visit information defined as follows:
where W s ∈ R C×r and b s ∈ R C are the parameters to be trained.
5) LOSS FUNCTION
We use the cross entropy between the real visit information y and the predicted visit informationŷ to calculate the loss as follows:
In summary, the COAM model shown in Figure 1 has five main processing operations. In the first step, the model performs embedding on each diagnosis and treatment information of the visits to obtain a vector representation d i and t i . In the second step, the patient's historical diagnosis and treatment information are input into BRNN d and BRNN t for processing, respectively, to obtain the patient's treatment expression h i and diagnosis expression g i . In the third step, the model combines h i and g i and calculates the weight of each treatment and diagnosis, α i and β i . In the fourth step, the context vectors h and g are generated using attention mechanism and representation vectors. In the last step, model combines h and g to fulfil the prediction task.
C. INTERPRETATION
Interpretability is important for model evaluation, and it is particularly of vital importance in the medical field, because the doctors have to understand the rationale behind the recommendations. Using the proposed model based on attention mechanism, we can easily find the key diagnosis and treatment information by analyzing the attention vector. If the i-th attention score β i or α i is larger, then there is higher probability that the predicted information for next visit is related to the current visit. We adopt the simple method proposed in [11] to interpret the code representation. We first use ReLU (W T d ) and ReLU (W T t ), two non-negative matrices, to represent the diagnosis and treatment codes. We then calculate the cosine similarity to obtain the closest diagnosis or treatment code, and analyze whether the diagnosis or treatment information is related to the two codes, which may be a complication or treatment for the same disease. By analyzing the correlation of these medical codes, we can obtain the clinical interpretation of the vector representation. 
IV. EXPERIMENTAL EVALUATION
In this section, we compare the performance of the proposed model with other state-of-the-art models, such as RNN [10] , Med2Vec [11] , RETAIN [7] and Dipole [15] .
A. EXPERIMENTAL SETTING 1) DATASET DATASET1. This dataset is collected from a certain city of China, which includes both diagnoses and prescriptions from EHRs. The dataset contains more than 300,000 visits of 40,000 patients during the last five years. Figure 2 shows the age distribution of DATASET1.
MIMIC-III [26] . This dataset consists of 58,976 diagnostic descriptions and is a public database containing records of more than 40,000 ICU patients. For MIMIC-III, a diagnostic description is also treated as a query, and its ICD-9 code is treated as a concept. Table 1 lists more details about the two datasets. We exclude patients who have less than two hospitalization records and divide the datasets into training, validation, and test sets in the ratio of 8:1:1. The validation set is used to determine the best value of parameters.
2) BASELINES
For comparison, we select four existing approaches as baselines:
RNN [10] . The visit information is embedded into the vector representations, followed by transmitting this embedding to the GRU . The hidden states produced by the GRU are directly utilized to predict the medical codes of the upcoming visit using softmax. All the parameters are trained together with the GRU .
Med2Vec [11] . Med2Vec can efficiently learn medical code representations and predict the medical codes appearing in the upcoming visit based on the current visit information. RETAIN [7] . RETAIN is an interpretable prediction model using reverse time attention machanism. It can find out the visit and code information that is important for prediction task.
Dipole [15] . Dipole is an interpretable diagnosis prediction model using attention-based bidirectional RNN. This model not only can find out the visit information which contributes to the prediction results, but also is qualified with high interpretability and accuracy.
3) OUR APPROACHES
We implement COAM and two variants.
COAM: This is the basic model described above. COAMa : This model employs h i and g i to get diagnosis and treatment attention weight instead of using com i based on COAM and reserves all of the information by the attention weight calculation.
COAMb : This model calculates one attention weight vector for both diagnosis and treatment based on COAM.
4) EVALUATION METRICS
We compare the common indicators, such as recall, precision and F1 scores, and then choose the medical codes whose probability is higher than threshold as prediction results. If all of the medical code probabilities are lower than threshold, we choose the medical codes in the top as results. We calculate recall, precision, and F1 scores for each test case, and then calculate the average for test set.
We also use Accuracy@k to evaluate the performance of each method in predicting future medical codes. Accuracy@k is defined as the number of correct medical codes in the top k predictions divided by min(k, |y n |), where |y n | is the number of medical codes in the upcoming visit.
5) IMPLEMENTATION DETAILS
The above models are implemented with tensorflow [27] deep learning framework. We use Adadelta [28] and mini-batch of 100 patients to train these models. In the experiment, we set the same parameters for all models, m = 256, p = 128. All of the approaches are trained for 50 epochs on the training phrase. We report the best performance for each approach. Table 2 shows the experimental results in terms of recall, precision and F1 score. The precision of the proposed approach and its variants are higher than the baselines, which proves that the proposed approach can represent the patient's TABLE 2. The recall, precision and F1 score of medical code prediction task. historical status more accurately, i.e. it is more personalized. We can observe that the recall of Med2Vec is the highest, while its F1 score is the lowest. The reason lies in that Med2Vec makes prediction with the correlations among the medical codes but patient history is rarely considered. So the probability of each medical code is relatively average, and there are more medical codes appearing in the results, therefore Med2Vec can have a higher recall score. This is not robust, for some cases it can get higher recall and lower precision, but for other cases it may be just the reverse. And the F1 scores are always low. Dipole has a good F1 score due to its special attention mechanism.
B. RESULTS AND DISCUSSION 1) MEDICAL CODE PREDICTION
It is also found in the experiment that the model proposed in this paper performes poorly on the MIMIC-III data set. In this respect, due to the higher dimensionality of the prediction space of the MIMIC-III data set and the increased number of average codes, the prediction task becomes more difficult, so all models perform poorly. On the other hand, we adjust the threshold to ensure that the number of medical codes in the prediction results of most methods can match the average number of data sets. However, in the MIMIC-III data set, in the case of the same threshold, the medical coding of the proposed method is always less. In order to ensure that most of the baseline methods meet the close number of conditions, we set the threshold of 0.005 in the paper. This leads to the higher precision of our proposed model, and the recall is lower. However, in the field of medical assistance, people tend to pay more attention to precision.
From Table 3 we can find the experimental results in terms of Accuracy@k. We can observe that the Accuracy@k value of the proposed approach and its variants are higher than those achieved by the baselines. It is also found that in most methods except Med2Vec, the Accuracy@5 on DATASET1 is higher than the Accuracy@10, which indicates that the models based on RNN rely on patients' historical information for prediction and focus on several most likely related medical codes. Therefore, when the number of k is larger than the average number, the Accuracy@k of prediction decreases. As Med2Vec is based on analyzing the correlations among the medical codes, more relevant medical codes are contained in the prediction results. As k increases, the achieved Accuracy@k by Med2Vec also increases.
COAMb uses one attention weight for both diagnostic and treatment representations, and it gets higher precision and lower recall scores. It is indicated that this variant concerns only with some special codes, rather than the whole information. This shows that using different attention weights for diagnostic and treatment representations can better process EHR data and improve the results of the prediction.
Comparing the experimental results of COAMa and COAM, it can be observed that the generation of weight vectors requires consideration of comprehensive information. More complete information can make the generated weights more reasonable and the prediction results more accurate. COAMa only uses diagnosis information to get diagnosis attention vector, which is incomplete.
C. INTERPRETATION 1) CODE REPRESENTATION ANALYSIS
We evaluate the representations of the diagnosis and medicine learned by COAM. For the diagnosis, we take Type 2 diabetes mellitus and other five affinitive diagnoses as an example. As for the samples of medicine, we choose Metformin, a kind of medicine for treating diabetes, and other five drugs with similar efficacy, as shown in Table 4 . It can be observed that all the similar codes are about Type 2 diabetes mellitus complications. Among them, Zoste and other erythematous conditions indicate that Type 2 diabetes mellitus may cause skin problems, including bacterial and fungal infections. It also can be concluded that Type 2 diabetes mellitus is very likely to have connection with cardiovascular and cerebrovascular diseases through Other cerebrovascular diseases and Heart failure. At the same time, Other retinal disorders can reflect that Type 2 diabetes mellitus may damage retinal blood vessels such as diabetic retinopathy. The medicines similar to Metformin are all for treating Type 2 diabetes mellitus, and there is a strong correlation. COAM successfully captures the relationships amongst these medical codes.
2) INTERPRETABILITY OF ATTENTION MECHANISM
In order to demonstrate the interpretability of the attention mechanism, we analyze the attention weights of the diagnosis and medicine learned by COAM. We exploit the first six visit records to predict the information of the seventh visit, based on the records of patients who have seven hospitalization records in total. Figure 3 shows the average attention weights of diagnosis and medicine by each visit, respectively.
From Figure 3 we can observe that the diagnosis and medication information are deemed to be more important as the time gets closer to the seventh visit. In addition, compared to the diagnosis information, the medication information is more closely related to time, which coordinates with the fact that each disease has a development trajectory. The doctor will adjust the medication according to the conditions of patients and diseases. For medicine records, we can conclude that, the more recent, the more important.
We provide an example and use only the important and primary medicine information to better illustrate the correctness of the learned attention weights. The patient's hospitalization records are listed in Table 5 . We can obtain the diagnosis attention vector β = {0.1692, 0.0939, 0.0834, 0.2053, 0.2136, 0.2346} and the treatment attention vector α = {0.0455, 0.0511, 0.0783, 0.1723, 0.3023, 0.3505}. Analyzing these two attention vectors, we can conclude that the diagnosis codes in the first, fourth, fifth and sixth visits, and the treatment codes in the fourth, fifth and sixth visits contributed to the final prediction. From Table 5 , we can observe that the first, fifth and sixth visits are about Acute laryngitis and tracheitis and the fourth visit is about the Sequelae of cerebrovascular disease. Thus, there is high possibility that the medical codes for the seventh visit are about Acute laryngitis and tracheitis and Sequelae of cerebrovascular disease. And when we analyze medical codes of the seventh visit, we can find that the diagnosis is Sequelae of cerebrovascular disease and the medicine include Expectorant and Antibacterial which are used for treating Acute laryngitis and tracheitis, i.e. this visit information is related to the predicted two diseases. The experimental result demonstrates that COAM can learn an accurate attention weight for each visit, which can significantly improve prediction accuracy and well explain the prediction results.
V. CONCLUSION
The purpose of medical information prediction lies in forecasting the possible medical information for the next hospitalization through patients' historical information. The interpretability of the prediction model is of great significance to healthcare applications. In order to improve prediction accuracy and interpretability, we need to analyze diagnosis and treatment information separately, so we propose a novel model named COAM to differentiate between diagnosis and treatment information and use the the relationship between these two parts. It models diagnosis and treatment information, respectively, and uses crossover attention mechanism to improve the accuracy and interpretability. COAM achieves high prediction accuracy without using expert knowledge. With good interpretability, this model can not only find out the important disease and treatment methods for the prediction results, but also help to analyze diseases conditions and offer effective treatment methods. With the analysis of complex historical EHRs, COAM helps patients to prevent disease and reduce the risk of disease, and helps doctors to achieve accurate medical treatment and improve clinical treatment.
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