Abstract-Reinforcement learning has difficulties in solving multi-agent problems because of the inefficiency of function approximation. Sparse distributed memories, which is implemented using Radial Basis Functions or Kanerva Coding, can be used to improve the efficiency. But this approach still often give poor performance when applied to large-scale multi-agent systems. In this paper, we attempt to solve a collection of instances in the predator-prey pursuit domain and argue that the poor performance that we observe is caused by frequent prototype collisions. We show that dynamic prototype allocation and adaptation can give better results by reducing these collisions. We then describe our novel approach, fuzzy Kanerva-based function approximation, that uses a finegrained fuzzy membership grade to describe a state-action pair's adjacency with respect to each prototype. This approach completely eliminates prototype collisions. We further show that prototype density varies widely across the state-action space and that this variation causes prototypes' receptive fields to be unevenly distributed. This distribution limits the ability of fuzzy Kanerva Coding to achieve better results. We demonstrate that another advantage of fuzzy Kanerva Coding is that it allows prototypes to tune their receptive fields for a target application. We conclude that fuzzy Kanerva Coding with prototype tuning and adaptation can significantly improve a reinforcement learner's ability to solve large-scale multi-agent problems.
I. INTRODUCTION
Reinforcement learning [1] is a useful machine learning strategy for autonomous agents which interact with unknown environments with the objective of maximizing cumulative reward. Q-learning [2] has emerged as one of the most successful reinforcement learning strategies. The algorithm works by combining state space exploration and exploitation to learn the value of each state-action pair. Through repeated trials, the estimates of the values of each state-action pair can gradually converge to the true value, and these can be used to guide the agent to maximize its reward. Under certain limited conditions, Q-learning has been shown to always converge to an optimal policy.
However, problems with large state spaces, such as multiagent problems, can be hard to solve. A key limitation on the effectiveness of Q-learning for solving such problems is the size of the table needed to store the state-action values. The requirement that an estimated value be stored for every state-action pair limits the size and complexity of the learning problems that can be solved. The Q-learning table is typically large because of the high dimensionality of the state-action space, or because the state or action space is continuous.
Function approximation [3] , which stores an approximation of the entire table, is one way to solve this problem. Many function approximation techniques exist, including coarse coding [4] and tile coding [5] (also known as CMAC [2] ), and there are guarantees on their effectiveness in some cases. Coarse coding, for example, uses a collection of overlapping regions within the state-action space, each of which corresponds to a binary feature. In tile coding, a special case of coarse coding, tilings partition the stateaction space [6] . The receptive field of each binary feature corresponds to a tile. A limitation of these techniques is that they cannot handle continuous state-action spaces with high dimensionality [1] .
Radial basis function networks (RBFNs) handle continuous state or action spaces by approximating a state-action value as a linear combination of basis functions. These basis functions represent features of the state-action space. Unlike binary features, RBFNs produce functions that vary smoothly and are differentiable. A Q-value in coarse coding and CMAC is constant across a feature's receptive field and falls sharply to 0 at the boundary, while the Q-value in an RBFN is largest at the center of a feature and then drops off gradually away from the center. This allows RBFNs to approximate a continuous state-action space more precisely.
However, two obstacles limit the usefulness of RBFNs. First, selecting the parameters for basis functions is difficult in general [1] , [7] , [8] . In an RBFN, the coefficients used to combine basis functions, and the parameters of the basis functions themselves such as the center and width, must be learned by training the solver using a large number of test instances. This process is complex, and manual tuning of the parameters before learning is often necessary. Second, a typical RBF feature represents information about some, but not all, dimensions of the state-action space because the computational complexity increases exponentially with the number of dimensions. RBFNs have been found to be hard to apply to continuous problems with more than 10 − 12 dimensions because of the incomplete information from the basic functions [9] , [10] .
Sparse Distributed Memories (SDM) [11] can also be used to reduce the amount of memory needed to store the state-action value table. This approach applied to reinforcement learning, also called Kanerva Coding [1] , represents a function approximation technique that is particularly wellsuited to problem domains with high dimensionality. In Kanerva Coding, a collection of prototype state-action pairs is selected to represent binary features. An advantage of this approach is that each feature contains information about all dimensions of a state-action space.
Several researchers have investigated the use of Sparse Distributed Memories with reinforcement learning. Their results shows that the performance of a reinforcement learner with Kanerva Coding depends largely on the number of prototype state-action pairs and the size of the target state-action space [12] , [8] . Recent work shows that dynamically and adaptively selecting prototypes can refine the representation of state-action value functions and increase the efficiency of function approximation [8] , [13] . However there have been no published studies that clearly explain the improved performance achieved using dynamic prototype allocation and adaptation. In addition, our experiments show that a traditional Kanerva-based reinforcement learner does not perform well as the state-action space increases, even using dynamic prototype allocation and adaptation.
In this paper, we show that prototype collisions are the key factor that reduces the efficiency of a Kanerva-based reinforcement learner, and that dynamic prototype allocation and adaptation improves performance by reducing these collisions. We then describe a more flexible approach by introducing prototypes with fuzzy receptive fields which can make prototype collisions less likely. In contrast to traditional RBFNs, our approach implements basis functions using prototypes from Kanerva Coding. Dynamic prototype allocation and adaptation is used to reassign the receptive fields of prototypes to the target domain of a specific application. We also employ the technique of Maximum Likelihood Estimation to tune the width of basis functions, allowing us to increase or decrease the resolutions of receptive fields within the target domain.
The paper is organized as follows. In Section II, we define prototype collisions and explain how they reduce the performance of a reinforcement learner with Kanervabased function approximation. In Section III, we describe our reinforcement learning algorithm with fuzzy Kanerva Coding. In Section IV, we describe our prototype tuning algorithm. We discuss the relationship between RBFNs, Kanerva Coding and our Fuzzy approach in Section V and we conclude the paper in Section VI. 
Therefore Kanerva Coding can greatly reduce the size of the value table that needs to be stored. When two different state-action pairs, s i and s j , visited during reinforcement learning have the same membership vector, that is, the same membership grades over all prototypes, a prototype collision is said to have taken place between s i and s j . Kanerva Coding works best when each state-action pair is adjacent to a unique membership vector over all prototypes. If prototypes are not well distributed across the state-action space, many state-action pairs will either not be adjacent to any prototypes, or adjacent to identical sets of prototypes, corresponding to identical membership vectors. Such prototype collisions reduce the quality of the results because the solver will not be able to distinguish distinct state-actions pairs, and the estimates of Q-values of such state-action pairs will be equal. We define the collision rate as the fraction of state-action pairs that are adjacent to no prototypes or adjacent to identical sets of prototypes.
Selecting a set of prototypes that distinguishes frequentlyvisit distinct state-actions pairs can improve the solver's ability to solve the problem. However, it is difficult to generate such a set of prototypes for several reasons: the space of possible subsets is very large, and the state-action pairs encountered by the solver depend on the specific problem instance being solved. Dynamic prototype allocation and adaptation removes unnecessary prototypes and adds new prototypes that cover parts of the state-action space that are frequently visited during instance-based learning. In this way, prototypes can be adaptively adjusted to minimize prototype collisions for the specific problem domain.
A. Experimental Evaluation
We use Q-learning with Kanerva-Coding to solve instances of the predator-prey pursuit problem, a classic ex- ample of machine learning problem [15] . This problem is can be very large [16] , [17] , [18] , [19] .
In our experiments, pursuit takes place on a rectangular grid with open cells and closed blocks. The closed blocks are distributed randomly. Each open cell in the grid represents a state that the agent may occupy. The agent is randomly placed in a starting cell. The problem is played in a sequence of time periods. In each time period, the agent can move to a neighboring open cell one horizontal or vertical step from its current location, or it can remain in its current cell. The agent receives a reward of 1 when it reaches the goal cell, and receives a reward of 0 in every other cell. The agent attempts to reach a fi xed goal cell.
function approximation follows Sutton [1] . Adaptive ing prototype deletion and prototype splitting. In prototype deletion, we delete prototypes with a probability equal to an exponential function of the number of visits. In prototype splitting, we create new prototypes near prototypes with the highest visit frequencies. A detailed description of prototype deletion and splitting can be found in [13] .
In each epoch, we apply each learning algorithm to random training instances followed by stances. The exploration rate is set to , which we found experimentally to give the best results in our experiments. The initial learning rate is set to , and it is decreased by a factor of after each epoch. For every epochs, we record the average fraction of test instances solved during those epochs within moves. Each experiment is performed times and we report the means and standard deviations of the recorded values. In our experiments, all runs were found to converge within 2000 epochs. These results show that as the collision rate increases, the performance of each algorithm decreases. For example, the average solution rate for the traditional algorithm decreases from 93.1% to 40.6% while the collision rate increases from 25.0% to 71.5% as the size of the grid increases. The average solution rate for the traditional algorithm decreases from 99.5% to 90.5% while the collision rate increases from 8.5% to 29.5% as the size of the grid increases.
The results also explain that the improved performance of the adaptive Kanerva algorithm over the traditional algorithm is due to the reduction of prototype collisions. For example, the adaptive Kanerva algorithm reduces the collision rate from 71.5% to 29.5% while the average solution rate for the adaptive algorithm increases from 40.6% to 90.5% for a grid size of 32x32.
However, the performance of the adaptive algorithm on large instances is still poor as the number of prototypes decreases, as shown in Table I . It is therefore necessary to consider a more effective approach for reducing the collision rate as the dimension of the state-action space increases.
III. ADAPTIVE FUZZY KANERVA CODING
A more flexible and powerful approach to function approximation is to allow a state-action pair to update θ values of all prototypes, instead of a subset of neighbor prototypes. Instead of being binary values, membership grades can vary continuously between 0 and 1 across all prototypes. Such fuzzy membership grades are larger for closer prototypes and smaller for more distant prototypes. Since prototype collisions occur only when two state-action pairs have the same real values in all elements of their membership vectors, collisions are less likely.
A. Fuzzy and Adaptive Mechanism
In the fuzzy approach to Kanerva Coding, the membership grade is defined as follows. Given a state-action pair s, the ith prototype p i , and a constant variance σ 2 , the membership grade of s with respect to p i is
where ||s − p i || represents the bit difference between s and p i . Note that the membership grade of a prototype with respect to an identical state-action pair is 1, and the membership grade of a state-action pair and a completely different prototype approaches 0.
As with traditional Kanerva coding, a value θ(i) is maintained for the ith prototype and an approximationQ(s) of the value of a state-action pair is computed in the same way as before:
The effect of an update Δθ to a prototype's θ-value is now a continuous function of the bit difference ||s − p i || between In the adaptive Kanerva Coding algorithm described above, prototypes are updated based on their visit frequencies. In fuzzy Kanerva Coding the visit frequency of each prototype is identical, so we instead use membership grades which vary continuously from 0 to 1. The probability p update (s) that a state-action pair s with cumulated membership grade m(s) is chosen as a prototype is
where λ is a parameter that can vary from 0 to 1. In this mechanism, prototypes that are weakly adjacent to frequently-visited state-action pairs tend to be probabilistically replaced by prootypes that are strongly adjacent. 
C. Experimental Evaluation
Coding and adaptive fuzzy Kanerva Coding with different number of prototypes to pursuit instances on grids of size x . Figure 3 shows the average fraction of test instances based function approximation are applied to our instances as the number of prototypes varies. The results show that the fuzzy algorithm increases the fraction of test instances solved over the adaptive Kanerva algorithm. For example, with 2000 prototypes, using the fuzzy algorithm increases rithm from to . With 1000 prototypes, using the fuzzy algorithm increases the fraction of the test instances solved over the adaptive algorithm from to . These results also demonstrate that the adaptive fuzzy Kanerva approach can give a larger improvement in the quality of the results when fewer prototypes are used. But the improvement is small and the solution rate is still low.
IV. PROTOTYPE TUNING
While fuzzy Kanerva Coding can give good results for our instances, the quality of the results is still poor as we decrease the number of prototypes. An explanation for these results can be found by considering the similarity of action space where the distribution of prototypes is more dense, and prototypes on the right are in a region where the distribution of prototypes is more sparse. This variation in the distribution of the prototypes causes the receptive fi elds to more prototypes and therefore have large membership grades that are near the top of the Gaussian response the space are far from more prototypes and therefore have grade is less sensitive to variations when the membership grade is near or action pairs in the dense region are therefore more likely to have membership vectors that are similar, and the same pairs is equivalent to the prototype collisions observed with traditional Kanerva Coding, and may have similar negative effect on the quality of the results. Figure 4 (b) shows how the similarity between prototypes erage Euclidean distance between each prototype and every other prototype. As expected, prototypes in the dense and sparse regions have a smaller average Euclidean distance,
State-action space
State-action space (a) (b) Figure 5 . Illustration of the similarity of membership vectors across sparse and dense prototype regions, before (a) and after (b) prototype tuning.
indicating that they are more similar to one another. We reduce the effect of similar membership vectors by adjusting the variance of the Gaussian response function creased in the dense region which narrows the Gaussian response function, and the variance is increased in the sparse region which broadens the Gaussian response function. This prototype tuning space in these regions, as shown in Figure 5 (b). We use Maximum Likelihood Estimation to compute an estimate Given a prototype , we let be the bit difference between prototype and all other prototypes , where , and the sample mean of . The estimate of is where is the number of prototypes.
A. Experimental Evaluation
erva Coding with prototype tuning by using it to solve pursuit instances on a grid of size x . As a comparison, a typical CMAC is also implemented to solve the same instances. We implement Tile Coding by representing each performance, we compare approximation algorithms where the number of tiles used by CMAC is similar to the number of prototypes used by adaptive fuzzy Kanerva Coding. Figure 6 shows the average fraction of test instances solved by adaptive fuzzy Kanerva Coding with prototype tuning. In comparison to Figure 3 , we can see that using prototype tuning increases the fraction of the test instances solved over the fuzzy algorithm. For example, with 2000 prototypes, using prototype tuning increases the fraction of the test instances solved over the fuzzy algorithm from to . With 1000 prototypes, using prototype tuning increases the fraction of the test instances solved over the fuzzy algorithm from to . These results demonstrate that using prototype tuning can greatly improve the effi ciency of adaptive fuzzy Kanerva Coding.
In addition, Figure 6 compares the average fraction of test instances solved by CMAC and adaptive fuzzy Kanerva Coding with prototype tuning. The results show that using creases the fraction of the test instances solved over CMAC. For example, using adaptive fuzzy Kanerva Coding with prototype tuning with 2000 prototypes increases the fraction of the test instances solved over CMAC with 2000 tiles from to . Using adaptive fuzzy Kanerva Coding with prototype tuning with 1000 prototypes increases the fraction of the test instances solved over CMAC with 1000 tiles from to . These results demonstrate that using adaptive fuzzy Kanerva Coding with prototype tuning can greatly improve the quality of the results obtained.
We further evaluate our adaptive fuzzy Kanerva Coding algorithm with prototype tuning by applying it to solve the [20] and Stone and Veloso [21] . To increase the size of the state space, we extend the grid to size x , shown in Figure 7 . Pursuit takes place on a rectangular grid with 4 rooms. The agent can move to a neighboring open cell one horizontal or vertical step from its current location, or it can remain in its current cell. To go to another room, the agent must pass through a door. The agent is randomly placed in a starting cell, and the agent attempts to reach a fi xed goal cell. The agent receives a reward of 1 when it reaches the goal cell, and receives a reward of 0 in every other cell. types are represent binary features. Then the complexity of the functions that can be learned depends entirely on the number of features, and is not necessarily related to the dimensionality of the task.
tures is coarser than one approximated continuous features.
approach can be seen as a variation of RBFNs built upon the architecture of Kanerva coding. However, in our work we clearly explain how fuzzy basis functions can improve the effi ciency of function approximation, and describe a more convenient and effi cient way to set and tune parameters adaptively under the architecture of Kanerva coding. Fuzzy reinforcement learning is very different approach to function approximation. In our approach, we apply fuzzy logic to function approximation, but not to the learning algorithm itself. In fuzzy reinforcement learning, fuzzy rules themselves produce crisp actions. Examples of this approach Sarsa [26] . Most fuzzy approaches require complex fuzzy rules, which can limit their usefulness for modeling complex systems. Furthermore, fuzzy inference on value functions themselves cannot reduce the size of the table needed to
VI. CONCLUSION
Traditional function approximation techniques can give poor performance when applied to the problems with large that this poor performance is caused by frequent prototype collisions. We also showed that dynamic prototype allocation and adaptation can reduce these collisions and give better results. However the collision rate remained quite high and the performance was still poor for large-scale instances. It was therefore necessary to consider a more effective approach for reducing the collision rate as the dimension of the state-action space increases.
Our new fuzzy approach to Kanerva-based function approximation uses a fine-grained fuzzy membership grade to describe a state-action pair's adjacency with respect to each prototype. This approach, coupled with adaptive prototype allocation, allows the solver to distinguish membership vectors and reduce the collision rate. Our adaptive fuzzy Kanerva approach gives better performance than the pure adaptive Kanerva algorithm. We then showed that prototype density varies widely across the state-action space, causing prototypes' receptive fields to be unevenly distributed across the state-action space. State-action pairs in dense or sparse regions of the space are more likely to have similar membership vectors which limits the performance of a reinforcement learner based on Kanerva Coding. Our fuzzy framework for Kanerva-based function approximation allows us to tune the prototype receptive fields to balance the effects of prototype density variations, further increasing the fraction of test instances solved using this approach. We conclude that adaptive fuzzy Kanerva Coding with prototype tuning can significantly improve a reinforcement learner's ability to solve large-scale high dimension problems.
