The possibility of controling the pointing stability of a slowly pulsed Ti:Sapphire laser system by lowpass filters and artificial neural networks ͑NN͒ is investigated by performing time series analysis and computer simulations on experimentally measured datasets. The simulations show that at pulse repetition rates of 20 Hz it is possible to use a feedforward algorithm to reduce the angular standard deviation from 0.7 to 0.3 rad. The properties and advantages of NN methods such as automatic adaptation characteristics of a time series are discussed.
I. INTRODUCTION
Many laser applications, such as industrial processing, medical treatment, and atmospheric or orbital targeting in aeronautical, aerospace, or military fields require high laser power. To realize the high power, the laser energy is often accumulated and emitted in pulses. An important issue of these laser systems is the pointing stability. Since the position deviation of pulsed systems is only recorded when a pulse is emitted, the deviation of a later pulse cannot directly be corrected by opto-electronic feedback controllers that are designed for high repetition or continuous laser systems. [1] [2] [3] [4] Instead, the deviation has to be estimated based on the preceding pulses. This extrapolating process is known as time series prediction, which can often be realized by filters 6 or often better by neural networks ͑NNs͒. [5] [6] [7] [8] [9] In the following, it will be shown how to employ these methods for a particular high power laser system: a Ti:Sapphire laser system pulsed at 20 Hz, which is often used for laser acceleration experiments using wakefield. [10] [11] [12] The three major contributions to the pointing fluctuations are air convection in the beam path, mechanical vibrations of optical devices, and instabilities in the pump laser. Whereas the first two can be reduced further by changes in the experimental setup, the noise in the pump laser cannot and so determines the magnitude of the deviations to about 1 rad. The goal is to find methods which can reduce this remaining standard deviation further. The theoretical limit of earlier implemented lowpass filters ͑LPFs͒ 13 as well as the possibility of new approaches using NNs will be discussed and their results will be determined based on computer simulations which use experimental data.
II. EXPERIMENTAL SETUP
A sketch of the experimental setup is shown in Fig. 1 . The cavity of the regenerative Ti:Sapphire laser amplifier is pumped by a Q-switched Nd:YAG laser with a repetition frequency of 20 Hz. The out-coupled megawatt pulses pass eight mirrors before hitting a four-quadrant photodiode detector at a distance of 6 m.
The quadrants of the detector are connected to a sample and hold circuit. The induced current in each quadrant, which is proportional to the illuminated area by a pulse, is converted into a proportional voltage between 0 and 5 V and recorded by a computer. The x and y positions can be determined from the voltage (a,b,c, and d͒ of each quadrant ͑Fig. 1͒ by the linear approximations xϭ(bϩcϪdϪa)/(aϩb ϩcϩd) and yϭ(aϩbϪcϪd)/(aϩbϩcϩd). This is a good approximation since the diameter of the pulses ͑2 mm͒ are about 1000 times larger than the measured deviations of a few m at the detector. For a radial symmetric Gaussian profile, the relative error of a 2 m shift due to nonlinear changes in the illuminated quadrants will be less than 10
Ϫ4
as can be derived from geometrical considerations. The single pulse position resolution, determined by comparison with a second detector, is 0.25 m which is equal to an angular resolution of 0.042 rad. Hence, the error due to nonlinear changes in the illuminated quadrants is negligible.
III. TIME SERIES ANALYSIS
The following discussion of techniques of time series analysis are useful to gain insights into the predictability of time series and how to determine the appropriate method of the prediction. 14 The time series of the Ti:Sapphire laser system will be represented in x and y components. Although the beam wander in the y direction is about twice as strong as in the x direction, there is no significant difference between the two components in all other discussed aspects. Furthermore, no correlation between the two components, which would improve a prediction based on both components, is found. This was verified computationally since there was no prediction improvement on a network which used joint versus separate components. For this reason, the analysis is presented on only one component. The data sets contain 10 000 succeeding pulses recorded at the 20 Hz pulse repetition rate 
A. Power spectrum
The power spectrum is an important tool for determining the composition of periodic contributions to the position deviation below the 10 Hz Nyquist frequency. The power spectrum in Fig. 4 is obtained by the Welch's average method, 15 which gives a smoothed power spectrum by dividing the data into nonoverlapping subsections. Contributions at frequencies below 0.5 Hz are very significant. This shows that the major deviations originate from slow beam drifts. Slow beam drifts indicate that a LPF will provide a good correction. At higher frequencies, no significant periodic contributions are found and therefore further correction will be difficult, since the deviations that cannot be corrected by the LPF have only a small contribution.
B. Autocorrelation function
To find periodicities and estimate the effective dimension of the dynamical system which produces a time series, the autocorrelation function can be used:
where N is the number of samples, y t is the sample at time t, and is the time lag. Equation ͑1͒ reflects the mean correlation between each element of the time series and its -next neighbor. If c() reaches an amplitude significantly different from zero after a few zero crossings, then the underlying process possesses a short term predictability. On our data, the autocorrelation function of the Ti:Sapphire series does not reveal any additional information besides that due to the dominant low frequency components.
C. Dimensional analysis
Based on the previous results, we additionally want to consider a dimensional analysis of the data which can be used to determine not only chaotic behavior but also the optimal size of the time delayed input vectors to be used for the prediction using a NN. For a chaotic system, the difficulties of prediction increase with the effective number of degrees of freedom, which can be measured by the dimensionality of the embedding. The number of inputs presented to the predicting system should be at least equal to the embed- ding dimension so that it contains the necessary information for a correct prediction. The embedding dimension is determined by the correlation integral
where N is the data set size, ⌰(x)ϭ0, for xϽ0 and ⌰(x) ϭ1, for xу0. [16] [17] [18] Applying this method to the laser series does not provide the optimal input vector size, since a dimension above ten is found. Since the amount of data required to accurately determine embedding dimensions scales as A D where D is the embedding dimension and AϾ2, there is a tremendous demand for data and the required computational effort is prohibitive. 19 Hence the optimal input vector size will be determined by trial and error by testing input vectors of various lengths and choosing the minimum length above which the predictive performance does not improve further.
IV. RELATION BETWEEN LPF AND NN
A lowpass filter is mathematically described by ␣(dy t out /dt)ϭy t Ϫy t out where y t is the input, y t out is the output signal, and ␣ is a time constant. If this equation if discretized, it is found that y tϩ1
where the weights (w t ) are functions of ␣ and the sample frequency. Equation ͑3͒ describes already a primitive neural network.
The difference between a NN and a LPF is that the NN has more freedom for choosing weights, allows a nonlinear input-output response through an activation function ͑g͒ and allows more freedom in the choice of input variables. Hence, a neural network can be more accurate in mapping input vectors to output vectors. Therefore, it is used in time series prediction for mapping time delayed input vectors (y ជ t ) onto their next values (y tϩ1 ). Using y ជ t as an input, the form of a three layered feed-forward network, also known as multilayer perceptron, that was used for the predictions is given by
where g is the activation function, w are weights in the layers a and b, M is the number of units in the hidden layer, and is the input vector size. In the training process, the weights are adapted so that the actual value matches the predicted as well as possible. Mathematically this is expressed by minimizing the error function
where N is the data set size. In practice, the data is split into a training and a validation set to ensure a good generalization.
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V. PREDICTION AND RESULTS
Because of its simplicity, the delay line is briefly mentioned. It already gives surprisingly good predictions due to the dominant low frequency beam wander. A delay line simply predicts the next pulse deviation to be equal to the current. This is already a simple LPF. To simulate controling, the predicted deviation is subtracted from the actual one. Hence, for the delay line, the previous deviation is subtracted from the current which reduces the radial standard deviation by about one third ͑Table I͒.
Better results are obtained by controling through a LPF which is adapted to the time series. Only first order Butterworth LPFs are considered. To find the optimal LPF, the standard deviations for various cut-off frequencies are determined for the same data set. The optimal cut-off frequency is found at 0.09 Hz, where the simulated controling by the LPF prediction reduces the standard deviation of the time series by more than 50%; in the x direction ( x ) from 0.577 to 0.247 rad and in the y direction ( y ) from 0.880 to 0.467 rad ͑Table I͒.
Controling by NNs is simulated by feed-forward, elman, and cascade-forward NNs. They can be constructed by the neural network toolbox of the MATLAB software package. The results are not very sensitive to the network type or to these parameters. The best performance is achieved by the feed-forward network ͑4-5-1͒ trained using the PowellBeale algorithm, sigmoid transfer functions in the first layer, linear transfer functions in the second layer, and time delayed vectors of y ជ ϭ(y 1 ,y 2 ,y 3 ,y 4 ) corresponding to the latest four samples. The correction by this method reduces x to 0.245 rad and y to 0.463 rad ͑Figs. 3, 4, and Table I͒. We have shown that the angular deviation of this pulsed laser system can be reduced by more than 50% using either a LPF or NN. A comparison between the two methods shows a slightly improved but similar controling by NNs. This is not surprising due to the dominance of slow beam wander. Since the NNs find predictable components automatically, their application is attractive where the power spectrum is more complex, no prior spectral characteristics are established, or where they are bound to change. The experimental implementation of the NN is straightforward. The theoretical corrections determined here for the NNs can be directly applied to a controller if the controling is applied on a separate mirror which is later in the beam path ͑after the position detector͒. This will prevent direct feedback from changes due to controling. A second detector might be required to calibrate or supervise the controling. On the other hand, NNs do not always provide significant prediction performance improvements, and hence do not generally justify the additional computational effort required for their realization. The examined Ti:Sapphire series is an example where dominant low frequencies conceal the superior adoption and prediction abilities of the NNs. The application of NNs to pulsed laser systems can be useful, and the success of NNs in nonlinear forecasting encourages our hopes towards a feed-forward controlled laser wakefield accelerator, since linear accelerators cannot be controlled by feedback.
