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SIEGEL MODULAR FORMS (MOD p) AND ALGEBRAIC MODULAR FORMS
ALEXANDRU GHITZA
Abstract. In his letter [Ser96], J.-P. Serre proves that the systems of Hecke eigenvalues given by
modular forms (mod p) are the same as the ones given by locally constant functions A×B/B
×
→ F¯p,
where B is the endomorphism algebra of a supersingular elliptic curve. After giving a detailed
exposition of Serre’s result, we prove that the systems of Hecke eigenvalues given by Siegel modular
forms (mod p) of genus g are the same as the ones given by algebraic modular forms (mod p) on the
group GUg(B), as defined in [Gro99] and [Gro98]. The correspondence is obtained by restricting
to the superspecial locus of the moduli space of abelian varieties.
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1. Introduction
The study of arithmetic properties of modular forms goes back to Ramanujan, who observed
that the coefficients τ(n) of the modular form
∆ = q
∞∏
n=1
(1− qn)24 =
∞∑
n=1
τ(n)qn
satisfy interesting congruence relations modulo various primes. After these congruence relations
had been proved by classical methods, Swinnerton-Dyer used results of Serre and Deligne in order
to conduct a systematic study of the problem. His main tool is the description of the algebra of
modular forms mod p (see [SD73], [SD76]).
2000 Mathematics Subject Classification. Primary: 11F46; Secondary: 11F55.
Key words and phrases. Siegel modular forms, algebraic modular forms, Hecke eigenvalues.
This is the author’s PhD thesis, submitted to the Department of Mathematics of the Massachusetts Institute of
Technology in June 2003.
1
2 A. GHITZAConsider a modular form f of weight k and level N
f =
∞∑
n=0
anq
n
whose coefficients an are rational and p-integral (that is, p does not divide the denominator of an).
Write f˜ for the reduction of f modulo p, i.e. the element of Fp[[q]] obtained by reducing each
coefficient of f modulo p. We denote the set of all such series Mk(N). Set M(N) =
∑
k∈ZMk(N),
known as the algebra of level N modular forms (mod p). For ℓ prime to pN , one defines the Hecke
operator Tℓ by
Tℓf =
∞∑
n=0
aℓnq
n + ℓk−1
∞∑
n=0
anq
ℓn.
An eigenform is an element f of Mk(N) which is a simultaneous eigenvector for all Tℓ, ℓ ∤ pN .
Given an eigenform, one obtains a system of eigenvalues (bℓ)ℓ∤pN defined simply by Tℓf = bℓf .
A considerable amount of effort has gone into the study of this Hecke action on modular forms.
One of the approaches, due to Serre and inspired by the philosophy of the Langlands program, is
to interpret these modular forms in terms of ade`les on quaternion algebras. More precisely, let B
be the quaternion algebra ramified at p and ∞ and let A×B denote the group of ade`les on B. Serre
proved the following
Theorem 1.1 ([Ser96]). The systems of eigenvalues (bℓ) (with bℓ ∈ Fp) given by the Hecke operators
on modular forms (mod p) of any level N are the same as those obtained from locally constant
functions f : A×B/B
× → Fp.
Given an eigenform with eigenvalues (bℓ), Deligne shows in [Del71] (see also [Gro90]) how to
construct a mod p Galois representation of degree 2
ρ : Gal(Q/Q)→ GL2(Fp)
such that ρ(Frobℓ) has trace bℓ and determinant ℓ
k−1. Serre shows therefore that the systems of
traces of Frobenii for a modular representation are the same as the eigenvalues of locally constant
functions A×B/B
× → Fp. We remark that he was lead to this result by working on his famous
conjectures, which basically say that any Galois representation of degree 2 that satisfies certain
properties comes from a modular form in the way we mentioned (see [Ser87]).
Inspired by this work, Gross has introduced ([Gro99]) the notion of algebraic modular forms (mod
p) on certain reductive algebraic groups G over Q. The hope is to establish a relation between these
forms and higher-dimensional Galois representations
ρ : Gal(Q¯/Q)→ Gˆ(Fp),
where Gˆ is the L-group of G (see [Gro98] for a precise statement). Serre’s result gives one direction
of this relation in the case G = B×, Gˆ = GL2, while the opposite direction is the object of the
Serre conjectures.
The aim of this thesis is to generalize Serre’s work to the case G = GUg(B) = the group of
unitary similitudes of the quaternionic hermitian space Bg, for g > 1. We start by giving a detailed
and explicit treatment of Serre’s theorem in § 2. After recalling some basic facts about modular
forms, we reduce Theorem 1.1 to the existence of a Hecke-invariant bijection between a finite subset
of the modular curve X(N) and a finite double coset space. The reduction is based on restricting
modular forms to the supersingular locus, and on the use of the Hasse invariant to prove that this
restriction is compatible with the Hecke action. The construction of the bijection of finite sets is
explicit but somewhat lengthy and takes the remainder of the section.
SIEGEL MODULAR FORMS 3We attack the generalization to higher dimensions in § 3. After recalling the definition of Siegel
modular forms, we briefly discuss properties of superspecial abelian varieties and of the algebraic
group GUg(B). The main result is the following
Theorem 1.2. Fix a dimension g > 1, a level N ≥ 3 and a prime p not dividing N . The systems
of Hecke eigenvalues coming from Siegel modular forms (mod p) of dimension g, level N and any
weight ρ, are the same as the systems of Hecke eigenvalues coming from algebraic modular forms
(mod p) of level N and any weight ρS on the group GUg(B).
The proof consists of two main steps: first we show that the restriction to the locus of superspecial
principally polarized abelian varieties preserves the systems of eigenvalues, and that systems of
eigenvalues occuring on the superspecial locus can be lifted to the entire moduli space; we then
construct a Hecke bijection between the superspecial locus and a double coset space built from
GUg(B).
2. Elliptic modular forms
We give a detailed exposition of Serre’s letter to Tate (see [Ser96]) linking elliptic modular forms
(mod p) to quaternion algebras.
2.1. The geometric theory of modular forms (mod p). We review some of the definitions and
results from Chapter 1 of [Kat73]. The reader unfamiliar with the geometric definition of modular
forms is encouraged to consult Katz’ article for details.
An elliptic curve over a scheme S is a proper smooth morphism π : E → S, whose geometric
fibers are connected curves of genus one, together with a section 0 : S → E:
E
π

S
0
YY
We define ωE/S := π∗(Ω
1
E/S). This is an invertible sheaf on S; by Serre duality it is canonically
dual to R1 π∗(OE).
For each integer N ≥ 1, E[N ] := ker([N ] : E → E) is a finite flat commutative group scheme of
rank N2 over S. It is e´tale over S if and only if S is a scheme over Z[ 1N ]. In this case, we define a
level N structure on E to be an isomorphism
α : E[N ]
∼
−→ (Z/NZ)2S .
If such an isomorphism exists and S is connected, then the set of all level N structures is principal
homogeneous under Aut((Z/NZ)2S) = GL2(Z/NZ).
For N ≥ 3, the functor “isomorphism classes of elliptic curves with level N structure” is rep-
resentable by a scheme Y (N) which is an affine smooth curve over Z[ 1N ], finite and flat of degree
equal to #(GL2(Z/NZ)/{±1}) over the affine j-line Z[
1
N , j], and e´tale over the open set of the
affine j-line where j and j−1728 are invertible. The normalization of the projective j-line P1
Z[ 1
N
]
in
Y (N) is a proper and smooth curve X(N) over Z[ 1N ], the global sections of whose structure sheaf
are Z[ 1N , ζN ]. Let (E/Y (N), α) be the universal elliptic curve with level N structure. There is a
unique invertible sheaf ω on X(N) whose restriction to Y (N) is ωE/Y (N) and whose sections over
the completion Z[ 1N , ζN ][[q]] at each cusp are precisely the Z[
1
N , ζN ][[q]] multiples of the canonical
differential of the Tate curve. The Kodaira-Spencer isomorphism(
ωE/Y (N)
)2 ∼= Ω1Y (N)/Z[ 1
N
]
4 A. GHITZAextends to an isomorphism
ω2 ∼= Ω1X(N)/Z[ 1
N
]
(log(X(N)− Y (N))).
A modular form (mod p) of level N and weight k is a global section of ωk on X(N) ⊗ Fp or
equivalently a global section of the quasi-coherent sheaf ωk ⊗ Fp on X(N).
An important fact in the mod p theory is the existence of a modular form A of level 1 and weight
p− 1, called the Hasse invariant . For its properties, see §IV.4 in [Har77], §2.0 and §2.1 in [Kat73].
2.2. Main result and reductions. Fix a prime p and an integer N ≥ 3 prime to p. Set X :=
X(N)⊗ Fp.
We work with Katz’ definition of modular forms (mod p) of level N and weight k:
Mk(N) = H
0(X,ωk).
Multiplication by the Hasse invariant A gives a natural Hecke embedding
Mk−(p−1)(N) →֒Mk(N)
and we’re interested in the structure of the quotient Wk(N) = Mk(N)/Mk−(p−1)(N) as a module
over the Hecke operators Tℓ, ℓ ∤ pN . On the level of sheaves, we define Sk by the following
0→ ωk−(p−1)
×A
−−→ ωk → Sk → 0.
The Hasse invariant A vanishes to order 1 when evaluated on the supersingular elliptic curves (and
does not vanish anywhere else), so Sk is 0 over the ordinary locus and one-dimensional over the
supersingular points.
We take global sections and get the exact sequence
0→Wk(N)→ Sk(N)→ H
1(X,ωk−(p−1))→ H1(X,ωk)→ 0.
Actually by Theorem 1.7.1 in [Kat73], H1(X,ωk−(p−1)) = 0 if k ≥ p+ 1, so Wk(N) = Sk(N) when
k ≥ p+ 1.
An Fq-structure on an elliptic curve E/Fp is an elliptic curve E
′/Fq such that E is isomorphic
to E′ ⊗ Fp.
Lemma 2.1. Let E be a supersingular elliptic curve over Fp. Then E has a canonical Fp2-structure
E′, namely the one whose geometric Frobenius is [−p]. The correspondence E 7→ E′ is functorial.
Proof. It is well-known that E is supersingular if and only if [−p] : E → E is purely inseparable
(see for instance Theorem V.3.1 of [Sil86]). Multiplication by −p is an isogeny of degree p2, so by
Corollary II.2.12 of [Sil86] there is a commutative triangle
E
[−p]
//
Fr2 ""D
DD
DD
DD
D E
E(p
2),
∼
OO
where E(p
2) is obtained by raising to the power p2 the coefficients of a Weierstrass equation for
E and Fr2 : E → E(p
2) is the morphism [x : y : z] 7→ [xp
2
: yp
2
: zp
2
]. Since E ∼= E(p
2) we have
j(E) = j
(
E(p
2)
)
= j(E)p
2
, i.e. j(E) ∈ Fp2 . Therefore there exists a supersingular elliptic curve
E′′/Fp2 such that j(E
′′) = j(E). In other words, E has an Fp2-structure.
SIEGEL MODULAR FORMS 5The curve E′′ is supersingular so the morphism [−p] : E′′ → E′′ is purely inseparable. As before
we have a commutative diagram
E′′
[−p]
//
π′′ !!C
CC
CC
CC
C E
′′
E′′,
∼ λ
OO
where π′′ : E′′ → E′′ is the geometric Frobenius [x : y : z] 7→ [xp
2
: yp
2
: zp
2
], and λ ∈ Aut(E′′).
Therefore
π′′ = λ−1 ◦ [−p] = [−p] ◦ λ−1.
As usual, we write GFp2 to denote Gal(Fp/Fp2). Let σ ∈ GFp2 be the Frobenius element, defined
by x 7→ xp
2
; it is a topological generator of GFp2 . Consider the continuous 1-cocycle ξ : GFp2 →
Aut(E′′) defined by σ 7→ λ−1. Since λ−1 is a morphism defined over Fp2 , σ acts trivially on λ
−1
and ξ is a group homomorphism. Using a combination of Theorem X.2.2 and Proposition X.5.3
in [Sil86], we know that given ξ ∈ H1(GFp2 ,Aut(E
′′)) one can construct an elliptic curve E′/Fp2
and an isomorphism φ : E′ ⊗ Fp → E
′′ ⊗ Fp satisfying
ξ(τ) = φτ ◦ φ−1, for all τ ∈ GFp2 .
We recall that the action of GFp2 on Fp-morphisms is given by
φτ (P ) =
(
φ
(
P τ
−1
))τ
.
We’ll now work with quasi-isogenies so that we can make sense of things like (π′)−1. If we work
on points the previous relation can be written
φσ(P ) = π′′ ◦ φ ◦ (π′)−1(P ).
Therefore
λ−1(P ) = ξ(σ)(P ) = π′′ ◦ φ ◦ (π′)−1 ◦ φ−1(P ).
Now
π′′(P ) = [−p] ◦ λ−1(P ) = [−p] ◦ π′′ ◦ φ ◦ (π′)−1 ◦ φ−1(P ) ⇒ π′(P ) = [−p](P ),
where we’ve made extensive use of the fact that [−p] commutes with everything. We conclude that
π′ = [−p] as maps E′(Fp)→ E
′(Fp), from which it follows that they are equal as morphisms.
It remains to prove the functoriality. Suppose we have a morphism f : E1 → E2 of supersingular
elliptic curves over Fp. Let E
′
1, E
′
2 be the respective canonical Fp2-structures, then f induces a
morphism f ′ : E′1 ⊗ Fp → E
′
2 ⊗ Fp. On points, we have as before
(f ′)σ(P ) = π′2 ◦ f
′ ◦ (π′1)
−1(P ) = [−p] ◦ f ′ ◦ [−p]−1(P ) = f ′(P ).
This equality holds on points, so it also holds as morphisms. Since f ′ is fixed by the generator of
GFp2 , it is fixed by the whole group therefore it is defined over Fp2 . 
Since E has a canonical Fp2-structure, so does its cotangent space ω(E). Therefore the vector
space ωp
2−1(E) has a canonical Fp2-basis and we can identify ω
k(E) with ωk+p
2−1(E).
Let Σ(N) denote the finite set of Fp-isomorphism classes of triples (E,α, η), where E is a su-
persingular elliptic curve over Fp, α : E[N ] → (Z/NZ)
2 is a level N structure and η 6= 0 is an
invariant differential defined over Fp2 . To save brackets, we’ll write the isomorphism class of the
triple (E,α, η) as [E,α, η].
6 A. GHITZAOn the other hand, fix a supersingular elliptic curve E0 over Fp and let O = End(E0), B =
End0(E0) = O ⊗ Q. For any prime ℓ 6= p let O
×
ℓ (N) denote those elements of O
×
ℓ which are
congruent to 1 modulo ℓn, where ℓn‖N . Let O×p (1) be the kernel of the map O
×
p → F
×
p2
given by
reduction modulo the uniformizer π of Op. Finally let
U := B×∞ ×O
×
p (1)×
∏
ℓ 6=p
O×ℓ (N)
and
Ω(N) := U\A×B/B
×.
For ℓ ∤ pN we have Hecke operators Tℓ acting on both Σ(N) and Ω(N) (see §2.5.1 for the
definition). The main technical result of this section is
Theorem 2.2. There exists a bijection Σ(N) ∼= Ω(N) which is compatible with
• the action of the Hecke operators Tℓ, ℓ ∤ pN ,
• the action of GL2(Z/NZ),
• raising the level N .
We now return to the topic of modular forms. We can identify Sk(N) with the functions f :
Σ(N)→ Fp such that
f([E,α, λη]) = λ−kf([E,α, η]) ∀λ ∈ F×
p2
.
The modular forms Mk(Ω(N)) of weight k on Ω(N) are functions f : Ω(N)→ Fp such that
f(λ[x]) = λ−kf([x]) ∀λ ∈ O×p /O
×
p (1) = F
×
p2
.
The Hecke operators on Σ(N), respectively Ω(N), induce Hecke operators acting on the corre-
sponding modular forms. It follows immediately from Theorem 2.2 that there is a bijection
Sk(N)
∼
−→Mk(Ω(N))
which is compatible with the action of the Hecke operators.
Lemma 2.3. As k varies, Sk(N) is periodic of period p
2 − 1.
Proof. By Lemma 2.1 we know that any supersingular curve E over Fp has a canonical Fp2-structure.
Therefore the cotangent space ω(E) has a canonical Fp2-structure and ω
p2−1(E) has a canonical
Fp2-basis. Hence for any k we can identify ω
k(E) with ωk+p
2−1(E), and Sk(N) with Sk+p2−1(N). 
Lemma 2.4. Every sequence (aℓ) occurring as a system of eigenvalues of the Hecke operators
acting on some Mk(N) also occurs in some Sk′(N), and conversely.
Proof. Suppose (aℓ) is given by f ∈ Mk(N), i.e. Tℓf = aℓf for all ℓ ∤ pN . Factor f = A
mg, where
m is a nonnegative integer and A does not divide g. Let k′ = k −m(p − 1), then g has weight k′.
Since multiplication by A is a Hecke map we conclude that g is a Hecke eigenform with eigenvalues
aℓ.
Conversely, if (aℓ) is given by g ∈ Sk(N) we may assume by Lemma 2.3 that k ≥ p+1, in which
case the restriction map
Mk(N)→ Sk(N)
is surjective. We now use Proposition 1.2.2 of [AS86] to conclude that (aℓ) is given by some
f ∈Mk(N). 
SIEGEL MODULAR FORMS 7Let k vary. We conclude that there is a bijection between the systems of eigenvalues coming
from
M∗(N) :=
⊕
k
Mk(N)
and those coming from
M∗(Ω(N)) :=
⊕
k mod (p2−1)
Mk(Ω(N)).
If we let N vary, we get
⊕
N
M∗(N) =
{
functions
⋃
N
Ω(N)→ Fp
}
.
The right hand side is the space of O×p (1)-invariant locally constant functions from A
×
B/B
× to
Fp. The following lemma is the last step of the proof of Theorem 1.1:
Lemma 2.5. Let G be a pro-p-group with a continuous action on an Fp-vector space V , and let
Tℓ be endomorphisms of V that commute with the action of G. Let (aℓ) be a system of eigenvalues
of the Tℓ given by a common eigenvector v ∈ V . Then we can choose v in such a way that it is
G-invariant.
Proof. We are given a continuous representation
ρ : G→ GL(V ),
where G = lim←−Gj has the profinite topology and GL(V ) has the discrete topology. The kernel of
ρ is the inverse image of the open set {1} so it is open, but a basis of open neighborhoods of the
identity in G is given by the kernels of the maps G → Gj . Therefore ρ factors as in the following
diagram:
G
ρ
//
π

>>
>>
>>
>>
GL(V )
G¯,
ρ¯
<<xxxxxxxxx
where G¯ is a finite group. Define
w :=
∑
g∈G¯
ρ¯(g)v.
We have
Tℓw =
∑
g∈G¯
Tℓρ¯(g)v =
∑
g∈G¯
ρ¯(g)Tℓv =
∑
g∈G¯
ρ¯(g)aℓv = aℓ
∑
g∈G¯
ρ¯(g)v = aℓw,
so w is a common eigenvector of the Tℓ, with the same eigenvalues as v. Finally for h ∈ G we have
ρ(h)w = ρ¯(π(h))w =
∑
g∈G¯
ρ¯(π(h))ρ¯(g)v =
∑
g∈G¯
ρ¯(π(h)g)v =
∑
g′∈G¯
ρ¯(g′)v = w,
so w is G-invariant. 
2.3. Preliminary results.
8 A. GHITZA2.3.1. p-divisible groups and Dieudonne´ modules. We start by recalling the basic terminology and
results of contravariant Dieudonne´ theory, following [Fon77].
A p-divisible group of height h is a system
G0
i0−→ G1
i1−→ . . .→ Gn
in−→ . . . ,
where for all n, Gn is a finite commutative group scheme of rank p
hn, in is a group homomorphism
and the following sequence is exact:
0→ Gn
in−→ Gn+1
pn
−→ Gn+1.
This definition was tailored specifically so that A[p∞] = (A[pn]) is a p-divisible group of height
2 dimA.
If G = (Gn, in) and H = (Hn, jn) are p-divisible groups, a homomorphism f : G→ H is a system
of group scheme homomorphisms fn : Gn → Hn such that the following diagram commutes for all
n ≥ 1:
Gn
in //
fn

Gn+1
fn+1

Hn
jn
// Hn+1.
Let k be a perfect field of characteristic p > 0. Let W := W (k) be the ring of infinite Witt
vectors over k, i.e. the ring of integers of the absolutely unramified complete extension L of Qp
with residue field k. Let σ :W →W be the automorphism induced by the Frobenius x 7→ xp of k.
Let A :=W [F, V ], where the Frobenius F and the Verschiebung V are variables satisfying
FV = V F = p, Fλ = σ(λ)F, V λ = σ−1(λ)V ∀λ ∈W.
Let Wn denote the n-th Witt group scheme. If G is a commutative k-group scheme, we define its
Dieudonne´ module by
M(G) := lim−→ Homk-gp(G,Wn)⊕
(
W (k¯)⊗Z Homk¯-gp(Gk¯, (Gm)k¯)
)Gal(k¯/k)
.
Theorem 2.6 (Dieudonne´-Cartier-Barsotti-Oda). The functor M gives an anti-equivalence from
the category of finite commutative k-group schemes of p-power rank to the category of left A-modules
of finite W -length, taking a group of rank pn to a module of length n. It is compatible with perfect
base extension, i.e. if K/k is perfect then
M(GK) ∼=W (K)⊗W M(G).
The proof of this is on page 69 of [Dem72]. The main ingredient is to be found in §V.1.4 of [DG70].
Theorem 2.7 (Oda). If G = (Gn) is a p-divisible group of height h, M(G) := lim←−M(Gn) is a left
A-module which is W -free of rank h. This gives an equivalence of these two categories which is
compatible with perfect base extension.
One can define the dual of a Dieudonne´ module M by setting M∗ := HomW (M,W ) and
(F ∗u)(m) := σ(u(V m)), (V ∗u)(m) := σ−1(u(Fm))
for all u ∈M∗, m ∈M .
Lemma 2.8. If W is a local ring with residue field k, then any W -module of length 1 is isomorphic
to k. If W is a DVR with uniformizer π, then any W -module of length n is isomorphic to one of
the form
l⊕
i=1
W/(πeiW ), ei > 0,
∑
ei = n.
SIEGEL MODULAR FORMS 9Proof. Let M be a W -module of length 1. Let x ∈ M nonzero and consider Wx. This is a
W -module and 0 ( Wx ⊂ M so because M has length 1 we have Wx = M . From this we
conclude that the W -module homomorphism W → M given by w → wx is surjective with kernel
AnnM = {w ∈ W : wM = 0}, so M ∼= W/AnnM . Since πW is the unique maximal ideal of W
we have a canonical surjective homomorphism of W -modules
φ : W/AnnM →W/πW ∼= k.
But M has length 1 so kerφ is either 0 or M . The latter is impossible since φ is surjective, so
M ∼= k.
We now prove the second assertion by induction on the length n. The base case n = 1 is what
we just proved above. Now suppose the assertion is true for all W -modules of length strictly less
than n and let M be a W -module of length n. We have two possibilities:
• Suppose M = Wx. Then as before M ∼= W/AnnM . But AnnM is a proper ideal of W ,
hence AnnM = πiW for some i, since W is a DVR. The quotient W/πiW has length i, on
the other hand M has length n so i = n and M ∼=W/πnW .
• Suppose M is not generated by a single element; say {x1, . . . , xj} is a minimal set of
generators for M . I claim that M is actually the direct sum of the Wxi. Suppose Wx1 ∩
Wx2 6= 0. Then there exist nonzero w1, w2 ∈W such that w1x1 = w2x2. But W is a DVR,
so w1 = u1π
n1 , w2 = u2π
n2 where u1, u2 ∈ W
× and n1, n2 ∈ N. Suppose without loss of
generality that n2 ≥ n1. Then x1 = u
−1
1 u2π
n2−n1x2, so Wx1 ⊂ Wx2, contradicting the
minimality of the chosen set of generators. So
M =Wx1 +Wx2 + . . .Wxj
and we can apply the induction hypothesis to each of theWxi since they have length smaller
than n.

Let E′ be a supersingular elliptic curve over Fp2 , whose Frobenius satisfies πE′ = −p. The goal
of this section is to describe the structure of the Dieudonne´ module of the p-divisible group E′[p∞],
and to identify its endomorphism ring. The idea is to understand M(E′[p]) first, and then lift it to
get M(E′[p2]), and so on all the way to M(E′[p∞]).
Within this section we’ll use k to denote the field Fp2 . If τ is an automorphism of k, T : k → k
is a τ -linear operator and A is the matrix of T with respect to some basis, we shall write
T = Aτ.
This helps eliminate the confusion that arises when composing several such operators.
The structure of M(E′[p]). We’re looking for a left A-module of W -length 2 which is killed by p
and such that
F 2 = −pσ2 = 0.
By Lemma 2.8, we have that M ∼= (W/pW )2 = k2. Alternatively, we know that
M(E′[pn]) =M(E′[p∞])/(pn)
and M(E′[p∞]) is free of rank 2 because E′[p∞] has height 2. Therefore M(E′[pn]) ∼=W 2n .
It remains to find the semi-linear operators F and V . A priori there are several cases according
to the k-dimension of kerF . But the following result, applied with X = Y = E′, f = f t =
multiplication by p says that E′[p] is self-dual:
Theorem 2.9 (See Theorem III.19.1 in [Oor66]). Let f : X → Y be an isogeny of abelian varieties
with kernel K, and let K˜ be the kernel of the dual isogeny f t : Y t → Xt. Then there is a canonical
isomorphism between the dual Kt of K and K˜.
10 A. GHITZAThereforeM =M(E′[p]) is self-dual, which in particular means that the kernels of F and V have
the same dimension. First we rule out the case dimkerF = dimkerV = 0: F cannot be bijective
because F 2 = 0.
We also rule out the case dimkerF = dimker V = 0, i.e. F = V = 0. This can be done in two
different ways:
• If F = 0, then the Frobenius of M(E′[p2]) can be expressed as pA for some A ∈M2(k), and
its square will be p2A2 = 0 6= −p, contradiction.
• If F = V = 0, then M = M(αp) ⊕ M(αp), where M(αp) = (k, F = 0, V = 0) is the
Dieudonne´ module of the finite group scheme αp. So we want to show that E
′[p] is not
isomorphic to α2p. The dimension of the tangent space to E
′[p] at the origin is the same
as the dimension of the tangent space to E′ at the origin, which is 1 since E′ is a smooth
curve. The dimension of the tangent space to α2p at the origin is twice the dimension of the
tangent space to αp at the origin, i.e. 2× 1 = 2. Therefore we get a contradiction.
The only remaining possibility is dimkerF = 1. Say kerF = km1 and pick m2 ∈ M such that
{m1,m2} is a basis of M , then F =
(
0 a1
0 a2
)
σ. We impose F 2 = 0:
F 2 =
(
0 a1a
p
2
0 ap+12
)
σ2 = 0⇒ a2 = 0.
We can also change the basis in such a way that a1 becomes 1: let m
′
1 = m1, m
′
2 = a
−1/p
1 m2 (can
take p-th roots because Fp2 is perfect). With respect to the basis {m
′
1,m
′
2} we have
F = ( 0 10 0 )σ.
The Verschiebung is given a priori by some matrix
V =
(
b11 b12
b21 b22
)
σ−1.
We impose FV = V F = 0:
FV =
(
bp21 b
p
22
0 0
)
= 0⇒ b21 = b22 = 0,
V F =
(
0 b11
0 0
)
= 0⇒ b11 = 0.
Therefore the matrix of V is of the form
V =
(
0 λ
0 0
)
σ−1,
where λ 6= 0 since dimkerV = 1. Any change of basis that fixes the matrix of F also fixes the
matrix of V , so it looks like we’re stuck with the parameter λ. But we can find the actual value of
λ by investigating M2 =M(E
′[p2]).
The structure of M(E′[pn]). We use Nakayama’s lemma to lift the basis of k2 to a basis of W 22 .
With respect to this basis the operators F and V look like
F = ( 0 10 0 )σ + pAσ, V =
(
0 λ
0 0
)
σ−1 + pBσ−1.
We impose the conditions F 2 = −pσ2, FV = V F = p:
F 2 = p
(
ap21 a11+a
p
22
0 a21
)
σ2 = −pσ2 ⇒ a21 = −1, a11 = −a
p
22,
FV = p
(
bp21 b
p
22−λ
pap22
0 −λp
)
= p⇒ b21 = 1, λ = −1, a22 = −b22,
V F = p
(
1 b
1/p
22 +b11
0 1
)
= p⇒ b22 = −b
p
11.
This implies that F and V are of the form
F = ( 0 10 0 )σ + p
(
−b11 a12
−1 bp11
)
σ, V =
(
0 −1
0 0
)
σ−1 + p
(
b11 b12
1 −bp11
)
σ−1.
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M(E′[p]) =
(
k2, F = ( 0 10 0 ) σ, V =
(
0 −1
0 0
)
σ−1
)
.
We’re only a few matrix multiplications away from having the structure of M(E′[p2]), so we might
as well do it. We want to change the basis of W 22 in such a way that the matrices for F and V look
nicer. To keep this simple, we will change the basis by a matrix of the form
I + pC, where C = ( c11 c12c21 c22 ) ∈M2(k).
The new matrix for the Frobenius will be
(I − p ( c11 c12c21 c22 ))
(
( 0 10 0 ) + p
(
−b11 a12
−1 bp11
))
σ (I + p ( c11 c12c21 c22 )) =
= ( 0 10 0 ) σ + p
(
−b11+c
p
21 a12−c11+c
p
22
−1 bp11−c21
)
σ.
So we can set c21 = b
p
11, c11 = c
p
22 + a12 and get a very simple expression for F . What about V ?
The new matrix for it is(
I − p
(
a12+c
p
22 c12
bp11 c22
))((
0 −1
0 0
)
+ p
(
b11 b12
1 −bp11
))
σ−1
(
I + p
(
a12+c
p
22 c12
bp11 c22
))
=
=
(
0 −1
0 0
)
σ−1 + p
(
0 a12+b12
1 0
)
σ−1.
All we can say so far is that there exists a basis of W 22 with respect to which
F = ( 0 10 0 ) σ + p
(
0 0
−1 0
)
σ,
V =
(
0 −1
0 0
)
σ−1 + p
(
0 λ
1 0
)
σ−1,
where λ ∈ Fp2 . It turns out that we can pin down λ, once again by going a step higher. Lift this
basis to one of W 23 ; we have
F = ( 0 10 0 )σ + p
(
0 0
−1 0
)
σ + p2Aσ,
V =
(
0 −1
0 0
)
σ−1 + p
(
0 λ
1 0
)
σ−1 + p2Bσ−1,
We impose the conditions F 2 = −pσ2, FV = p:
F 2 = p
(
−1 0
0 −1
)
σ2 + p2
(
ap21 a
p
22+a11
0 a21
)
σ2 = −pσ2 ⇒ a21 = 0, a11 = −a
p
22,
FV = p ( 1 00 1 ) + p
2
(
bp21 b
p
22+a
p
22
0 λp
)
= p⇒ b21 = 0, a22 = −b22, λ = 0.
Therefore
M(E′[p2]) =
(
W 22 , F =
(
0 1
−p 0
)
σ, V =
(
0 −1
p 0
)
σ−1
)
.
Proposition 2.10. For any integer n ≥ 2 we have
M(E′[pn]) =
(
W 2n , F =
(
0 1
−p 0
)
σ, V =
(
0 −1
p 0
)
σ−1
)
.
Proof. We proceed by induction on n, the base case n = 2 having been done above. Suppose the
statement is true for n ≥ 2. Use Nakayama’s lemma to lift the basis of W 2n to one of W
2
n+1. With
respect to the latter we have
F = ( 0 10 0 ) σ + p
(
0 0
−1 0
)
σ + pnAσ,
V =
(
0 −1
0 0
)
σ−1 + p ( 0 01 0 ) σ
−1 + pnBσ−1.
12 A. GHITZAWe impose the conditions F 2 = −p, FV = V F = p:
F 2 = −pσ2 + pn
(
ap21 a
p
22+a11
0 a21
)
σ2 = −pσ2 ⇒ a21 = 0, a11 = −a
p
22,
FV = p+ pn
(
bp21 b
p
22+a
p
22
0 0
)
= p⇒ a22 = −b22, a11 = b
p
22, b21 = 0,
V F = p+ pn
(
0 b
1/p
22 +b11
0 0
)
= p⇒ b22 = −b
p
11,
and conclude that
A =
(
−b11 a12
0 bp11
)
, B =
(
b11 b12
0 −bp11
)
.
We’ll apply a change of basis with matrix I + pnC. The new matrix of the Frobenius is
(I − pn ( c11 c12c21 c22 ))
(
( 0 10 0 ) + p
(
0 0
−1 0
)
+ pn
(
−b11 a12
0 bp11
))
σ (I + pn ( c11 c12c21 c22 )) =
= ( 0 10 0 )σ + p
(
0 0
−1 0
)
σ + pn
(
−b11+c
p
21 a12−c11+c
p
22
0 bp11−c21
)
σ.
So if we let c11 = a12 + c
p
22 and c21 = b
p
11 then F is of the desired form.
The new matrix of the Verschiebung is(
I − pn
(
a12+c
p
22 c12
bp11 c22
))((
0 −1
0 0
)
+ p ( 0 01 0 ) + p
n
(
b11 b12
0 −bp11
))
σ−1
(
I + pn
(
a12+c
p
22 c12
bp11 c22
))
=
=
(
0 −1
0 0
)
σ−1 + p ( 0 01 0 )σ
−1 + pn
(
0 λ
0 0
)
σ−1,
where λ ∈ Fp2 . We want to show that λ = 0; for this we need to go to M(E
′[pn+2]). Lift the new
basis of W 2n+1 to W
2
n+2. Our operators are of the form
F = ( 0 10 0 )σ + p
(
0 0
−1 0
)
σ + pn+1Aσ,
V =
(
0 −1
0 0
)
σ−1 + p ( 0 01 0 )σ
−1 + pn
(
0 λ
0 0
)
σ−1 + pn+1Bσ−1.
We impose the conditions F 2 = −pσ2 and FV = p:
F 2 = −pσ2 + pn+1
(
ap21 a
p
22+a11
0 a21
)
σ2 = −pσ2 ⇒ a21 = 0, a11 = −a
p
22,
FV = p+ pn+1
(
bp21 b
p
22+a
p
22
0 −λp
)
= p⇒ b21 = 0, a22 = −b22, λ = 0.
This concludes the proof of the proposition. 
A direct consequence of this is that
M(E′[p∞]) =
(
W 2, F =
(
0 1
−p 0
)
σ, V =
(
0 −1
p 0
)
σ−1
)
.
The endomorphism ring of M(E′[p∞]).
Corollary 2.11. Let M = M(E′[p∞]). Then End(M) = Op = O ⊗ Zp, where O = End(E
′).
Moreover, O×p (1) can be identified with the group of automorphisms of M which lift the identity
map on M/FM .
Proof. Let g ∈ End(M); it is a W -linear map that commutes with F and V . Suppose g is given by
a matrix (gij) ∈M2(W ). We have
F ◦ g =
(
0 1
−p 0
)
σ ( g11 g12g21 g22 ) =
(
gp21 g
p
22
−pgp11 −pg
p
12
)
σ,
g ◦ F = ( g11 g12g21 g22 )
(
0 1
−p 0
)
σ =
(−pg12 g11
−pg22 g21
)
σ.
These should be equal so we get gp21 = −pg12, g11 = g
p
22. We also impose the condition V ◦g = g◦V ,
but this doesn’t give anything new. Therefore
End(M) =
{( x y
−pyp xp
)
: x, y ∈W (Fp2)
}
=
{
( x 00 xp ) + F
(
y 0
0 yp
)
: x, y ∈W (Fp2)
}
.
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a solution of X2 + p = 0 in L¯. The map σ : x 7→ xp is the unique nontrivial automorphism of L. It
is now easy to see that the map
ϕ : End(M) → Bp = {L,−p} = B ⊗Qp
( x 00 xp ) + F
(
y 0
0 yp
)
7→ x+ πy
is an injective ring homomorphism. It identifies End(M) with Op = {x + πy : x, y ∈ OL}, the
unique maximal order of Bp.
It remains to prove the last statement. Let g =
( x y
−pyp xp
)
∈ End(M)× = O×p . Note that
M/FM =
{
( 0a ) + FM : a ∈ Fp2
}
.
Let x¯ be the reduction of x modulo π, then g restricts to multiplication by x¯p on M/FM .
Therefore g restricts to the identity if and only if x¯ = 1, which means that the group of such
automorphisms is identified with the kernel of the reduction modulo π, i.e. with O×p (1). 
Corollary 2.12. Let E1, E2 be two supersingular elliptic curves over Fp and let E
′
1, E
′
2 denote
their canonical Fp2-structures. Put M1 =M(E
′
1[p
∞]), M2 = M(E
′
2[p
∞]). Then M1 ∼=M2 and any
isomorphism M1/FM1 ∼=M2/FM2 lifts to an isomorphism M1 ∼=M2.
Proof. We already proved the first part by describing the structure of M = M(E′[p∞]) for such
curves. As for the second part, it suffices to show that any automorphism of M/FM lifts to an
automorphism of M . From the description of M/FM in the proof of the previous corollary we
know that the automorphisms are given by multiplication by some λ ∈ F×
p2
. But then the matrix(
λp 0
0 λ
)
represents an automorphism of M which restricts to multiplication by λ on M/FM , which is what
we wanted to show. 
2.3.2. Local study of isogenies.
Lemma 2.13. Let φ : A → B be an isogeny of abelian varieties. For any prime ℓ and any
n ≥ ordℓ degφ, there exists a canonical isomorphism between the kernel and the cokernel of the
restriction of φ to the ℓn-torsion.
Proof. First suppose ℓ 6= p. Let ℓk‖deg φ and d := ℓ−k deg φ. For any n > 0 let Kℓ,n and Cℓ,n
denote the kernel and the cokernel of the restriction of φ to A[ℓn]:
0→ Kℓ,n → A[ℓ
n]
φ
−→ B[ℓn]→ Cℓ,n → 0.
This is an exact sequence of finite groups so
1 =
#(Kℓ,n) ·#(B[ℓ
n])
#(A[ℓn]) ·#(Cℓ,n)
,
but #(A[ℓn]) = ℓ2gn = #(B[ℓn]) (where g = dimA = dimB) so #(Kℓ,n) = #(Cℓ,n).
Since (d, ℓ) = 1, multiplication by d is an injective endomorphism of A[ℓn]. But by the order
counting that we did above the cokernel is also trivial, so d gives an automorphism of A[ℓn].
Therefore it makes sense to define a map f : B[ℓn]→ A[ℓn] as the composition:
B[ℓn]
φ∨
//
f
66
A[ℓn]
ℓn−k // A[ℓn]
d−1 // A[ℓn].
14 A. GHITZANote that
φ ◦ f = φ ◦ (d−1ℓn−kφ∨) = (deg φ)d−1ℓn−k = ℓn
and ℓn : B[ℓn] → B[ℓn] is just the zero map, so we actually have f : B[ℓn] → kerφ = Kℓ,n. Next
we see that
f ◦ φ = (d−1ℓn−kφ∨) ◦ φ = d−1ℓn−k(deg φ) = ℓn,
so f factors as
A[ℓn]
φ
// B[ℓn]
f

// Cℓ,n
||xx
xx
xx
xx
// 0.
Kℓ,n
To save letters we’ll denote this map Cℓ,n → Kℓ,n by f . Now we define g : Kℓ,n → Cℓ,n such that g
is the inverse of f . Let a ∈ Kℓ,n and pick a
′ ∈ A such that ℓna′ = a. Note that ℓnφ(a′) = φ(ℓna′) =
φ(a) = 0 since a ∈ kerφ. So φ(a′) ∈ B[ℓn]; let g(a) be the image of φ(a′) in Cℓ,n. This is easily seen
to be well-defined: if a′′ ∈ A is such that ℓna′′ = a, then ℓn(a′′ − a′) = a− a = 0 so a′′ − a′ ∈ A[ℓn]
and we get
φ(a′′) = φ(a′ + (a′′ − a′)) = φ(a′) + φ(a′′ − a′),
and φ(a′′ − a′) gets mapped to 0 in Cℓ,n. It is clear that f and g are inverses:
f(g(a)) = f(φ(ℓ−na)) = d−1ℓn−kφ∨(φ(ℓ−na)) = d−1ℓn−k(deg φ)ℓ−na = a,
and similarly g(f(b)) = b.
When ℓ = p we have an exact sequence of finite commutative group schemes
0→ Kp,n → A[p
n]
φ
−→ B[pn]→ Cp,n → 0,
where the map φ is obtained by the usual argument from
0 // A[pn] // A
pn
//
φ

A //
φ

0
0 // B[pn] // B
pn
// B // 0.
Applying the Dieudonne´ functor M we get an exact sequence of left A-modules of finite length
0→M(Cp,n)→M(B[p
n])
M(φ)
−−−→M(A[pn])→M(Kp,n)→ 0.
A trivial modification of the proof given above for ℓ 6= p will do the trick. The advantage of working
with the Dieudonne´ modules instead of the group schemes is that for the construction of the inverse
we need to work with actual elements, and they are not available in group-scheme-land. 
Proposition 2.14. Let φ : A → B be an isogeny of abelian varieties. For any prime ℓ 6= p, φ
induces an injective Zℓ-linear map Tℓφ : TℓA → TℓB whose cokernel is canonically isomorphic to
(ker φ)ℓ.
When ℓ = p, φ induces an injective W -linear map M(φ) :M(B[p∞])→M(A[p∞]) whose cokernel
is canonically isomorphic to M((ker φ)p).
Proof. We start with ℓ 6= p. Let (an) ∈ TℓA, i.e. an ∈ A[ℓ
n] and an−1 = ℓan for all n. Set
Tℓφ((an)) := (φ(an)). We have ℓ
nφ(an) = φ(ℓ
nan) = φ(0) = 0 and φ(an−1) = φ(ℓan) = ℓφ(an) so
indeed (φ(an)) ∈ TℓB.
Suppose Tℓφ((an)) = 0, i.e. φ(an) = 0 for all n. But φ is an isogeny so its kernel is finite,
therefore the sequence (an) has an infinite constant subsequence. Fix an integer N > 0, then there
exist n > m > N such that an = am. But an = ℓ
n−mam, so we get (ℓ
n−m − 1)am = 0, therefore
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is injective.
By Lemma 2.13 we know that if n ≥ ordℓ deg φ, the kernel Kℓ,n of the restriction of φ to A[ℓ
n] is
isomorphic to the cokernel Cℓ,n of the same map. But for n ≥ ordℓ degφ we have Kℓ,n = (ker φ)ℓ,
so in particular Cℓ,n stabilizes. Therefore for n ≥ ordℓ deg φ we have
coker Tℓφ = Cℓ,n
f
∼
// Kℓ,n = (ker φ)ℓ,
which is what we wanted to show.
Now suppose ℓ = p. The map M(φ) :M(A[p∞])→M(B[p∞]) is simply
. . . p // M(B[p3])
p
//
M(φ)

M(B[p2])
p
//
M(φ)

M(B[p])
M(φ)

. . . p // M(A[p3])
p
// M(A[p2])
p
// M(A[p])
To show thatM(φ) is injective, first note thatKp,n is a subgroup scheme of ker φ for all n. Since φ is
an isogeny, ker φ is a finite group scheme so the Kp,n stabilize to (ker φ)p. Applying the Dieudonne´
functor gives that the cokernel of M(φ) is isomorphic to M((ker φ)p).
SupposeM(φ)((an)) = 0, then an ∈M(Cp,n) for all n. But the M(Cp,n) stabilize so there exists
n0 such that an ∈M(B[p
n0 ]) ∼=W 2n0 for all n. Since p
n0 = 0 in W 2n0 we get that an = p
na0 = 0 for
all n ≥ n0. Therefore (an) = 0 and M(φ) is injective. 
2.3.3. Differentials defined over Fp2.
Lemma 2.15. Let E be a supersingular elliptic curve over Fp. Then a non-zero invariant dif-
ferential on E defined over Fp2 is equivalent to a choice of nonzero element of M/FM , where
M =M(E′[p∞]) and E′ is the canonical Fp2-structure of E.
Proof. Differentials of E defined over Fp2 can easily be identified with the differentials of E
′, i.e.
with the cotangent space ω(E′). Consider the exact sequence
0→ E′[p]→ E′
p
−→ E′ → 0.
The contravariant functor ω is exact so we get an exact sequence
0→ ω(E′)
p
−→ ω(E′)→ ω(E′[p])→ 0.
But E′ is supersingular so p is purely inseparable, i.e. it induces the zero map on (co)tangent spaces.
We conclude that ω(E′) ∼= ω(E′[p]). By Proposition III.4.3 in [Fon77], ω(E′[p]) is isomorphic to
M/FM , so ω(E′) ∼= M/FM and a choice of nonzero invariant differential of E defined over Fp2
amounts to a choice of nonzero element in M/FM . 
2.4. Construction of the bijection. Fix a supersingular elliptic curve E0 over Fp and let O =
End(E0), B = End
0(E0) = O ⊗ Q, M0 = M(E
′
0[p
∞]), where E′0 is the canonical Fp2-structure
given by Lemma 2.1. We know that B is isomorphic to the unique quaternion algebra ramified at
p and ∞. Also fix a level N structure α0 : E0[N ]
∼
−→ (Z/NZ)2 and a nonzero invariant differential
η0 ∈M0/FM0 defined over Fp2.
We consider triples of the form (E1, α1, η1), where E1 is a supersingular elliptic curve over Fp,
α1 : E1[N ]
∼
−→ (Z/NZ)2 is a full level N structure and 0 6= η1 ∈ M1/FM1 is a nonzero invariant
differential form on E1 defined over Fp2.
Recall from §2.2 that we defined Σ(N) to be the finite set of Fp-isomorphism classes of triples
(E1, α1, η1) as above. By Honda-Tate theory ([Tat68]) any two supersingular elliptic curves are
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choice of (E0, α0, η0) the set Σ(N) can be identified with the set Σ
0(N) of triples(
φ1 : E0 → E1, α1 : E1[N ]
∼
−→ (Z/NZ)2, 0 6= η1 ∈M1/FM1
)
,
where φ1 : E0 → E1 is an isogeny. Two such triples (φ1, α1, η1) and (φ2, α2, η2) are considered
the same if there exists an isomorphism f : E1 → E2 such that M(f
′)(η2) = η1 and the following
diagram commutes:
(1) E1[N ]
f
//
α1 ∼

E2[N ]
α2 ∼

(Z/NZ)2 (Z/NZ)2.
For any prime ℓ 6= p let O×ℓ (N) denote those elements of O
×
ℓ which are congruent to 1 modulo
ℓn, where ℓn‖N . Let O×p (1) be the kernel of the map O
×
p → F
×
p2
given by reduction modulo the
uniformizer π of Op. Finally let
U = B×∞ ×O
×
p (1) ×
∏
ℓ 6=p
O×ℓ (N)
and
Ω(N) = U(1, N)\A×B/B
×.
Since the level N is fixed throughout this section, we’ll drop the reference to N and write simply
Σ, Σ0 and Ω for our finite sets. The purpose of the section is to exhibit a canonical bijection
between Σ0 and Ω.
Let [φ1, α1, η1] ∈ Σ
0 and pick a representative (φ1, α1, η1) of this isomorphism class.
By [Tat66] we know that End(TℓE0) = Oℓ := O ⊗ Zℓ. Choose a Zℓ-linear isomorphism kℓ,1 :
TℓE0
∼
−→ TℓE1 whose restriction gives a commutative diagram
E0[ℓ
n]
kℓ,1
∼
//
α0 ∼

E1[ℓ
n]
α1 ∼

(Z/ℓnZ)2 (Z/ℓnZ)2.
Set xℓ := k
−1
ℓ,1 ◦ Tℓφ1, then xℓ ∈ End(TℓE0) = Oℓ. Note that xℓ is not necessarily invertible in
Oℓ! But it is nonzero, so xℓ ∈ B
×
ℓ . If ℓ ∤ N · degφ1 then Tℓφ1 is actually an isomorphism extending
α−11 ◦ α0, so we can take xℓ = 1 in this case.
How does this depend on the choice of kℓ,1? Let k˜ℓ,1 : TℓE0 → TℓE1 be an isomorphism extending
α−11 ◦α0 : E0[ℓ
n]→ E1[ℓ
n]. Let u = (k˜ℓ,1)
−1 ◦ kℓ,1 ∈ End(TℓE0)
× = O×ℓ . Observe that u restricts to
the identity on E0[ℓ
n] = (TℓE0)/ℓ
n(TℓE0), so actually u ∈ O
×
ℓ (N). Conversely, if u ∈ O
×
ℓ (N), then
kℓ,1 ◦u
−1 : TℓE0 → TℓE1 is an isomorphism extending α
−1
1 ◦α0. Therefore an isogeny φ1 : E0 → E1
defines for each prime ℓ 6= p an element [xℓ] ∈ O
×
ℓ (N)\B
×
ℓ . Moreover, [xℓ] = 1 for all but finitely
many ℓ.
We need to carry out the same program at the prime p. The isogeny φ1 : E0 → E1 induces an
injective W -linear map M(φ′1) :M1 →M0 (note the contravariance!), whose cokernel is isomorphic
to (ker φ′1)p. By Corollary 2.12 there exists an isomorphism of Dieudonne´ modules kp,1 :M1
∼
−→M0
such that the induced isomorphism M1/FM1 →M0/FM0 maps η1 to η0; by Corollary 2.11 kp,1 is
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′
1) ◦ k
−1
p,1 ∈ End(M0) = Op, then we get
[xp] ∈ O
×
p (1)\B
×
p :
M1
M(φ′1) //
kp,1
∼
""D
DD
DD
DD
D
M0
M0.
xp
OO
So far, our construction associates to a triple (φ1, α1, η1) an element [x] ∈ U(1, N)\A
×
B . This
depends on the choice of isogeny E0 → E1:
Lemma 2.16. Any isogeny φ˜1 : E0 → E1 is of the form φ˜1 = φ1 ◦ u, where
u ∈ (End(E0)⊗Q)
× = B×.
Proof. We treat φ1, φ˜1 as quasi-isogenies, i.e. elements of Hom(E0, E1)⊗Q. Let n = deg φ1, then
we have that as quasi-isogenies:
(φˆ1 ⊗
1
n
) ◦ φ1 = n⊗
1
n
= 1 = φ1 ◦ (φˆ1 ⊗
1
n
).
We can therefore write φ−11 = φˆ1⊗
1
n and we’ve shown that any isogeny has an inverse quasi-isogeny
– actually a trivial modification of the argument shows that any quasi-isogeny is invertible. Now
all we need to do is to set
u = φ−11 ◦ φ˜1 ∈ (End(E0)⊗Q)
× = B×.

Therefore we cannot hope to get anything better than a map Σ0 → U\A×B/B
×. We now show
that this map is well-defined, i.e. that it only depends on the isomorphism class [φ1, α1, η1]. Let
f : E1 → E2 be an isomorphism such that the diagrams (1) commute. By Lemma 2.16 it does not
matter which isogeny φ2 : E0 → E2 we work with, so we might as well take φ2 = f ◦ φ1. We get
the following diagrams
TℓE0
xℓ

Tℓφ1
//
Tℓφ2
%%
TℓE1
Tℓf
∼
// TℓE2
TℓE0 TℓE0
∼kℓ,1
OO
TℓE0
∼kℓ,2
OO
E0[ℓ
n]
α0 ∼

kℓ,1
∼
//
kℓ,2
∼
((
E1[ℓ
n]
Tℓf
∼
//
α1 ∼

E2[ℓ
n]
α2 ∼

(Z/ℓnZ)2 (Z/ℓnZ)2 (Z/ℓnZ)2
,
where kℓ,2 := Tℓf ◦ kℓ,1. It is now clear that we end up with the same xℓ ∈ O
×
ℓ (N)\B
×
ℓ as the one
obtained from E1. The exact same thing happens at the prime p.
We obtain a map
γ : Σ0 → Ω.
We need to construct an inverse. Let [x] ∈ Ω and choose a representative x = (xv) ∈ A
×
B. Let
ℓ 6= p. We have xℓ ∈ B
×
ℓ = End(VℓE0)
×, i.e. xℓ : VℓE0 → VℓE0 is a linear isomorphism. But
VℓE0 = TℓE0 ⊗Zℓ Qℓ and Qℓ = Zℓ[
1
ℓ ]. Choose an isomorphism TℓE0
∼= Z2ℓ extending α0 : E0[ℓ
n] →
(Z/ℓnZ)2. This gives us a matrix Aℓ ∈ GL2(Qℓ) which represents xℓ. Let nℓ ∈ Z be the smallest
integer such that ℓnℓAℓ has coefficients in Zℓ. Via our isomorphism this matrix corresponds to an
endomorphism yℓ ∈ End(TℓE0) which is injective with finite cokernel Cℓ. Let ℓ
k be the order of Cℓ.
Let Kℓ be the kernel of the map induced by yℓ on E0[ℓ
k]:
0→ Kℓ → E0[ℓ
k]
yℓ−→ E0[ℓ
k]→ Cℓ → 0.
18 A. GHITZAFor ℓ = p we have xp ∈ B
×
p = (End(M0) ⊗ Qp)
×. Write xp = a + πb, where a, b ∈ Lp and
π2 = −p. We have
a =
∑
i
ai ⊗
1
pi
,
b =
∑
j
bj ⊗
1
pj
.
with ai, bj ∈ End(M0). Let np ∈ Z be the smallest integer such that
pnpxp = (a
′ ⊗ 1) + π(b′ ⊗ 1)
and set yp = a
′+ πb′ ∈ End(M0). This yp is an endomorphism of the Dieudonne´ module M0 which
induces an automorphism of M0 ⊗ Qp, therefore this endomorphism must be injective with finite
cokernel Cp. Let p
k be the order of Cp, then yp induces a map
M(E0[p
k])
yp
−→M(E0[p
k])→ Cp → 0.
Then Cp is the Dieudonne´ module of a subgroup scheme Kp of E0 of rank p
k.
Since x ∈ A×B , nℓ = 0 for all but finitely many ℓ. Therefore it makes sense to set q :=
∏
ℓnℓ ∈ Q×
and y := xq; the ℓ-th component of y is precisely the yℓ above, and clearly [x] = [y]. Now set
K :=
⊕
Kℓ, then K is a finite subgroup of E0. So to the given (xv) ∈ A
×
B we can associate the
quotient isogeny φ : E0 → E0/K. For ℓ 6= p, our construction gives for any positive integer m
0 // ker // E0[ℓ
m]
φ
// (E0/K)[ℓ
m]
0 // ker // E0[ℓ
m]
yℓ
// E0[ℓ
m].
Due to the structure of ℓm-torsion, it is not hard to see that one can construct an isomorphism (ac-
tually, there exist many of them) E0[ℓ
m] ∼= (E0/K)[ℓ
m] which makes the above diagram commute.
On the level of Tate modules, we get
0 // TℓE0
Tℓφ
// Tℓ(E0/K)
0 // TℓE0
yℓ // TℓE0.
kℓ ∼
OO
In particular, we can set α := α0 ◦ k
−1
ℓ , then the isomorphisms α : (E0/K)[ℓ
n]
∼
−→ (Z/ℓnZ)2 for ℓ|N
piece together to give a level N structure on E0/K.
Let M :=M ((E0/K)
′[p∞]). For ℓ = p we have similarly
0 // M
∼kp

M(φ)
// M0 // cokerM(φ)
∼

// 0
0 // M0
yp
// M0 // Cp // 0,
and η := k−1p (η0) ∈M/FM gives a nonzero invariant differential on E0/K.
The next result tells us that we have indeed constructed a map
δ : Ω→ Σ0.
Proposition 2.17. δ is well-defined.
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ℓ 6= p, then x¯ℓ = xℓu, so y¯ℓ = yℓu:
0 // TℓE0
yℓ
// TℓE0 // Cℓ // 0
0 // TℓE0
y¯ℓ
//
u
OO
TℓE0 // C¯ℓ //
vℓ
OO
0.
The snake lemma gives
coker vℓ = 0, ker vℓ ∼= coker u.
Let ℓk be the order of C¯ℓ, then we can restrict the above diagram to the ℓ
k-torsion and get
0 // Kℓ // E0[ℓ
k]
yℓ
// E0[ℓ
k] // Cℓ // 0
0 // K¯ℓ
gℓ
OO
// E0[ℓ
k]
uℓ
OO
y¯ℓ
// E0[ℓ
k] // C¯ℓ //
vℓ
OO
0,
where uℓ is the restriction of u to E0[ℓ
k] and gℓ is the restriction of u to K¯ℓ. Note that coker(uℓ :
TℓE0 → TℓE0) = coker(u : E0[ℓ
k] → E0[ℓ
k]). Since there’s no snake lemma for diagrams of long
exact sequences, we split the above diagram in two:
0 // Kℓ // E0[ℓ
k] // E0[ℓ
k]/ ker yℓ // 0
0 // K¯ℓ //
gℓ
OO
E0[ℓ
k] //
uℓ
OO
E0[ℓ
k]/ ker y¯ℓ //
hℓ
OO
0
0 // Im yℓ // E0[ℓ
k] // Cℓ // 0
0 // Im y¯ℓ //
hℓ
OO
E0[ℓ
k] // C¯ℓ //
vℓ
OO
0,
where I have taken the liberty of using the same label hℓ for two maps which are canonically
isomorphic. We first apply the snake lemma to the diagram on the right and get
ker hℓ = 0, coker hℓ ∼= ker vℓ.
Using this information together with the snake lemma in the diagram on the left gives
ker gℓ ∼= keruℓ, 0→ coker gℓ → coker uℓ → coker hℓ → 0.
But we already have coker uℓ = coker u ∼= ker vℓ ∼= coker hℓ so the short exact sequence above
becomes 0→ coker gℓ → 0, i.e. coker gℓ = 0.
Let g =
⊕
gℓ : K¯ → K and let f : E0/K¯ → E0/K be defined by the diagram
0 // K // E0
φ
// E0/K // 0
0 // K¯
g
OO
// E0
u
OO
φ¯
// E0/K¯
f
OO
// 0.
We apply the snake lemma and get an exact sequence
0→ ker g → ker u→ ker f → coker g = 0→ coker u = 0→ coker f → 0.
But the map ker g → keru is the sum of the isomorphisms ker gℓ ∼= ker uℓ, so ker u → ker f is the
zero map; therefore ker f = 0. Clearly coker f = 0, so f is an isomorphism.
20 A. GHITZAWe check that this isomorphism preserves level N structures. We have a diagram
TℓE0
Tℓφ
//
yℓ
##G
GG
GG
GG
GG
Tℓ(E0/K)
TℓE0
kℓ
∼
99rrrrrrrrrr
k¯ℓ
∼
%%L
LL
LL
LL
LL
L
TℓE0
Tℓφ¯
//
Tℓu=uℓ
OO
y¯ℓ
;;wwwwwwwww
Tℓ(E0/K¯),
Tℓf ∼
OO
where we know that the outer square commutes, and that the triangles situated over, to the left,
and under the central TℓE0 commute. Therefore the triangle to the right of the central TℓE0 also
commutes, i.e. kℓ = Tℓf ◦ k¯ℓ. The level N structures on E0/K and E0/K¯ are defined in such a way
that the inner squares in the following diagram commute:
(E0/K)[ℓ
n]
k−1ℓ
∼
//
α ∼

f
∼
((
E0[ℓ
n]
k¯ℓ
∼
//
α0 ∼

(E0/K¯)[ℓ
n]
α¯ ∼

(Z/ℓnZ)2 (Z/ℓnZ)2 (Z/ℓnZ)2,
therefore the outer rectangle also commutes, i.e. f preserves the level N structures.
The same argument with reversed arrows shows that f preserves differentials.
Now suppose x¯ = xℓ, ℓ 6= p (the case ℓ = p is analogous, even easier). If ℓ′ ∤ ℓp, then x¯ℓ′ = xℓ′ℓ
and y¯ℓ′ = yℓ′ℓ. Multiplication by ℓ is an isomorphism of Tℓ′E0, so it induces an isomorphism
K¯ℓ′ ∼= Kℓ′ by applying the same argument as before on the diagram:
0 // Kℓ′ // E0[ℓ
′k]
yℓ′ // E0[ℓ
′k] // Cℓ′ // 0
0 // K¯ℓ′
gℓ′ ∼
OO
// E0[ℓ
′k]
ℓ ∼
OO
y¯ℓ′ // E0[ℓ
′k] // C¯ℓ′ //
vℓ′ ∼
OO
0.
Something similar occurs at p. If ℓ′ = ℓ, we get x¯ℓ = xℓℓ and y¯ℓ = yℓ so K¯ℓ = Kℓ. We have an
isomorphism K¯ ∼= K so E0/K¯ ∼= E0/K. We need to check that this isomorphism is compatible
with the level structures and the differentials. Let ℓ′ ∤ ℓp, then we have a diagram
Tℓ′(E0/K)
α

ℓ
∼
((
Tℓ′E0
kℓ′oo
α0

k¯ℓ′ // Tℓ′(E0/K¯)
α¯

(Z/ℓ′nZ)2 (Z/ℓ′nZ)2 (Z/ℓ′nZ)2.
Since the top “triangle” commutes, we see that the level structures commute with the isomorphism.
The same thing happens at p. When ℓ′ = ℓ, then K¯ℓ = Kℓ so we get the same diagram as above,
except that the top isomorphism is actually the identity map.
It remains to check the local choices. Cℓ (therefore Kℓ) depends on the chosen isomorphism
TℓE0 ∼= Z
2
ℓ , and this can change yℓ by multiplication by an element of O
×
ℓ (N). Suppose we have
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0 // TℓE0
yℓ
// TℓE0 // Cℓ // 0
0 // TℓE0
y¯ℓ
// TℓE0 //
uℓ ∼
OO
C¯ℓ
vℓ ∼
OO
// 0,
from which we conclude as before that K¯ℓ ∼= Kℓ and E0/K¯ ∼= E0/K. For the level N structure, we
have the diagram
(E0/K)[ℓ
n]
α
((k−1ℓ //
∼

E0[ℓ
n]
α0 // (Z/ℓnZ)2
(E0/K¯)[ℓ
n]
α¯
66
(k¯ℓ)
−1
// E0[ℓ
n]
α0 // (Z/ℓnZ)2
and a similar argument holds for the η and η¯. 
Lemma 2.18. The map γ is bijective with inverse δ.
Proof. Suppose we started with [x] ∈ Ω and got [φ : E0 → E0/K,α, η]. For ℓ 6= p we get the exact
sequence (of Zℓ-modules)
0→ TℓE0
Tℓφ−−→ Tℓ(E0/K)→ coker Tℓφ→ 0.
We see from diagram (2.4) that yℓ = k
−1
ℓ ◦Tℓφ, where kℓ is an isomorphism that restricts to α
−1◦α0.
Therefore [yℓ] is exactly the local element that’s obtained in the computation of γ([φ, α, η]). The
same thing happens at p, so indeed γ ◦ δ = 1.
Conversely, suppose we start with a triple (φ : E0 → E,α, η). We get local elements xℓ forming
an ade`le x. We have ker φ =
∏
ℓ coker xℓ. Now when we apply δ we already have xℓ ∈ Oℓ so yℓ = xℓ
and K =
⊕
coker xℓ = ker φ. We get an isogeny E0 → E0/K which has the same kernel as φ,
therefore E = E0/K. It is clear from the construction of δ that the level N structure and the
invariant differential will stay the same. 
We have just proved
Theorem 2.19. There is a canonical bijection Σ0 → Ω.
Before moving on we record the following consequence of our arguments.
Corollary 2.20. Every class [φ, α, η] ∈ Σ0 has a representative satisfying p ∤ degφ.
Proof. Let [x] = γ([φ, α, η]). Let x˜ be a representative of [x]. Let B = {L, π} be a description of
our quaternion algebra, then π is a uniformizer of Bp. Therefore x˜p = uπ
k, with k ∈ Z, u ∈ O×p .
But then x˜pπ
−k ∈ O×p . Since π ∈ O
×
p (1), we can use the representative x = x˜π
−k for computing δ,
in which case Cp = 1 so the degree of the resulting isogeny is prime to p. 
Remark 2.21. We note here that one can say more: the isogeny φ : E0 → E can be chosen to
have square-free degree. This is not easy to show.
2.5. Compatibilities. It remains to prove the following result:
Theorem 2.22. The canonical bijection γ : Σ0(N) → Ω(N) is compatible with the action of the
Hecke algebra, with the action of GL2(Z/NZ), and with the operation of raising the level.
22 A. GHITZA2.5.1. Hecke action. In this section ℓ will denote a fixed prime not dividing pN . For generalities
on Hecke algebras, see §3.1.2 in [AZ95].
If H1,H2 are subgroups of a group G, we say that H1 is commensurable with H2 (write H1 ∼ H2)
if H1∩H2 has finite index in both H1 and H2. If H is a subgroup of G, we define its commensurator
by
Comm(H) := {g ∈ G : g−1Hg ∼ H}.
Finally, we say that (G,H) is a Hecke pair if Comm(H) = G. For example, one can find in §3.2.1
of [AZ95] a proof of the fact that (GL2(Qℓ),GL2(Zℓ)) is a Hecke pair.
If (G,H) is a Hecke pair then any double coset HgH has a finite decomposition into left cosets.
Since the map H\G → G/H given by gH 7→ Hg−1 is a bijection, we also know that HgH has a
finite decomposition into the same number of right cosets, i.e. we can write
HgH =
s⊔
j=1
xjgH =
s⊔
j=1
Hgyj ,
where xj, yj ∈ H for all j.
The Hecke algebra of the Hecke pair (G,H) is by definition H(G,H) := Z[H\G/H], with the
multiplication described above. From now on we set G = GL2(Qℓ), H = GL2(Zℓ) and Hℓ =
H(GL2(Qℓ),GL2(Zℓ)). We call Hℓ the local Hecke algebra at ℓ.
Take an isogeny φ : E1 → E2 whose degree is a power of ℓ. It induces an injective Zℓ-linear map
Tℓφ : TℓE1 → TℓE2 which gives an element g ∈ G = GL2(Qℓ). Since g is defined only up to changes
of bases for TℓE1 and TℓE2, φ actually defines a double coset HgH, where H = GL2(Zℓ). In this
situation we say that φ is of type HgH. We say that a finite subgroup C of an elliptic curve E is
of type HgH if the quotient isogeny E → E/C is of type HgH.
If HgH ∈ Hℓ, we denote by det(HgH) the ℓ-part of the determinant of any representative of
HgH. The action of Hℓ on Σ
0 is defined as follows. If det(HgH) > 1, set
THgH([φ : E0 → E,α, η]) :=
∑
C ⊂ E of type HgH
[E0
φ
−→ E
ψC−−→ E/C,αC , ηC ],
where ηC := M(ψ
′
C)
−1(η), and αC is defined by the diagram
(2) E[N ]
ψC
∼
//
α

(E/C)[N ]
αC

(Z/NZ)2 (Z/NZ)2.
Note that these definitions make sense because (degψC , pN) = 1.
Now suppose det(HgH) < 1. Given a finite subgroup C of E of type Hg−1H, let ψˆC : (E/C)→
E be the dual isogeny to the quotient ψC : E → E/C. The action is defined by
THgH([φ : E0 → E,α, η]) :=
∑
C ⊂ E of type Hg−1H
[E0
φ
−→ E
ψˆC←−− E/C,αC , ηC ],
where ηC =M(ψˆ
′
C)(η), and αC is defined by the diagram
(3) E[N ]
α

(E/C)[N ]
ψˆC
∼
oo
αC

(Z/NZ)2 (Z/NZ)2.
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∐
iHgi, let Hx ∈ H\G and choose a
representative x ∈ Hx. Then there exist representatives gi ∈ Hgi such that
THgH(Hx) =
∑
i
Hgix.
The algebra Hℓ acts on Ω by acting on the component Hxl of [x] ∈ Ω.
Lemma 2.23. The bijection γ : Σ0 → Ω is compatible with the action of the local Hecke algebra
Hℓ, i.e. for all HgH ∈ Hℓ and [φ, α, η] we have
γ (THgH([φ, α, η])) = THgH(γ([φ, α, η])).
Proof. Let HgH ∈ Hℓ, let [φ : E0 → E,α, η] ∈ Σ
0 and let [x] = γ([φ, α, η]).
Suppose at first that det(HgH) > 1 and let C be a subgroup of E of type HgH. Let [xC ] :=
γ([ψC ◦ φ, αC , ηC ]). If (ℓ
′, pℓ) = 1, we have a diagram
Tℓ′E0
Tℓ′φ //
xℓ′

Tℓ′E
Tℓ′ψC
∼
// Tℓ′(E/C).
Tℓ′E0
∼
kℓ′
;;wwwwwwwww
Since (Tℓ′ψC) ◦ kℓ′ : Tℓ′E0 → Tℓ′(E/C) is an isomorphism restricting to α
−1
C ◦α0 (see diagram (2)),
we get that [xC,ℓ′ ] = [xℓ′ ].
A similar argument, based on the following diagram, shows that [xC,p] = [xp]:
MC
M(ψ′C)
∼
// M
M(φ′)
//
∼
kp
!!C
CC
CC
CC
C
M0
M0.
xp
OO
Let’s figure out what happens at ℓ. Fix xℓ ∈ Hxℓ, then the isomorphism kℓ : TℓE0 → TℓE is
fixed and allows us to identify these two Zℓ-modules. Choose a Zℓ-linear isomorphism kC : TℓE →
Tℓ(E/C) and set yC = k
−1
C ◦ TℓψC . Via the identification kℓ, yC induces a map zC : TℓE0 → TℓE0.
We have a diagram
TℓE0
Tℓφ
//
xℓ

TℓE
yC

TℓψC
// Tℓ(E/C).
TℓE0
kℓ
∼
<<xxxxxxxxx
zC

TℓE
kC
∼
99ttttttttt
TℓE0
kℓ
∼
;;xxxxxxxx
Since kC ◦ kℓ is an isomorphism TℓE0 → Tℓ(E/C) and zC ◦ xℓ satisfies all the properties xC,ℓ
should, we conclude that HxC,ℓ = HzCxℓ. The assumption that C is of type HgH implies that
HzC ⊂ HgH.
It remains to show that the map C 7→ HzC gives a bijection between the set of subgroups C of E
of type HgH and the set of right cosets Hz contained in HgH. We start by constructing an inverse
map. Let Hz ⊂ HgH and pick a representative z. This corresponds to a map z : TℓE0 → TℓE0, and
hence induces via kℓ a map y : TℓE → TℓE. We use the same construction as in the definition of the
map δ in §2.4 (pages 17 and following) to get a subgroup C of E which is canonically isomorphic
to the cokernel of y. C will be of type HgH because Hz ⊂ HgH. The proof of the bijectivity of
C 7→ zC is now the same as the proof of Lemma 2.18.
24 A. GHITZAIt remains to deal with the case det(HgH) < 1. This works essentially the same, except that
various arrows are reversed. We illustrate the point by indicating how to obtain the equivalent of
the map C 7→ HzC in this setting. Let C be a subgroup of E of type Hg
−1H. This defines a new
element of Σ0 which we denote by [ψˆ−1C ◦ φ, αC , ηC ] (by a slight abuse of notation since ψˆC is not
invertible as an isogeny). Let [xC ] := γ([ψˆ
−1
C ◦ φ, αC , ηC ]). If (ℓ
′, pℓ) = 1, we have a diagram
Tℓ′E0
Tℓ′φ //
xℓ′

Tℓ′E Tℓ′(E/C).
Tℓ′ ψˆC
∼
oo
Tℓ′E0
∼
kℓ′
;;wwwwwwwww
Since (Tℓ′ψˆC)
−1◦kℓ′ : Tℓ′E0 → Tℓ′(E/C) is an isomorphism restricting to α
−1
C ◦α0 (see diagram (3)),
we get that [xC,ℓ′ ] = [xℓ′ ]. The situation at p is similar and we have [xC,p] = [xp].
What about ℓ? As before, we fix xℓ ∈ Hxℓ and with it the isomorphism kℓ : TℓE0 → TℓE.
Choose an isomorphism kC : TℓE → Tℓ(E/C) and set yC := TℓψˆC ◦ kC . Via the identification kℓ,
yC induces a map zC : TℓE0 → TℓE0. We have a diagram
TℓE0
Tℓφ
//
xℓ

TℓE Tℓ(E/C).
TℓψˆC
oo
TℓE0
kℓ
∼
<<xxxxxxxxx
TℓE
kC
∼
99ttttttttt
yC
OO
TℓE0
kℓ
∼
;;xxxxxxxx
zC
OO
It is now clear that zC ◦ xC,ℓ = xℓ. z is only defined up to right multiplication by elements of H
(because of the choice of kC), so we get the formula HxC,ℓ = Hz
−1
C xℓ. The assumption that C is of
type Hg−1H guarantees that Hz−1C ⊂ HgH. The rest of the proof proceeds similarly to the case
det(HgH) > 1. 
2.5.2. Action of GL2(Z/NZ). Within this section we’ll write G to denote GL2(Z/NZ). The group
G acts on Σ0 as follows:
g · [φ, α, η] := [φ, g ◦ α, η].
The action on Ω is more delicate. It is easy to see that since Oℓ = End(TℓE0), we have O
×
ℓ (N)\Oℓ =
Aut(E0[ℓ
n]), where ℓn‖N . Our fixed isomorphism α0 : E0[N ] → (Z/NZ)
2 identifies G with
Aut(E0[N ]) via g 7→ α
−1
0 ◦ g ◦ α0. Therefore we get an identification
G
∼
−→
∏
ℓ
O×ℓ (N)\O
×
ℓ
g 7→
∏
ℓ
O×ℓ (N)(α
−1
0 ◦ g ◦ α0),
where the product is finite since the terms with ℓ ∤ N are 1. The action of G on Ω is then given by
g ·
[∏
ℓ
O×ℓ (N)xℓ
]
:=
[∏
ℓ
O×ℓ (N)(α
−1
0 ◦ g ◦ α)xℓ
]
.
Lemma 2.24. The bijection γ : Σ0 → Ω is compatible with the action of G = GL2(Z/NZ).
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[∏
O×ℓ (N)xℓ
]
:= γ([φ, α, η]) and
[∏
O×ℓ (N)x
′
ℓ
]
:= γ(g · [φ, α, η]) = γ([φ, g ◦ α, η]). Pick
some ℓ 6= p and set H := O×ℓ (N); we claim that Hx
′
ℓ = H(α
−1
0 ◦g◦α)xℓ. Recall that xℓ = k
−1
ℓ ◦Tℓφ,
where kℓ : TℓE0 → TℓE is some isomorphism extending α
−1 ◦α0. Therefore k
′
ℓ := kℓ ◦ (α
−1
0 ◦ g ◦α0)
is an isomorphism extending α−1 ◦ g ◦ α0 and is thus precisely what we need in order to define
x′ℓ = (k
′
ℓ)
−1 ◦ Tℓφ. By the definition of k
′
ℓ we have
x′ℓ = (α
−1
0 ◦ g
−1 ◦ α) ◦ k−1ℓ ◦ Tℓφ = (α
−1
0 ◦ g
−1 ◦ α) ◦ xℓ,
which is what we wanted to show. 
2.5.3. Raising the level. Suppose N ′ = dN for some positive integer d. A level N ′ structure
α′ : E[N ′] → (Z/N ′Z)2 on an elliptic curve E induces a level N structure on E in the following
way. Multiplication by d on E[N ′] gives a surjection d : E[N ′] → E[N ], and there is a natural
surjection π : (Z/N ′Z)2 → (Z/NZ)2 given by reduction mod N . We want to define an isomorphism
α : E[N ]→ (Z/NZ)2 that completes the following square
E[N ′] ∼
α′ //
d

(Z/N ′Z)2
π

E[N ]
α // (Z/NZ)2.
This is straightforward: let P ∈ E[N ] and take some preimage Q of it in E[N ′]. Set α(P ) :=
π(α′(Q)). This is easily seen to be well-defined and a bijection. We conclude that [φ, α′, η] 7→
[φ, α, η] gives a map
Σ0(N ′)→ Σ0(N).
There is a similar map on the Ω’s. We only need to consider primes ℓ|N ′. Here we have
O×ℓ (N
′) ⊂ O×ℓ (N) so we get maps O
×
ℓ (N
′)\B×ℓ → O
×
ℓ (N)\Bℓ, which can be put together to form
Ω(N ′)→ Ω(N).
We want to show that the bijection γ commutes with these maps. This is clear at primes ℓ ∤ N ′, so
suppose ℓ is a prime divisor of N ′; say ℓm‖N and ℓn‖N ′. Let [φ, α′, η] ∈ Σ0(N ′), [x′] = γ([φ, α′, η])
and [x] = γ([φ, α, η]). By definition, x′ℓ = (k
′
ℓ)
−1 ◦ φ where k′ℓ : TℓE0 → TℓE is an isomorphism
restricting to
E0[ℓ
n]
k′ℓ
∼
//
α′0 ∼

E[ℓn]
α′ ∼

(Z/ℓnZ)2 (Z/ℓnZ)2.
This defines the local component O×ℓ (N
′)x′ℓ. We can restrict k
′
ℓ even further to the ℓ
m-torsion, and
then by the definition of α we have
E0[ℓ
m]
k′ℓ
∼
//
α′0 ∼

E[ℓm]
α ∼

(Z/ℓmZ)2 (Z/ℓmZ)2.
But this means that k′ℓ plays the role of the kℓ in the definition of xℓ, so
O×ℓ (N)x
′
ℓ = O
×
ℓ (N)xℓ.
This is precisely what the map Ω(N ′)→ Ω(N) looks like at ℓ, so we’re done.
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Following a suggestion of Gross, we generalize the results of the previous section to dimension g ≥
2. More precisely, we link Siegel modular forms (mod p) to reductions modulo p of modular forms
on the algebraic group GUg(B), as defined in [Gro99].
Fix a prime p and an integer N > 1 prime to p.
3.1. The geometric theory of Siegel modular forms. We review the basic definitions and
results from [Cha86].
All the schemes we consider are locally noetherian. A g-dimensional abelian scheme A over a
scheme S is a proper smooth group scheme
A
π

S,
0
YY
whose (geometric) fibers are connected of dimension g.
A polarization of A is an S-homomorphism λ : A→ At = Pic0(A/S) such that for any geometric
point s of S, the homomorphism λs : As → A
t
s is of the form λs(a) = t
∗
aLs ⊗ L
−1
s for some ample
invertible sheaf Ls on As. Such λ is necessarily an isogeny. In this case, λ∗OA is a locally free OAt -
module whose rank is constant over each connected component of S. This rank is called the degree
of λ; if this degree is 1 (so λ is an isomorphism) then λ is said to be principal . Any polarization is
symmetric: λt = λ via the canonical isomorphism A ∼= Att.
Let φ : A → B be an isogeny of abelian schemes over S. Cartier duality (Theorem III.19.1
in [Oor75]) states that kerφ is canonically dual to ker φt. There is a canonical non-degenerate
pairing
kerφ× kerφt → Gm.
An important example is φ = [N ] for an integer N . The kernel A[N ] of multiplication by N on A
is a finite flat group scheme of rank N2g over S; it is e´tale over S if and only if S is a scheme
over Z[ 1N ]. We get the Weil pairing
A[N ]×At[N ]→ Gm.
A principal polarization λ on A induces a canonical non-degenerate skew-symmetric pairing
A[N ]×A[N ]→ µN ,
which is also called the Weil pairing.
For our purposes, a level N structure on (A,λ) will be a symplectic similitude from A[N ] with
the Weil pairing to (Z/NZ)2g with the standard symplectic pairing, i.e. an isomorphism of group
schemes α : A[N ]→ (Z/NZ)2g such that the following diagram commutes:
A[N ]×A[N ]
(f,f)
//
Weil

(Z/NZ)2g × (Z/NZ)2g
std

µN
∼ // Z/NZ
for some isomorphism µN ∼= Z/NZ.
IfN ≥ 3, the functor “isomorphism classes of principally polarized g-dimensional abelian varieties
with level N structure” is representable by a scheme Ag,N which is faithfully flat over Z, smooth
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Y
π

Ag,N
0
YY
be the corresponding universal abelian variety. Let E = 0∗(ΩY/Ag,N ); this is called the Hodge
bundle.
3.1.1. Twisting the sheaf of differentials. Let X be a scheme and let F be a locally free OX -
module whose rank is the same integer n on all connected components of X. Let {Ui : i ∈ I}
be an open cover of X that trivializes F , then we have F|Ui
∼= (OX |Ui)
n, and for all i and j we
have isomorphisms F|Ui∩Uj
∼= F|Uj∩Ui given by gij ∈ GLn(OX |Ui∩Uj) satisfying the usual cocycle
identities.
Now suppose we are given a rational linear representation ρ : GLn → GLm. We construct a new
locally free OX -module Fρ as follows: set (Fρ)i = (OX |Ui)
m, and for any i, j define an isomor-
phism (Fρ)i|Ui∩Uj → (Fρ)j |Ui∩Uj by ρ(gij) ∈ GLm(OX |Ui∩Uj ). Since the transition functions ρ(gij)
satisfy the required properties, we can glue the (Fρ)i together to get the locally free OX -module Fρ.
We say that it was obtained by twisting F by ρ. It is obvious that F = Fstd, where std : GLn → GLn
is the standard representation.
The correspondence ρ 7→ Fρ is a covariant functor from the category of rational linear represen-
tations of GLn to the category of locally free OX-modules. This functor is exact and it commutes
with tensor products.
The scheme Ag,N can be compactified in various ways (see [FC90]). Pick some compactifica-
tion A∗g,N and let X denote its base-change to Fp. According to the Koecher principle, the Hodge
bundle E extends uniquely to a locally free sheaf E on X.
Given a rational representation ρ : GLg → GLm, the global sections of Eρ are called Siegel
modular forms (mod p) of weight ρ and level N and they can be written
Mρ(N) = H
0(X,Eρ)
=
{
f : {[A,λ, α, η]} → F
m
p |f(A,λ, α,Mη) = ρ(M)
−1f(A,λ, α, η),∀M ∈ GLg(Fp)
}
,
where η is a basis of invariant differentials on A.
3.1.2. The Kodaira-Spencer isomorphism. We recall the properties of the Kodaira-Spencer isomor-
phism. For a detailed account see §III.9 and §VI.4 in [FC90].
If π : A→ S is projective and smooth, there is a Kodaira-Spencer map
κ : TS → R
1 π∗(TA/S).
If
A
π

S,
0
YY
is an abelian scheme, set EA/S := 0
∗(Ω1A/S). Then
TA/S = π
∗(0∗(TA/S)) = π
∗(E∨A/S).
The projection formula gives
R1 π∗(π
∗(E∨A/S)) = (R
1 π∗OA)⊗OS E
∨
A/S.
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R1 π∗OA = 0
∗(TAt/S) = (EAt/S)
∨.
So the Kodaira-Spencer map can be written as follows:
κ : TS → (EAt/S)
∨ ⊗OS E
∨
A/S ,
which after dualizing gives
κ∨ : EAt/S ⊗OS EA/S → Ω
1
S.
Now suppose that λ : A/S → At/S is a principal polarization, i.e. an isomorphism. Then the
pullback map λ∗ : EAt/S → EA/S is an isomorphism and we get a map
E⊗2A/S → Ω
1
S.
This map factors through the projection map to Sym2(EA/S), and the resulting map
Sym2(EA/S)→ Ω
1
S
is an isomorphism. In particular, in the notation of §3.1.1 we have a Hecke isomorphism ESym2 std
∼=
Ω1X , where X = A
∗
g,N .
3.2. Superspecial abelian varieties. For a commutative group scheme X over a field K we
define the a-number of X by
a(X) = dimK Hom(αp,X).
If K ⊂ L then dimK Hom(αp,X) = dimLHom(αp,X ⊗ L) so a(X) does not depend on the base
field.
An abelian variety A over K of dimension g ≥ 2 is said to be superspecial if a(A) = g. Let k be
an algebraic closure of K. By Theorem 2 of [Oor75], a(A) = g if and only if
A⊗ k ∼= E1 × . . . × Eg,
where the Ei are supersingular elliptic curves over k. On the other hand, for any g ≥ 2 and any
supersingular elliptic curves E1, . . . , E2g over k we have (see Theorem 3.5 in [Shi79])
E1 × . . . ×Eg ∼= Eg+1 × . . . × E2g.
We conclude that A is superspecial if and only if A ⊗ k ∼= Eg for some (and therefore any)
supersingular elliptic curve E over k.
Any abelian subvariety of a superspecial abelian variety A is also superspecial. If A is superspecial
and G ⊂ A is a finite e´tale subgroup scheme, then A/G is also superspecial.
Lemma 3.1. Let A be a superspecial abelian variety over Fp. Then A has a canonical Fp2-structure
A′, namely the one whose geometric Frobenius is [−p]. The correspondence A 7→ A′ is functorial.
Proof. Let E be a supersingular elliptic curve over Fp, then A ∼= E
g. By Lemma 2.1 we know that
E has an Fp2-structure E
′ with πE′ = [−p]E′ , therefore A
′ := (E′)g is an Fp2-structure for A such
that
πA′ = πE′ × πE′ × . . .× πE′ = [−p]E′ × [−p]E′ × . . .× [−p]E′ = [−p]A′ .
The functoriality statement follows from the corresponding statement in Lemma 2.1. Since
any superspecial abelian variety over Fp is isomorphic to E
g, it suffices to consider a morphism
f : Eg → Eg. This is built of a bunch of morphisms E → E, which by Lemma 2.1 come from
morphisms E′ → E′. These piece together to give a morphism f ′ : (E′)g → (E′)g over Fp2, which
is just f after tensoring with Fp. 
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a principal polarization λ′ of the canonical Fp2-structure A
′ of A such that λ′ ⊗ Fp = λ. We say
that (A′, λ′) is the canonical Fp2-structure of (A,λ).
3.2.1. Isogenies. We need to define what it means for two principally polarized abelian varieties
(A1, λ1) and (A2, λ2) to be isogenous. The natural tendency is to consider isogenies φ : A1 → A2
such that the following diagram commutes:
A1
φ
//
λ1 ∼

A2
λ2 ∼

At1 A
t
2,
φt
oo
i.e.
φt ◦ λ2 ◦ φ = λ1.
But then degφ = 1 so the only isogenies that satisfy this condition are isomorphisms. We therefore
relax the condition by requiring φ to satisfy
φt ◦ λ2 ◦ φ = mλ1,
where m ∈ N. By computing degrees we get (deg φ)2 = mg.
We now consider the local data given by the presence of a principal polarization. Let (A,λ) be a
g-dimensional principally polarized abelian variety defined over Fp. Let ℓ be a prime different from
p and set as usual Zℓ(1) = lim←−µℓ
n . We have the canonical Weil pairing (see §12 of [Mil98] or §16
of [Mil86])
eℓ : TℓA× TℓA
t → Zℓ(1),
which is a non-degenerate Zℓ-bilinear map. When combined with a homomorphism of the form
α : A→ At it gives
eαℓ : TℓA× TℓA → Zℓ(1)
(a, a′) 7→ eℓ(a, αa
′).
If α is a polarization then eαℓ is an alternating (also called symplectic) form, i.e.
eαℓ (a
′, a) = eαℓ (a, a
′)−1
for all a, a′ ∈ TℓA. If f : A→ B is a homomorphism, then
ef
t◦α◦f
ℓ (a, a
′) = eαℓ (f(a), f(a
′))
for all a, a′ ∈ TℓA, α : B → B
t.
Let φ : (A1, λ1)→ (A2, λ2) be an isogeny of principally polarized abelian varieties. φ induces an
injective Zℓ-linear map on Tate modules Tℓφ : TℓA1 → TℓA2, with finite cokernel TℓA2/(Tℓφ)(TℓA1)
isomorphic to the ℓ-primary part (ker φ)ℓ of ker φ. Since φ
t ◦ λ2 ◦ φ = mλ1, we have
eλ2ℓ ((Tℓφ)a, (Tℓφ)a
′) = eφ
t◦λ2◦φ
ℓ (a, a
′) = emλ1ℓ (a, a
′)
= eℓ(a,mλ1a
′) = eℓ(a, λ1a
′)m = eλ1ℓ (a, a
′)m.
We say that Tℓφ is a symplectic similitude between the symplectic modules (TℓA1, e
λ1
ℓ ) and (TℓA2, e
λ2
ℓ ).
What happens at p? Let W =W (k) for k a perfect field of characteristic p and let M be a free
W -module with semi-linear maps F and V satisfying
FV = V F = p, Fx = xpF, V x = x1/pV.
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e :M ×M →W
which is a perfect pairing over W , such that F and V are adjoints:
e(Fx, y) = e(x, V y)p.
A principal polarization on A defines a principal quasi-polarization ep on the Dieudonne´ module
M of A (see Jeff Achter’s thesis [Ach98] for references). If A is defined over Fp2 then ep defines a
hermitian form on M/FM as follows:
M/FM ×M/FM → Fp2
(x, y) 7→ 〈x, y〉 := ep(x, Fy)
p (mod p).
An isogeny φ : (A1, λ1)→ (A2, λ2) induces a symplectic similitude φ
∗ : M2 → M1 of principally
quasi-polarized Dieudonne´ modules.
3.2.2. Quaternion hermitian forms. Let B be a quaternion algebra over a field F . Let · denote
the canonical involution of B (i.e. conjugation) and let N denote the norm map. Let V be a left
B-module which is free of dimension g. A quaternion hermitian form on V is an F -bilinear map
f : V × V → B
such that
f(bx, y) = bf(x, y), f(x, y) = f(y, x)
for all b ∈ B, x, y ∈ V . We say f is non-degenerate if f(x, V ) = 0 implies x = 0.
The following result says that any quaternion hermitian form is diagonalizable (see §2.2 in [Shi63]):
Proposition 3.2. For every quaternion hermitian form f(x, y) on V , there exists a basis {x1, . . . , xg}
of V over B such that
f(xi, xj) = αiδij
for 1 ≤ i, j ≤ n, where αi ∈ F . Moreover if f is non-degenerate and the norm N : B → F is
surjective, then there exists a basis {y1, . . . , yg} of V over B such that
f(yi, yj) = δij .
Furthermore, we have the following result (see §3.4 of [Vig80]):
Theorem 3.3 (The norm theorem). Let B be a quaternion algebra over a field F , and let FB be
the set of elements of F which are positive at all the real places of F which ramify in B. Then the
image of reduced norm map n : B → F is precisely FB.
We conclude that if B is the quaternion algebra over Q ramified at p and ∞, then n(B) = Q>0.
3.2.3. The similitude groups. Let B be a quaternion algebra over a field F . We define the group
of unitary g × g matrices and its similitude group by
Ug(B) = {M ∈ GLg(B) :M
∗M = I},
GUg(B) = {M ∈ GLg(B) :M
∗M = γ(M)I, γ(M) ∈ F×}.
These are algebraic groups over F : let (fij) =M
∗M , then Ug(B) is defined by the equations fij = 0
(i 6= j), fii = 1, and GUg(B) is defined by the equations
fij = 0 for i 6= j, f11 = f22 = . . . = fgg
(these are automatically in F because they are sums of norms of elements of B).
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Sp2g(F ) = {M ∈ GL2g(F ) :M
tJ2gM = J2g},
GSp2g(F ) = {M ∈ GL2g(F ) :M
tJ2gM = γ(M)J2g , γ(M) ∈ F
×},
where J2g =
(
0 Ig
−Ig 0
)
.
Lemma 3.4. Let K be a field. The subgroups GUg(M2(K)) and GSp2g(K) are conjugate inside
GL2g(K). In particular, they are isomorphic and the F -algebraic group GUg(B) is an F -form of
GSp2g.
Proof. If A =
(
a b
c d
)
∈M2(K), then the conjugate of A is
A¯ =
(
d −b
−c a
)
,
therefore the adjoint of A is
A∗ =
(
d −c
−b a
)
= J−12 AJ2.
Set J˜2g = diag(J2, . . . , J2) and let M = (Aij)1≤i,j≤g ∈Mg(M2(K)). We have
M∗ = J˜−12g M
tJ˜2g
therefore
M∗M = J˜−12g M
tJ˜2gM.
I claim that there exists a permutation matrix P such that P tJ˜2gP = J2g. If g is odd (resp.
even), let P1 be the matrix corresponding to the product of transpositions
(2(2g − 1))(4(2g − 3)) . . . ((g − 1)g), (resp. (2(2g − 1))(4(2g − 3)) . . . (g(g + 1))),
then
P t1 J˜2gP1 =


1 0
0 1
. .
.
1 0
0 1
1
−1
−1 0
0 −1
. .
.
−1 0
0 −1


,
respectively
P t1 J˜2gP1 =


1 0
0 1
. .
.
1 0
0 1
−1 0
0 −1
. .
.
−1 0
0 −1

 .
In both cases it is clear what permutation matrix P2 will finish the job; set P = P2P1 and the claim
is proved.
We have J2g = P
tJ˜2gP , so J˜2g = PJ2gP
t and
M∗M = PJ−12g P
tM tPJ2gP
tM.
Now if M ∈ GUg(M2(K)), then M
∗M = γI for some γ ∈ K× and a little manipulation gives
(P tMP )tJ2g(P
tMP ) = γJ2g,
i.e. P tMP ∈ GSp2g(K). Conversely, if P
tMP ∈ GSp2g(K) then
M∗M = PJ−12g (P
tMP )tJ2gP
tM = PJ−12g γJ2gP
t = γI
so M ∈ GUg(M2(K)). Therefore P
−1GUg(M2(K))P = GSp2g(K), as desired.
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3.2.4. Algebraic modular forms (mod p). We give the definition of algebraic modular forms (mod
p) on the group G = GUg(B), where B is the quaternion algebra over Q ramified at p and ∞.
See [Gro99] and [Gro98] for more details.
The definition given by Gross requires G to be a reductive algebraic group over Q which satisfies
a technical condition for which it sufficient to know that G0(R) is a compact Lie group. Our G is
reductive, being a form of the reductive group GSp2g. We also know that G0(R) is compact, since
it is a subgroup of the orthogonal group O(4g).
Let Op be the maximal order of B ⊗Qp. We define Up to be the kernel of the reduction modulo
a uniformizer π of Op, i.e.
1→ Up → G(Op)
mod π
−−−−→ GUg(Fp2)→ 1.
For ℓ 6= p, we set
Uℓ(N) := {x ∈ G(Zℓ) : x ≡ 1 (mod ℓ
n), ℓn‖N}.
The product
U := Up ×
∏
ℓ 6=p
Uℓ(N)
is an open compact subgroup of G(Qˆ), called the level (Qˆ is the ring of finite ade`les). Set Ω(N) :=
U\G(Qˆ)/G(Q). By Proposition 4.3 in [Gro99], the double coset space Ω(N) is finite.
Now let ρ : GUg(Fp2)→ GL(W ) be an irreducible representation, whereW is a finite-dimensional
Fp-vector space. We define the space of algebraic modular forms (mod p) of weight ρ and level U
on G as follows:
M(ρ, U) := {f : Ω(N)→W : f(λg) = ρ(λ)−1f(g) for all λ ∈ GUg(Fp2)}.
Since Ω(N) is a finite set and W is finite-dimensional, M(ρ, U) is a finite-dimensional Fp-vector
space.
3.2.5. Differentials defined over Fp2. We know from Lemma 3.1 that a principally polarized su-
perspecial abelian variety (A,λ) has a canonical Fp2-structure (A
′, λ′). We are therefore lead to
consider invariant differentials on A defined over Fp2 .
Lemma 3.5. Let A be a superspecial abelian variety over Fp, let A
′ be its canonical Fp2-structure
and M = M(A′[p∞]). Then giving a basis of invariant differentials on A defined over Fp2 is
equivalent to giving a basis of M/FM over Fp2.
Proof. The invariant differentials on A defined over Fp2 are identified with ω(A
′), the invariant
differentials on A′. We have ω(A′) ∼= ω(E′g) ∼= ω(E′)g. By Lemma 2.15 we know that
ω(E′) ∼=M(E′[p∞])/FM(E′[p∞]),
and since M(A′[p∞]) ∼=M(E′[p∞])g we conclude that
ω(A′) ∼=M/FM.

Note that as we’ve seen in §3.2.1, the presence of a principal polarization λ′ on an Fp2-abelian
variety A′ induces a hermitian form on the g-dimensional Fp2-vector space M/FM . We say that
an invariant differential on A defined over Fp2 is an invariant differential on (A,λ) if it respects this
hermitian structure. We can therefore conclude that
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′, λ′)
be its canonical Fp2-structure and M = M(A
′[p∞]). Then giving a basis of invariant differentials
on (A,λ) defined over Fp2 is equivalent to giving a hermitian basis of M/FM over Fp2.
3.2.6. Dieudonne´ module of a superspecial abelian variety. We use the notation introduced in §2.3.1.
We want to describe the structure of the principally quasi-polarized Dieudonne´ module M =
M(E′[p∞]g), where E′ is a supersingular elliptic curve defined over Fp2 . What we need is a simple
consequence of the following result (Proposition 6.1 from [LO98]):
Proposition 3.7. Let K be a perfect field containing Fp2, and suppose {M, 〈, 〉} is a quasi-polarized
superspecial Dieudonne´ module of genus g over W = W (K) such that M ∼= A
g
1,1. Then one can
decompose
M ∼=M1 ⊕M2 ⊕ . . .⊕Md (〈Mi,Mj〉 = 0 if i 6= j),
where each Mi is of either of the following types:
(i) a genus 1 quasi-polarized superspecial Dieudonne´ module over W generated by some x such
that 〈x, Fx〉 = prǫ for some r ∈ Z and ǫ ∈W \ pW with ǫσ = −ǫ; or
(ii) a genus 2 quasi-polarized superspecial Dieudonne´ module over W generated by some x, y
such that 〈x, y〉 = pr for some r ∈ Z, and 〈x, Fx〉 = 〈y, Fy〉 = 〈x, Fy〉 = 〈y, Fx〉 = 0.
Corollary 3.8. M(E′[p∞]g) ∼= A
g
1,1 as principally quasi-polarized Dieudonne´ modules, where A
g
1,1
is endowed with the product quasi-polarization.
Proof. In the direct sum decomposition of the proposition, the degree of the quasi-polarization on
M is the product of the degrees of the quasi-polarizations of each of the summands. Since our M
is principally quasi-polarized we conclude that each summand is also principally quasi-polarized,
i.e. the bilinear form 〈, 〉 is a perfect pairing on each summand.
Let M0 be such a summand and suppose M0 is of type (ii) from the proposition. This gives a
W -basis for M0 consisting of x, Fx, y and Fy. The quasi-polarization 〈, 〉 defines a map M0 →M
t
0
given by z 7→ fz, where fz(v) := 〈z, v〉. Let x
t, (Fx)t, yt and (Fy)t be the dual basis to x, Fx,
y and Fy. It is an easy computation to see that fx = p
ryt, fFx = p
r+1(Fy)t, fy = −p
rxt and
fFy = −p
r+1(Fx)t. For instance
fFy(Fx) = 〈Fy, Fx〉 = 〈y, V Fx〉
σ = 〈y, px〉σ = −p〈x, y〉σ = −pr+1.
But the map M0 →M
t
0 given by z 7→ fz is an isomorphism, hence p
r = pr+1 = 1, contradiction.
SoM has only summands of type (i). A similar (but even simpler) computation shows that each
summand must have 〈x, Fx〉 = 1. 
Corollary 3.9. There exists an isomorphism End(M,e0)
× ∼= GUg(Op), such that the subgroup of
symplectic automorphisms which lift the identity map on (M/FM, e0) is identified with Up defined
by the short exact sequence
1→ Up → GUg(Op)→ GUg(Fp2)→ 1,
where the surjective map is reduction modulo the uniformizer π of Op.
Proof. Recall the identification End(A1,1) ∼= Op from the proof of Corollary 2.11:
ϕ : End(A1,1) → Op( x y
−pyp xp
)
7→ x+ πy.
On the other hand, any T ∈ End(M) = End(Ag1,1) is a 2g × 2g matrix made of 2× 2 blocks of the
form
Tij =
( xij yij
−pypij x
p
ij
)
.
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ϕ : End(M)× → GLg(Op)
T = (Tij)i,j 7→ (xij + πyij)i,j.
We want to prove that under this isomorphism, End(M,e0)
× corresponds to GUg(Op). For this we
use Corollary 3.8, which says that the bilinear form e0 is given by the block-diagonal matrix
E0 =


0 1
−1 0
. . .
0 1
−1 0

 .
Therefore we have
End(M,e0)
× = {T ∈ End(M)× : T tE0T = γE0, γ ∈ Zp}.
Note that for the 2× 2 block Tij we have(
0 1
−1 0
)−1
T tij
(
0 1
−1 0
)
=
(
xpij −yij
pypij xij
)
,
which maps under ϕ to xpij − πyij = xij + πyij = ϕ(Tij), where ·¯ denotes the conjugation in the
quaternion algebra Bp = Op ⊗ Qp. This means that E
−1
0 T
tE0 maps to ϕ(T )
∗, where we write
U∗ = U t. Putting it all together we conclude that for any T ∈ End(M)× we have
T ∈ End(M,e0)
× ⇐⇒ E−10 T
tE0T = γ ⇐⇒ ϕ(T )
∗ϕ(T ) = γ ⇐⇒ ϕ(T ) ∈ GUg(Op),
which is precisely what we wanted to show.
For the second part of the statement note that
M/FM = {(0, a1, 0, a2, . . . , 0, ag)
t + FM : ai ∈ Fp2}.
Let T = (Tij) ∈ End(M,e0)
×, then its induced map on M/FM is
T ((0, a1, 0, a2, . . . , 0, ag)
t + FM) =

0,∑
j
ajx¯
p
1j , . . . , 0,
∑
j
aj x¯
p
gj

+ FM,
where x¯ij denotes the reduction modulo π of xij. Therefore T induces the identity map on M/FM
if and only if 
 x¯11 x¯12 ... x¯1gx¯21 x¯22 ... x¯2g... ... . . . ...
x¯g1 x¯g2 ... x¯gg

 = 1.
But the matrix above is precisely the matrix of the reduction of ϕ(T ) modulo π, so T induces the
identity on M/FM if and only if ϕ(T ) ∈ Up. 
3.3. Construction of the bijection. Let A be a superspecial abelian variety of dimension g over
Fp. Let A
′ ∼= E′g be its canonical Fp2-structure, then A ∼= E
g for E := E′⊗Fp. Until further notice,
I will write A to mean Eg and A′ to mean E′g. Let λ′0 be the principal polarization on A
′ defined
by the g × g identity matrix, let λ0 := λ
′
0 ⊗ Fp, let α0 : A[N ] → (Z/NZ)
2g be a level N structure
on A, and let η0 be a basis of invariant differentials on (A,λ0) defined over Fp2 (i.e. a hermitian
basis of M/FM), where M = M(A′[p∞]). The various Weil pairings induced by λ0, resp. λ
′
0 will
be denoted e0, resp. e
′
0.
Let Σ denote the finite set of isomorphism classes of pairs (λ, α), where λ is a principal polar-
ization on A and α is a level N structure. Σ is a subscheme of X. We also define Σ˜ to be the
set of isomorphism classes of triples (λ, α, η) with λ and α as above and η a basis of invariant
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′(η2) = η1 and the
commutativity of the diagrams
(4) A
f
∼
//
λ1 ∼

A
λ2 ∼

At At
f t
∼
oo
(A[N ], e1)
f
∼
//
α1 ∼

(A[N ], e2)
α2 ∼

((Z/NZ)2g, std) ((Z/NZ)2g, std),
where std denotes the standard symplectic pairing on the various modules.
Let O := End(E) and B := O ⊗ Q. Let G := GUg(B), and recall the notation of §3.2.4.
The purpose of this section is to construct a bijection between the finite sets Σ and Ω = Ω(N),
generalizing the result of §2.4.
Lemma 3.10. Given any principal polarization λ on A, there exists an isogeny of principally
polarized abelian varieties φ : (A,λ0)→ (A,λ).
Proof. We want an isogeny φ : A→ A such that
φt ◦ λ ◦ φ = mλ0
for some m ∈ N.
There is an obvious bijective correspondence associating to a homomorphism ψ : A→ A a matrix
Ψ ∈ Mg(O). Under this bijection, ψ
t : At → At corresponds to the adjoint Ψ∗. If φ : A → A is
an isogeny, then Φ ∈ GLg(B). If λ : A → A
t is a polarization, then λt = λ so Λ∗ = Λ. Also Λ
is positive-definite. If λ is a principal polarization, then Λ ∈ GLg(O) defines a positive-definite
quaternion hermitian form f . By Proposition 3.2 we know that Λ can be diagonalized, i.e. there
exists M ∈ GLg(B) such that
M−1ΛM = diag(α1, . . . , αg),
with αi ∈ Q. The form f is positive-definite so αi ∈ Q>0. But the norm theorem 3.3 says that the
norm map is surjective onto Q>0, so by the last part of Proposition 3.2 there exists M
′ ∈ GLg(B)
such that
(M ′)−1ΛM ′ = I.
So there is a basis of Bg such that the quaternion hermitian form f is represented by the matrix
I. But the matrices representing f are all of the form Q∗ΛQ for Q ∈ GLg(B). Now B = O ⊗Q so
there exists a positive integer n such that nQ has coefficients in O. Let Φ = nQ and let φ : A→ A
be the homomorphism corresponding to Φ. Since Φ ∈ GLg(B) and the fixed principal polarization
λ0 corresponds to the identity matrix, we conclude that φ is an isogeny and
φt ◦ λ ◦ φ = n2.

We can now mimic our approach from § 2. Lemma 3.10 allows us to identify Σ˜ with the set Σ˜0
consisting of isomorphism classes of triples(
(A,λ0)
φ
−→ (A,λ), α : A[N ]→ (Z/NZ)2g, η
)
,
where (A,λ0)
φ
−→ (A,λ) is an isogeny of principally polarized abelian varieties and isomorphism is
defined by the diagrams (4).
Proposition 3.11. An isogeny φ1 : (A,λ0) → (A,λ1) defines for any prime ℓ 6= p an element
[xℓ] ∈ Uℓ(N)\Gℓ. If ℓ ∤ deg φ1 then [xℓ] = 1.
36 A. GHITZAProof. Pick a prime ℓ 6= p and let n satisfy ℓn‖N . As we’ve seen in §3.2.1, φ induces an injective
symplectic similitude Tℓφ1 : (TℓA, e
λ0
ℓ ) → (TℓA, e
λ1
ℓ ), with finite cokernel isomorphic to (ker φ1)ℓ.
To ease notation, we’ll just write e0 for e
λ0
ℓ and e1 for e
λ1
ℓ (and we use the same letters for the
corresponding Weil pairings on A[ℓn]).
Let kℓ,1 : (TℓA, e0)→ (TℓA, e1) be a symplectic isomorphism whose restriction gives a commuta-
tive diagram
(A[ℓn], e0)
kℓ,1
∼
//
α0 ∼

(A[ℓn], e1)
α1 ∼

(Z/ℓnZ)2g (Z/ℓnZ)2g.
Let xℓ = k
−1
ℓ,1 ◦ Tℓφ1, then xℓ : (TℓA, e0) → (TℓA, e0) is a symplectic similitude and sits in the
commutative diagram
(5) (TℓA, e0)
Tℓφ1
//
xℓ

(TℓA, e1)
(TℓA, e0).
kℓ,1
∼
88qqqqqqqqqq
The map xℓ is not necessarily invertible, but since it’s injective with finite cokernel it defines
a symplectic automorphism of (VℓA, e0), i.e. xℓ ∈ GSp2g(Qℓ) = Gℓ. If ℓ ∤ degφ then Tℓφ is a
symplectic isomorphism so we can take xℓ = 1.
How does this depend on the particular choice of kℓ,1? Let k˜ℓ,1 : (TℓA, e0)
∼
−→ (TℓA, e1) be some
other symplectic isomorphism that restricts to α−11 ◦ α0. Let
u = (k˜ℓ,1)
−1 ◦ kℓ,1 ∈ GSp2g(Zℓ) = Uℓ.
Note that u restricts to the identity on A[ℓn] so actually u ∈ Uℓ(N). Conversely, if u ∈ Uℓ(N) then
kℓ,1 ◦ u
−1 : (TℓA, e0) → (TℓA, e1) is a symplectic isomorphism restricting to α
−1
1 ◦ α. Therefore φ1
gives us a well-defined element [xℓ] ∈ Uℓ(N)\Gℓ. 
What happens at p? The isogeny φ1 induces an injective symplectic similitude
M(φ′1) : (M,e1)→ (M,e0)
with finite cokernel. Let kp,1 : (M,e1) → (M,e0) be a symplectic isomorphism whose reduction
(M/FM, e1) → (M/FM, e0) maps η1 to η0. Set xp := M(φ
′
1) ◦ k
−1
p,1, then the map xp : (M,e0) →
(M,e0) is an injective symplectic similitude with finite cokernel. Hence xp induces a symplectic
isomorphism of (M ⊗ Qp, e0), so by Corollary 3.9, xp gives an element of GUg(Bp). Since kp,1 is
well-defined up to multiplication by Up, we have that φ1 defines a element [xp] ∈ Up\GUg(Bp).
Lemma 3.12. Any two isogenies φ1, φ˜1 : (A,λ0) → (A,λ1) are related by φ˜1 = φ1 ◦ u, where u
corresponds to a matrix U ∈ GUg(B).
Proof. Suppose φ1, φ˜1 satisfy
φt1 ◦ λ1 ◦ φ1 = mλ0,
φ˜t1 ◦ λ1 ◦ φ˜1 = m˜λ0.
We treat φ1, φ˜1 as quasi-isogenies, i.e. elements of End(A) ⊗ Q. Let n = degφ1, then we have
that as quasi-isogenies: (
φˆ1 ⊗
1
n
)
◦ φ1 = n⊗
1
n
= 1 = φ1 ◦
(
φˆ1 ⊗
1
n
)
.
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1
n and we’ve shown that any isogeny has an inverse quasi-isogeny
– actually a trivial modification of the argument shows that any quasi-isogeny is invertible. Set
u = φ−11 ◦ φ˜1 ∈ (End(A)⊗Q)
× .
Denote by capital letters the matrices corresponding to the various maps. We have
U∗U = Φ˜∗1
(
Φ−11
)∗
Φ−11 Φ˜1 = Φ˜
∗
1
(
1
m
Λ1
)
Φ˜1 =
m˜
m
I
so U ∈ GUg(B). 
The next lemma says that we have indeed constructed a map
γ : Σ˜0 → Ω = U\G(Qˆ)/G(Q).
Lemma 3.13. The map γ is well-defined.
Proof. We need to show that γ only depends on the isomorphism class [φ1, α1, η1]. Suppose f :
(φ1, α1, η1)→ (φ2, α2, η2) is an isomorphism of triples. By Lemma 3.12 we can assume without loss
of generality that φ2 = f ◦ φ1. For ℓ 6= p, we get the following diagrams
(TℓA, e0)
xℓ

Tℓφ1
//
Tℓφ2
((
(TℓA, e1)
Tℓf
∼
// (TℓA, e2)
(TℓA, e0) (TℓA, e0)
∼kℓ,1
OO
(TℓA, e0)
∼kℓ,2
OO
(A[ℓn], e0)
α0 ∼

kℓ,1
∼
//
kℓ,2
∼
((
(A[ℓn], e1)
Tℓf
∼
//
α1 ∼

(A[ℓn], e2)
α2 ∼

(Z/ℓnZ)2g (Z/ℓnZ)2g (Z/ℓnZ)2g,
where kℓ,2 := Tℓf ◦ kℓ,1. It is now clear that we end up with the same xℓ ∈ O
×
ℓ (N)\B
×
ℓ as the one
obtained from φ1. The exact same thing happens at the prime p. 
We need to construct an inverse. Let [x] ∈ Ω and pick a representative x = (xv) ∈ G(Qˆ). Let
ℓ 6= p. We have xℓ ∈ G(Qℓ) = GSp2g(Qℓ) = Aut(Vℓ, e0). Let nℓ ∈ Z be the smallest integer
such that yℓ := ℓ
nℓxℓ ∈ GSp2g(Zℓ) = End(TℓA, e0). The endomorphism yℓ is injective with finite
cokernel Cℓ. Let ℓ
k be the order of Cℓ. Let Kℓ be the kernel of the map induced by yℓ on A[ℓ
k]:
0→ Kℓ → A[ℓ
k]
yℓ−→ A[ℓk]→ Cℓ → 0.
For ℓ = p we have xp ∈ GUg(Bp) = (End(M,e0)⊗Qp)
×. Write xp = a+πb, where a, b ∈Mg(Lp)
and π2 = −p. We have
a =
∑
i
ai ⊗
1
pi
,
b =
∑
j
bj ⊗
1
pj
.
with ai, bj ∈ End(M,e0). Let np ∈ Z be the smallest integer such that
pnpxp = (a
′ ⊗ 1) + π(b′ ⊗ 1)
and set yp = a
′ + πb′ ∈ End(M,e0). This yp is an endomorphism of the Dieudonne´ module M
which induces an automorphism of M ⊗ Qp, therefore this endomorphism must be injective with
finite cokernel Cp. Let p
k be the order of Cp, then yp induces a map
M(A[pk])
yp
−→M(A[pk])→ Cp → 0.
Then Cp is the Dieudonne´ module of a subgroup scheme Kp of A of rank p
k.
38 A. GHITZASince x ∈ G(Qˆ), nℓ = 0 for all but finitely many ℓ. Therefore it makes sense to set q :=
∏
ℓnℓ ∈
Q× and y := xq; the ℓ-th component of y is precisely the yℓ above, and clearly [x] = [y]. Now set
K :=
⊕
Kℓ, then K is a finite subgroup of A. So to the given [x] ∈ Ω we can associate the quotient
isogeny A→ A/K. After picking an isomorphism A/K ∼= A we get an isogeny φ : A→ A, and this
induces a principal polarization λ on A such that φ is an isogeny of polarized abelian varieties. For
ℓ 6= p, our construction gives for any positive integer m
0 // ker // (A[ℓm], e0)
φ
// (A[ℓm], e)
0 // ker // (A[ℓm], e0)
yℓ
// (A[ℓm], e0).
Due to the structure of ℓm-torsion, it is not hard to see that one can construct a symplectic
isomorphism (actually, there exist many of them) (A[ℓm], e0) ∼= (A[ℓ
m], e) which makes the above
diagram commute. On the level of Tate modules, we get
0 // (TℓA, e0)
Tℓφ
// (TℓA, e)
0 // (TℓA, e0)
yℓ
// (TℓA, e0).
kℓ ∼
OO
In particular, we can set α := α0 ◦ k
−1
ℓ , then the symplectic isomorphisms
α : (A[ℓn], e)
∼
−→ ((Z/ℓnZ)2g, std)
for ℓ|N piece together to give a level N structure on (A,λ).
For ℓ = p we have similarly
0 // (M,e)
∼kp

M(φ)
// (M,e0) // cokerM(φ)
∼

// 0
0 // (M,e0)
yp
// (M,e0) // Cp // 0,
and η := k−1p (η0) gives a nonzero invariant differential on (A,λ).
The next result tells us that we have indeed constructed a map
δ : Ω→ Σ˜0.
Proposition 3.14. The map δ is well-defined.
Proof. First suppose that x¯ = xu, where u ∈ End(A,λ0) is not divisible by any rational prime. Let
ℓ 6= p, then x¯ℓ = xℓu, so y¯ℓ = yℓu:
0 // (TℓA, e0)
yℓ
// (TℓA, e0) // Cℓ // 0
0 // (TℓA, e0)
y¯ℓ
//
u
OO
(TℓA, e0) // C¯ℓ //
vℓ
OO
0.
The snake lemma gives
coker vℓ = 0, ker vℓ ∼= coker u.
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k-torsion and get
0 // Kℓ // (A[ℓk], e0)
yℓ
// (A[ℓk], e0) // Cℓ // 0
0 // K¯ℓ
gℓ
OO
// (A[ℓk], e0)
uℓ
OO
y¯ℓ
// (A[ℓk], e0) // C¯ℓ //
vℓ
OO
0,
where uℓ is the restriction of u to A[ℓ
k] and gℓ is the restriction of u to K¯ℓ. Note that coker(uℓ :
TℓA → TℓA) = coker(u : A[ℓ
k] → A[ℓk]). Since there’s no snake lemma for diagrams of long exact
sequences, we split the above diagram in two:
(6) 0 // Kℓ // (A[ℓk], e0) // (A[ℓ
k], e0)/ ker yℓ // 0
0 // K¯ℓ //
gℓ
OO
(A[ℓk], e0) //
uℓ
OO
(A[ℓk], e0)/ ker y¯ℓ //
hℓ
OO
0,
(7) 0 // Im yℓ // (A[ℓk], e0) // Cℓ // 0
0 // Im y¯ℓ //
hℓ
OO
(A[ℓk], e0) // C¯ℓ //
vℓ
OO
0,
where I have taken the liberty of using the same label hℓ for two maps which are canonically
isomorphic. We first apply the snake lemma to diagram 7 and get
ker hℓ = 0, coker hℓ ∼= ker vℓ.
Using this information together with the snake lemma in diagram 6 gives
ker gℓ ∼= keruℓ, 0→ coker gℓ → coker uℓ → coker hℓ → 0.
But we already have coker uℓ = coker u ∼= ker vℓ ∼= coker hℓ so the short exact sequence above
becomes 0→ coker gℓ → 0, i.e. coker gℓ = 0.
Let g =
⊕
gℓ : K¯ → K and let f : (A, λ¯)→ (A,λ) be defined by the diagram
0 // K // (A,λ0)
φ
// (A,λ) // 0
0 // K¯
g
OO
// (A,λ0)
u
OO
φ¯
// (A, λ¯)
f
OO
// 0,
where we use some isomorphism A/K¯ ∼= A to define the isogeny φ¯ and the principal polarization
λ¯. We apply the snake lemma and get an exact sequence
0→ ker g → ker u→ ker f → coker g = 0→ coker u = 0→ coker f → 0.
But the map ker g → keru is the sum of the isomorphisms ker gℓ ∼= ker uℓ, so ker u → ker f is the
zero map; therefore ker f = 0. Clearly coker f = 0, so f is an isomorphism.
40 A. GHITZAWe check that this isomorphism preserves level N structures. We have a diagram
(TℓA, e0)
Tℓφ
//
yℓ
&&M
MM
MM
MM
MM
M
(TℓA, e)
(TℓA, e0)
kℓ
∼
88rrrrrrrrrr
k¯ℓ
∼
&&L
LL
LL
LL
LL
L
(TℓA, e0)
Tℓφ¯
//
Tℓu=uℓ
OO
y¯ℓ
88qqqqqqqqqq
(TℓA, e¯),
Tℓf∼
OO
where we know that the outer square commutes, and that the triangles situated over, to the left,
and under the central (TℓA, e0) commute. Therefore the triangle to the right of the central (TℓA, e0)
also commutes, i.e. kℓ = Tℓf ◦ k¯ℓ. The level N structures on (A,λ) and (A, λ¯) are defined in such
a way that the inner squares in the following diagram commute:
(A[ℓn], e)
k−1ℓ
∼
//
α ∼

f
∼
**
(A[ℓn], e0)
k¯ℓ
∼
//
α0 ∼

(A[ℓn], e¯)
α¯ ∼

((Z/ℓnZ)2g, std) ((Z/ℓnZ)2g, std) ((Z/ℓnZ)2g, std),
therefore the outer rectangle also commutes, i.e. f preserves the level N structures.
The same argument with reversed arrows shows that f preserves differentials.
Now suppose x¯ = xℓ, ℓ 6= p (the case ℓ = p is analogous, even easier). If ℓ′ ∤ ℓp, then x¯ℓ′ = xℓ′ℓ
and y¯ℓ′ = yℓ′ℓ. Multiplication by ℓ is an isomorphism of (Tℓ′A, e0), so it induces an isomorphism
K¯ℓ′ ∼= Kℓ′ by applying the same argument as before on the diagram:
0 // Kℓ′ // (A[ℓ′k], e0)
yℓ′ // (A[ℓ′k], e0) // Cℓ′ // 0
0 // K¯ℓ′
gℓ′ ∼
OO
// (A[ℓ′k], e0)
ℓ ∼
OO
y¯ℓ′ // (A[ℓ′k], e0) // C¯ℓ′ //
vℓ′ ∼
OO
0.
Something similar occurs at p. If ℓ′ = ℓ, we get x¯ℓ = xℓℓ and y¯ℓ = yℓ so K¯ℓ = Kℓ. We have an
isomorphism K¯ ∼= K so (A, λ¯) ∼= (A,λ). We need to check that this isomorphism is compatible
with the level structures and the differentials. Let ℓ′ ∤ ℓp, then we have a diagram
(Tℓ′A, e)
α

ℓ
∼
**
(Tℓ′A, e0)
kℓ′oo
α0

k¯ℓ′ // (Tℓ′A, e¯)
α¯

((Z/ℓ′nZ)2g, std) ((Z/ℓ′nZ)2g, std) ((Z/ℓ′nZ)2g, std).
Since the top “triangle” commutes, we see that the level structures commute with the isomorphism.
The same thing happens at p. When ℓ′ = ℓ, then K¯ℓ = Kℓ so we get the same diagram as above,
except that the top isomorphism is actually the identity map.
It remains to check the local choices. The group Cℓ (therefore Kℓ) depends on the chosen
isomorphism (TℓA, e0) ∼= (Z
2g
ℓ , std), and this can change yℓ by right multiplication by an element
of Uℓ(N). Suppose we have another such candidate y¯ℓ = uℓyℓ, then we would get a commutative
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0 // (TℓA, e0)
yℓ
// (TℓA, e0) // Cℓ // 0
0 // (TℓA, e0)
y¯ℓ
// (TℓA, e0) //
uℓ ∼
OO
C¯ℓ
vℓ ∼
OO
// 0,
from which we conclude as before that K¯ℓ ∼= Kℓ and (A, λ¯) ∼= (A,λ). For the level N structure, we
have the diagram
(A[ℓn], e)
α
))k−1ℓ //
∼

(A[ℓn], e0)
α0 // ((Z/ℓnZ)2g, std)
(A[ℓn], e¯)
α¯
55
(k¯ℓ)
−1
// (A[ℓn], e0)
α0
// ((Z/ℓnZ)2g, std)
and a similar argument holds for the η and η¯. 
Lemma 3.15. The map γ is bijective with inverse δ.
Proof. Suppose we started with [x] ∈ Ω and got [(A,λ0)
φ
−→ (A,λ), α, η]. For ℓ 6= p we get the exact
sequence
0→ (TℓA, e0)
Tℓφ−−→ (TℓA, e)→ coker Tℓφ→ 0.
We see from diagram (3.3) that yℓ = k
−1
ℓ ◦Tℓφ, where kℓ is an isomorphism that restricts to α
−1◦α0.
Therefore [yℓ] is exactly the local element that’s obtained in the computation of γ([φ, α, η]). The
same thing happens at p, so indeed γ ◦ δ = 1.
Conversely, suppose we start with a triple ((A,λ0)
φ
−→ (A,λ), α, η). We get local elements xℓ
forming an ade`le x. We have ker φ =
∏
ℓ coker xℓ. Now when we apply δ we already have xℓ ∈
GSp2g(Zℓ) so yℓ = xℓ and K =
⊕
coker xℓ = kerφ. We get an isogeny (A,λ0)→ (A, λ¯) which has
the same kernel as φ, therefore (A, λ¯) ∼= (A,λ). It is clear from the construction of δ that the level
N structure and the invariant differential will stay the same. 
We have just proved
Theorem 3.16. There is a canonical bijection Σ˜0 → Ω.
3.4. Compatibilities. We now turn to the proof of the following result:
Theorem 3.17. The canonical bijection γ : Σ˜0(N) → Ω(N) is compatible with the action of the
Hecke algebra, with the action of GSp2g(Z/NZ), and with the operation of raising the level.
3.4.1. Hecke action. In this section ℓ will denote a fixed prime not dividing pN .
An isogeny of polarized abelian varieties φ : (A1, λ1) → (A2, λ2) is said to be an ℓ-isogeny if its
degree is a power of ℓ. Such φ induces a symplectic similitude
Tℓφ : (TℓA1, e1)→ (TℓA2, e2)
which gives an element g ∈ GSp2g(Qℓ). Since g is defined only up to changes of symplectic bases for
TℓA1 and TℓA2, φ actually defines a double coset HgH, where H = GSp2g(Zℓ). We say that φ is of
type HgH. If C is a finite ℓ-subgroup of an abelian variety A and λ is a principally polarization on
A, there exists a principal polarization λC on A/C that makes the quotient isogeny A→ A/C into
an isogeny of principally polarized abelian varieties. We say that C is of type HgH if the quotient
isogeny (A,λ)→ (A/C, λC ) is of type HgH.
42 A. GHITZASince (GSp2g(Qℓ),GSp2g(Zℓ)) is a Hecke pair (see §3.3.1 of [AZ95]), we can talk about the local
Hecke algebra Hℓ := H(G,H), where G = GSp2g(Qℓ) and H = GSp2g(Zℓ).
If HgH ∈ Hℓ, we denote by det(HgH) the ℓ-part of the determinant of any representative of
HgH. The action of Hℓ on Σ˜
0 is defined as follows. If det(HgH) > 1, let C be a subgroup of A of
type HgH and let [(A,λ0)
φ
−→ (A,λ), α, η] ∈ Σ˜0. The abelian variety A/C is also superspecial, so it
can be identified with A. We denote by ψC the composition A→ A/C ∼= A, and we denote by λC
the principal polarization induced on the image A. We set
THgH([(A,λ0)
φ
−→ (A,λ), α, η]) :=
∑
C of type HgH
[(A,λ0)
φ
−→ (A,λ)
ψC
−−→ (A,λC), αC , ηC ],
where ηC := M(ψ
′
C)
−1(η), and αC is defined by the diagram
(8) (A[N ], e)
ψC
∼
//
α

(A[N ], eC )
αC

((Z/NZ)2g, std) ((Z/NZ)2g, std).
Note that these definitions make sense because (degψC , pN) = 1.
Now suppose det(HgH) < 1. Given C a subgroup of A of typeHg−1H, let ψC be the composition
A→ A/C ∼= A and let ψˆC : A→ A be the dual isogeny to ψC . Given a principal polarization λ on
A, there is a principal polarization λC on A such that the following diagram commutes:
A
λ

A
λC

ψˆC
oo
At
(ψˆC)
t
// At.
The action is defined by
THgH([(A,λ0)
φ
−→ (A,λ), α, η]) :=
∑
C of type Hg−1H
[(A,λ0)
φ
−→ (A,λ)
ψˆC←−− (A,λC), λC , αC , ηC ],
where ηC =M(ψˆ
′
C)(η), and αC is defined by the diagram
(9) (A[N ], e)
α

(A[N ], eC )
ψˆC
∼
oo
αC

((Z/NZ)2g, std) ((Z/NZ)2g, std).
The algebra Hℓ acts on H\G as follows: let HgH =
∐
iHgi, let Hx ∈ H\G and choose a
representative x ∈ Hx. Then there exist representatives gi ∈ Hgi such that
THgH(Hx) =
∑
i
Hgix.
The algebra Hℓ acts on Ω by acting on the component Hxl of [x] ∈ Ω.
Lemma 3.18. The bijection γ : Σ˜0 → Ω is compatible with the action of the local Hecke algebra
Hℓ, i.e. for all HgH ∈ Hℓ and [φ, α, η] we have
γ (THgH([φ, α, η])) = THgH(γ([φ, α, η])).
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Proof. Let HgH ∈ Hℓ, let [(A,λ0)
φ
−→ (A,λ), α, η] ∈ Σ0 and let [x] = γ([φ, α, η]).
Suppose at first that det(HgH) > 1 and let C be a subgroup of A of type HgH. Let [xC ] :=
γ([ψC ◦ φ, αC , ηC ]). If (ℓ
′, pℓ) = 1, we have a diagram
(Tℓ′A, e0)
Tℓ′φ //
xℓ′

(Tℓ′A, e)
Tℓ′ψC
∼
// (Tℓ′A, eC).
(Tℓ′A, e0)
∼
kℓ′
88qqqqqqqqqq
Since (Tℓ′ψC) ◦ kℓ′ : (Tℓ′A, e0)→ (Tℓ′A, eC) is a symplectic isomorphism restricting to α
−1
C ◦α0 (see
diagram (8)), we get that [xC,ℓ′ ] = [xℓ′ ].
A similar argument, based on the following diagram, shows that [xC,p] = [xp]:
(M,eC)
M(ψ′C)
∼
// (M,e)
M(φ′)
//
∼
kp
%%J
JJ
JJ
JJ
JJ
(M,e0)
(M,e0).
xp
OO
Let’s figure out what happens at ℓ. Fix xℓ ∈ Hxℓ, then the symplectic isomorphism kℓ :
(TℓA, e0) → (TℓA, e) is fixed and allows us to identify these two symplectic Zℓ-modules. Choose a
symplectic isomorphism kC : (TℓA, e)→ (TℓA, eC) and set yC = k
−1
C ◦ TℓψC . Via the identification
kℓ, yC induces a map zC : (TℓA, e0)→ (TℓA, e0). We have a diagram
(TℓA, e0)
Tℓφ
//
xℓ

(TℓA, e)
yC

TℓψC
// (TℓA, eC).
(TℓA, e0)
kℓ
∼
88rrrrrrrrrr
zC

(TℓA, e)
kC
∼
88qqqqqqqqqq
(TℓA, e0)
kℓ
∼
88rrrrrrrrrr
Since kC◦kℓ is a symplectic isomorphism (TℓA, e0)→ (TℓA, eC) and zC◦xℓ satisfies all the properties
xC,ℓ should, we conclude that HxC,ℓ = HzCxℓ. The assumption that C is of type HgH implies
that HzC ⊂ HgH.
It remains to show that the map C 7→ HzC gives a bijection between the set of subgroups C of A
of type HgH and the set of right cosets Hz contained in HgH. We start by constructing an inverse
map. Let Hz ⊂ HgH and pick a representative z. This corresponds to a map z : (TℓA, e0) →
(TℓA, e0), and hence induces via kℓ a map y : (TℓA, e) → (TℓA, e). We use the same construction
as in the definition of the inverse map δ in §3.3 (pages 37 and following) to get a subgroup C
of A which is canonically isomorphic to the cokernel of y. This C will be of type HgH because
Hz ⊂ HgH. The proof of the bijectivity of C 7→ zC is now the same as the proof of Lemma 3.15.
It remains to deal with the case det(HgH) < 1. This works essentially the same, except that
various arrows are reversed. We illustrate the point by indicating how to obtain the equivalent of
the map C 7→ HzC in this setting. Let C be a subgroup of A of type Hg
−1H. This defines a new
element of Σ˜0 which we denote by [ψˆ−1C ◦ φ, αC , ηC ] (by a slight abuse of notation since ψˆC is not
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−1
C ◦ φ, αC , ηC ]). If (ℓ
′, pℓ) = 1, we have a diagram
(Tℓ′A, e0)
Tℓ′φ //
xℓ′

(Tℓ′A, e) (Tℓ′A, eC).
Tℓ′ ψˆC
∼
oo
(Tℓ′A, e0)
∼
kℓ′
88qqqqqqqqqq
Since (Tℓ′ψˆC)
−1 ◦ kℓ′ : (Tℓ′A, e0) → (Tℓ′A, eC) is a symplectic isomorphism restricting to α
−1
C ◦ α0
(see diagram (9)), we get that [xC,ℓ′ ] = [xℓ′ ]. The situation at p is similar and we have [xC,p] = [xp].
What about ℓ? As before, we fix xℓ ∈ Hxℓ and with it the symplectic isomorphism kℓ :
(TℓA, e0) → (TℓA, e). Choose a symplectic isomorphism kC : (TℓA, e) → (TℓA, eC) and set
yC := TℓψˆC ◦ kC . Via the identification kℓ, yC induces a map zC : (TℓA, e0) → (TℓA, e0). We
have a diagram
(TℓA, e0)
Tℓφ
//
xℓ

(TℓA, e) (TℓA, eC).
TℓψˆC
oo
(TℓA, e0)
kℓ
∼
88rrrrrrrrrr
(TℓA, e)
kC
∼
88qqqqqqqqqq
yC
OO
(TℓA, e0)
kℓ
∼
88rrrrrrrrrr
zC
OO
It is now clear that zC ◦ xC,ℓ = xℓ. z is only defined up to right multiplication by elements of H
(because of the choice of kC), so we get the formula HxC,ℓ = Hz
−1
C xℓ. The assumption that C is of
type Hg−1H guarantees that Hz−1C ⊂ HgH. The rest of the proof proceeds similarly to the case
det(HgH) > 1. 
3.4.2. Action of GSp2g(Z/NZ). Within this section we’ll write G to denote GSp2g(Z/NZ). The
group G acts on Σ˜0 as follows:
g · [φ, λ, α, η] := [φ, λ, g ◦ α, η].
The action on Ω is more delicate. It is easy to see that since Uℓ = Aut(TℓA, e0), we have Uℓ(N)\Uℓ =
Aut(A[ℓn], e0), where ℓ
n‖N . Our fixed symplectic isomorphism
α0 : (A[N ], e0)→ ((Z/NZ)
2g, std)
identifies G with Aut(A[N ], e0) via g 7→ α
−1
0 ◦ g ◦ α0. Therefore we get an identification
G
∼
−→
∏
ℓ
Uℓ(N)\Uℓ
g 7→
∏
ℓ
Uℓ(N)(α
−1
0 ◦ g ◦ α0),
where the product is finite since the terms with ℓ ∤ N are 1. The action of G on Ω is then given by
g ·
[∏
ℓ
Uℓ(N)xℓ
]
:=
[∏
ℓ
Uℓ(N)(α
−1
0 ◦ g ◦ α)xℓ
]
.
Lemma 3.19. The bijection γ : Σ˜0 → Ω is compatible with the action of GSp2g(Z/NZ).
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∏
Uℓ(N)xℓ] := γ([φ, λ, α, η]) and[∏
Uℓ(N)x
′
ℓ
]
:= γ(g · [φ, λ, α, η]) = γ([φ, λ, g ◦ α, η]).
Pick some ℓ 6= p and set H := Uℓ(N); we claim that Hx
′
ℓ = H(α
−1
0 ◦ g ◦ α)xℓ. Recall that
xℓ = k
−1
ℓ ◦Tℓφ, where kℓ : (TℓA, e0)→ (TℓA, e) is some symplectic isomorphism extending α
−1 ◦α0.
Therefore k′ℓ := kℓ ◦ (α
−1
0 ◦ g ◦ α0) is a symplectic isomorphism extending α
−1 ◦ g ◦ α0 and is thus
precisely what we need in order to define x′ℓ = (k
′
ℓ)
−1 ◦ Tℓφ. By the definition of k
′
ℓ we have
x′ℓ = (α
−1
0 ◦ g
−1 ◦ α) ◦ k−1ℓ ◦ Tℓφ = (α
−1
0 ◦ g
−1 ◦ α) ◦ xℓ,
which is what we wanted to show. 
3.4.3. Raising the level. Suppose N ′ = dN for some positive integer d. A level N ′ structure
α′ : (A[N ′], e)→ ((Z/N ′Z)2g, std)
on the principally polarized abelian variety (A,λ) induces a level N structure on (A,λ) in the
following way. Multiplication by d on A[N ′] gives a surjection d : A[N ′] → A[N ], and there is a
natural surjection π : (Z/N ′Z)2g → (Z/NZ)2g given by reduction mod N . We want to define a
map α : A[N ]→ (Z/NZ)2g that completes the following square
A[N ′] ∼
α′ //
d

(Z/N ′Z)2g
π

A[N ]
α // (Z/NZ)2g
This is straightforward: let P ∈ A[N ] and take some preimage Q of it in A[N ′]. Set α(P ) :=
π(α′(Q)). This is easily seen to be well-defined and a bijection. Since both surjections d and π
respect the symplectic structure, α is a symplectic isomorphism. We conclude that [φ, λ, α′, η] 7→
[φ, λ, α, η] gives a map
Σ˜0(N ′)→ Σ˜0(N).
There is a similar map on the Ω’s. We only need to consider primes ℓ|N ′. Here we have
Uℓ(N
′) ⊂ Uℓ(N) so we get maps Uℓ(N
′)\Gℓ → Uℓ(N)\Gℓ, which can be put together to form
Ω(N ′)→ Ω(N).
We want to show that the bijection γ commutes with these maps. This is clear at primes ℓ ∤ N ′,
so suppose ℓ is a prime divisor of N ′; say ℓm‖N and ℓn‖N ′. Choose elements [φ, λ, α′, η] ∈ Σ˜0(N ′),
[x′] := γ([φ, λ, α′, η]) and [x] := γ([φ, λ, α, η]). By definition, we have x′ℓ = (k
′
ℓ)
−1 ◦ φ where
k′ℓ : (TℓA, e0)→ (TℓA, e) is a symplectic isomorphism restricting to
(A[ℓn], e0)
k′ℓ
∼
//
α′0 ∼

(A[ℓn], e)
α′ ∼

((Z/ℓnZ)2g, std) ((Z/ℓnZ)2g, std).
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′)x′ℓ. We can restrict k
′
ℓ even further to the ℓ
m-torsion, and
then by the definition of α we have
(A[ℓm], e0)
k′ℓ
∼
//
α′0 ∼

(A[ℓm], e)
α ∼

((Z/ℓmZ)2g, std) ((Z/ℓmZ)2g, std).
But this means that k′ℓ plays the role of the kℓ in the definition of xℓ, so Uℓ(N)x
′
ℓ = Uℓ(N)xℓ. This
is precisely what the map Ω(N ′)→ Ω(N) looks like at ℓ, so we’re done.
3.5. Restriction to the superspecial locus. Let V be an Fp-vector space and let ρ : GUg(Fp2)→
GL(V ) be a representation. A superspecial modular form1 of weight ρ and level N is a function
f : Σ→ V satisfying
f([A,λ, α,Mη]) = ρ(M)−1f([A,λ, α, η]), for all M ∈ GUg(Fp2).
The space of all such forms will be denoted Sρ. If τ is a subrepresentation of ρ, then Sτ ⊂ Sρ. If ρ
and τ are representations, then
Sρ⊗τ = Sρ ⊗ Sτ .
Let I denote the ideal sheaf of i : Σ →֒ X, i.e. the kernel in:
0→ I → OX → i∗OΣ → 0.
The sheaf I is coherent (by Proposition II.5.9 of [Har77]). Given one of our sheaves Eρ, we obtain
after tensoring and taking cohomology
0→ H0(X,I ⊗ Eρ)→ H
0(X,Eρ)→ H
0(X, i∗OΣ ⊗ Eρ) = H
0(Σ, i∗Eρ)→ H
1(X,I ⊗ Eρ).
We rewrite the part that interests us in a more familiar notation:
0→ H0(X,I ⊗ Eρ)→Mρ(N)
r
−→ SRes ρ → H
1(X,I ⊗ Eρ),
where Res restricts representations on GLg to the finite subgroup GUg(Fp2).
We’ll use the following result to determine when the map r is surjective:
Theorem 3.20 (Serre, see Theorem III.5.2 in [Har77]). Let X be a projective scheme over a
noetherian ring A, and let F be a very ample invertible sheaf on X over SpecA. Let G be a
coherent sheaf on X. Then
(a) for each i ≥ 0, H1(X,G) is a finitely generated A-module;
(b) there is an integer n0, depending on G, such that for each i > 0 and each n ≥ n0
Hi(X,G ⊗ Fn) = 0.
Let ω = ΛgE = Edet; it is an ample invertible sheaf (see Theorem V.2.5 in [FC90]). Then for
n≫ 0 we have
H1(X, (I ⊗ Eρ)⊗ ω
n) = 0,
so for n≫ 0, r is a surjective map
r :Mρ⊗detn(N)→ SRes(ρ⊗detn).
1This is not standard terminology.
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to G if there exists a representation ρ¯ of G such that ρ = Res ρ¯. It is clear that if ρ lifts to ρ¯ and τ
lifts to τ¯ , then ρ⊕ τ lifts to ρ¯⊕ τ¯ .
Let q be some power of p. The following is a direct consequence of Theorems 6.1 and 7.4
from [Ste63]:
Proposition 3.21. Every irreducible representation of SLg(Fq) lifts to a unique irreducible rational
representation of SLg(Fp).
We now extend this to
Proposition 3.22. Every irreducible representation of GLg(Fq) lifts to an irreducible rational
representation of GLg(Fp).
Proof. It suffices to prove that every irreducible representation lifts to a completely reducible one.
Let ρ : GLg(Fq)→ GL(V ) be irreducible.
Via the canonical embeddings SLg(Fq) ⊂ GLg(Fq) and Gm(Fq) ⊂ GLg(Fq), ρ induces represen-
tations ρs : SLg(Fq)→ GL(V ) and ρm : Gm(Fq)→ GL(V ), such that Im ρs commutes with Im ρm.
Since GLg(Fq) = SLg(Fq)·Gm(Fq) and SLg(Fq)∩Gm(Fq) = µg(Fq), we also have that ρs(ζ) = ρm(ζ)
for all ζ ∈ µg(Fq).
Any representation of Gm(Fq) is of the form
Gm(Fq) → GL(V )
λ 7→
(
λa1
. . .
λan
)
with ai ∈ Z/(q − 1)Z. I claim that in our case Gm(Fq) acts by scalars on V . Suppose this is false,
then there exists λ ∈ Gm(Fq) such that at least two of the diagonal entries of ρm(λ) are distinct.
By changing the basis of V we can assume ρm(λ) is in Jordan canonical form. Let A ∈ SLg(Fp2),
then the fact that ρs(A) commutes with ρm(λ) forces A to have the same shape as ρm(λ) (i.e. it is
block-diagonal with blocks of the same dimensions as ρm(λ)). Since this holds for all A ∈ SLg(Fq),
we conclude that as an SLg(Fq)-module, V has a direct sum decomposition
V = V1 ⊕ . . .⊕ Vj
corresponding to the shape of ρm(λ) (in the chosen basis for V , V1 is the span of the first k vectors,
where k is the size of the first Jordan block of ρm(λ), etc.). But this means that V1 is a proper
subspace of V which invariant under both SLg(Fq) and Gm(Fq), contradicting the hypothesis that
V is an irreducible representation of GLg(Fq). So Gm(Fq) acts by scalars on V , say ρm(λ)v = λ
av
for some a ∈ Z/(q − 1)Z.
From this it is clear that ρm is completely reducible and that any choice of a¯ ∈ Z with a¯ ≡ a
(mod q−1) yields a completely reducible lift ρ¯m : Gm(Fp)→ GL(V ) given simply by λ 7→ λ
a¯. Note
that ρ¯m is a rational representation. Later on we’ll need to choose a lift of a to a¯ ∈ Z that suits us
better.
It is also pretty clear that ρs is irreducible: if W is an irreducible SLg(Fq)-submodule, then W
is also Gm(Fq)-invariant so it is GLg(Fq)-invariant, hence either W = 0 or W = V .
By Proposition 3.21, ρs lifts to an irreducible rational ρ¯s : SLg(Fp) → GL(V ). Since Gm acts
by scalars, Im ρ¯m commutes with Im ρ¯s. I claim that the maps ρ¯m and ρ¯s agree on µg(Fp) =
SLg(Fp) ∩Gm(Fp). Assuming this is true, we can construct a rational representation
ρ¯ : GLg(Fp) → GL(V )
M 7→ ρ¯m(detM) · ρ¯s
(
(detM)−1M
)
.
48 A. GHITZASince the restriction of ρ¯ to SLg(Fp) is ρ¯s and in particular irreducible, we conclude that ρ¯ is
irreducible.
It remains to prove that ρ¯m and ρ¯s agree on the g-th roots of unity. It suffices to do this for a
primitive g-th root ζ. Write g = psg′ with (p, g′) = 1. We have (ζg
′
)p
s
= ζg = 1, so ζg
′
= 1 since
the only ps-th root of unity in characteristic p is 1. Therefore ζ is a g′-th root of unity, so without
loss of generality we may assume that (p, g) = 1.
Consider the linear transformation ρ¯s(ζ). It is diagonalizable if and only if its minimal polynomial
has distinct roots. But the transformation satisfies Xg−1 = 0, which has distinct roots, and hence
the minimal polynomial will also have distinct roots. So we can choose a basis for V such that
ρ¯s(ζ) is diagonal. If it has at least two distinct diagonal entries, we can apply the same argument as
before to conclude that since it commutes with all of ρ¯s(SLg(Fp)) the representation ρ¯s is reducible,
which is a contradiction. So
ρ¯s(ζ) = ζ
b, for some b ∈ Z/gZ.
We want to show that ρ¯m(ζ) = ρ¯s(ζ), i.e. that we can choose a¯ ∈ Z such that a¯ ≡ b (mod g). Let
d = (g, q − 1) and write g = dm, q − 1 = dn. We have (ζm)d = ζg = 1 so (ζm)q−1 = (ζmd)n = 1 so
ζm ∈ Fq. Therefore ζ
m ∈ µg(Fq) and hence
(ζb)m = ρ¯s(ζ
m) = ρ¯m(ζ
m) = (ζm)a¯.
This implies that ma¯ ≡ mb (mod g), i.e. a¯ ≡ b (mod d). Since d = (g, q − 1) and d|(a¯ − b) there
exist integers u, v such that a¯− b = ug + v(q − 1) and therefore
(a¯− v(q − 1)) ≡ b (mod g),
which is what we wanted. 
Note that in contrast with Proposition 3.21 the lift of ρ to GLg(Fp) is not unique. Fix some lift
ρ¯, then any lift can be written in the form detm⊗ρ¯, where m is a common multiple of g and q− 1.
Corollary 3.23. Given an irreducible representation τ : GUg(Fp2) → GL(W ), there exists an
irreducible rational representation ρ¯ : GLg(Fp)→ GL(V ) such that τ ⊂ Res ρ¯.
Proof. Consider the induced representation from GUg(Fp2) to GLg(Fp2). This has an irreducible
subrepresentation ρ : GLg(Fp2)→ GL(V ) with the property that τ ⊂ Res ρ. The result now follows
from the previous proposition. 
3.5.2. Proof of the main result. We have come to the main result of the section. Recall the notation
Uℓ(N) = GSp2g(Zℓ)(N) for ℓ 6= p, Up = ker(GUg(Op)→ GUg(Fp2)) and
U = Up ×
∏
ℓ 6=p
Uℓ(N).
Theorem 3.24. Fix a dimension g > 1, a level N ≥ 3 and a prime p not dividing N . The systems
of Hecke eigenvalues coming from Siegel modular forms (mod p) of dimension g, level N and any
weight ρ, are the same as the systems of Hecke eigenvalues coming from algebraic modular forms
(mod p) of level U and any weight ρΣ on the group GUg(B).
Proof. Let f be a Siegel modular form of weight ρ : GLg → GLm which is a Hecke eigenform. If
r(f) = 0, then f ∈ H0(X,I ⊗ Eρ). The quotient map of OX -modules I → I/I
2 induces (after
tensoring with Eρ and taking global sections) a map
·¯ : H0(X,I ⊗ Eρ)→ H
0(X,I/I2 ⊗ Eρ).
Consider f¯ ∈ H0(X,I/I2 ⊗ Eρ). We have an exact sequence
0→ I ⊗ I/I2 ⊗ Eρ → I/I
2 ⊗ Eρ → i∗OΣ ⊗ I/I
2 ⊗ Eρ → 0
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0→ H0(X,I2/I3 ⊗ Eρ)→ H
0(X,I/I2 ⊗ Eρ)
r1−→ H0(Σ, i∗(I/I2 ⊗ Eρ)).
If r1(f¯) = 0 then f¯ ∈ H
0(X,I2/I3 ⊗ Eρ) and we can similarly consider r2(f¯), r3(f¯) etc. There
exists some n such that rn(f¯) 6= 0. Let fS = rn(f¯) ∈ H
0(Σ, i∗(In/In+1 ⊗ Eρ)). Note that
In/In+1 = Symn(I/I2) and that i∗(I/I2) = i∗(Ω1X). Recall from §3.1.2 the Kodaira-Spencer
isomorphism Ω1X
∼= ESym2 std. We conclude that fS ∈ SRes((Sym2n std)⊗ρ). So our process associates
to a Siegel modular form f of weight ρ a superspecial modular form fS of weight Res((Sym
2n std)⊗ρ)
for some integer n depending on f . Moreover, since the restrictions ri and the Kodaira-Spencer
isomorphism are Hecke maps, we conclude that fS is a Hecke eigenform with the same eigenvalues
as f .
Now let fS be a superspecial Siegel modular form of weight ρS : GUg(Fp2) → GLm(Fp). By
applying Corollary 3.23 we get a rational representation ρ¯ : GLg → GLm such that ρS ⊂ Res ρ¯. By
functoriality we get SρS ⊂ SRes ρ¯. We know that the map
r :Mρ¯⊗detn(N)→ SRes(ρ¯⊗detn)
is surjective for n≫ 0, and therefore there exists an integer k such that
r :M
ρ¯⊗detk(p
2−1)(N)→ SRes(ρ¯⊗detk(p2−1)) = SRes ρ¯ ⊃ SρS
is surjective. Since this map is also Hecke-invariant, we conclude from Proposition 1.2.2 of [AS86]
that any system of Hecke eigenvalues that occurs in SρS also occurs in Mρ¯⊗detk(p2−1) .
So far we showed that the systems of Hecke eigenvalues given by Siegel modular forms (mod
p) of all weights are the same as the systems of Hecke eigenvalues given by superspecial modular
forms SρS of all weights. By Theorem 3.17 we know that SρS is isomorphic as a Hecke module to
the space of algebraic modular forms (mod p) of weight ρS , and we’re done. 
3.5.3. Agreement with the definition of Gross. In this section we’ll write G = GUg(Fp2).
Recall from §3.2.4 that Gross defines algebraic modular forms (mod p) as follows: let ρ : G →
GL(V ) be an irreducible representation where V is a finite-dimensional vector space over Fp, then
set
M(ρ) := {f : Ω→ V |f(λx) = ρ(λ)−1f(x) for all λ ∈ G}.
For comparison, our spaces of modular forms on Ω are defined as
M(τ) := {f : Ω→W |f(λx) = ρ(λ)−1f(x) for all λ ∈ G},
where τ : G→ GL(W ) is an irreducible representation and W is a finite-dimensional vector space
over Fp.
The purpose of this section is to show that the spaces M(ρ) and M(τ) for varying ρ and τ give
the same systems of Hecke eigenvalues.
First suppose that (aT : T ) is a system of Hecke eigenvalues coming from M(ρ). Then there
exists f ∈ M(ρ) ⊗ Fp such that T (f) = aT f for all T . Let ρ ⊗ Fp denote the composition G
ρ
−→
GL(V ) →֒ GL(V ⊗ Fp). The map
M(ρ)⊗ Fp → M(ρ⊗ Fp)
m⊗ α 7→ αm
is an isomorphism compatible with the action of the Hecke operators, so the image of f in M(ρ⊗
Fp) is an eigenform with the same eigenvalues as f . Therefore the system (aT ) also comes from
M(ρ⊗ Fp).
Conversely, suppose that (aT : T ) is a system of Hecke eigenvalues coming from M(τ) for some
τ : G → GL(W ), W a finite-dimensional Fp-vector space. Then there exists f ∈ M(τ) such that
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a, a finite-dimensional Fq-vector
space W ′ and a representation τ ′ : G→ GL(W ′) such that τ ′ ⊗ Fp = τ . Similarly, Ω is a finite set
and f is a map Ω → W so by enlarging q if necessary, there exists f ′ ∈ M(τ ′) such that f is the
image of f ′ ⊗ 1 under the isomorphism M(τ ′) ⊗ Fp ∼= M(τ). Clearly T (f
′) = aT f
′ for all T ; in
particular aT ∈ Fq for all T .
We now use the following
Proposition 3.25. Suppose L/K is a finite Galois extension with Galois group G and V is a
finite-dimensional vector space over L. Let T be a collection of commuting diagonalizable linear
operators on V and let VK be the space V viewed as a vector space over K. If a T -eigenvector v
has system of eigenvalues {aT : T ∈ T }, then for every σ ∈ G there exists an eigenvector vσ ∈ VK
with system of eigenvalues {σ(aT ) : T ∈ T }.
Let’s first see how this concludes our argument. We apply the proposition to the finite Galois
extension Fq/Fp, the vector spaceM(τ
′), the Hecke operators T , the eigenvector f ′ and the identity
Galois element σ = 1. We conclude that if we consider M(τ ′) as a vector space over Fp, there exists
an eigenvector f ′′ with the same system of eigenvalues as f ′. This is precisely what we needed to
show.
Proof of Proposition 3.25. The isomorphism ϕ of the next lemma induces an isomorphism of L-
vector spaces
ϕ : L⊗K V →
⊕
σ∈G
V eσ
α⊗ w 7→
∑
σ∈G
σ(α)weσ .
Let vσ := ϕ
−1(veσ−1). We have
Tvσ = ϕ
−1((Tv)eσ−1) = ϕ
−1((aT v)eσ−1) = σ(aT )ϕ
−1(veσ−1) = σ(aT )vσ,
so vσ is an eigenvector of T with eigenvalue σ(aT ), and this holds for all T ∈ T . 
Lemma 3.26. Suppose L/K is a finite Galois extension with Galois group G. The map
ϕ : L⊗K L→
⊕
σ∈G
Leσ
defined by α⊗ β 7→
∑
σ∈G σ(α)βeσ is an isomorphism of L-algebras.
Proof. It is pretty clear that ϕ is an L-algebra homomorphism. Since the dimensions of the domain
and of the range are equal (and equal to [L : K]), it suffices to prove that ϕ is injective.
Let {α1, . . . , αn} be a basis of L as a K-vector space. Then {αi ⊗ αj : 1 ≤ i, j ≤ n} is a basis of
L⊗K L as a K-vector space. Suppose ϕ(
∑
cijαi ⊗ αj) = 0. If we write G = {σ1, . . . , σn}, then we
have
(10)
∑
i,j
cijσk(αi)αj = 0 for all k.
Let A be the n×n matrix whose (i, j)-th entry is σi(αj), and let c be the column vector whose i-th
entry is
∑
j cijαj . Then the system (10) can be written as Ac = 0. But it is an easy consequence of
independence of characters (see Corollary VI.5.4 in [Lan93]) that A ∈ GLn(L), therefore we must
have c = 0, i.e. ∑
j
cijαj = 0 for all i.
Since the αj are linearly independent we conclude that cij = 0 for all i and j, hence ϕ is injective. 
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