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Resumen
Modelacio´n espacio temporal del crecimiento urbano y cambio de uso de suelo a
trave´s de auto´matas celulares
El proceso de urbanizacio´n como un sistema dina´mico complejo se explica a trave´s de dos
conceptos primordiales: el desarrollo y el crecimiento. En conjunto, estos conceptos representan
la expansio´n f´ısica y demogra´fica de la ciudad mediante el cambio en los usos de suelo que se
desempen˜an de acuerdo a las condiciones del territorio y al surgimiento de ciertas necesidades
segu´n su poblacio´n. Usualmente para la representacio´n de e´sta dina´mica se recurre a me´todos
y/o modelos que so´lo llegan a representar la parte temporal del sistema urbano. Sin embargo,
el ana´lisis cualitativo de la complejidad de e´stos sistemas tambie´n radica en “observar” co´mo
emergen las estructuras urbanas principalmente en la periferia de las ciudades.
Este trabajo consiste de dos partes: Como primera parte, se muestra un ana´lisis del proceso de
urbanizacio´n utilizando como punto de partida un modelo de epidemias para la representacio´n
temporal de dicha dina´mica. Luego, se generaliza esta dina´mica considerando una discretizacio´n
espacial y temporal del sistema. La segunda parte consiste en mostrar una alternativa para el
ana´lisis de la dina´mica espacio temporal del proceso utilizando cadenas de Markov y auto´matas
celulares.
Como resultados, se construyen algoritmos en lenguaje de programacio´n R Versio´n 3.2.5
para la interpretacio´n de ima´genes y para la generacio´n de mapas de la mancha urbana de
Monterrey con archivos en formato .shp de la fuente INEGI, y se disen˜a un auto´mata que
genera la simulacio´n del crecimiento urbano en la frontera urbana utilizando la interpretacio´n
de las ima´genes y la clasificacio´n de algunos usos de suelo.
Agradecimientos
Quiero agradecer al profesor Javier Almaguer por la gran paciencia, confianza y motivacio´n que
me otorgo´ en el transcurso de la maestr´ıa. Por convertirse en mi gu´ıa y en un gran apoyo para
mi carrera profesional.
En gran manera estoy agradecida con el Doctor Edgardo Ugalde por el gran intere´s que tuvo
hacia este trabajo y por la hospitalidad que me brindo´ durante mi estancia. Sus valiosos consejos
y su amplia experiencia siempre fueron de gran ayuda.
Mi aprendizaje y mi esfuerzo tambie´n se lo agradezco al Doctor Alfredo Alan´ıs por su constante
colaboracio´n en este trabajo. Gracias por su confianza y su apoyo en todo momento y por no
solo compartir de su conocimiento en el aula, sino sobre la perseverancia en una meta.
Gracias al Posgrado en Ciencias con Orientacio´n en Matema´ticas de la Facultad de Ciencias
F´ısico-Matema´ticas y al Instituto de F´ısica de la Universidad Auto´noma de San Luis Potos´ı,
por el conocimiento otorgado y las distintas maneras en las que fui beneficiada.
Tambie´n le agradezco a mis amigos, compan˜eros del posgrado y compan˜eros de la Universidad
de San Luis Potos´ı por sus a´nimos, risas y las horas de compan˜´ıa que hicieron ma´s fa´cil el
trabajo.
En particular, un gran agradecimiento por todos los beneficios y apoyos recibidos por parte de
CONACyT, los cuales fueron u´tiles tanto para la estancia como para la maestr´ıa en general
durante el transcurso de mi carrera.
Y con todo mi carin˜o quiero agradecer a los mı´os por el gran apoyo y su incondicional compan˜ia
a lo largo de mi vida. Gracias mama´, papa´, Norma, Jesu´s, Francisco, Gabriel y Mago por la
comprensio´n y la confianza que han depositado en mi en todo tiempo. Y a Jonathan, gracias
por ser mi fuerte apoyo durante momentos dif´ıciles y por convertirte en alguien muy especial
en esta etapa. Gracias por confiar en mi y por brindarme tus consejos y palabras de a´nimo que
me han motivado a seguir adelante. Gracias por todo. Los quiero en gran manera.
Rub´ı Isela Gutie´rrez Lo´pez
v
Lista de Figuras
1.1 Evolucio´n de la ciudad considerando los conductores del crecimiento urbano. Ima´gen modificada.
Fuente: http://www.aulati.net/wp-content/uploads/2009/04/capas-raster-vectorial.jpg . . . . 3
2.1 Transformacio´n de suelo con la direccio´n de las fases en un tiempo t a t+ 1. . . . . . . . . . 6
2.2 Trayectorias del cambio de suelo. Conforme el suelo disponible disminuye, el suelo establecido
aumenta y cuando llega a los l´ımites del sistema el suelo en nuevo desarrollo tambie´n decae. . . 8
2.3 Trayectorias que muestran un crecimiento log´ıstico. Ima´gen elaborada en R. . . . . . . . . . 10
3.1 Probabilidades para que la part´ıcula se desplace en cada una de las ocho posibles direcciones.
Ima´gen elaborada en Rhinoceros. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Simulacio´n de caminatas aleatorias de treinta part´ıculas en dos dimensiones con ocho direcciones
posibles de desplazamiento. Ima´gen elaborada en RStudio. . . . . . . . . . . . . . . . . . . 12
3.3 DLA con distinto coeficiente de adhesio´n. Entre menor sea el coeficiente, mayor es su densidad
de part´ıculas. Fuente: http://paulbourke.net/fractals/dla/. . . . . . . . . . . . . . . . . . 13
3.4 Regio´n que representa al suelo establecido E(t), el suelo en nuevo desarrollo N(t) y el suelo
disponible D(t) de manera local. Ima´gen elaborada en Ipe. . . . . . . . . . . . . . . . . . . 14
3.5 Se muestra el crecimiento simulado con dos semillas de suelo en nuevo desarrollo N(0), de
acuerdo a la transicio´n D → N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.6 Cambios en la cantidad de suelo transformado a trave´s del tiempo. Ima´gen elaborada en RStudio. 16
3.7 Descomposicio´n de cada uso de suelo en factores mediante una representacio´n binaria. Ima´gen
elaborada en Photoshop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.1 Configuracio´n particular de la celda de acuerdo a sus factores. Ima´gen modificada en Ipe. . . . 21
4.2 Estructura de la modelacio´n para la dina´mica del proceso de urbanizacio´n. . . . . . . . . . . 22
4.3 Proceso de Markov a nivel local del sistema . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4 Cambio de uso de suelo debido a sus factores particulares. Ima´gen elaborada en Ipe. . . . . . 27
4.5 Matriz generada en la celda por los posibles cambios de usos de suelo. Ima´gen elaborada en Ipe. 29
4.6 Vecindad de Moore. Ima´gen elaborada en Ipe. . . . . . . . . . . . . . . . . . . . . . . . . 29
4.7 Asignacio´n de la vecindad a su celda central. Ima´gen modificada en Ipe. . . . . . . . . . . . 30
5.1 Tendencia de crecimiento poblacional en Nuevo Leo´n. Fuente INEGI . . . . . . . . . . . . . 31
5.2 Mediante el archivo .shp se muestra la zona urbana de Monterrey referenciada a su longitud y
latitud en color gris. Elaborada en R. Fuente: INEGI . . . . . . . . . . . . . . . . . . . . 32
5.3 Elevacio´n en escala de grises. Elaborada en R. Fuente: INEGI . . . . . . . . . . . . . . . . 32
5.4 Mapas elaborados en R con archivos .shp. En color azul se muestra la densidad de las unidades
industriales, en color amarillo es la densidad de los servicios y en color rojo la densidad de las
unidades comerciales. Fuente: INEGI . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.5 Crecimiento de viviendas en el estado de Nuevo Leo´n y clasificacio´n de ellas por cantidad de
habitantes. Fuente: INEGI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
vi
Contents vii
5.6 Mapa formato .shp elaborado en R para la clasificacio´n de usos de suelos. En color gris oscuro
se encuentra la concentracio´n de vivienda, en color rojo la industria, en color rosa los servicios
y en color beige el comercio. Fuente: INEGI . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.7 Prediccio´n de las zonas de crecimiento y usos de suelo. Simulaciones realizadas en RStudio para
tiempos t = 5, 10, 15, 20, 30, 50, 75, 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.8 Probabilidad marginal del uso de suelo Disponible D y la distribucio´n de celdas en cada tiempo t. 39
5.9 Probabilidad conjunta del uso de suelo y distribucio´n de celdas Servicios, S en cada tiempo t. . 39
5.10 Probabilidad conjunta del uso de suelo y distribucio´n de celdas Comercial, C en cada tiempo t. 40
5.11 Probabilidad conjunta del uso de suelo y distribucio´n de celdas Vivienda, V en cada tiempo t. . 40
5.12 Probabilidad conjunta del uso de suelo y distribucio´n de celdas Industrial, I en cada tiempo t. . 41
A.1 Malla para 2 dimensiones y 1 dimensio´n respectivamente. Imagen elaborada en Ipe. . . . . . 46
A.2 Vecindad 1 dimensio´n, vecindad de Neumann y vecindad de Moore. Ima´genes elaboradas en Ipe 46
A.3 Cambio del estado de la celda central dependiendo de los estados vecinos. Ima´gen elaborada en
Ipe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.4 Auto´mata con frontera abierta y frontera perio´dica. Ima´genes elaboradas en Ipe . . . . . . . 48
A.5 Auto´mata con frontera espejo y sin frontera. Ima´genes elaboradas en Ipe . . . . . . . . . . . 48
A.6 Generacio´n de un auto´mata celular en una dimensio´n. Ima´genes elaboradas en Ipe. . . . . . . 49
A.7 Simulacio´n del tria´ngulo de Sierpinski. Ima´gen elaborada en RStudio . . . . . . . . . . . . . 50
A.8 Simulaci’on de un auto´mata en 124 pasos con la confguracio´n inicial la vecindad de Neumann.
Ima´genes elaboradas en RStudio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
A.9 Simulacio´n de las clases I, II, III y IV respectivamente. Ima´genes elaboradas en RStudio. . . . 51
B.1 Simulaciones de densidad de potenciales promedio. Ima´genes elaboradas en RStudio. . . . . . 54
B.2 Simulaciones de potenciales promedio. Ima´genes elaboradas en RStudio. . . . . . . . . . . . 55
B.3 Simulaciones de crecimiento para tiempo t = 100, 300, 700 respectivamente. Ima´genes elabo-
radas en RStudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
B.4 Simulaciones para conjuntos de segregacio´n para tiempos t = 20, 50, 100 respectivamente. Ima´genes
elaboradas en RStudio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
C.1 Probabilidades en cada direccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Contenido
Resumen iv
Agradecimientos v
Lista de Figuras vi
Contenido viii
1 Introduccio´n. La urbanizacio´n y los conductores del cambio urbano 1
2 La urbanizacio´n y los modelos de epidemias 5
2.1 Dina´mica temporal del crecimiento urbano . . . . . . . . . . . . . . . . . . . . . . 5
3 El crecimiento urbano como un proceso de difusio´n 11
3.1 Discretizacio´n del sistema de epidemias . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Descomposicio´n del sistema para el ana´lisis del cambio de uso de suelo . . . . . . 16
4 Modelacio´n de los cambios de uso de suelo con auto´matas celulares 20
4.1 Descripcio´n general del sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Ana´lisis a nivel celular: el me´todo de los pesos de evidencia . . . . . . . . . . . . 22
4.3 Acoplamiento del sistema espacio temporal con auto´matas celulares . . . . . . . 29
5 Simulacio´n. Mancha urbana de la ciudad de Monterrey 31
6 Conclusiones y trabajo a futuro 42
A Auto´matas celulares 43
B Algunos modelos de crecimiento con el uso de auto´matas celulares 52
C Ecuacio´n de difusio´n 58
D Algoritmos 61
Bibliograf´ıa 68
viii
Cap´ıtulo 1
Introduccio´n. La urbanizacio´n y los
conductores del cambio urbano
La ciudad como un sistema complejo muestra su naturaleza cambiante de manera f´ısica, social
y estructural. La poblacio´n crece en intervalos de tiempo pequen˜os exigiendo cada vez mayor
cantidad de suelo a cubrir y desfigurando el espacio de manera irregular. Gran parte de los
est´ımulos que incentivan su evolucio´n consisten en el intercambio de bienes entre sus habitantes,
la interaccio´n entre ellos, y la disponibilidad de recursos, por mencionar algunos, los cuales crean
una competencia de manera natural entre distintas zonas de la mancha urbana que generan
jerarqu´ıas principalmente en el nivel socioecono´mico.
Sin embargo, en respuesta a la interdependencia de las distintas regiones que conforman la
ciudad, se forman similitudes en su organizacio´n funcional y espacial que perduran por mucho
tiempo [15]; ocasionando que su comportamiento global se pueda observar a trave´s de considerar
algunas caracter´ısticas similares en su territorio a escalas ma´s pequen˜as.
La complejidad de las ciudades es debida a la interaccio´n y retroalimentacio´n de los sistemas
individuales que la conforman, dando origen a cambios f´ısicos profundos y dirigie´ndola al caos
en su dina´mica espacial. Algunos cambios principalmente demogra´ficos consisten en el exceso
de construcciones, fundaciones de ciudades, la organizacio´n y distribucio´n de la poblacio´n y la
explotacio´n de los recursos existentes, los cuales propician ciclos de evolucio´n y transformacio´n
de los espacios de asentamientos humanos.
Hay autores que sostienen que la urbanizacio´n no es una condicio´n espacial ni una delimitacio´n
demogra´fica, sino una conducta, una forma de vida determinada por las particularidades f´ısicas
de la ciudad, como su densidad, taman˜o territorial y heterogeneidad. Sumado a esto, la ciudad
tambie´n se define como una aglomeracio´n de individuos que organizados de manera colectiva
sostienen actividades principales tales como la industria, la vivienda, el comercio, etc. E´stas a su
vez, se convierten en singularidades de la ciudad con respecto a su situacio´n actual y fomentan
la transformacio´n del territorio a largos periodos de tiempo.
El proceso de urbanizacio´n como un sistema dina´mico complejo se explica a trave´s de dos
conceptos primordiales: el desarrollo y el crecimiento. En conjunto, estos conceptos representan
la expansio´n f´ısica y demogra´fica de la ciudad mediante cambios de usos de suelo que se des-
empen˜an de acuerdo a las condiciones del territorio y al surgimiento de las necesidades de la
poblacio´n.
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Esto implica que se genere una especie de potencial que conduce y transmite el desarrollo,
construyendo la historia de la ciudad en el transcurso de los an˜os.
Adema´s, la obliga a expandirse en el espacio por la gran concentracio´n de dicho potencial en la
periferia. A este proceso se le conoce como suburbanizacio´n, y provoca un efecto en el cara´cter
social de la vida individual y colectiva [34]. Al ahondar en el tema, ciertos investigadores
consideran importante la asuncio´n de algunos conductores del cambio urbano que contribuyen
a la desicio´n de ubicar un uso de suelo en un lugar y tiempo determinado [1]. E´stos son:
la aleatoriedad, los accidentes histo´ricos, el determinismo f´ısico, las ventajas naturales y las
ventajas comparativas.
La aleatoriedad
La diversificacio´n y heterogeneidad en la sociedad surge como consecuencia de la interaccio´n
entre los individuos que construyen relaciones sociales y ma´s au´n, definen el espacio propio de
las ciudades en base a aspectos f´ısicos, sociales y econo´micos [37].
Debido a la dina´mica impl´ıcita en el desarrollo urbano se genera una exigencia basada en las
expectativas y necesidades del individuo que requieren ser satisfechas, buscando sobrepasar
umbrales de desarrollo constru´ıdos por la sociedad misma. La aleatoriedad en este sentido
se refiere a la condicio´n de tomar una desicio´n como una seleccio´n individual entre mu´ltiples
opciones, donde a pesar de que las caracter´ısticas del territorio o los factores del entorno sean
propicios para el individuo, no resultan ser suficientes para predecir una decisio´n.
Los accidentes histo´ricos de las ciudades
La ve´rtebra estructural de las ciudades se compone en gran parte de la cultura formada por el
desarrollo de las actividades econo´micas y sus relaciones sociales, que transforman sus funciones
y estructuras internas, marcando puntos de inflexio´n en su historia. Los accidentes histo´ricos
(econo´micos, industriales o sociales) pueden ser vistos como puntos de inflexio´n, y tienen un
impacto en los aspectos de la vida cotidiana. Por esta razo´n, la complejidad del sistema urbano
tambie´n se debe en gran manera a la sensibilidad de las condiciones generales de la ciudad en
un determinado periodo, ya que generan bifurcaciones en las trayectorias del sistema debido a
la fuerte dependencia que tienen a tales condiciones.
El determinismo f´ısico
El determinismo f´ısico como otro conductor del cambio urbano conforma aquellas zonas donde
las caracter´ısticas f´ısicas impiden la construccio´n de ciertos atractivos y necesidades, tales como
los edificios y las carreteras. Una manera de conectarlo a la dina´mica de e´stos sistemas urbanos
consiste en identificar aquellas a´reas que facilitan la formacio´n geome´trica y geogra´fica de las
estructuras urbanas considerando la elevacio´n que cualifica el relieve, y la existencia de r´ıos y
las montan˜as, etc.
Las ventajas naturales
Este conductor relaciona la existencia de los recursos propios disponibles que benefician de ma-
nera econo´mica a la ciudad. Los ejemplos cla´sicos giran alrededor de analizar la interseccio´n
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de rutas de comunicacio´n considera´ndolos como nodos que incentivan el desarrollo. Un ejemplo
consiste en contar con un recurso indispensable como el agua para el surgimiento de la manu-
factura. Otro ejemplo radica en construir zonas de agricultura cercanas a centros comerciales
con objetivo de disminuir costos y maximizar la accesibilidad.
Algunas ventajas comparativas
Usualmente para analizar el desarrollo entre distintas ciudades se observan las diferentes ventajas
que cada una mantiene, y que pueden ser medidas en te´rminos del nivel de facilidades y acceso
a los servicios que ofrece la ciudad. El potencial entonces puede ser medido tambie´n en relacio´n
a la distancia o el costo implicado para obtener un beneficio.
En conjunto, los conductores del cambio urbano definen la direccio´n del crecimiento urbano y la
transformacio´n de los asentamientos humanos, construyendo la historia de la ciudad plasmada
en su territorio.
Figura 1.1: Evolucio´n de la ciudad considerando los conductores del crecimiento urbano. Ima´gen
modificada. Fuente: http://www.aulati.net/wp-content/uploads/2009/04/capas-raster-vectorial.jpg
Usualmente para la representacio´n de la dina´mica de estos sistemas se recurre a me´todos y/o
modelos que so´lo llegan a representar la parte temporal. Algunos feno´menos f´ısicos como la
difusio´n de part´ıculas han sido de gran utilidad en la representacio´n el crecimiento urbano.
La difusio´n es un proceso irreversible que aumenta el desorden molecular de un sistema cuando
las part´ıculas se desplazan en e´l; en las ciudades el crecimiento de la mancha urbana refleja
un s´ımil con esta difusio´n observando a pequen˜as regiones como una representacio´n de tales
part´ıculas que crecen o se mueven con respecto al gradiente de concentracio´n del suelo ocu-
pado. Esto quiere decir que en situaciones reales de las ciudades, la poblacio´n busca zonas
disponibles para establecerse en funcio´n de la necesidad de espacio requerido para algu´n uso de
suelo particular.
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Sin embargo, con frecuencia los sistemas de ecuaciones diferenciales pueden volverse complicados
al momento de obtener una solucio´n (si la hay) y no dan pie a una interpretacio´n visual del
proceso, ya que por lo regular son sistemas impredecibles y no lineales como es el caso de los
sistemas urbanos. Por esta razo´n, se muestra la relacio´n de tales sistemas con los auto´matas
celulares y los procesos de Markov como una buena alternativa para visualizar e interpretar la
emergencia de las estructuras urbanas en la periferia.
El enfoque de algunos autores [1, 2] esta´ en el problema de la calibracio´n de los modelos para
aplicaciones muy concretas. Este trabajo tiene como objetivo mostrar un panorama de la
asociacio´n de modelos cla´sicos a la dina´mica de la urbanizacio´n y su representacio´n visual a
trave´s de la simulacio´n. Por lo cual, esta´ dividido en las secciones siguientes:
El cap´ıtulo 1 trata de introducir el concepto del proceso de urbanizacio´n y cua´les son algunos
de los conductores principales en el cambio y la transformacio´n del suelo. El cap´ıtulo 2 muestra
algunos modelos que se han utilizado en la expansio´n de epidemias como forma introductoria
y como asociacio´n de la dina´mica con el proceso de urbanizacio´n. El cap´ıtulo 3 presenta la
relacio´n de tales modelos con los procesos difusivos, que, mediante la consideracio´n de factores
se asocia la descomposicio´n de e´stos para una generalizacio´n del sistema a trave´s de los usos de
suelo. El cap´ıtulo 4 describe a detalle la modelacio´n del cambio de uso de suelo desde un enfoque
bayesiano utilizando el me´todo de los pesos de evidencia y cadenas de Markov. Finalmente, el
cap´ıtulo 5 muestra el procedimiento de la simulacio´n y el desarrollo de un auto´mata celular en
lenguaje R mediante mapas e ima´genes de una mancha urbana.
Cap´ıtulo 2
La urbanizacio´n y los modelos de
epidemias
Como se menciono´ anteriormente, el proceso de urbanizacio´n de una ciudad se define por los
cambios que ocurren en consecuencia de su desarrollo y crecimiento a trave´s del tiempo. La
urbanizacio´n es resultado del crecimiento econo´mico y social que conlleva una demanda de suelo,
principalmente en la periferia de los asentamientos humanos.
Como los individuos que residen en los bordes requieren trasladarse a la ciudad para satisfacer
sus necesidades primordiales, la periferia se ve favorecida por las mejoras de la accesibilidad y
el transporte. Debido a esta retroalimentacio´n se incorporan tierras alejadas del nu´cleo de la
ciudad y se constituyen nuevas actividades socioecono´micas.
De esta manera, el suelo sufre transformaciones cada vez que las zonas rurales se van convirtiendo
en zonas urbanas. Como una comparacio´n simple de este proceso de urbanizacio´n, en este
cap´ıtulo introduciremos el ana´lisis de la dina´mica del crecimiento urbano de manera temporal
basa´ndonos en un modelo cla´sico de epidemias conocido como modelo SIR.
Las transformaciones del suelo son consideradas como transiciones de fase definidas de la si-
guiente manera: E(t) es el suelo establecido comu´nmente encontrado en el nu´cleo de la ciudad,
N(t) es el suelo en nuevo desarrollo que suele hallarse en la periferia, y D(t) es el suelo disponible
para ser ocupado. Al asociarlo con lo que muestra el modelo SIR, el suelo en nuevo desarrollo
N(t) hace alusio´n a una poblacio´n infectada, mientras que el suelo establecido E(t) es una
especie de poblacio´n removible y el suelo D(t) representa la poblacio´n susceptible.
2.1 Dina´mica temporal del crecimiento urbano
Asumimos que la transformacio´n del suelo en el tiempo ocurre de la siguiente manera
D(t) −→ N(t) −→ E(t), (2.1)
lo cual muestra que el crecimiento sera´ un proceso que ocurre en una direccio´n, es decir, es un
proceso irreversible. Consideramos tambie´n que el sistema tiene una capacidad ma´xima C, por
lo cual, al considerar las tres fases anteriores en un sistema cerrado se cumple que
D(t) +N(t) + E(t) = C, ∀t ≥ 0. (2.2)
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Esto es, la poblacio´n total del sistema siempre se conserva. Entonces, la condicio´n inicial se
reduce a D(0) + N(0) + E(0) = C, y debido a que la ecuacio´n anterior se cumple para todo
tiempo, tenemos que
dD(t)
dt
+
dN(t)
dt
+
dE(t)
dt
= 0. (2.3)
Por la direccio´n en que ocurre el proceso, observamos que la cantidad del suelo disponible va
disminuyendo en el tiempo. Por esta razo´n hacemos e´nfasis en el ana´lisis de los incrementos del
suelo que nuevamente es desarrollado an˜adido al suelo en nuevo desarrollo, es decir, una especie
de nuevos infectados dn(t)dt , y co´mo ocurre la transferencia de e´stos al suelo establecido
dE(t)
dt .
Entonces, podemos definir a los decrementos en el suelo disponible de la forma que sigue
dD(t)
dt
= −dn(t)
dt
, (2.4)
Por lo cual, el cambio del suelo en nuevo desarrollo puede representarse como
dN(t)
dt
=
dn(t)
dt
− dE(t)
dt
, (2.5)
que representa los incrementos totales en el nuevo desarrollo, determinado por las entradas que
se obtengan del suelo disponible y las salidas del suelo establecido. Suponemos que el suelo en
nuevo desarrollo N(t) se convierte en suelo establecido E(t) con una proporcio´n γ > 0. Entonces
los cambios en el suelo establecido se definen como
dE(t)
dt
= γN(t). (2.6)
De manera similar, consideramos que el suelo disponible D(t) se convierte en nuevo desarrollo
N(t) con una proporcio´n α > 0, la cual depende de las interacciones entre ambos tipos de suelo,
es decir, αD(t)N(t). Esto representa una especie de onda de propagacio´n en el suelo nuevamente
desarrollado que determinamos anteriormente por dn(t)dt . Entonces podemos escribir la ecuacio´n
(2.5) en funcio´n de e´stos te´rminos
dN(t)
dt
= αD(t)N(t)− γN(t), (2.7)
y con respecto a la ecuacio´n (2.4) tambie´n se tiene que
dD(t)
dt
= −dn(t)
dt
= −αD(t)N(t). (2.8)
E(t)
N(t)
D(t)
E(t+ 1)
N(t+ 1)
D(t+ 1)
Suelo desarrollado
Suelo en nuevo
desarrollo
Suelo disponible
dE(t) dn(t)
−dE(t) −dn(t)
= C
C =
Figura 2.1: Transformacio´n de suelo con la direccio´n de las fases en un tiempo t a t+ 1.
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Segu´n las ecuaciones (2.7)–(2.8) se observa que, debido a que el suelo disponible D(t) se reduce
en el tiempo, la cantidad de nuevos infectados n(t) tambie´n se reduce. Esto ocurre hasta que
ya no haya suelo disponible D(t) para ser transformado.
Estabilidad del sistema
A pesar de que las formas cerradas de las ecuaciones no esta´n definidas, se puede realizar un
ana´lisis simple de las cualidades del sistema. En particular, se hace notar que la cantidad inicial
de suelo disponible D(0) necesita ser mayor que un cierto umbral para empezar el proceso. Esto
surge de la ecuacio´n (2.7) tomando a αN(t) de factor comu´n
dN(t)
dt
= αN(t)
[
D(t)− γ
α
]
. (2.9)
Debido a los incrementos iniciales en el nuevo desarrollo la ecuacio´n anterior debe ser positiva
para t = 0, lo cual implica que D(0) > γα . Este valor es la razo´n (ratio) de la tasa de transicio´n
de suelo en nuevo desarrollo a suelo establecido, tambie´n conocido como tasa removible relativa
en sistemas epidemiolo´gicos.
Esta observacio´n puede ser analizada tambie´n al considerar la razo´n entre las ecuaciones (2.6)
y (2.8) utilizando la regla de la cadena. Como la derivada de E(t) existe y siempre es positiva,
entonces, E(t) es estrictamente creciente y por tanto la inversa existe.
Entonces podemos pensar en la relacio´n t(E), donde su derivada es dt(E)dE =
1
dE(t)
dt
. Por lo cual
dD(t(E))
dE
=
dD(t)
dt
dt(E)
dE
=
dD(t)
dt
 1
dE(t)
dt
 ,
y as´ı,
dD(t(E))
dE
=
dD(t)
dt
dE(t)
dt
= −α
γ
D(t) = −D(t)
ρ
, (2.10)
donde ρ = γα . La solucio´n a esta ecuacio´n esta´ dada como D(t) = k0e
−α
γ
E(t)
y dado que
E(0) = 0, entonces, k0 = D(0). Por lo tanto, decimos que cuando t → ∞ el suelo disponible
D(t) presenta estabilidad 1. Esto es,
lim
t→∞D(t) = D(0) limt→∞ e
− 1
ρ
E(t)
, (2.11)
que por continuidad de la funcio´n exponencial
lim
t→∞D(t) = D(0)e
− 1
ρ
lim
t→∞E(t),
= D(0)e
− 1
ρ
E( lim
t→∞ t),
1Estabilidad en el sentido de sistema dina´mico se refiere a que a pesar de tener perturbaciones en alguna
variable o en las condiciones iniciales del sistema, se logre producir un comportamiento muy similar al compor-
tamiento que se tendr´ıa sin tales perturbaciones.
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y como E(t) = C −D(t) cuando t→∞, tenemos que:
D(t) = D(0)e
−E(t)
ρ = D(0)e
−C−D(t)
ρ , cuando t→∞, (2.12)
Esta ecuacio´n permite calcular los valores del estado estable de las tres fases D(t), N(t), E(t)
para distintos para´metros [39], y que al igual que los para´metros tambie´n son capaces de mostrar
un estado estacionario a partir de ciertas condiciones iniciales dadas.
Sin embargo, al resolver la ecuacio´n (2.12) de manera iterativa el valor del estado estable de
D(t) no es cero, indicando que no todo el suelo disponible es transformado. Esto depende de
los valores que se tengan de α y γ.
Al ajustar dichos para´metros tambie´n se pueden generar “epidemias” agudas que son interpre-
tadas como discontinuidades. Sin embargo, en otros casos es posible que no sea fa´cil distinguir
alguna tendencia de crecimiento.
Capacidad total C
Suelo
disponible
D(t)
Suelo
establecido
E(t)
0
C
0 t
Suelo nuevo
desarrollo
N(t)
Figura 2.2: Trayectorias del cambio de suelo. Conforme el suelo disponible disminuye, el suelo
establecido aumenta y cuando llega a los l´ımites del sistema el suelo en nuevo desarrollo tambie´n decae.
Simplificaciones del sistema agregado
Sin embargo, el intere´s radica en que en algunas ciudades la demanda de suelo ocurre en la
periferia, esto es, transforma el suelo disponible en los bordes de la ciudad. Reduciendo el
ana´lisis al crecimiento particular de esta zona, se considera una simplificacio´n al sistema anterior
que nos conduce a un crecimiento exponencial y log´ıstico.
Para ello, asumiremos que el proceso de transformacio´n del suelo se limita a la siguiente tran-
sicio´n,
D(t) −→ N(t), (2.13)
y ya que la transicio´n N(t) → E(t) no existe, entonces γ = 0, lo que significa que el suelo
en nuevo desarrollo se vuelve establecido de manera inmediata. Esto reduce el proceso a una
transformacio´n binaria, en la cual solo radica la posibilidad de que el suelo se convierta de
disponible a establecido, ahora representado por N(t).
Dejando a un lado el filtro ocasionado por las transiciones definidas en la ecuacio´n (2.1) y
conservando la capacidad ma´xima C, tenemos que D(t) + N(t) = C, por lo cual el sistema de
Cap´ıtulo 2. La urbanizacio´n y los modelos de epidemias 9
ecuaciones (2.7)–(2.8) se simplifica de modo siguiente
dD(t)
dt
= −αN(t)D(t), (2.14)
dN(t)
dt
= αN(t)D(t). (2.15)
Es suficiente con obtener solo uno de los te´rminos D(t) y N(t) debido a que son sime´tricos.
Ahora el suelo disponible se puede obtener como D(t) = C − N(t), que al sustituirlo en la
ecuacio´n (2.7) tenemos lo siguiente
dN(t)
dt
= αN(t)
[
C −N(t)
]
= αCN(t)− αN(t)2,
= αCN(t)
[
1− N(t)
C
]
, (2.16)
que es la ecuacio´n log´ıstica. Entonces, por el me´todo de separacio´n de variables,
αCdt =
1
N(t)
(
1− N(t)C
)dN(t) = ( 1
N(t)
+
1
C
1− N(t)C
)
dN(t), (2.17)
y al integrar ambos lados obtenemos
∫
1
N(t)
dN(t)−
∫
−
1
C
1− N(t)C
dN(t) =
∫
αCdt, (2.18)
luego, al resolver se tiene que
logN(t)− log
(
1− N(t)
C
)
+ c1 = αCt+ c2, con 0 < N(t) < C, (2.19)
y por propiedades de los logaritmos,
log
(
N(t)
1− N(t)C
)
= αCt+ c3, (2.20)
donde aplicando la funcio´n exponencial en ambos lados obtenemos
N(t)
1− N(t)C
= c4e
αCt, (2.21)
y donde adema´s el rec´ıproco es
1− N(t)C
N(t)
= c4e
−αCt. (2.22)
Se observa que cuando t → ∞, el valor de N(t) → C y de forma equivalente para el suelo
establecido E(t), por lo que cuando t 1 entonces la tasa de crecimiento disminuye.
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Capacidad total C
Suelo
disponible
D(t)
Suelo
establecido
E(t)
0
C
0 t
Figura 2.3: Trayectorias que muestran un crecimiento log´ıstico. Ima´gen elaborada en R.
Al comienzo, E(t) crece de manera ra´pida, y por lo tanto, pierde su capacidad de crecer cuando
el nu´mero de esta variable es muy grande, dando como resultado un estado de equilibrio del
sistema, es decir,
lim
t→∞E(t) = C. (2.23)
En los siguientes cap´ıtulos, se mostrara´ la dina´mica de este modelo simplificado para describir
las caracter´ısticas del sistema global.
Cap´ıtulo 3
El crecimiento urbano como un
proceso de difusio´n
En el cap´ıtulo anterior se mostro´ un sistema temporal del crecimiento de epidemias como ana-
log´ıa con el crecimiento de las ciudades. Sin embargo, por la interaccio´n que ocurre entre los
individuos, se genera una organizacio´n de actividades econo´micas y sociales y una distribucio´n
de e´stas en el territorio, provocando la emergencia de estructuras complejas en los bordes.
Es as´ı como asociamos el concepto de ciudad “emergente” a aquella que tenga un crecimiento
poblacional y econo´mico positivo. Como una buena alternativa para la representacio´n espacial
de la urbanizacio´n, se han considerado procesos relacionados con la difusio´n [1], [2], [40]. Por
ello, este cap´ıtulo tiene como propo´sito mostrar la asociacio´n del feno´meno de la difusio´n con el
proceso de urbanizacio´n partiendo de un concepto simple, una caminata aleatoria.
La caminata aleatoria y su relacio´n con la ecuacio´n de difusio´n
Considere una part´ıcula que se mueve en un espacio de una dimensio´n. Se le asigna una
probabilidad p a la part´ıcula de que se mueva hacia la derecha y con probabilidad 1 − p de
que se mueva a la izquierda. Como para cada paso puede elegir una sola direccio´n, al final de n
pasos obtendremos un conjunto de posibles trayectorias generado por los movimientos efectuados
por la part´ıcula. Consideremos que en cada incremento constante de tiempo ∆t = 1 la part´ıcula
se desplaza tambie´n en una cantidad constante con |∆x| = 1. Entonces, la probabilidad de que
la part´ıcula en el paso n+ 1 se encuentre en una posicio´n i se define como
Pn+1(i) =
{
pPn(i− 1) + (1− p)Pn(i+ 1),
0, en otro caso.
(3.1)
donde i ∈ Z, n ∈ N. Sin embargo, para que los desplazamientos puedan tomar cualquier valor
real, se requiere considerar las relaciones de escala t = n∆t y x = j∆x. Entonces, en el l´ımite
cuando ∆x,∆t→ 0 y para n→∞, la ecuacio´n (3.1) toma la forma siguiente
∂
∂t
P (t, x) = −ν ∂
∂x
P (t, x) +D
∂2
∂x2
P (t, x), (3.2)
que es llamada ecuacio´n de difusio´n. Si consideramos un conjunto de part´ıculas con las mismas
propiedades f´ısicas y relaciones de escala, lo que observar´ıamos es que entre ellas no alcanzan
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a interactuar ya que sus desplazamientos tienden a ser cero. Por tal consideracio´n, decimos
que los desplazamientos de una part´ıcula son independientes de los desplazamientos de otra,
β2
β1
δ2 δ1
α2
α1
γ1
γ2
Figura 3.1: Probabilidades para que la part´ıcula se
desplace en cada una de las ocho posibles direcciones.
Ima´gen elaborada en Rhinoceros.
de tal forma que la ecuacio´n (3.2) permite des-
cribir los desplazamientos de un ensamble de
part´ıculas.
Ahora, si los desplazamientos de las part´ıculas
ocurren en dos dimensiones, las posiciones
se definen como (i, j), i, j ∈ Z. Suponemos
que cada una puede moverse en ocho direc-
ciones posibles con cierta probabilidad como
se muestra en la imagen de la derecha.
De manera similar a la ecuacio´n (3.1), se
define la probabilidad de encontrar a una
part´ıcula en la posicio´n (i, j) despue´s de n pa-
sos como sigue
Pn+1(i, j) = α1Pn(i− 1, j) + α2Pn(i+ 1, j) + β1Pn(i, j − 1) + β2Pn(i, j + 1) +
γ1Pn(i− 1, j − 1) + γ2Pn(i+ 1, j + 1) + δ1Pn(i+ 1, j − 1) + δ2Pn(i− 1, j + 1), (3.3)
que, utilizando las relaciones de escala anteriores, la ecuacio´n (3.3) toma la siguiente forma:
∂
∂t
P (t,x) = ~υ • ∇P (t,x) + 1
2
DH, (3.4)
donde ~υ es el tensor de la difusio´n, D es la matriz de los coeficientes de difusio´n y H es la matriz
hessiana. La demostracio´n de este resultado se encuentra en el ape´ndice 2.
Usualmente para la representacio´n de la dina´mica del crecimiento urbano se recurre a me´todos
y/o modelos que so´lo llegan a representar la parte temporal.
Figura 3.2: Simulacio´n de caminatas aleatorias de
treinta part´ıculas en dos dimensiones con ocho direc-
ciones posibles de desplazamiento. Ima´gen elaborada en
RStudio.
Algunos feno´menos f´ısicos como la difusio´n de
part´ıculas han sido de mayor utilidad en la
representacio´n el crecimiento urbano.
La difusio´n como un proceso irreversible
muestra co´mo un conjunto de part´ıculas se
desplazan de una regio´n con alta concen-
tracio´n a las regiones menos concentradas de
manera aleatoria, y tiende a devolver al sis-
tema a su estado de equilibrio donde su con-
centracio´n es constante.
Hablamos entonces de un gradiente de con-
centracio´n que nos indica hacia que´ direccio´n
ocurre dicho flujo de part´ıculas.
Cuando la distribucio´n de e´stas part´ıculas no
es uniforme, se dice que el flujo neto existe a
pesar del movimiento aleatorio de cada una de
ellas, y adema´s, es proporcional al gradiente de concentracio´n. En las ciudades el crecimiento
de la mancha urbana refleja un s´ımil con esta difusio´n observando a pequen˜as regiones como
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una representacio´n de estas part´ıculas que crecen o se mueven respecto al gradiente de concen-
tracio´n del suelo ocupado. Esto quiere decir que en situaciones reales del crecimiento de las
ciudades, debido a la gran cantidad de suelo ocupado la poblacio´n busca zonas disponibles para
establecerse en funcio´n de la necesidad de espacio requerido para algu´n uso de suelo particular.
Difusio´n por agregacio´n limitada
Sin embargo, en las ciudades el suelo es f´ısicamente inamovible, es decir, tiene una localizacio´n
fija y no puede transportarse en el espacio. Para ello, se han desarrollado distintos sistemas que
consideran esta cualidad. Uno de los ma´s importantes en la literatura es la agregacio´n limitada
por difusio´n (DLA, por sus siglas en ingle´s) [38] que consiste en la formacio´n de estructuras
debido a la unio´n de part´ıculas en forma aleatoria.
El proceso comienza considerando una semilla en una malla. Se inicia con una distribucio´n
uniforme, donde algunas part´ıculas pueden juntarse de la siguiente manera: cada vez que una
part´ıcula es introducida al sistema, e´sta se transporta en el espacio hasta llegar a la semilla y
cuando lo ha logrado, deja de moverse y se ensambla en ella. Luego, una siguiente part´ıcula repite
lo anterior, y as´ı sucesivamente ocurre para cada part´ıcula hasta formar una estructura irregular.
Debido a la ocurrencia del proceso, las part´ıculas tienen dificultad para que se acumulen en el
centro del agregado, lo que quiere decir que con mayor probabilidad se adhieren a las regiones
externas o bordes.
Figura 3.3: DLA con distinto coeficiente de adhesio´n. Entre menor sea el coeficiente, mayor es su
densidad de part´ıculas. Fuente: http://paulbourke.net/fractals/dla/.
A este proceso se le llama difusio´n limitada debido a que las part´ıculas se mantienen en bajas
concentraciones y los agregados son formados por una part´ıcula a la vez. Se debe considerar
tambie´n el coeficiente de adherencia, ya que si cada part´ıcula se ensambla al momento de tocar
una regio´n del agregado, su coeficiente de adherencia es uno, y en otro caso el valor del coeficiente
es menor que uno [41].
3.1 Discretizacio´n del sistema de epidemias
La importancia de estos modelos es la similitud que muestran con la urbanizacio´n de una ciudad.
Esto permite asociar el crecimiento urbano en la frontera con una especie de agregacio´n limitada
por difusio´n.
Considerando que las a´reas urbanas crecen en la periferia de la ciudad debido a la demanda de
suelo disponible y recordando el sistema de ecuaciones (2.7)–(2.8) del cap´ıtulo anterior, podemos
modelar la dina´mica espacial de la urbanizacio´n de una manera simple y ma´s precisa mediante
una combinacio´n del modelo SIR con la difusio´n.
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Como consecuencia, implica discretizar las dimensiones espaciales del sistema para considerar
el modelo SIR de manera local en cada uno de los elementos de una malla, la cual permitira´
representar el territorio de una ciudad y en donde se observen las interacciones entre los ele-
mentos mediante la difusio´n. Esto quiere decir que aquellas zonas disponibles para comenzar
a desarrollarse generara´n ma´s suelo para desarrollar alrededor de cada una de las celdas, lo
cual segu´n la ecuacio´n (2.14), el suelo disponible D(t) y el suelo en nuevo desarrollo N(t) son
generados de forma local en las zonas vecinas.
Entonces, cada elemento de la malla con ubicacio´n (x, y) tiene su propio sistema temporal
descrito de la siguiente manera [1]:
∂Ex,y(t)
∂t
= γNx,y(t), (3.5)
∂Nx,y(t)
∂t
= αNx,y(t)Dx,y(t)− γNx,y(t), (3.6)
∂Dx,y(t)
∂t
= −αNx,y(t)Dx,y(t) +D∇2Nx,y(t), (3.7)
donde D es el coeficiente de difusio´n correspondiente al suelo disponible D(t). Entonces el
te´rmino D∇2Nx,y(t) representa el flujo entre la regio´n correspondiente a la posicio´n (x, y) y las
regiones vecinas. Vemos que el coeficiente de difusio´n asociado al suelo disponible y el nuevo
desarrollo no depende de la posicio´n (x, y) de las celdas, ya que las propiedades del sistema son
las mismas en toda la regio´n.
Figura 3.4: Regio´n que representa al suelo
establecido E(t), el suelo en nuevo desarrollo
N(t) y el suelo disponible D(t) de manera lo-
cal. Ima´gen elaborada en Ipe.
Entonces, las tres ecuaciones en conjunto determinan
un flujo local para cada posicio´n (x, y). Sumando las
tres ecuaciones obtenemos
∂Ψx,y(t)
∂t
= D∇2Nx,y(t), (3.8)
donde Ψx,y(t) = Nx,y(t) + Dx,y(t) + Ex,y(t). Adema´s,
si consideramos las posiciones (x, y) como parte de un
sistema cerrado, el flujo total entre todas las regiones
de la malla debe ser cero (ya que el flujo no entra ni
sale del sistema global), es decir,∑
x
∑
y
∂Ψx,y(t)
∂t
= 0. (3.9)
Tambie´n tenemos que,
∇2Ψx,y(t) = ∇2(Nx,y(t) +Dx,y(t) + Ex,y(t)) = ∇2Nx,y(t) +∇2Dx,y(t) +∇2Ex,y(t), (3.10)
y dado que la difusio´n en la frontera depende u´nicamente de la cantidad de suelo en nuevo
desarrollo (ya que el suelo en nuevo desarrollo es el u´nico que genera ma´s suelo disponible), se
tiene que ∇2Dx,y(t) = ∇2Ex,y(t) = 0. De manera que
∇2Ψx,y(t) = ∇2Nx,y(t), (3.11)
y entonces,
∂Ψx,y(t)
∂t
= D∇2Ψx,y(t). (3.12)
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Observemos que la expresio´n (3.12) es la ecuacio´n de difusio´n del campo escalar Ψx,y(t) y
muestra la relacio´n entre la transferencia del suelo disponible en una celda espec´ıfica con sus
celdas vecinas. Dadas las ecuaciones (3.9) y (3.12) tenemos tambie´n
∂Ψ(t)
∂t
= D∇2Ψ(t) = 0. (3.13)
y como Ψ es dependiente del tiempo, permite alcanzar la solucio´n del estado estacionario, es
decir, el feno´meno es estacionario ya que la variacio´n total del flujo en el sistema global es
igual a cero. Al considerar la simplificacio´n del sistema SIR en el cap´ıtulo anterior, esto es, la
transicio´n D → N tenemos el siguiente sistema de ecuaciones
∂Nx,y(t)
∂t
= αNx,y(t)Dx,y(t), (3.14)
∂Dx,y(t)
∂t
= −αNx,y(t)Dx,y(t) +D∇2Nx,y(t). (3.15)
que al despejar se muestra
∂Dx,y(t)
∂t
+D∇2Nx,y(t) = −αNx,y(t)Dx,y(t), (3.16)
la cual es la ecuacio´n de difusio´n del campo escalar Nx,y(t) con un te´rmino fuente. Al sumar
ambas ecuaciones tenemos que el cambio en el campo escalar Ψx,y(t) solo depende de cua´nta
cantidad de suelo en nuevo desarrollo se tenga en esa misma posicio´n, es decir,
∂Ψx,y(t)
∂t
= D∇2Nx,y(t), (3.17)
donde Ψx,y(t) = Nx,y(t)+Dx,y(t), lo cual Nx,y(t) = Ψx,y(t)−Dx,y(t). Esta es la misma ecuacio´n
(3.8), lo cual significa que el flujo local esta´ determinado de la misma manera a pesar de que no
existe la transicio´n hacia el suelo establecido.
Figura 3.5: Se muestra el crecimiento sim-
ulado con dos semillas de suelo en nuevo
desarrollo N(0), de acuerdo a la transicio´n
D → N .
Sin embargo, como el proceso so´lo depende del suelo
en nuevo desarrollo (ahora establecido por su trans-
formacio´n inmediata), la transicio´n del suelo en nuevo
desarrollo a establecido so´lo retrasa el crecimiento del
suelo establecido.
Entonces, considerando so´lo la transicio´n D → N tene-
mos la siguiente expresio´n
∂Ψx,y(t)
∂t
= D∇2(Ψx,y(t)−Dx,y(t)),
= D∇2Ψx,y(t)−D∇2Dx,y(t), (3.18)
donde ∇2Dx,y(t) = 0. Por tanto
∂Ψx,y(t)
∂t
= D∇2Ψx,y(t). (3.19)
La figura 3.6 muestra la gra´fica correspondiente a las densidades del crecimiento en figura 3.5.
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Se observa que las distribuciones asociadas al suelo ocupado del sistema N(t) +E(t) y el suelo
disponible D(t) se comportan de una manera log´ıstica al igual que el sistema SIR simplificado.
Esto es debido a que considerar el crecimiento total N(t) + E(t) es ana´logo a considerar la
transicio´n inmediata N → E.
A pesar de que lo anterior representa el comportamiento de la urbanizacio´n de una manera
simple, resolver cada uno de los sistemas de ecuaciones diferenciales locales y el sistema global
podr´ıa no ser tan sencillo.
Si se modela el comportamiento de cada tipo de suelo con el modelo SIR simplificado, se tendr´ıan
que resolver dos ecuaciones diferenciales no lineales para cada una de las N × N celdas de la
malla espacial, es decir, un total de 2×N ×N ecuaciones diferenciales.
Capacidad total C
D(t) N(t) + E(t)
0
C
0 t
N(t)
E(t)
Figura 3.6: Cambios en la cantidad de suelo transfor-
mado a trave´s del tiempo. Ima´gen elaborada en RStudio.
Una herramienta que facilita la simulacio´n de
procesos a distintas escalas son los auto´matas
celulares, ya que los elementos que los compo-
nen, (las celdas y vecindades) esta´n interac-
tuando en el espacio y en el tiempo mediante
reglas sencillas. Como sistemas dina´micos dis-
cretos que son, el tiempo se convierte en una
variable discreta, comu´nmente a incrementos
unitarios (para una breve explicacio´n de los
auto´matas, ver ape´ndice 1).
Entonces, para dar una interpretacio´n de la
dina´mica del proceso con auto´matas celulares,
podemos hacer una simplificacio´n au´n mayor
del sistema de ecuaciones SIR espacio tempo-
ral mediante la transformacio´n de factores en
cada celda.
3.2 Descomposicio´n del sistema para el ana´lisis del cambio de
uso de suelo
Las actividades principales que generan una organizacio´n y un surgimiento de estructuras en el
territorio, son consecuencia de las relaciones y necesidades de los individuos. A estas actividades
se les conoce como usos de suelo, las cuales determinan la evolucio´n de la ciudad ocasionando
cambios o transformaciones del suelo, y generando ma´s suelo ocupado en la periferia. Esto
abastece la definicio´n del proceso de urbanizacio´n como un proceso territorial y socioecono´mico
de las ciudades.
El sistema de ecuaciones (3.10) − (3.11) permite representar tal dina´mica espacial de la ur-
banizacio´n mediante caracter´ısticas que definan a cada uso de suelo de modo particular, de-
terminando la expansio´n de los asentamientos a trave´s de los cambios de uso de suelo. A las
caracter´ısticas que definen los usos de suelo posibles, les llamamos factores que dependen de
la posicio´n de la celda y del tiempo, actuando de manera positiva o negativa en ella y por
consiguiente, volvie´ndola atractiva para ser desarrollada.
Si tenemos una regio´n que representa la mancha urbana de una ciudad, podemos seccionarla en
elementos ma´s pequen˜os (celdas) con un uso de suelo predominante, donde los cambios en cada
celda dependan de cierta manera de las celdas vecinas.
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La asociacio´n de la dina´mica temporal del sistema de ecuaciones diferenciales simplificado a
cada elemento de la malla, es considerando que esta malla es lo suficientemente fina, de tal
modo que solo pueda ocupar un uso de suelo en cada posicio´n (x, y).
Adema´s, si los factores son independientes, el uso de suelo que se concentra en una celda puede
ser representado a trave´s de una descomposicio´n de e´stos. En general, el comportamiento del
sistema puede ser descrito por los comportamientos individuales de cada uno de sus factores.
Como la transformacio´n del suelo es de disponible a ocupado, segu´n las ecuaciones anteriores
(3.10)−(3.11), decimos que el comportamiento de cada factor sera´ representado de modo binario,
lo que quiere decir que los dos estados que las celdas pueden tomar D,N (disponible 0 y ocupada
1) dependera´n de la presencia o ausencia de factores.
Por la influencia de cada uno de los factores en (x, y) se determina una especie de potencial
que provoca interacciones entre los posibles usos de suelo de dicha celda con su entorno. En
particular, este potencial se concentra en las zonas de la periferia de la ciudad debido a que a
trave´s del tiempo el nu´cleo de la ciudad ha evolucionado tanto que mantiene en gran parte una
unio´n espacial de las estructuras emergentes.
Se le llamara´ subsistema a un agregado de celdas que almacenan un mismo uso de suelo. El com-
portamiento de cada subsistema estara´ determinado por la ecuacio´n (3.12). Por lo que decimos
que el comportamiento del sistema global, mostrado en la ecuacio´n (3.9), queda determinado
por el conjunto de tales subsistemas.
Dicho lo anterior, comenzaremos definiendo lo siguiente: Consideremos los usos de suelo Ci
con i = {0, . . . ,M} y los factores f j con j = {1, . . . , s}. Entonces cada uso de suelo se puede
representar como una sucesio´n {ξ(i)j } ⊂ {0, 1} donde ξ(i)j = 0 si f j no esta´ presente para el uso
de suelo Ci y ξ
(i)
j = 1 en otro caso. Como cada uso de suelo Ci esta´ determinado por el vector
Ci
f1 ξ
(i)
1
...
...
fs−1 ξ(i)s−1
fs ξ
(i)
s
Tabla 3.1: Generalizacio´n de la descomposicio´n de factores para un uso de suelo.
Se muestra como ejemplo la siguiente tabla que describe la relacio´n general entre cada uno de
los factores y los usos de suelo
C0 C1 · · · CM−1 CM
f1 0 0 · · · 1 1
f2 0 0 · · · 1 1
...
...
...
. . .
...
...
fs−1 0 0 · · · 1 1
fs 0 1 · · · 0 1
Tabla 3.2: Relacio´n entre los factores y los usos de suelo.
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El propo´sito es descomponer la matriz de tipos de suelo en matrices de factores independientes.
En este caso, si en la matriz que almacena los usos de suelo de las celdas (esto es, el mapa
de usos de suelo de la regio´n), la posicio´n (x, y) tiene el uso de suelo Ci, entonces, la matriz
correspondiente al factor f j tendr´ıa en la celda (x, y) el valor de ξ
(i)
j . Esta matriz de ceros y unos
es la que se modela despue´s con el sistema de ecuaciones SIR simplificado. Tal planteamiento
se muestra de manera gra´fica en la siguiente imagen.
Figura 3.7: Descomposicio´n de cada uso de suelo en factores mediante una representacio´n binaria.
Ima´gen elaborada en Photoshop.
Dada la dependencia del sistema global respecto a los factores, se tiene que la estabilidad del
sistema global depende directamente de la estabilidad de cada uno de los factores, es decir, si
todos los factores son estables, el sistema global sera´ estable.
Como cada factor es modelado utilizando la simplificacio´n del modelo SIR mostrado en las
ecuaciones (3.14) y (3.15), se sigue que cada factor es estable (como se menciona al final del
cap´ıtulo 2), garantizando de esta manera la estabilidad del sistema global.
Los auto´matas celulares
El uso de los auto´matas celulares ha servido para modelar el crecimiento en s´ı, generando
extenso trabajo en la literatura, por ejemplo: el ana´lisis del crecimiento de la bacteria E. Coli
debido a la reproduccio´n y esporulacio´n, para la formacio´n de aglomeraciones con caracter´ısticas
similares debido a ciertos nutrientes [16]; el ana´lisis sobre la interaccio´n de ce´lulas que generan
el crecimiento de tumores por la difusio´n de qu´ımicos y la tasa de proliferacio´n individual del
tumor [17]; la configuracio´n de cromosomas y su posible mutacio´n [18].
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En otros trabajos del a´rea social y econo´mica se ha analizado la densidad de la poblacio´n y la
medida de la dimensio´n de un sistema mediante te´cnicas estad´ısticas como box counting para
el crecimiento de redes complejas en el transporte [19]; la formacio´n de nichos respecto a los
niveles de tecnolog´ıa usando componentes log´ısticas [20], etc.
Otro trabajo en el a´rea geof´ısica es respecto a las causas y cambios en la cobertura del suelo
[23], donde son examinadas a trave´s de clases de suelo como son la deforestacio´n tropical, mo-
dificaciones en los pastizales, la intensificacio´n de la agricultura y la urbanizacio´n; se encuentra
tambie´n el estudio de la pe´rdida de suelos productivos en Buenos Aires, Argentina que muestra
claramente la metodolog´ıa de los auto´matas celulares junto con otras herramientas como SIG
(Sistemas de Informacio´n Geogra´fica) que ayudan a modelar la dina´mica del crecimiento urbano
en relacio´n a las coordenadas espaciales para mostrar que algunos suelos son u´tiles para la siem-
bra de cereales, lo cual ayuda a incentivar la toma de decisiones espaciales para la planificacio´n
urbana [24].
A pesar de la complejidad que se encuentra en el ana´lisis del crecimiento de una ciudad, estos
trabajos han mostrado que la similaridad observada en las estructuras urbanas y su complejidad
puede ser explicada a trave´s de comparaciones similares a la difusio´n.
En el siguiente cap´ıtulo se mostrara´ una forma de abordar la dina´mica descrita en los dos
cap´ıtulos anteriores utilizando auto´matas celulares, como una alternativa que facilita el ana´lisis
de la urbanizacio´n tanto de forma computacional como de modelacio´n para el cambio de uso de
suelo.
Permite adema´s, la visualizacio´n de las estructuras emergentes mediante procesos de Markov.
Las transiciones posibles de los usos de suelo son llevadas a cabo considerando un potencial
generado por los factores que definen cada uso de suelo, y que al ser normalizado permite
representar una probabilidad de transicio´n para cada celda.
Cap´ıtulo 4
Modelacio´n de los cambios de uso de
suelo con auto´matas celulares
Dado que el proceso de urbanizacio´n depende de que´ tanto se ha desarrollado de forma local y
global una porcio´n del territorio y cua´nto ha generado a su alrededor, lo convierte en un pro-
ceso dina´mico que refleja un conjunto de decisiones tomadas por los individuos que construyen
asentamientos con tales actividades de acuerdo a las necesidades y la influencia del entorno.
La analog´ıa que se muestra en este cap´ıtulo con el sistema de ecuaciones diferenciales parciales
anterior, consiste en representar la difusio´n debida a la interaccio´n entre el suelo disponible
Dx,y(t) y el suelo en nuevo desarrollo Nx,y(t) mediante la interaccio´n que ocurre en una vecindad
compuesta por cierta cantidad de celdas en una malla. Cada una de las posiciones que podemos
representar en la malla se distingue por sus caracter´ısticas del espacio y del tiempo, y mientras
ma´s pequen˜a sea el a´rea de la regio´n ocupada por la celda podemos asociarle un uso de suelo
que la represente de manera u´nica.
Entonces el suelo disponible apto para ser desarrollado sera´ ocupado con un uso de suelo asociado
a la aptitud de la regio´n cercana, es decir, para cada uso de suelo existe la transformacio´n de
suelo disponible a suelo en nuevo desarrollo. De modo que, cuando toda la malla es transformada
en usos de suelo y la interaccio´n entre las celdas cercanas a cada posicio´n (x, y) ocurre, se genera
una especie de potencial que produce cambios en el uso de suelo para tal posicio´n que esta´ en
funcio´n de los factores particulares de la regio´n y de su entorno, manifestando el crecimiento
espacial como una difusio´n de los asentamientos urbanos.
Mostramos el ana´lisis del cambio de uso de suelo utilizando cadenas de Markov, que son procesos
estoca´sticos de primer orden, es decir, la probabilidad de presentar un uso de suelo ahora solo
depende de que´ estado ten´ıa la celda en el tiempo anterior. Aunado a esto, la probabilidad
queda definida para una celda, por lo que considerar una malla implica que este proceso este´
definido para cada elemento de ella; la asociacio´n de la dina´mica temporal y espacial es llevada
a cabo con auto´matas celulares.
Para mostrar el cambio de uso de suelo, los sistemas locales y el sistema global sera´n descritos
a trave´s de una malla bidimensional y regular. Partimos de definir una probabilidad a priori en
cada celda de la malla en base a los factores existentes. E´sta a su vez es ajustada al considerar
la influencia de las celdas vecinas que afectan a cada celda central utilizando la vecindad de
Moore. Finalmente, se determinan ciertas reglas para que el auto´mata conduzca el crecimiento
en la periferia eligiendo el uso de suelo mediante el me´todo Montecarlo.
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4.1 Descripcio´n general del sistema
Definiremos los elementos que componen al auto´mata y las configuraciones del sistema global
y local como sigue: Sea Γ un espacio bi-dimensional compuesto por N2 elementos o celdas que
mantienen una posicio´n espacial (i, j) en cada tiempo, donde i, j ∈ {1, . . . , N}. Este espacio
representa el territorio de la ciudad dividido en celdas que hacen alusio´n a regiones con un uso
de suelo particular.
Existe adema´s, el espacio Σ = {0, 1, . . . ,M} de posibles estados o usos de suelo que cada celda
puede tomar. Se dice que una configuracio´n St = {Ci,j(t)} es la asignacio´n de estados para cada
Ci,j en cada periodo t = 1, 2, . . . , T , esto es, el mapeo St : t→ {Ci,j(t)} genera una configuracio´n
particular en el tiempo. En particular, la configuracio´n inicial del auto´mata es S0 = {Ci,j(0)},
donde Ci,j(0) es el estado inicial de la celda Ci,j en t = 0. Definimos como una trayectoria
o realizacio´n del proceso a una secuencia de configuraciones S0, S1, . . . , St que representa la
evolucio´n en el tiempo de la distribucio´n de los usos de suelo en el espacio geogra´fico Γ.
Figura 4.1: Configuracio´n particular de la celda de acuerdo a sus factores. Ima´gen modificada en
Ipe.
Particularmente, el cambio de uso de suelo dadas las configuraciones Ci,j(t+ 1) y Ci,j(t) en una
regio´n y su transformacio´n en el territorio es un proceso dina´mico que puede ser representado a
trave´s de un proceso de Markov {C(t)}Tt=1, para el cual se define la matriz de probabilidades de
transicio´n de usos de suelo P(t) con dimensio´n (M + 1)× (M + 1) en cada celda del auto´mata.
Considerando Ci,j(t) = k y Ci,j(t + 1) = l por simplificacio´n de notacio´n, definimos la proba-
bilidad de que la celda que esta´ en el estado o uso de suelo k en el tiempo t cambie al estado l
en el tiempo t+ 1 como funciones que dependen de distintos factores en una celda con posicio´n
(i, j) y su vecindad de Moore, de la siguiente manera:
p
(t)
i,j (l|k) = Θ (h(•), g(•)) , (4.1)
La funcio´n h(•) representa el valor local determinado por la influencia de los factores en cada
celda definiendo una probabilidad mediante el teorema de Bayes. La funcio´n g(•) relaciona el
uso de suelo actual de la celda central con posicio´n (i, j) con los usos de suelo de su vecindad
de Moore κi,j .
Como la decisio´n con respecto a que´ uso de suelo tomara´ la celda dependera´ de su entorno global
(mediante los cambios en las distribuciones del sistema global), y del sistema local considerando
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la mayor´ıa de celdas distintas a ella en su vecindad de Moore, se generan nu´meros aleatorios
hasta que el total de celdas necesarias para cada transicio´n de uso de suelo se cumpla en todo
el sistema mediante el me´todo Montecarlo.
Figura 4.2: Estructura de la modelacio´n para la dina´mica del proceso de urbanizacio´n.
Si consideramos las cualidades del sistema del cap´ıtulo anterior, la dina´mica del proceso se
llevara´ a cabo utilizando una malla regular ya que es un sistema cerrado. Esta formulacio´n
significa que la densidad en cada celda es la misma, por lo que todas las celdas se consideran del
mismo taman˜o. Esto es coherente si la malla es dividida en secciones suficientemente pequen˜as
para permitir que cada celda se asocie con uno y un solo uso de suelo en cualquier momento.
Debido a que la dina´mica del proceso consiste en observar el cambio de k a l podemos estimar
una probabilidad respecto a dichos cambios a nivel global como sigue
P (t)(l|k) = 1
N2
∑
i
∑
j
nkli,j(t), (4.2)
donde
nkli,j(t) =
{
1 si Ci,j(t− 1) = k y Ci,j(t) = l,
0 en otro caso.
(4.3)
Cada celda de la malla, como elemento ba´sico del auto´mata, representa una porcio´n del territorio
en la cual se lleva a cabo la transformacio´n del suelo que se representan de una manera directa
como las transiciones de un uso de suelo k a l. Es por ello que se describe un ana´lisis local
mediante el me´todo de los pesos de evidencia, que permite definir a la probabilidad de que
ocurra un cambio en la celda en funcio´n de sus factores.
4.2 Ana´lisis a nivel celular: el me´todo de los pesos de evidencia
Los pesos de evidencia son un me´todo cuantitativo basado en el enfoque Bayesiano de la pro-
babilidad condicional utilizado por ejemplo, en la toma de decisiones, ya que combina variables
(evidencias), continuas o discretas en base a una hipo´tesis [25].
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Una de las aplicaciones principales e importantes del me´todo fue hecha en la medicina para
determinar si un paciente tendra´ una cierta enfermedad al mostrar algunos s´ıntomas previos
que permit´ıan determinar una probabilidad en funcio´n de las caracter´ısticas del paciente y la
interaccio´n de las bacterias con e´l.
Otras aplicaciones realizadas en los an˜os 1980’s tienen una implicacio´n espacial para modelar
mapas de las a´reas favorables en la mineralizacio´n de oro segu´n los potenciales de acuerdo a la
distribucio´n de algunas variables conocidas en una zona dada [26].
Para introducir el ana´lisis a nivel local, consideraremos una probabilidad gene´rica de cambio
τ de uso de suelo influenciada por un factor, independientemente del uso de suelo, la posicio´n
espacial y el tiempo. La variable τ = τi,j(t) se interpreta como una transicio´n definida como
τi,j(t) =
{
1 si Ci,j(t) 6= Ci,j(t+ 1),
0 si Ci,j(t) = Ci,j(t+ 1).
(4.4)
Adema´s, debido a que el uso de suelo esta´ determinado por las caracter´ısticas particulares de
la celda (factores), un uso de suelo queda definido a trave´s de la existencia o ausencia de un
factor mediante la variable ξ.
ξi,j(t) =
{
1 si el factor existe,
0 si el factor no existe.
(4.5)
El propo´sito de describir a las variables τ y ξ de esta manera es para simplificar el estudio local,
ya que se considera el mismo ana´lisis independientemente del cambio particular en la celda.
El introducir el ana´lisis asumiendo la presencia o ausencia de un factor en una celda en lugar
de algu´n valor continuo para el factor que var´ıa en todas las celdas, nos permite considerar a
factores que este´n en forma binaria (presencia o ausencia), como la presencia o ausencia de rutas
de transporte o algu´n servicio pu´blico, etc.
No ocupada Ocupada
No cambia Cambia
Dado que el factor
No existe No existeExiste Existe
DisponibleProhibido
Celda
Crecimiento
Urbano
Figura 4.3: Proceso de Markov a nivel local del sistema
Asumimos que tenemos una probabilidad a priori p(τ = 1) para un cambio de uso de suelo k
a un uso de suelo l en una celda, y por la cual se puede estimar una probabilidad a posteriori
p(τ = 1|ξ = 1) influenciada por un factor f . Entonces, podemos obtener la probabilidad p de
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que ocurra o no la transicio´n en la celda, en funcio´n de que exista o no (representado por la
variable ξ) un factor, mostrando los escenarios posibles para cada celda a trave´s de la siguiente
tabla
τ = 0 τ = 1
ξ = 0 p(τ = 0, ξ = 0) p(τ = 1, ξ = 0)
ξ = 1 p(τ = 0, ξ = 1) p(τ = 1, ξ = 1)
Tabla 4.1: Posibles escenarios para la celda con respecto a un factor.
Partiendo de esta idea, definimos los siguientes dos casos que reflejan evidentemente la impor-
tancia del factor en el desarrollo de la celda.
• Caso 1: τ = 1 dado que ξ = 1 y τ = 0 dado que ξ = 1,
• Caso 2: τ = 1 dado que ξ = 0 y τ = 0 dado que ξ = 0.
A lo cual recurrimos al concepto de probabilidad condicional para cada caso. Segu´n el Teorema
de Bayes, la probabilidad condicional de que ocurra un cambio dada la existencia del factor se
define de la manera siguiente
p(τ = 1|ξ = 1) = p(τ = 1, ξ = 1)
p(ξ = 1)
,
= p(τ = 1)
p(ξ = 1|τ = 1)
p(ξ = 1)
,
(4.6)
que al definir la probabilidad a priori en relacio´n a la existencia o ausencia del factor, tenemos
lo siguiente
p(τ = 1) = p(τ = 1 ∩ (ξ = 0 ∪ ξ = 1)),
= p(τ = 1, ξ = 0) + p(τ = 1, ξ = 1),
lo cual es lo mismo que
p(τ = 1|ξ = 0) + p(τ = 1|ξ = 1) = p(ξ = 1|τ = 0)
p(ξ = 0)
p(τ = 0) +
p(ξ = 1|τ = 1)
p(ξ = 1)
p(τ = 1),
=
p(ξ = 1|τ = 0)p(ξ = 0) + p(ξ = 1|τ = 1)p(ξ = 1)
p(ξ = 1)
,
=
p(ξ = 1, τ = 0) + p(ξ = 1, τ = 1)
p(ξ = 1)
= 1.
Por tanto, la probabilidad condicional de que no suceda un cambio puede ser definida como el
complemento de la probabilidad anterior, es decir,
p(τ = 0|ξ = 1) = p(τ = 0)p(ξ = 1|τ = 0)
p(ξ = 1)
=
p(τ = 0, ξ = 1)
p(ξ = 1)
= 1− p(τ = 1|ξ = 1) (4.7)
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Es importante mencionar que la probabilidad de cambio esta´ basada en la variable discreta τ ,
es decir, para decidir si ocurrira´ el cambio o no en la celda el valor de la probabilidad depende
de que sea superior a un valor cr´ıtico I desconocido, convirtiendo a I en una variable aleatoria,
razo´n por la que se recurre al me´todo Montecarlo para tomar dicha decisio´n.
El me´todo de Montecarlo es un me´todo nume´rico que depende de variables aleatorias y que
consiste en simular valores que tomara´n las variables de un proceso, u´tiles para calcular proba-
bilidades. Su importancia es debida a la existencia de problemas que no pueden ser resueltos
exclusivamente de manera anal´ıtica o nume´rica. La diferencia que muestra en relacio´n a otros
me´todos nume´ricos que pueden producir una solucio´n aproximada basados en considerar N
puntos en un espacio M -dimensional, consiste en que el me´todo de Montecarlo muestra un error
absoluto de la estimacio´n que decrece como 1√
N
donde N es el nu´mero de pruebas.
Continuando con el ana´lisis de la probabilidad de cambio en la celda, decimos que la probabil-
idad condicional representa las proporciones de a´rea como estimaciones de probabilidades. Sin
embargo, la no linealidad sigue presente para los valores de f1 y β1. Es por esto que se hace
uso del me´todo de pesos de evidencia considerando las ecuaciones (4.6) y (4.7) de la siguiente
manera
p(τ = 1|ξ = 1)
1− p(τ = 1|ξ = 1) , (4.8)
que es la razo´n de probabilidades o momios O(τ |ξ = 1) conocida tambie´n como “Odds ratio”.
Entonces, para el caso 1 mencionado anteriormente, la razo´n de probabilidades se define como
sigue
O(τ |ξ = 1) = p(τ = 1|ξ = 1)
1− p(τ = 1|ξ = 1) =
p(τ = 1|ξ = 1)
p(τ = 0|ξ = 1) , (4.9)
que muestra a la probabilidad de que el cambio ocurrira´ o no como una tasa de las proporciones
de a´reas. Y para el caso 2 tenemos
O(τ |ξ = 0) = p(τ = 1|ξ = 0)
1− p(τ = 1|ξ = 0) =
p(τ = 1|ξ = 0)
p(τ = 0|ξ = 0) . (4.10)
Luego, recordando las ecuaciones (4.6) y (4.7) las razones de probabilidades se definen como
sigue segu´n el Teorema de Bayes
O(τ |ξ = 1) =
p(τ = 1)
p(ξ = 1|τ = 1)
p(ξ = 1)
p(τ = 0)
p(ξ = 1|τ = 0)
p(ξ = 1)
, (4.11)
O(τ |ξ = 1) = p(τ = 1|ξ = 1)
1− p(τ = 1|ξ = 1) =
p(τ = 1)
p(τ = 0)
p(ξ = 1|τ = 1)
p(ξ = 1|τ = 0) , (4.12)
O(τ |ξ = 0) =
p(τ = 1)
p(ξ = 0|τ = 1)
p(ξ = 0)
p(τ = 0)
p(ξ = 0|τ = 0)
p(ξ = 0)
, (4.13)
O(τ |ξ = 0) = p(τ = 1|ξ = 0)
1− p(τ = 1|ξ = 0) =
p(τ = 1)
p(τ = 0)
p(ξ = 0|τ = 1)
p(ξ = 0|τ = 0) . (4.14)
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Las ecuaciones anteriores (4.11) y (4.13) representadas en su forma logar´ıtmica muestran la
linealidad de las razones de probabilidad O(τ |ξ = 1) y O(τ |ξ = 0), de modo que partiendo de
la ecuacio´n (4.11) se aplica el logaritmo natural para obtener a lo que se conoce como pesos de
evidencia asociado a la existencia o ausencia del factor en la celda, esto es, la variable Y .
log
(
p(τ = 1|ξ = 1)
1− p(τ = 1|ξ = 1)
)
= log
(
p(τ = 1)
p(τ = 0)
)
+ log
(
p(ξ = 1|τ = 1)
p(ξ = 1|τ = 0)
)
︸ ︷︷ ︸
peso de evidencia positivo
, (4.15)
log
(
p(τ = 1|ξ = 0)
1− p(τ = 1|ξ = 0)
)
= log
(
p(τ = 1)
p(τ = 0)
)
+ log
(
p(ξ = 0|τ = 1)
p(ξ = 0|τ = 0)
)
︸ ︷︷ ︸
peso de evidencia negativo
. (4.16)
E´stos se renombran como ω+1 y ω
−
1 , simplificando las ecuaciones anteriores como sigue
ω+1 = log (O(τ |ξ = 1))− log (O(τ)) = log
(
O(τ |ξ = 1)
O(τ)
)
, (4.17)
ω−1 = log (O(τ |ξ = 0))− log (O(τ)) = log
(
O(τ |ξ = 0)
O(τ)
)
. (4.18)
Las ventajas del me´todo de pesos de evidencia radican en que permiten definir a la probabilidad
mediante una regresio´n log´ıstica y la aleatoriedad o ruido del sistema queda fuera, por tanto, se
obtienen buenos estimadores para los factores. Mediante la escala logar´ıtmica la probabilidad
es centrada en 0, es decir, corresponde una probabilidad de 1/2 con valores negativos para las
razones de probabilidad menores que 1 y una probabilidad de 1/2 con valores positivos para las
razones de probabilidad mayores que 1.
La interpretacio´n de los para´metros es un efecto aditivo en el logaritmo de la razo´n de los
momios para una unidad de cambio en el factor. Considerar el cambio mediante casos a favor
en proporcio´n a casos en contra significa que para que ocurra un cambio depende del grado de
influencia de algu´n factor, el cual genera una cierta atraccio´n para que los individuos asienten
o eviten asentar en dicha zona.
Varios factores para la transicio´n τ de cambio de uso de suelo
Para generar la diversidad de los usos de suelo como el comercio, la industria, etc., se pueden
considerar ma´s factores que influyan a que ocurra el cambio de suelo en la celda utilizando las
expresiones (4.17) y (4.18).
Estas ecuaciones dependen fuertemente de considerar a los factores como condicionalmente
independientes con respecto al cambio de uso de suelo. En otro caso, si existe fuerte depen-
dencia espacial entre los factores y/o correlaciones entre ellos, este ana´lisis ya no puede ser
utilizado. Por lo que asumiendo independencia, podemos escribir la probabilidad condicional
como p(τ |ξ1, ξ2, . . . , ξV ).
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Definimos a 〈fv〉, v = 1, . . . , V como el vector de factores y 〈βv〉 al vector de los coeficientes de
cada factor fv. Entonces, generalizando las ecuaciones (4.17) y (4.18), los pesos de evidencia
positivos y negativos son:
log (O(τ |ξ1 = 1, ξ2 = 1, . . . , ξV = 1)) = log (O(τ)) +
V∑
v=1
ω+v , (4.19)
log (O(τ |ξ1 = 0, ξ2 = 0, . . . , ξV = 0)) = log (O(τ)) +
V∑
v=1
ω−v . (4.20)
Debido a la independencia de los factores fv el logaritmo natural de las razones probabil´ısticas
se reduce a la multiplicacio´n de las funciones de distribucio´n de cada uno de ellos.
p(τ = 0)
p(τ = 1)
Figura 4.4: Cambio de uso de suelo debido a sus fac-
tores particulares. Ima´gen elaborada en Ipe.
No´tese que el conjunto Σ conformado por los
usos de suelo como los estados posibles de
la celda, esta´ asociado a los factores parti-
culares de cada celda, por lo cual, se puede
definir una transicio´n particular en la celda
de un uso de suelo Ci,j(t) = k a un uso de
suelo Ci,j(t+ 1) = l, ya que cada una de ellas
contiene un subconjunto de tales factores que
definen su uso de suelo mediante la variable
Y = 〈Y1, Y2, . . . , YV 〉, Yv ∈ {0, 1}.
Entonces, podemos obtener una prediccio´n de
cambio con la probabilidad a priori utilizando
la ecuacio´n anterior de la siguiente manera:
log
(
O(τkl|ξ1 = Y1, ξ2 = Y2, . . . , ξV = YV )
)
= log (O(τ)) +
V∑
v=1
ωv, (4.21)
donde {
wv = w
+
v si Yv = 1,
wv = w
−
v si Yv = 0.
(4.22)
As´ı, aplicando la funcio´n exponencial en ambos lados de la igualdad en la ecuacio´n (4.21)
obtenemos:
p(τkli,j |Y1, Y2, . . . , YV )
1− p(τkli,j |Y1, Y2, . . . , YV )
=
p(τkli,j)
1− p(τkli,j)
e
V∑
v=1
ωv
. (4.23)
Definiendo la razo´n de la probabilidad condicional
Para justificar la motivacio´n de utilizar el me´todo de los pesos de evidencia como un proceso
de Markov, mostraremos a la probabilidad de la variable τ dada la existencia del factor f1
basa´ndonos en una regresio´n lineal simple.
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Es importante obtener la estimacio´n de β1 para el factor f
1. Utilizando la regresio´n lineal como
τ = β0 + β1f
1 + ε se define el valor esperado como
E(τ |ξ = 1) = 0 ∗ p(τ = 0|ξ = 1) + 1 ∗ p(τ = 1|ξ = 1) = F (f1, β1).
Luego, podemos expresar que τ = E(τ |ξ = 1) + [τ −E(τ |ξ = 1)] = F (f1, β1) + ε. Sin embargo,
como la regresio´n lineal es una funcio´n que no esta´ acotada en [0, 1] no puede representar una
probabilidad para el proceso; adema´s de que los residuos ε no presentan homocedasticidad, es
decir, la varianza de errores no es constante ya que si τ = 0, entonces β0 + β1f
1 + ε = 0 y la
varianza queda determinada como ε = −β0 − β1f1, donde p(τ = 0|ξ = 1) = 1− F (f1, β1).
De manera similar ocurre cuando τ = 1, ya que expresado a trave´s de una regresio´n lineal
β0 +β1f
1 +ε = 1, la variacio´n del error es 1−ε = −β0−β1f1, donde p(τ = 1|ξ = 1) = F (f1, β1).
Por lo que se requiere una funcio´n de distribucio´n que presente a la variacio´n del error constante
sea cual fuere el valor que toma f1 y que adema´s cumpla que
lim
β1f1→∞
p(τ = 1|ξ = 1) = 1 y lim
β1f1→−∞
p(τ = 1|ξ = 1) = 0.
Se realiza entonces la transformacio´n F (f1β1) para garantizar que el valor permanezca dentro del
intervalo anterior, donde F represente a una funcio´n mono´tona creciente definida en R y acotada
en [0, 1]. Entonces, la probabilidad condicional se expresa mediante una transformacio´n p(τ =
1|ξ = 1) = p(I ≤ f1) = F (f1, β1) donde F es la funcio´n de distribucio´n de la variable aleatoria
Ii,j , y que por la simetr´ıa se tiene para el complemento que p(τ = 0|ξ = 1) = 1− F (f1, β1).
Suponemos que la probabilidad de que ocurra el cambio en la celda dados sus factores es
p(τ = 1|ξv) = 1
1 + e−z
, (4.24)
que al sustituir en la ecuacio´n (4.15) observamos que
log
(
p(τ = 1|ξv)
1− p(τ = 1|ξv)
)
= log (O(τ |ξv)) = log

1
1 + e−z
1− 1
1 + e−z
,
= log

1
1 + e−z
1 + e−z − 1
1 + e−z
,
= log
(
1 + e−z
(1 + e−z)(e−z)
)
,
= log
1
e−z
,
= log (O(τ |ξv)) = z,
donde z = β1f
1 + . . . + βrf
r. Esto muestra que mediante la transformacio´n de la distribucio´n
se obtiene una regresio´n log´ıstica que mantiene la linealidad del sistema a distinta escala.
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Despue´s de haber definido las razones de probabilidad condicional de manera lineal en escala
logar´ıtmica, utilizamos la ecuacio´n (4.23) para simplificar la expresio´n como:
p(τkli,j |Y1, Y2, . . . , YV ) =
p(τkli,j)
1− p(τkli,j)
e
V∑
v=1
ωv
1 +
p(τkli,j)
1− p(τkli,j)
e
V∑
v=1
ωv
, (4.25)
debido a la simetr´ıa de la distribucio´n. Finalmente, al obtener la recursio´n del ca´lculo de las
ABCD
A
B
C
D
Figura 4.5: Matriz generada en la celda por los
posibles cambios de usos de suelo. Ima´gen elaborada
en Ipe.
probabilidades de acuerdo a la combinacio´n lineal
de sus factores, generalizamos la probabilidad de
transicio´n espec´ıfica de cada celda renombrada
como p
(t)
i,j (l|k) que se define de la siguiente manera
p
(t)
i,j (l|k) = Ψ
(
P (t)(l|k)
1− P (t)(l|k)
)
e
V∑
v=1
ωv
, (4.26)
donde Ψ es una constante de normalizacio´n y
P (t)(l|k) es la probabilidad a priori de la tran-
sicio´n del uso de suelo k a l en el tiempo t a
t+1 para el sistema global definida en la ecuacio´n
(4.2).
4.3 Acoplamiento del sistema espacio temporal con auto´matas
celulares
La interaccio´n entre los suelos vecinos es un aspecto importante en la dina´mica. Esto esta´
basado en modelos de poblaciones interactuantes, donde la desicio´n de cambio depende de cua´n
fuerte se asocian las caracter´ısticas de los individuos con la mayor´ıa predominante, lo cual
despue´s de un periodo de tiempo, la proporcio´n de que ocurran los cambios por los individuos
puede mostrar una distribucio´n bimodal [27] permitiendo observar ciertos feno´menos de forma
global.
(i− 1, j + 1) (i, j + 1) (i+ 1, j + 1)
(i− 1, j) (i, j) (i+ 1, j)
(i− 1, j − 1) (i, j − 1) (i+ 1, j − 1)
Figura 4.6: Vecindad de Moore. Ima´gen elabo-
rada en Ipe.
En la teor´ıa de la complejidad se muestra que a
pesar de que se comprendieran muy bien los fac-
tores que inciden de forma individual, no es su-
ficiente para predecir un comportamiento global
[27]. Basa´ndonos en esta cuestio´n, analizamos
a los usos de suelo como poblaciones distintas,
donde cada celda decidira´ si cambiar o no depen-
diendo de co´mo se asocia su susceptibilidad con
respecto a la mayor´ıa predominante de celdas dis-
tintas en su entorno local.
Por esta razo´n, la probabilidad expuesta anterior-
mente en la ecuacio´n (4.27) requiere modificarse
de modo que la estructura y la dina´mica global
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del sistema este´ determinada por el acoplamiento de las dos dina´micas elementales: la local
segu´n los factores predominantes de cada celda central, y la dina´mica global basada en la aso-
ciacio´n de la vecindad de Moore κi,j a la celda. Esto significa que mientras mayor sea la cantidad
de celdas vecinas distintas a ella ma´s influencia tendra´ la celda para cambiar al uso de suelo
predominante en su vecindad.
Es importante mencionar que segu´n la dina´mica del proceso de urbanizacio´n, las transiciones
en el uso de suelo ocurren principalmente en la periferia y los pequen˜os asentamientos urbanos
actu´an como “semillas de crecimiento” [2]. Por ello, la direccio´n espacial del crecimiento ur-
bano se desempen˜a a trave´s de una condicio´n que recibe el auto´mata. E´sta condicio´n consiste
en reconocer aquellas celdas que pertenezcan a la frontera, donde por frontera se entiende al
conjunto de todas las celdas con distinto uso de suelo a cada celda central asociada. Quiere
decir que cada celda con uso de suelo l tiene asociado un conjunto de celdas fronterizas que no
contienen ese uso de suelo, es decir, aquellas que tienen un uso del suelo k 6= l.
En consecuencia, se calculan las probabilidades a posteriori y se eligen transiciones apropiadas
del conjunto reducido de celdas que son potencialmente sujetas a conversio´n al uso de suelo
l. Luego, despue´s de identificar el conjunto frontera de celdas, la probabilidad de transicio´n
del uso de suelo k a l se pondera de acuerdo a la cantidad de celdas en la vecindad de Moore
correspondiente.
Figura 4.7: Asignacio´n de la vecindad a su celda central. Ima´gen modificada en Ipe.
Entonces, la probabilidad de transicio´n en la celda se define finalmente como:
p
(t)
i,j (l|k) =
1
8
 ∑
(x,y)∈κ,
(x,y)6=(i,j)
nlx,y(t)
Ψ
(
P (t)(l|k)
1− P (t)(l|k)
)
e
V∑
v=1
ωv
, (4.27)
donde Ψ es una constante de normalizacio´n y
nlx,y(t) =
{
1 si Cx,y(t) = l,
0 si Cx,y(t) 6= l,
(4.28)
por lo que
∑
(x,y)∈κ,
(x,y)6=(i,j)
nlx,y(t) es la cantidad de celdas con posicio´n (x, y) que tienen distinto uso de
suelo respecto a la celda central con la posicio´n (i, j) en la vecindad de Moore κ.
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Simulacio´n. Mancha urbana de la
ciudad de Monterrey
Mostraremos el tipo de distribuciones que se pueden generar con este tipo de modelos, tomando
en cuenta distintas condiciones iniciales y haciendo variar los para´metros de control. Nuestra
intencio´n es utilizar estos modelos como herramientas para evaluar la importancia de factores
en la conformacio´n espacial de zonas urbanas. Este sera´ obviamente un primer abordaje a este
tipo de problemas y un desarrollo de tales herramientas.
Como aplicacio´n para el auto´mata, se utiliza la mancha urbana en el estado de Nuevo Leo´n.
El estado de Nuevo Leo´n tiene las coordenadas extremas, al norte 27.49◦, al sur 23.11◦ de
latitud norte; al este 98.26◦, al oeste 101.14◦ de longitud este. Monterrey fue una de las ciu-
dades con mayor industrializacio´n en Me´xico despuu´es de la Segunda Guerra Mundial y su
Figura 5.1: Tendencia de crecimiento poblacional en
Nuevo Leo´n. Fuente INEGI
industria se consideraba ba´sica por consid-
erarse principalmente exportadora a distinto
nivel. Esta expansio´n econo´mica implica
mayor demanda de poblacio´n y de beneficios
en el traslado, generando mayor tasas de mi-
gracio´n, y generando mayor demanda de suelo
disponible e infraestructura como conexiones
hacia el nu´cleo urbano.
Se considera que gran parte de este proceso
comienza en los an˜os cuarenta [42] y que su
poblacio´n pasa de ser un poco ma´s de 200 mil
habitantes a 3 millones de habitantes entre los
an˜os cuarentas y noventas.
Como consecuencia, para 1940 Monterrey reg-
istro´ un crecimiento poblacional considerable,
obligando a acelerar principalmente hacia el
norte (Guadalupe y San Nicola´s de los Garza)
la construccio´n de casas habitacio´n que alcanzo´ las zonas industriales y diversifico´ su estructura
econo´mica en distintos niveles.
El proceso de expansio´n poblacional y territorial de la ZMM comenzado en los an˜os cuarenta,
es debido principalmente a la fuerte urbanizacio´n e industrializacio´n que ocurrio´ en el pa´ıs y
31
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en particular, Monterrey se convierte en un lugar de atraccio´n demogra´fica, incrementando la
poblacio´n hasta 17 veces y extendie´ndo la zona hasta nueve municipios.
La Zona Metropolitana de Monterrey (ZMM) esta´ compuesta principalmente por Monterrey y
once municipios ma´s, que son San Pedro Garza Garc´ıa, San Nicola´s de los Garza, Monterrey,
Santiago, Guadalupe, Apodaca, Cadereyta Jime´nez, Santa Catarina, Ciudad General Escobedo,
Garza Garc´ıa, Jua´rez y Salinas Victoria.
Figura 5.2: Mediante el archivo .shp se muestra la
zona urbana de Monterrey referenciada a su longitud y
latitud en color gris. Elaborada en R. Fuente: INEGI
En particular, el Municipio de Monterrey esta´
rodeado de cerros y sierras muy importantes;
Sierra de las Mitras, Cerro del Obispado,
Sierra de La Silla (que en el extremo norte
esta´ el Cerro de la Silla), Cerro de El Mirador,
Loma Larga y La Campana, Cerro del Topo
Chico, Sierra Madre Oriental, Siete Cerritos,
principalmente. Adema´s cuenta con r´ıos como
el R´ıo Santa Catarina, que surge en la Sierra
Madre Oriental y continu´a hasta el Can˜o´n de
La Huasteca.
Para mostrar primeramente la mancha urbana
de la ZMM se han utilizado los archivos de
formato .shp que almacena INEGI, para que a
trave´s de librer´ıas como rgdal, raster, dplyr
y ggmap de lenguaje de programacio´n RStu-
dio. Versio´n 1.0.136, se construya un algo-
ritmo que genera una malla que divide en dis-
tintos taman˜os (desde zoom nivel 7: 100×100
hasta zoom nivel 1: 4500× 4500) la siguiente
imagen.
En la siguiente ima´gen se muestran los niveles de elevacio´n en escala de grises. E´sta es utilizada
para la simulacio´n del auto´mata donde el proceso se lleva a cabo considerando aquellas celdas
Figura 5.3: Elevacio´n en escala de grises. Elaborada
en R. Fuente: INEGI
que esta´n por debajo de una pendiente de
inclinacio´n del 45%. Consideremos el espa-
cio de configuraciones como el conjunto de
todos los arreglos en una malla regular de
N ×N = 500× 500, que representan el terri-
torio de la ciudad de Monterrey.
Entonces, dada una cantidad de iteracciones
T = 100, tenemos que para cada tiempo t ∈ N
la configuracio´n del territorio es una asig-
nacio´n de uso de suelo, donde como caso par-
ticular se tienen los usos de suelo D,S,C, V y
I que representan los suelos Disponibles, Ser-
vicios, Comerciales, Vivienda e Industria.
Segu´n el Directorio Estad´ıstico Nacional de
Unidades Econo´micas, se obtuvo la referen-
cia geogra´fica de 1, 139 unidades industriales,
137, 238 unidades de comercio al por menor y
comercio al por mayor y 726 de servicios educativos, servicios de salud y asistencia social y
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servicios profesionales, cient´ıficos y te´cnicos. Las densidades de cada uno de ellos se muestran
en las siguientes ima´genes de formato .shp.
Figura 5.4: Mapas elaborados en R con archivos .shp. En color azul se muestra la densidad de las
unidades industriales, en color amarillo es la densidad de los servicios y en color rojo la densidad de las
unidades comerciales. Fuente: INEGI
La ZMM tiene una gran atraccio´n por la gran concentracio´n de la actividad econo´mica y
por la poca disponibilidad de empleo en el resto del Estado. Gran parte de la Poblacio´n
econo´micamente activa (PEA) se encuentra en el sector terciario y entre ellos destacan las
unidades de servicios.
Entidad PEA Pob. Ocupada Tasa Ocupacio´n Pob. Desocup. Tasa Desocup.
Nuevo Leo´n 1,956,106 1,871,119 95.66 84,987 4.34
AMM 1, 681, 513 1,606,663 95.55 74,850 4.45
Monterrey 488, 181 465,522 95.36 22,659 4.64
Tabla 5.1: Fuente: Secretaria de Desarrollo Urbano y Ecolog´ıa e Instituto Municipal de Planeacio´n
Urbana y Convivencia de Monterrey, basado en el Censo General de Poblacio´n y Vivienda 2010. INEGI.
Algunos resultados que se obtienen tambie´n del INEGI con respecto al crecimiento de la vivienda
se muestran en las siguientes gra´ficas
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Figura 5.5: Crecimiento de viviendas en el estado de Nuevo Leo´n y clasificacio´n de ellas por cantidad
de habitantes. Fuente: INEGI
Una vez que se elige el sitio (i, j), la transicio´n de un uso de suelo k al uso de suelo l se realiza
con una probabilidad que esta´ sujeta a ciertas restricciones locales (la calidad del terreno y la
configuracio´n local de usos de suelo). Entonces, para cada uso de suelo esta´ definido un vector
asociado con la presencia o ausencia de los factores f1, f2 y f3 mostrado en la tabla siguiente
Suelo P D S C D V I
Etiqueta 0 1 2 3 4 5 6
f1 0 1 0 1 0 1 0
f2 0 0 1 1 0 0 1
f3 0 0 0 0 1 1 1
Tabla 5.2: Determinacio´n del uso de suelo segu´n los factores.
En este caso, consideramos que so´lo las siguientes transiciones son posibles:
D 7→ D,S,C, V, I
S 7→ S,C, V, I
C 7→ C, V, I
V 7→ V, I
I 7→ I
Considerando lo anterior, la descomposicio´n de los factores genera la siguiente imagen
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Figura 5.6: Mapa formato .shp elaborado en R para la clasificacio´n de usos de suelos. En color gris
oscuro se encuentra la concentracio´n de vivienda, en color rojo la industria, en color rosa los servicios
y en color beige el comercio. Fuente: INEGI
Como el proceso es una cadena de Markov, el sitio elegido y el cambio de uso de suelo efectuado
para dicho sitio se escogen de forma aleatoria, de acuerdo a una distribucio´n que depende de la
configuracio´n St = {Ci,j(t)}. La configuracio´n al tiempo t+1, St+1, depende de la configuracio´n
a tiempo t, St, para el ca´lculo de la probabilidad a posteriori, ya que en cada paso de tiempo,
la celda con posicio´n (i, j) modifica el uso de suelo que se le ha asignado.
Se define la matriz P (t=0) de probabilidades iniciales para el proceso como sigue:
P (t=0) =

0.25 0.25 0.2 0.15 0.15
0 0.3 0.25 0.3 0.15
0 0 0.25 0.35 0.4
0 0 0 0.46 0.54
0 0 0 0 1
 ,
Entonces, la dina´mica del sistema queda determinada por las probabilidades iniciales de esas
transiciones para cada sitio (i, j) en la cuadr´ıcula. La probabilidad de transicio´n de acuerdo a la
ecuacio´n (4.26) se calcula analizando principalmente el vector de factores en la posicio´n (i, j) y
a sus celdas vecinas distintas en el tiempo actual, considerando tambie´n la proporcio´n de celdas
que cambiaron en el tiempo t a t+ 1 de manera global.
Como datos iniciales se requiere la matriz de pesos de evidencia ω
(t=0)
i,j y la matriz {Ak,l}(t=0)
que representa la cantidad de celdas que cambio´ de tipo de suelo k al tipo de suelo l.
Nota: Los pesos de evidencia iniciales ω
(t=0)
i,j se calculan con la misma ecuacio´n (5.3) mostrada
en el paso 6 del algoritmo comu´nmente utilizando dos mapas histo´ricos de una mancha urbana
en modo raster para obtener las proporciones iniciales de cambio de uso de suelo P t=0(l|k).
La configuracio´n de la vecindad del sitio (i, j) afecta la probabilidad a trave´s de Qli,j(t), que no
es mas que la proporcio´n de primeros vecinos de ese sitio en los que el uso de suelo es de tipo
l. Con esto se da mayor probabilidad a cambios de uso de suelo que tienden a homogeneizar
localmente la configuracio´n de usos de suelo. Los para´metros β1 ≥ 0, β2 ≥ 0, β3 ≥ 0 sirven para
modificar la importancia relativa de cada factor.
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Con esto podemos determinar la probabilidad de transicio´n
pti,j(l|k) =
[
Qli,j(t)
8
]
Ψ
[
P t(l|k)
1− P t(l|k)
]
eω
t
i,j , (5.1)
para pasar de una configuracio´n k en el tiempo t a una configuracio´n l en t+ 1.
La vecindad que tomamos es la vecindad de Moore, que considera a los ocho vecinos en la
cuadr´ıcula de un sitio dado, y al sitio mismo. La presencia o ausencia de factores para cada
uso de suelo se fija desde un principio y no cambia en el tiempo. Las condiciones en la frontera
son tales que el suelo en el per´ımetro de la cuadr´ıcula es de tipo P en todo tiempo. Este suelo
tambie´n se ubica en todas aquellas celdas donde el desarrollo no puede ocurrir, segu´n la imagen
en escala de grises para las distintas elevaciones.
A continuacio´n se muestran los pasos de la simulacio´n:
1. Se inicializa el tiempo en t = 0.
2. Dada la matriz de pesos ωti,j y la matriz P
t(l|k) que representa las proporciones de cambio
de uso de suelo del tipo k al tipo l se calcula la probabilidad para t+ 1 como:
pti,j(l|k) =
[
Qli,j(t)
8
]
Ψ
[
P t(l|k)
1− P t(l|k)
]
eω
t
i,j , (5.2)
donde:
• k es el uso de suelo en la ce´lula (i, j) al tiempo t.
• l es el uso de suelo posible para la ce´lula (i, j) al tiempo t+ 1.
• Qli,j(t) es la cantidad de vecinos de tipo l en la vecindad de la ce´lula (i, j) sin contar
la ce´lula central al tiempo t.
• Ψ es para´metro de normalizacio´n.
3. Despue´s el estado al que se cambiara´ la ce´lula se determina de manera aleatoria por el
me´todo Montecarlo.
• Se inicializa la matriz {Ak,l}(t+1) = O que se encarga de almacenar la cantidad de
celdas de cada tipo k que cambian a tipo l.
• Se genera una matriz Xi,j de valores aleatorios uniformes continuos.
• Para cada ce´lula con posicio´n (i, j) se consideran los intervalos I li,j =

l∑
m=0
pt+1i,j (l|k)
M∑
m=0
pt+1i,j (l|k)

• Entonces, el tipo k en la posicio´n (i, j) pasa a ser de tipo l, es decir, Ci,j(t + 1) = l
(que es la representacio´n del uso de suelo l con la combinacio´n binaria de los factores),
si I l−1i,j < Xi,j < I
l
i,j , donde I
−1
i,j = 0.
• Finalmente se registra este resultado en la matriz {Ak,l}(t+1), es decir,
A
(t+1)
k,l = A
(t+1)
k,l + 1
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4. Luego para generar la matriz P t+1(l|k) se normaliza por filas a la matriz A(t+1)k,l , es decir,
P t+1(l|k) = A
(t+1)
k,l
M∑
k=0
A
(t+1)
k,l
, donde M + 1 es la cantidad de usos de suelo.
5. Ahora para actualizar la matriz de los factores fsi,j(t + 1) se representa el uso de suelo
Ci,j(t+ 1) en su notacio´n binaria, es decir, Ci,j(t+ 1) = 4 ∗ r1i,j + 2 ∗ r2i,j + r3i,j y entonces
f si,j(t+ 1) = r
s
i,j donde s ∈ {1, 2, 3}.
6. Luego se calcula el peso de evidencia ωt+1i,j de la siguiente manera:
ωt+1i,j =zi,j − log
(
P t+1(l|k)
1− P t+1(l|k)
)
=
3∑
s=1
βsf
s
i,j(t+ 1)− log
(
P t+1(l|k)
1− P t+1(l|k)
) (5.3)
donde:
• k es el uso de suelo en la ce´lula con posicio´n (i, j) al tiempo t.
• l es el uso de suelo posible para la ce´lula con posicio´n (i, j) al tiempo t+ 1.
7. Para el siguiente paso t = t+1, si t ≤ T , se termina entonces el proceso, en caso contrario,
volver al paso 2.
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Resultados de la simulacio´n
Figura 5.7: Prediccio´n de las zonas de crecimiento y usos de suelo. Simulaciones realizadas en
RStudio para tiempos t = 5, 10, 15, 20, 30, 50, 75, 100.
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Figura 5.8: Probabilidad marginal del uso de suelo Disponible D y la distribucio´n de celdas en cada
tiempo t.
En la primera gra´fica se muestra la probabilidad conjunta del uso de suelo Disponible, D.
Se observa que la probabilidad conjunta oscila entre cierto valor, pero adema´s, las oscilaciones
bajan en promedio y en variacio´n. Debido tambie´n a que es un sistema cerrado, la cantidad de
celdas con ese uso de suelo va disminuyendo, segu´n muestra la segunda gra´fica.
Figura 5.9: Probabilidad conjunta del uso de suelo y distribucio´n de celdas Servicios, S en cada
tiempo t.
En la primera gra´fica se muestra la probabilidad conjunta del uso de suelo Servicios, S donde
se observa que hay una tendencia creciente de la probabilidad conjunta. Sin embargo, en la
gra´fica cantidad de celdas se muestra una cierta tendencia alrededor del valor 500, debido a que
a partir de cierto tiempo las celdas con uso de suelo de Servicios ya no cambian.
Cap´ıtulo 5. Simulacio´n 40
Figura 5.10: Probabilidad conjunta del uso de suelo y distribucio´n de celdas Comercial, C en cada
tiempo t.
En la primera gra´fica se muestra la probabilidad conjunta del uso de suelo Comercial que
representa a partir del tiempo t = 28 un panorama de estacionalidad, que en conjunto con la
gra´fica de cantidad de celdas significa que la conversio´n del suelo disponible a comercial deja de
suceder debido a la direccio´n del proceso.
Figura 5.11: Probabilidad conjunta del uso de suelo y distribucio´n de celdas Vivienda, V en cada
tiempo t.
De manera similar que las dos gra´ficas anteriores, en la primera gra´fica se muestra la probabilidad
conjunta del uso de suelo Vivienda que representa a partir del tiempo t = 37 un panorama de
estacionalidad, que en conjunto con la gra´fica de cantidad de celdas significa que la conversio´n
del suelo disponible a vivienda deja de suceder debido a la direccio´n del proceso.
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Figura 5.12: Probabilidad conjunta del uso de suelo y distribucio´n de celdas Industrial, I en cada
tiempo t.
En la primera gra´fica se muestra la probabilidad conjunta del uso de suelo Industrial donde
se observa gran cantidad de ruido, pero mostrando una tendencia estacionaria. Sin embargo,
debido a que es considerado como un sistema cerrado, la cantidad de celdas va disminuyendo.
Cap´ıtulo 6
Conclusiones y trabajo a futuro
El crecimiento (o disminucio´n) de la poblacio´n es una caracter´ıstica sociolo´gicamente significa-
tiva, ya que condiciona el futuro y la organizacio´n funcional y f´ısica de la ciudad. Aunado a
esto, esta´ el hecho de considerar a las ciudades como consumidoras, declarando usos de suelo
y valores de la tierra en relacio´n al funcionamiento y accesibilidad de los servicios ba´sicos. Sin
embargo, desde una perspectiva ecolo´gica e inclusive pol´ıtica, el urbanismo incentiva a analizar
las ciudades de manera que ayude a tomar mejores decisiones en la planicacio´n urbana.
Debido a que el comportamiento de tales sistemas representa un dif´ıcil problema en el ana´lisis,
el propo´sito principal consiste en construir algoritmos y modelar dina´micas del crecimiento de
ciudades de manera simple. Utilizar herramientas de sencilla elaboracio´n computacional como
los auto´matas celulares permiten aportar un ana´lisis no solo temporal, sino espacial de sistemas
complejos fortaleciendo el desarrollo de la investigacio´n mediante la simulacio´n.
Como trabajo a futuro, se considera realizar un ana´lisis estad´ıstico para la identificacio´n de las
variables espaciales, las cuales pueden ser econo´micas (como el nivel de ingreso por vivienda),
sociales (como la cantidad de poblacio´n, vivienda, proporcio´n de a´reas verdes, etc.) y geogra´ficas
(como las curvas de nivel, r´ıos, montan˜as, etc). Adema´s, se pueden considerar nuevos supuestos
para la modelacio´n de este tipo de sistemas que permitan representar otro tipo de feno´menos
vistos en las ciudades, tales como la reconstruccio´n de los nu´cleos urbanos o el comportamiento
particular de los individuos como la segregacio´n.
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Auto´matas celulares
Este cap´ıtulo tiene como propo´sito introducir los elementos principales de los auto´matas celu-
lares para describir su funcionamiento espacio temporal partiendo de la clasificacio´n de los
sistemas dina´micos. Luego, se muestran dos ejemplos que ayuden a comprender la asociacio´n
de la dina´mica de un proceso espacial para auto´matas de una y dos dimensiones. Finalmente,
se menciona la clasificacio´n de los auto´matas segu´n Wolfram para representar la complejidad
de un sistema.
¿Que´ son los sistemas dina´micos?
Cuando observamos un feno´meno ya sea f´ısico, qu´ımico o social, realmente lo que muchas veces
obtenemos es una respuesta o resultado del proceso. Esto involucra un cambio que posiblemente
refleje un resultado similar en otro tiempo bajo supuestos que ya establecidos describan la
funcionalidad primordial de un sistema.
Definimos a un sistema dina´mico como la representacio´n de un proceso donde sus para´metros
cambian respecto a variables en el tiempo continuo o discreto, mostrando as´ı, la evolucio´n de
su dina´mica en relacio´n con ciertas variables ya sean exo´genas (donde el sistema no las provoca
pero le afectan) o endo´genas (que el sistema provoca y adema´s le afectan).
Sistema Tiempo Espacio Variable
Ecuaciones Dif. Parciales Continuo Continuo Continuo
Ecuaciones Dif. Acopladas Continuo Discreto Continuo
Mapas discretos Discreto Discreto Continuo
Auto´matas Celulares Discreto Discreto Discreto
Tabla A.1: Descripcio´n de los sistemas dina´micos
Los sistemas dina´micos tambie´n pueden ser lineales o no lineales. Si a un sistema dina´mico
continuo lo representamos como dxdt = F (x), decimos que es lineal si F (ax+by) = aF (x)+bF (y),
es decir, es lineal si F cumple con el principio de superposicio´n.
Las te´cnicas utilizadas comu´nmente para resolverlos son la transformada de Laplace, la trans-
formada de Fourier, el principio de superposicio´n, etc. Pero si la ecuacio´n no se cumple decimos
que es un sistema no lineal que se comporta de forma complicada e impredecible y por lo
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tanto conlleva gran dificultad el obtener su solucio´n de modo que requieren inclusive de te´cnicas
geome´tricas para su ana´lisis.
Tambie´n se dividen en auto´nomos si x· = F (x) o no auto´nomos si si x· = F (x, t) lo que significa
que tiene una variable externa que forza el comportamiento natural del sistema. Podemos
representar el comportamiento de las variables en forma de series de tiempo o en forma de
espacio fase que contiene todos los estados posibles del sistema.
El espacio fase el cual es descrito por el campo vectorial F representa el recorrido de las variables
en el tiempo; el recorrido es llamado trayectoria. Cuando una singularidad del espacio fase
ocasiona que una trayectoria se acerque a e´l conforme avanza el tiempo se dice que es estable,
sumidero o atractor. En el caso contrario, cuando la trayectoria que inicia cerca de e´l se aleja
se le llama inestable, repulsor o fuente. Dependiendo si el sistema es lineal las singularidades
representan a puntos mientras que para los no lineales pueden ser puntos, ciclos o atractores
que ayudan a determinar la estabilidad del sistema.
Por consiguiente, un concepto primordial en los sistemas dina´micos es el de equilibrio. Se define
al equilibrio como un estado en donde una o ma´s variables no cambian en un periodo de tiempo,
y al desequilibrio o fuera del equilibrio cuando las variables esta´n cambiando a distintas tasas
y su impacto es en distintas escalas espaciales y temporales. Esto genera discontinuidades que
son asociadas directamente a umbrales los cuales definen un cambio de estado. La transicio´n de
fase es un cambio en el sistema entero que afecta a las cualidades f´ısicas, por ejemplo el efecto
de la temperatura en un l´ıquido puede ocasionar que su fase cambie de l´ıquido a gas.
Procesos temporales y espaciales
Cuando observamos cual es la relacio´n causal de las variables que influyen entre s´ı se puede
obtener una sucesio´n de dichas variables aleatorias que determinan los estados del sistema
acorde a cierto para´metro a trave´s del tiempo. A esta sucesio´n se le llama serie de tiempo.
Si tenemos una posicio´n particular donde se lleva a cabo el proceso, podemos hacer uso de
series de tiempo para describir esa posicio´n particular construyendo de esta manera la evolucio´n
del sistema a trave´s del efecto de las variables. Esto introduce conceptos clave como la escala
que permite observar el feno´meno con cierto nivel de resolucio´n cuando consideramos varias
posiciones, ya que no solo se tomar´ıa en cuenta a la serie individual si no co´mo se comporta
e´sta en relacio´n a las dema´s.
Preliminares
Hemos dicho que los modelos matema´ticos ayudan a representar el feno´meno de forma cuanti-
tativa y cualitativa ya sea utilizando series de tiempo o espacios fase y por otro lado, hablado
un poco sobre la complejidad que presentan algunos sistemas.
Actualmente se cuenta con el co´mputo para procesar grandes cantidades de informacio´n inclu-
sive a tiempo real, lo cual, al adjuntarlo con las ideas anteriores, grandes cient´ıficos han sido
motivados a comprender los mecanismos y cualidades de los procesos complejos de manera sim-
ple desarrollando herramientas que puedan actuar de forma auto´noma y tengan la capacidad
de “aprender” por s´ı mismas.
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Es as´ı como a mediados de los an˜os 50′s que John Von Neumann 1 realiza estudios anal´ıticos
sobre la computacio´n para probar que una computadora pod´ıa tener una estructura simple y
f´ısica, y que junto con Howard Aiken y Norbert Wiener comienzan a estudiar las computadoras,
el control en el sistema nervioso y la comunicacio´n en e´l. Despue´s labora con McCulloch y Pitts
en el tema de redes neuronales [33].
En principio, Neumann pretende disen˜ar un auto´mata basado en ecuaciones diferenciales par-
ciales, pero al encontrar dificultades para establecerle instrucciones simples adema´s del taman˜o
del sistema, utiliza un arreglo de elementos ba´sicos sugerida posiblemente por Stanislav Ulam 2
quien dec´ıa que una de las caracter´ısticas importantes en la simulacio´n es que el orden global se
puede construir a partir de una accio´n local, lo cual quiere decir que la respuesta del sistema es
generada por las instrucciones que siguen los elementos ba´sicos. As´ı comienza con el estudio de
la complejidad generada por esta autoreproduccio´n inspira´ndose en trabajos de Post y Turing
para crear una ma´quina que pudiera construir otras ma´quinas.
Es como surge la idea de la construccio´n de auto´matas que requer´ıan una cuadr´ıcula o arreglo
donde cada celda tuviera cierta cantidad de celdas vecinas y estados que las representaran de
manera simple para analizar la autoreproduccio´n.
En los an˜os 70′s John Horton Conway 3 en determinada interpretacio´n de los cambios de estados
en los auto´matas construye el ”Juego de la vida” que permit´ıa simular ”la vida” artificial de
una celda determinada por la interaccio´n entre sus vecinos; basa´ndose en la idea de que una
celda puede sobrevivir si hay dos o tres celdas vivas que pertenezcan a su vecindario. Si tiene
muchas celdas vecinas “vivas” muere por sobrepoblacio´n y si tiene pocas muere por aislamiento,
reduciendo al caso de renacer cuando tenga exactamente tres celdas vecinas vivas. Esta es una
razo´n por la que se les llamo´ auto´matas celulares.
El juego de la vida de Conway es uno de tantos modelos de auto´matas. Sin embargo, todos se
basan en elementos primordiales que describiremos en la siguiente seccio´n. Lo que es evidente es
que para observar estructuras espaciales o patrones se requiere de la simulacio´n. Actualmente
las aplicacio´nes de estos modelos radican en distintas a´reas como el procesamiento de ima´genes
[34], la modelacio´n de crecimiento por difusio´n en biolog´ıa [16], [35], los problemas relacionados
con dina´mica de fluidos en f´ısica [36], la propagacio´n de epidemias en medicina [2], [16], etc.
Caracter´ısticas de un auto´mata celular
Los auto´matas son modelos matema´ticos que mediante ciertas reglas sencillas cada elemento
ba´sico toma un estado que la representa. Para mostrar su dina´mica se utiliza normalmente una
malla discreta compuesta por celdas donde cada celda representa a una ce´lula (i, j) que cambia
en intervalos de tiempo discretos.
Las estructuras que surgen del auto´mata son complejas y esta´n generadas en el espacio por
esta dina´mica por lo que no es fa´cil saber y analizar cuales son las propiedades que tendra´ la
estructura global del sistema dada la sensibilidad a la condicio´n inicial. De una forma ma´s
detallada se presentan las caracter´ısticas que conforman un auto´mata:
1Cient´ıfico multidiciplinario hu´ngaro estadounidense que empleo´ por primera vez un auto´mata
2Matema´tico polaco que trabajo´ en el proyecto Manhattan y disen˜a la bomba nuclear Teller Ulam
3Matema´tico de Reino Unido destacado en teoria´ de conjuntos, de nu´meros, teor´ıa de juegos y co´digos.
Ape´ndice A. Auto´matas celulares 46
• Arreglo celular o espacio de evoluciones: Un auto´mata celular es un sistema dina´mico
discreto determinado por el espacio de evoluciones n-dimensional compuesto por N2 el-
ementos o celdas que mantienen una posicio´n espacial (i, j). Comu´nmente la malla n-
dimensional tiene divisio´n homoge´nea donde cada divisio´n representa a una celda.
Figura A.1: Malla para 2 dimensiones y 1 dimensio´n respectivamente. Imagen elaborada en Ipe.
• Conjunto de estados Σ: Existe adema´s, el conjunto Σ = {0, 1, . . . ,M} de posibles estados
que puede tomar cada elemento de la malla. Este conjunto es finito y cambia discretamente
respecto a los valores de las ce´lulas vecinas que tambie´n toman un u´nico elemento del
conjunto.
• Vecindad κ: Es un conjunto de celdas adyacentes a la celda central que a su vez cada
una de ellas contiene un estado particular y que en conjunto influyen de una manera
determinada a su celda central. Las ma´s conocidas y utilizadas son:
Figura A.2: Vecindad 1 dimensio´n, vecindad de Neumann y vecindad de Moore. Ima´genes elaboradas
en Ipe
La dimensio´n del espacio es la que define si la celda Ni,j como unidad ba´sica y en consid-
eracio´n de sus vecinos genera el espacio de forma que se obtiene una cadena de celdas en
forma de tira para cada tiempo cuando nos referimos a la primera dimensio´n, una malla
en cada tiempo para dos dimensiones e inclusive cubos para la tercera dimensio´n, etc.
• Funcio´n de evolucio´n: La representacio´n de estados en el espacio es mediante una configu-
racio´n. Se dice que una configuracio´n St es la asignacio´n de estados para cada Ni,j en cada
periodo t, esto es, St ≡ {St(i, j)}, por lo que el mapeo existente S0 : {Ni,j} −→ Σ gen-
era la configuracio´n inicial del sistema. Para expresar la secuencia de las configuraciones
globales en el tiempo se recurre a la funcio´n Θ como
Θ : St −→ St+1,
mostrando una recursio´n en la dina´mica espacial. Determinamos tambie´n una funcio´n g
la cual define a una regla de evolucio´n local que asigna un estado a la celda central en
relacio´n a sus celdas vecinas Ni,j ∈ κ como
N t+1i,j = g(N
t
i−r,j−r, N
t
i,j , . . . , N
t
i+r,j+r),
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donde r es la cantidad de celdas que tiene a la izquierda y a la derecha de la celda central
al cual se le conoce como el radio de la vecindad asociada.
g(∗) g(∗) g(∗) g(∗)
f (∗) f (∗)f (∗) f (∗)
Figura A.3: Cambio del estado de la celda central dependiendo de los estados vecinos. Ima´gen
elaborada en Ipe
Condiciones iniciales
Como cualquier sistema dina´mico, se sabe que las trayectorias o resultados de un proceso pueden
presentar comportamientos complejos en el tiempo debido a la sensibilidad de ciertas condiciones
iniciales. La condicio´n inicial es la configuracio´n inicial S0 del estado u´nico que toma cada celda
en el arreglo regular para cada intervalo de tiempo.
La evolucio´n del auto´mata celular se refleja cambiando los estados del sistema global a trave´s
de definir una configuracio´n inicial S0, para el cual hemos hecho uso de la funcio´n f como sigue
fn(S0) = f(S0) si n = 1,
fn(S0) = f(Θ
n−1(S0)) si n > 1,
esta es la secuencia que se le conoce como la evolucio´n o el espacio fase del auto´mata celular.
Una caracter´ıstica particular en el ana´lisis de la evolucio´n del sistema es el estudio estad´ıstico del
espacio fase el cual esta´ determinado por las densidades de las celdas con un estado particular
[33]; esto se determina para cada estado global en el auto´mata como
f(S0), f(Θ(S0)), f(Θ
2(S0)), f(Θ
3(S0)), . . . , f(Θ
n(S0)).
Condiciones de frontera
Cuando la dina´mica del proceso se lleva a cabo y comienzan a emerger estructuras espaciales
se pueden ver feno´menos f´ısicos (como la percolacio´n o la segregacio´n) de acuerdo a las reglas
que sigue el auto´mata, pero ¿que´ sucede en los bordes?
Se requiere tomar algunas consideraciones espec´ıficas al momento de implementar un auto´mata
lo que conlleva determinar que sucedera´ en los bordes de la malla en funcio´n del problema dado.
Establecer consideraciones en los bordes se le conoce como condiciones de frontera y son las
proyecciones que determinan los l´ımites de tiempo y de espacio para la simulacio´n. Entonces,
se pueden clasificar las fronteras dependiendo de los estados que se asignen a las celdas en los
bordes de la siguiente manera:
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• Frontera abierta. Ya que se considera que existen celdas fuera de la malla principal, lo
que representa la frontera abierta es que e´stas tienen un estado fijo. Son los atractores
punto fijo.
• Frontera perio´dica. La interaccio´n de las ce´lulas es con el otro extremo del auto´mata,
es como si los extremos de la malla se tocaran obteniendo una circunferencia en una
dimensio´n o un toroide en dos dimensiones. Son los atractores perio´dicos.
Figura A.4: Auto´mata con frontera abierta y frontera perio´dica. Ima´genes elaboradas en Ipe
• Frontera espejo o reflectora. Representa a las ce´lulas que esta´n dentro del auto´mata y
que tienen el mismo estado que las ce´lulas de adentro. Son los atractores cuasiperio´dicos
cao´ticos.
• Sin frontera. Cuando las celdas que esta´n dentro de la malla interactu´an con las que se
encuentran fuera, se van originando ma´s celdas en los bordes que permitan seguir iterando
el proceso hasta un tiempo establecido. Son estructuras cuasiperio´dicas.
Figura A.5: Auto´mata con frontera espejo y sin frontera. Ima´genes elaboradas en Ipe
Auto´mata Celular en 1 dimensio´n
Como mencionamos anteriormente, la dina´mica en una dimensio´n genera cadenas de celdas
conectadas entre s´ı de los extremos izquierdo y derecho hasta formar un c´ırculo evitando de
esta manera el efecto de los bordes. Los auto´matas de 1 dimensio´n son arreglos finitos de celdas
llamados tambie´n como auto´matas lineales.
El radio r de la vecindad permite mantener una interaccio´n a nivel local entre las celdas vecinas
a la celda central; el taman˜o total de la vecindad esta´ determinado como 2r + 1 contenida por
el conjunto de las celdas vecinas y la celda central.
La cantidad de vecindades posibles depende de la cantidad de estados como D2r+1, donde D
es el nu´mero de estados en la configuracio´n de la celda. En la literatura espec´ıficamente con
enfoque computacional, se representa comu´nmente a la funcio´n de transicio´n por su notacio´n
decimal debido a que en su uso en el co´mputo se asocia la realizacio´n de una accio´n en base a
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decisiones binarias. Por ejemplo, la regla 90 es la funcio´n de transicio´n para el auto´mata lineal
(2, 1) que indica la cantidad de estados (dos estados) y el radio 1.
t = 0
t = 1
t = 2
Figura A.6: Generacio´n de un auto´mata celular en una dimensio´n. Ima´genes elaboradas en Ipe.
Ejemplo: Regla 90
Mostraremos un auto´mata (2, 1) en una dimensio´n donde el proceso al ir avanzando en el tiempo
construye una matriz de i filas. La funcio´n local definida como
g
(
N t(i−1,j), N
t
(i,j), N
t
(i+1,j)
)
= N t+1(i,j),
genera D2r+1 = 23 vecindades y DD
2r+1
= 22
3
= 256 configuraciones posibles. Una de ellas es
la siguiente:
Etiqueta Vecindad 1 2 3 4 5 6 7 8
Configuracio´n en t 111 110 101 100 011 010 001 000
Estado celda central en t+1 0 1 0 1 1 0 1 0
Tabla A.2: Configuracio´n del auto´mata. La fila de la tabla llamada “Regla” indica el estado de la
celda central en el tiempo t+ 1 dado el estado anterior de su vecindad y el estado de ella misma.
A esta configuracio´n se le llama regla 90 porque el uso de los auto´matas en el co´mputo se
representa su notacio´n en punto flotante que esta´ basada en la notacio´n cient´ıfica.
En este caso la configuracio´n del estado representar´ıa la mantisa, el nu´mero de estados D ser´ıa
la base y el exponente es el orden de los estados predichos. En la siguiente tabla se muestra la
obtencio´n del valor 90 segu´n estas condiciones.
Regla 0 1 0 1 1 0 1 0 Valor
Nu´mero 0 ∗ 27 1 ∗ 26 0 ∗ 25 1 ∗ 24 1 ∗ 23 0 ∗ 22 1 ∗ 21 0 ∗ 20 = 90
Tabla A.3: Valor segu´n la aritme´tica de punto flotante dada la configuracio´n inicial del auto´mata.
La figura obtenida es conocida como el tria´ngulo de Sierpinski y muestra la estructura final
dada la condicio´n inicial segu´n la tabla 2.2. La semilla es asignar el estado como 1 para la celda
central que junto con sus vecinos forman la vecindad 010 la cual para el siguiente tiempo asigna
el estado 1 para la celda central de las nuevas vecindades hacie´ndolo de la misma manera para
los siguientes periodos de tiempo.
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Figura A.7: Simulacio´n del tria´ngulo de Sierpinski. Ima´gen elaborada en RStudio
Auto´mata celular en 2 dimensiones
Como ahora se consideran dos dimensiones para simular el auto´mata, las estructuras que se
generan esta´n determinadas por la sucesio´n de matrices que almacenan cada configuracio´n de
estados dada la condicio´n inicial matricial. Presentamos un ejemplo sencillo que tiene relevancia
en la simulacio´n de algunos sistemas f´ısicos, que es conocido como modelo de paridad. Este
modelo utiliza la vecindad de Neumann compuesta por cuatro celdas adyacentes a la celda
central en direccio´n a su derecha e izquierda y hacia arriba y abajo de cada celda.
Tenemos que cada celda puede tomar 2 estados 0, 1 y la funcio´n de transicio´n esta´ dada como
si
∑
(i,j)∈κ
St(i, j) es par⇒ St+1(i, j) = 0, en otro caso, St+1(i, j) = 1,
lo que quiere decir que en cada vecindad asociada a su celda central se cuenta la cantidad de
celdas y si esta suma es par el estado que toma la celda en t + 1 es cero, por lo que si es
impar el estado sera´ uno. Consideramos la vecindad de Neumann, entonces, por la cantidad de
celdas en la vecindad tambie´n aumenta la cantidad de vecindades posibles ya que ahora sera´n
22r+1 = 25 = 32 vecindades y 232 = 4, 294, 967, 296 auto´matas posibles. Conforme la simulacio´n
avanza, el patro´n se expande y su regularidad es debida a la regla de paridad descrita. Esta
regla es “lineal” verificando de una manera visual si se utilizan dos patrones iniciales en mallas
separadas y despue´s de un cierto tiempo los patrones resultantes y superpuestos muestran un
mismo patro´n como si fueran ejecutados en la misma malla.
Figura A.8: Simulaci’on de un auto´mata en 124 pasos con la confguracio´n inicial la vecindad de
Neumann. Ima´genes elaboradas en RStudio.
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Wolfram y la clasificacio´n de los auto´matas
El propo´sito principal de clasificar a los auto´matas esta´ regido por la caracterizacio´n de las
densidades. A pesar de las distintas propuestas de clasificacio´n que hay, una de las principales
fue la de Wolfram 4 quien propuso una clasificacio´n respecto a las cualidades y a la complejidad
que mostraban los 22
3
= 256 auto´matas celulares de una dimensio´n que tienen 3 celdas vecinas
y dos estados para formar los siguientes cuatro clases principales segu´n su dina´mica:
I) Estado de equilibrio u homoge´neo. Todas las ce´lulas convergen a un estado estable de-
spuu´es de varios periodos de tiempo. Son los atractores puntos fijos.
II) Estado no homoge´neo o perio´dico. Se observan fragmentos aislados que pueden formar un
patro´n espec´ıfico, ya que son perio´dicos o c´ıclicos.
III) Estado complejo. Se construyen estructuras ma´s complejas debido a que los fragmentos
son au´n ma´s aislados que la clase anterior por lo que se dice que se encuentran en el l´ımite
del caos.
IV) Estado cao´tico. Las estructuras son comu´nmmente aisladas y cao´ticas.
Figura A.9: Simulacio´n de las clases I, II, III y IV respectivamente. Ima´genes elaboradas en RStudio.
4Matema´tico brita´nico (1959-) que escribio´ el libro A New Kind of Science. Construyo´ una ma´quina de Turing
de 2 estados y 5 colores basada en un auo´mata de regla 110.
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Algunos modelos de crecimiento con
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Modelo de Arthur
La trayectoria dependiente es un concepto utilizado en el modelo de W. Brian Arthur [5] que
refleja la aceleracio´n del crecimiento y desarrollo de las ciudades debido a ciertas condiciones
particulares o caracter´ısticas de la ciudad que definen un potencial de manera exponencial.
En este caso, el crecimiento de la poblacio´n es una manera de medir el potencial en las ciudades;
otras formas son asociar el potencial con respecto al desarrollo en te´rminos de variables o el
potencial definido por la relacio´n entre la poblacion y el desarrollo. Si asociamos a los auto´matas
con este potencial, definimos a i celdas que representan i ciudades, donde cada una de ellas
cuenta con cierto potencial calculado a trave´s del modelo exponencial. Entonces, para una
“ciudad” se tiene que
dP
dt
= P ′(t) = βP (t), (B.1)
con su solucio´n P (t) = P (0)eβt. Luego para la discretizacio´n del sistema con unidad de tiempo
1 se obtiene
4P
4t = βP (t)⇒ P (t+ 1)− P (t) = βP (t)⇒ P (t+ 1) = (1 + β)P (t), (B.2)
Luego, si utilizamos una malla para las N2 celdas o ciudades y nombrando 1 + β = µ podemos
generalizar el proceso de la manera siguiente
Pi,j(t+ 1) = µPi,j(t)
α = µPi,j(t)
α−1Pi,j(t), (B.3)
donde µPi,j(t)
α−1 expresa la proporcio´n de la variable que hace referencia a P en el tiempo t+1
respecto al tiempo t como
Pi,j(t+ 1)
Pi,j(t)
= µPi,j(t)
α−1, (B.4)
por tanto la forma de representar este potencial determinado en proporciones sera´
1 + β = µPi,j(t)
α−1, (B.5)
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donde µ es una constante de escalamiento y α una medida de retornos a escala. Definiendo el
potencial de esta manera observamos la recursio´n que depende de la condicio´n inicial comen-
zando con las condiciones iniciales s´ımil al ruido de los “accidentes histo´ricos”. Se tiene que para
cada uno de los conjuntos en el tiempo t = 0 hay una distribucio´n aleatoria asociado al potencial
Pi,j(0) = εi,j de cada celda central. Dada las expresiones anteriores y la tasa de crecimiento
1 + β, la recursio´n obtenida se ve como
Pi,j(1) = (1 + β)Pi,j(0) = µPi,j(0)
α−1Pi,j(0) = µPi,j(0)α,
Pi,j(2) = (1 + β)Pi,j(1) = µPi,j(1)
α−1Pi,j(1) = µPi,j(1)α,
...
Pi,j(t) = (1 + β)Pi,j(t− 1) = µPi,j(t− 1)α−1Pi,j(t− 1) = µPi,j(t− 1)α, (B.6)
que expresada en te´rminos de la tasa se observa que esta´ determinada de la condicio´n inicial
Pi,j(t) = (1 + β)Pi,j(t− 1) = (1 + β)(1 + β)Pi,j(t− 2) = (1 + β) . . . (1 + β)Pi,j(0) (B.7)
= µPi,j(t− 1)α . . . µPi,j(t− 1)αPi,j(0) = µtPi,j(t− 1)αtPi,j(0) (B.8)
la cual la proporcio´n se puede expresar como
Pi,j(t) α µ
tPi,j(0)
αt. (B.9)
Es importante observar que el ana´lisis de dicho potencial es respecto al para´metro α, concluyendo
que:
• Si α = 1 la tasa de crecimiento es lineal.
• Cuando 0 < α < 1 los valores de retorno son de decremento lo que significa que las
ciudades ma´s grandes se comienzan a convertir en ciudades pequen˜as.
• Si α > 1 los retornos son de incremento, lo cual se refiere a que las ciudades grandes se
hacen au´n ma´s grandes.
Al momento de normalizar tales potenciales como Pi,j(t) =
Pi,j(t)∑
i,j∈κ Pi,j(t)
podemos asociarlos
a una probabilidad y jerarquizar a las ciudades al almacenar desde el ma´ximo potencial en
las celdas al mı´nimo potencial para cada tiempo t, obteniendo el potencial ma´ximo en t como
P(t) = maxi,j{Pi,j(0)}. Como se menciono´ anteriormente, las estructuras ma´s pequen˜as (en
este caso la celda) se ven en interaccio´n de forma global en base a su entorno.
Para esto, recurrimos a los elementos del auto´mata viendo en particular a la tasa de crecimiento
de una ciudad como una funcio´n del promedio de potencial en una vecindad alrededor de ella.
Utilizando la vecindad de Moore, definida por Edward F. Moore 1 compuesta de 9 celdas con
radio 1 en el modelo de Arthur observamos que el potencial de la celda central queda determinado
por el promedio de potenciales en su vecindad por la tasa de crecimiento de la siguiente manera
Pi,j(t+ 1) = (1 + β)
∑
(i,j)∈κ
Pi,j(t)
9
. (B.10)
1Matema´tico estadounidense, inventor de la ma´quina de estados finitos de Moore, 1925-2003.
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Entonces, segu´n la ecuacio´n (B.9) la tasa de crecimiento se reescribe basada en el promedio
anterior como
1 + β = µ
 ∑
(i,j)∈κ
Pi,j(t)
9

α−1
,
que basado en la ecuacio´n (B.10) se tiene de modo general
Pi,j(t+ 1) = µ
 ∑
(i,j)∈κ
Pi,j(t)
9

α
.
Este modelo es la generalizacio´n de una distribucio´n conocida como rank-size. Se muestran las
simulaciones para las estructuras emergentes respecto al valor de α.
Condiciones iniciales: Para´metros: α = 1, µ = 1.5, tiempo: t = 7, Pi,j(0) = runif(1, 0, 2).
Condiciones de frontera: Frontera abierta. Las figuras representan el potencial en el tiempo
de las ciudades. Es el modelo exponencial a nivel espacial.
Condiciones iniciales: Para´metros: α = 0.5, µ = 1.5, t = 7, Pi,j(0) = runif(1, 0, 2).
Condiciones de frontera: Frontera abierta. Las figuras muestran que cuanto α < 1 ocasiona
la dispersio´n de las ciudades hacie´ndolas ma´s pequen˜as aglomeraciones.
Condiciones iniciales: Para´metros: α = 1.8, µ = 1.5, t = 7, Pi,j(0) = runif(1, 0, 2).
Condiciones de frontera: Frontera abierta. Se observa que con α > 1 se ocasiona la aglom-
eracio´n de las ciudades hacie´ndolas ma´s grandes.
Figura B.1: Simulaciones de densidad de potenciales promedio. Ima´genes elaboradas en RStudio.
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Modelo de Vicsek-Salay
En este modelo, se considera la vecindad de Neumann compuesta por cuatro celdas que rodean
ortogonalmente a cada celda central permitiendo calcular el potencial de cada una como un
promedio de las celdas k con los potenciales vecinos. Con respecto a lo que sucede en las
ciudades, este potencial es dependiente de los aspectos f´ısicos, sociales, econo´micos, etc., y que
debido al principio de equiparticio´n es posible obtener el potencial promedio de cada celda,
definido de la siguiente manera:
Pi,j(t+ 1) =
∑
(i,j)∈κ
Pi,j(t)
5
. (B.11)
Para mostrar el efecto que se produce, se considera el potencial ma´ximo Pˆi,j(t) = maxi,j{Pi,j(t)}
y el potencial promedio P (t) =
∑
(i,j)∈Ω
Pi,j(t)
N2
donde n es el nu´mero de ce´lulas que se encuentran
en el sistema y ω es la vecindad de Neumann.
Condiciones iniciales: Variables: malla = 130× 130, t = 15,Pi,j(0) ∈ {−1, 1}, k = 4.
Condiciones de frontera: Frontera espejo.
Figura B.2: Simulaciones de potenciales promedio. Ima´genes elaboradas en RStudio.
Segu´n Vicsek y Szalay [6], a trave´s de este modelo se muestra que grandes estructuras ordenadas
emergentes no son diferentes de las distribuciones del desarrollo urbano que se obtienen de un
modelo construido con un promedio espacial. Por lo tanto, extienden la ecuacio´n anterior para
cada periodo de tiempo t an˜adiendo un ruido blanco, que puede ser expresado como sigue:
Pi,j(t+ 1) =
∑
(i,j)∈κ
Pi,j(t)
5
+ εi,j(t), (B.12)
Decimos que el desarrollo τi,j ocurre si el potencial sobrepasa un umbral, esto es:
τi,j(t) =
{
1 si Pi,j(t) > ψ,
0 otro caso.
Se espera que los patrones asociados a las distribuciones espaciales sean fractales [1] y que
adema´s las dimensiones fractales var´ıen con respecto al valor del l´ımite considerado, donde
lo que importa es la dimensio´n que existe entre la relacio´n masa-radio (el nu´mero de celdas
ocupadas con respecto a la distribucio´n de una celda).
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La contribucio´n de los autores es mostrar que las estructuras pueden ser generadas a trave´s de
un proceso aleatorio que se forma del promedio sistema´tico en presencia de ruido.
Condiciones iniciales: Variables: malla = 100× 100,Pi,j(0) ∈ −1, 1,∀i, εi,j ∈ −1, 1, k = 4.
Condiciones de frontera: Frontera espejo.
Figura B.3: Simulaciones de crecimiento para tiempo t = 100, 300, 700 respectivamente. Ima´genes
elaboradas en RStudio
Modelo de Schelling
En el modelo de Schelling (1971) se habla de dos perspectivas. Una esta´ basado en las decisiones
que toman los individuos o caracter´ısticas de las actividades que cambian en cuanto las opiniones
sean distintas (representados por celdas). El otro modelo es donde los individuos cambian
de ubicacio´n con respecto a una caracter´ıstica u opinio´n que difiera en su vecindad (modelos
considerando agentes). En este modelo se considera una distribucio´n Pi,j(t) = εi que representa
una desicio´n en la ce´lula i. Si se tiene un grupo de individuos que tienen que elegir entre ”si” y
”no” con nbi(t) y n
w
i (t) como
nbi,j(t) =
∑
k∈Ωi,j
Pk(t),
nwi,j(t) =
∑
k∈Ωi,j
Pk(t).
Las condiciones para el cambio de opinio´n segu´n el autor pueden representarse a trave´s de
variables como sigue
Pi,j(t+ 1)

1 si nbi(t) > n
w
i (t),
0 si nbi(t) < n
w
i (t),
Pi,j(t) si n
b
i(t) = n
w
i (t).
Primero consideramos el caso donde todas las celdas esta´n ocupadas, por lo que la cantidad
de individuos para que ocupen las celdas esta´ dada por nbi,j(t) + n
w
i,j(t) = 8, considerando la
vecindad de Moore. Si asociamos la desicio´n de estar ocupada a trave´s de una variable binaria
con 1 para si y 0 para indicar no, entonces:
Pi,j(t+ 1)
1 o 0 si
∑
k∈Ωi
Pk(t) > 4, o
∑
k∈Ωi,j ,Pk(t) < 4
Pi,j(t) otro caso.
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Si se considera el caso donde no todas las celdas tienen individuos (agentes), con las ubicaciones
de cada uno aleatorias, se tiene que la distribucio´n del estado estable esta oscilando lentamente
y cambiando de estado indefinidamente. Sin embargo, el grado de segregacio´n medido por la
proporcio´n de las ce´lulas en cada vecindad es similar en los dos casos.
Condiciones iniciales: Variables: malla = 100× 100,Pi,j(0) ∈ 0, 1,∀i,Di ∈ 0, 1, k = 4.
Condiciones de frontera: Frontera fija.
Figura B.4: Simulaciones para conjuntos de segregacio´n para tiempos t = 20, 50, 100 respectiva-
mente. Ima´genes elaboradas en RStudio.
El segundo modelo no consiste en el cambio de opinio´n de los individuos, si no en el movimiento
que se requiere para evitar vecindades donde ser´ıan minor´ıa, lo cual requiere condiciones para
las distancias trazadas por los agentes. As´ı, los individuos cambian de ubicacio´n si el porcentaje
de ellos en una vecindad es menor que el l´ımite establecido ϕ. El modelo se plantea como sigue:
Un individuo Pi,j(t) cambia su ubicacio´n a una ce´lula j desocupada si
ϕ >
{ nbi,j(t)
[nwi,j(t) + n
b
i,j(t)]
}
, (B.13)
o ϕ >
{ nwi,j(t)
[nwi,j(t) + n
b
i,j(t)]
}
, (B.14)
entonces Pi,j(t) −→ Pj(t+ 1) , otro caso Pi,j(t+ 1) = Pi,j(t). (B.15)
Entonces cuando el nu´mero de ce´lulas vac´ıas incrementa, la velocidad para encontrar una ubi-
cacio´n aceptable aumenta. Adema´s si la tolerancia entre individuos de distintas vecindades
aumenta, entonces la tasa para que se encuentre una ubicacio´n aceptable tambie´n incrementa.
Si el l´ımite de tolerancia disminuye, no emerge ningu´n patro´n estable.
Si el sistema no converge con cierta cantidad de celdas vac´ıas y un l´ımite de tolerancia, significa
que no hay suficientes celdas vac´ıas para que los individuos se acumulen respecto a sus prefer-
encias. El otro caso es que si el porcentaje de vecindades que satisfacen entre los individuos
es lo suficientemente grande respecto al l´ımite de tolerancia, significa que los patrones son ma´s
segregados de lo que el nivel de l´ımite puede implicar. El fin de este modelo es mostrar las re-
glas donde los individuos pueden vivir en grandes minor´ıas que producen segregaciones grandes
si existe una ubicacio´n con un individuo en desacuerdo, intentando cambiar de opinio´n o de
ubicacio´n.
Ape´ndice C
Ecuacio´n de difusio´n
Consideremos una part´ıcula que se mueve en dos dimensiones, donde para cada una de las ocho
direcciones posibles se traslada con una cierta probabilidad como muestra la siguiente imagen.
β2
β1
δ2 δ1
α2
α1
γ1
γ2
Figura C.1: Probabilidades en cada direccio´n
Suponemos que cada paso que da la part´ıcula tiene taman˜o 4x = 1 en un tiempo 4t = 1.
Entonces la probabilidad de que se encuentre en la posicio´n (i, j) en el tiempo n + 1 se define
como:
Pn+1(i, j) = α1Pn(i− 1, j) + α2Pn(i+ 1, j) + β1Pn(i, j − 1) + β2Pn(i, j + 1) +
γ1Pn(i− 1, j − 1) + γ2Pn(i+ 1, j + 1) + δ1Pn(i+ 1, j − 1) + δ2Pn(i− 1, j + 1).
Como probabilidades que son, la suma (α1 +α2 +β1 +β2 +γ1 +γ2 +δ1 +δ2) = 1. Si consideramos
que los desplazamientos son cada vez ma´s pequen˜os cuando n → ∞, podemos renombrar las
variables (n, i, j) como (t, x, y) para representar las relaciones de escalamiento siguientes: x =
n14t, y = n24t en t = n4t.
Por simplicidad de notacio´n consideramos que x = (x, y), entonces:
Pn+1(i, j)→ P(t+4t,x) ∼= P(t,x) + ∂P
∂t
· 4t,
Para el te´rmino del lado izquierdo de la igualdad, utilizamos la fo´rmula de Taylor en 4x =
4y = 4t = 0 como sigue,
P(t, x+4x, y) ∼= P(t,x) + ∂P(t,x)
∂x
· 4x+ 1
2
∂2P(t,x)
∂x2
· (4x)2,
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P(t, x, y +4y) ∼= P(t,x) + ∂P(t,x)
∂y
· 4y + 1
2
∂2P(t,x)
∂y2
· (4y)2,
Pn+1(i, j)→ P(t, x+4x, y +4y) ∼= P(t,x)± ∂P(t,x)
∂x
· 4x± ∂P(t,x)
∂y
· 4y +
1
2
∂2P(t,x)
∂x2
· (4x)2 + 1
2
∂2P(t,x)
∂y2
· (4y)2.
Ahora, del lado derecho de la igualdad, de acuerdo a las probabilidades de la figura anterior, se
realiza la parametrizacio´n siguiente
P(t,x) +
∂P(t,x)
∂t
4t = (α1 + α2 + β1 + β2 + γ1 + γ2 + δ1 + δ2)P(t,x)
+(α2 − α1 + γ2 − γ1 − δ2 + δ1)∂P(t,x)
∂x
4x
+(β2 − β1 + γ2 − γ1 + δ2 − δ1)∂P(t,x)
∂y
4y
+
1
2
(α1 + α2 + β1 + β2 + γ1 + γ2 + δ1 + δ2)
∂2P(t,x)
∂x2
· (4x)2
+
1
2
(α1 + α2 + β1 + β2 + γ1 + γ2 + δ1 + δ2)
∂2P(t,x)
∂y2
· (4y)2
+
1
2
(γ1 + γ2 + δ1 + δ2)
∂2P(t,x)
∂x∂y
· (4x)(4y).
Nombremos a a = α2−α1 +γ2−γ1−δ2 +δ1, b = β2−β1 +γ2−γ1 +δ2−δ1, c = γ1 +γ2 +δ1 +δ2.
Como la suma de (α1 + α2 + β1 + β2 + γ1 + γ2 + δ1 + δ2) = 1, entonces,
∂P(t,x)
∂t
4t = a∂P(t,x)
∂x
4x+ b∂P(t,x)
∂y
4y + 1
2
∂2P(t,x)
∂x2
· (4x)2,
+
1
2
∂2P(t,x)
∂y2
· (4y)2 + 1
2
c
∂2P(t,x)
∂x∂y
· (4x)(4y). (C.1)
Al momento de despejar 4t en ambos lados de la igualdad, la relacio´n en el l´ımite entre los
incrementos en la posicio´n respecto al tiempo suelen representar una velocidad. Por lo cual
decimos que
lim
4x,4t→0
(
a
4x
4t
)
≡ υx y lim4x,4t→0
(
b
4y
4t
)
≡ υy,
de la misma manera, para los otros te´rminos tenemos
lim
4x,4t→0
(
(4x)2
4t
)
≡ Dx y lim4x,4t→0
(
b
(4y)2
4t
)
≡ Dy y lim4x,4y4t→0
(
c
4x4y
4t
)
≡ Dxy,
que son los coeficientes de difusio´n respecto a la direccio´n. Luego, sustituyendo en la ecuacio´n
(C.1),
∂P(t,x)
∂t
= υx
∂P(t,x)
∂x
+ υy
∂P(t,x)
∂y
+
1
2
Dx
∂2P(t,x)
∂x2
+
1
2
Dy
∂2P(t,x)
∂y2
+
1
2
Dxy
∂2P(t,x)
∂x∂y
,
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que puede ser escrita a trave´s del producto punto como sigue:
∂P(t,x)
∂t
= υ • 5P(t,x) + 1
2
DH,
esta es la ecuacio´n de difusio´n, donde D es la matriz de los coeficientes de difusion y H es la
matriz hessiana de P,
D =
[
Dx Dxy
Dyx Dy
]
y H =
[
Hxx Hxy
Hyx Hyy
]
,
y donde cada elemento de la matriz H es
Hxx =
∂2P
∂x2
, Hxy =
∂2P
∂x∂y
, Hyx =
∂2P
∂x∂y
, Hyy =
∂2P
∂y2
.
Ape´ndice D
Algoritmos
En esta seccio´n se muestran los algoritmos que se utilizaron para la simulacio´n de la dina´mica
descrita en el cap´ıtulo 4. Se construye el procedimiento de los algoritmos para el cambio de
usos de suelo implementando un auto´mata celular en RStudio. Versio´n 1.0.136. E´stos se
enlistan en la siguiente tabla
Algoritmo Propo´sito
Principal Realiza la simulacio´n llamando a cada una de las
funciones siguientes para toda la malla y
para cada tiempo t ∈ {0, . . . , T}.
Dist-Neigh Contabiliza las celdas distintas en cada una de
las vecindades de Moore (8 celdas).
Probability Calcula la probabilidad de cambio para cada
celda segu´n sus factores.
Prob Neight Despue´s de la funcio´n Dist-Neigh, se modifica el
valor de la probabilidad en la celda con
respecto a sus celdas distintas a ella.
Monte Carlo Genera nu´meros pseudoaleatorios y elige la
transicio´n adecuada del uso de suelo.
Proportions Almacena las distribuciones de los cambios
para cada uso de suelo en cada iteracio´n.
Tabla D.1: Descripcio´n de los algoritmos.
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Principal
Propo´sito: Realiza la simulacio´n llamando a cada una de las funciones siguientes para toda
la malla y para cada tiempo t ∈ {0, . . . , T}. Al momento de recibir como entrada la imagen
despue´s de ser cargada por archivos .shp, se genera una matriz de suelos en formato .csv de
acuerdo a una caracterizacio´n espec´ıfica de suelos y una matriz de elevaciones tambie´n en for-
mato .csv y se les dimensiona de acuerdo a un nivel de zoom (designado por el usuario) que
ronda entre los valores de nivel 21 : 44 × 44 pixeles, hasta el nivel 1 : 911 × 911. Almacena
los nuevos valores para cada funcio´n al renombrar cada una de ellas en las siguientes nuevas
funciones:
Funcio´n(es): prob, local prob, [land(t+1),changes,weight], ini prob
Algorithm D.1
1: Input: n,m . Dimensio´n del sistema (malla)
2: Input: ini land . Matriz de tipos de suelo en cada posicio´n del sistema
3: Input: time . Cantidad de iteraciones
4: Input: L . Cantidad de tipos de suelo
5: Input: k . Cantidad de factores
6: Input: beta . Vector con los coeficientes de los factores
7: Input: fact = [fact1, . . . , factk] . Sucesio´n de matrices de factores en cada posicio´n del sistema
8: Input: val = [val1, . . . , valk] . Sucesio´n de matrices con valores de cada factor en cada celda
9: Input: ini prob . Matriz de probabilidades iniciales
10: Input: weight . Matriz de pesos de la malla
11: land(1) = ini land . Configuracio´n inicial del sistema
12: for (t = 1 : time) do . Inicio ciclo for
13: prob = probability(weight, ini prob, land(t), L, n,m) . Actualiza las probabilidades
14: local prob = prob neight(L, n,m, prob, land(t)) . Considera las celdas distintas en κ
15: [land(t+1), changes, weight] = monte carlo(val, fact, beta, k, local prob, land(t), n,m,L)
16: ini prob = proportions(changes, L, ini prob) . Proporciones iniciales
17: Descomponer la matriz de suelos land(t+ 1) en sus factores fact1, . . . , factk
18: fact = [fact1, . . . , factk] . Actualizacio´n de factores
19: end for . Fin de ciclo for
20: Output: land . Configuraciones de tipos de suelo
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Dist-Neigh
Propo´sito: Contabiliza las celdas distintas en cada vecindad de Moore (8 celdas). Considera
que el sistema tiene como condicio´n de frontera a todas aque´llas celdas con el uso de suelo P
prohibido que esta´ representado con −1. El suelo prohibido esta´ determinado por la elevacio´n,
es decir, el auto´mata identifica a todas las celdas que este´n por encima de un nivel de elevacio´n
y no las considera en el proceso.
Funcio´n: dist neigh ← function(M,i,j,n,m)
Algorithm D.2
1: Input: M, i, j, n,m
2: function dist-neigh(M, i, j, n,m)
3: Frontier = cbind(rep(0, (n+ 2)), rbind(rep(0,m),M, rep(0,m)), rep(0, (n+ 2)))
4: Neigh = Frontier[i : (i+ 2), j : (j + 2)]
5: end function
6: Output: Neigh
Ape´ndice D. Algoritmos 64
Probability
Propo´sito: Calcula la probabilidad de cambio para cada celda dependiendo del uso de suelo
que almacena. Debido a que el uso de suelo queda determinado por sus factores, los pesos ge-
nerados por e´stos son una condicio´n inicial que va actualiza´ndose para cada tiempo. Para cada
factor se tiene una matriz de existencia y ausencia que no cambia en el tiempo, sin embargo sus
valores en conjunto se actualizan por co´mo se lleva a cabo la dina´mica del proceso.
Funcio´n: probability ← function(weight, ini prob, land, L, n, m)
Algorithm D.3
1: function probability(weight, ini prob, land, L, n,m)
2: trans = [trans1, . . . , transL]
3: Φ = 0
4: for l = 1 : L do
5: for i = 1 : n do
6: for j = 1 : m do
7: if (land(i, j) 6= 0) then
8: search = ini prob(land(i, j), l)
9: if (search == 1) then
10: transl(i, j) = 1
11: else transl(i, j) =
search ∗ eweight(i,j)
1− search
12: Φ = Φ + transl(i, j)
13: end if
14: end if
15: end for
16: end for
17: end for
18: for l = 1 : L do
19: transl =
transl
Φ
20: end for
21: return (trans)
22: end function
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Prob Neight
Propo´sito: Despue´s de la funcio´n Dist-Neigh, se modifica el valor de la probabilidad en la
celda con respecto a sus celdas distintas a ella en su vecindad Ω. Cuando se posiciona en
una celda, identifica a su vecindad correspondiente y despue´s observa cuales son las celdas que
pertenecen a su frontera, es decir, a aquellas celdas que tienen un uso de suelo distinto a ella
para luego calcular una ponderacio´n de la probabilidad calculada con respecto a esta restriccio´n.
Funcio´n: prob neight ← function(L, n, m, prob, land)
Algorithm D.4
1: function prob neight(L, n,m, prob, land)
2: transF = [transF 1, . . . , transFL]
3: Γ = 0
4: for i = 1 : n do
5: for j = 1 : m do
6: for l = 1 : L do
7: Ω = vecindad de Moore de la celda (i, j)
8: dist cell = Cantidad de celdas en Ω distintas a la celda (i, j)
9: transF l(i, j) =
dist cell
8
∗ probl(i, j)
10: Γ = Γ + transF l(i, j)
11: end for
12: end for
13: end for
14: for l = 1 : L do
15: transF l =
transF l
Γ
16: end for
17: return (transF )
18: end function
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Monte Carlo
Propo´sito: Genera nu´meros aleatorios para realizar la transicio´n apropiada de uso de suelo
para cada celda despue´s de haber calculado y definido la probabilidad a trave´s de las funciones
probability, dist neigh y prob neight.
Funcio´n: monte carlo ← function(val, fact, beta, k, local prob, land, n, m, L)
Algorithm D.5
1: function monte carlo(val, fact, beta, k, local prob, land, n,m,L)
2: New land = On×m
3: Change = OL×L
4: New weight = On×m
5: for (i = 1 : n) do
6: for (j = 1 : m) do
7: Aplicar montecarlo [local prob1, . . . , local probL] para el suelo s ∈ {1, . . . , L}
8: New land(i, j) = s
9: Change(land(i, j), s) = Change(land(i, j), s) + 1
10: end for
11: end for
12: z =
k∑
i=1
beta(i) ∗ facti ◦ vali
13: for (i = 1 : n) do
14: for (j = 1 : m) do
15: New weight(i, j) = z(i, j)− ln
(
Change(land(i, j), New land(i, j))
1− Change(land(i, j), New land(i, j))
)
16: end for
17: end for
18: return (New land,Change,New weight)
19: end function
Ape´ndice D. Algoritmos 67
Proportions
Propo´sito: Esta funcio´n acumula para cada tiempo aquellas celdas que cambiaron de un uso
de suelo a otro de acuerdo a las transiciones de suelo configuradas, que son realizadas de acuerdo
a una probabilidad inicial en el sistema.
Funcio´n: prob neight ← function(L, n, m, prob, land)
Algorithm D.6
1: function proportions(changes, L, ini prob)
2: New prob = OL×L
3: for (i = 1 : L) do
4: Sum =
k∑
l=1
changes(i, l)
5: for (j = 1 : L) do
6: New prob(i, j) =
changes(i, j)
Sum
7: end for
8: end for
9: return (New prob)
10: end function
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