A self-adjoint first order system with Hermitian π-periodic potential Q(z), integrable on compact sets, is considered. It is shown that all zeros of ∆ + 2e ℑqdt are all double zeros if and only if the associated self-adjoint system is unitarily equivalent to one in which Q(z) = σ 2 Q(z)σ 2 . Here ∆ denotes the discriminant of the system and σ 0 , σ 2 are Pauli matrices. Finally, it is shown that all instability intervals vanish if and only if Q = rσ 0 + qσ 2 , for some real valued π-periodic functions r and q integrable on compact sets.
Introduction
Self-adjoint systems have been studied extensively in the last century, see [3] - [6] . Periodic problems for self-adjoint systems with integrable potentials have received consistent attention, [38] . This is especially true recently for the Ambarzumyan and Borg uniqueness-type results, [7] - [12] , [13] and [14] . It should be noted that these results pertain mainly to regular and singular inverse problems with 2n × 2n potentials with matrix valued entries. These classes of problems are not as developed as inverse problems for canonical 2 × 2 systems, in which many inverse results pertaining to uniqueness have been investigated, [18] - [21] . Never the less, 2 × 2 self-adjoint systems are an active area of study in physics communities in which they are referred to as the Ablowitz-KaupNewell-Segur equation, [22] - [24] , [21] , and the Zakarov-Shabat equation, [25] - [27] . This alludes to a link between self-adjoint systems and completely integrable systems which is being actively investigated, [28] - [31] .
The results in this work where first proved for the Sturm-Liouville eigenvalue problem by Ambarzumyan, [1] , Borg, [2] , and later Hochstadt, [32, 33] . In particular, in Borg's paper he proved an existence result for periodic potentials which has largely gone unstudied for the self-adjoint system. Self-adjoint systems with absolutely continuous potentials are reducible to Sturm-Liouville equations. This is not possible in general for self-adjoint systems with potentials integrable on compact sets. These systems present challenges that make the results of this work a non-trivial extension of the aforementioned works. These challenges are: a) Existing asymptotics for self-adjoint systems do not allow the generality of potential considered here. Difficulties in deriving such asymptotics have been discussed in the remark of [15, pp. 1464 ]. b) Self-adjoint systems are spectrally identical to those obtained by certain gauge transformations, thus uniqueness results are not possible in general. These transformations have been investigated in [3] and [11] .
In Section 3, resolution of the first term in the solution asymptotics for all values of the eigenparameter in C are established for Hermitian Q integrable on compact sets. The authors are only aware of solution asymptotics on open sectors in C for canonical systems with potentials integrable on compact sets and systems with absolutely continuous potentials, see [3, pp. 191] , [15] , [11, pp. 3492] . In Section 4 we introduce the σ i -determinants. Lemmas 4.2 and 4.3 establish an important relation between the Idiscriminant of a self-adjoint system and the behaviour of the fundamental solution at π and π 2 (these are also referred to as monodromy matrices). These Lemmas are essential for studying the inverse problem.
The main results of this work, Theorems 5.1 and 5.2 are the self-adjoint system analogues to the Sturm-Liouville results obtained in [2, 33] and [34] , respectively. Corollary 5.3 shows that uniqueness is possible only in the case when Q is in canonical form. Finally, it is shown as a pleasant consequence, that Borg's uniqueness result for canonical systems is derivable from the Borg Periodicity Theorems. Furthermore, the extent to which this uniqueness result fails for self-adjoint systems is characterised. This work uses ideas presented in [33] , however, as far as the authors are aware, the results presented here are new.
Preliminaries
and consider the differential equation
where
q is complex valued, q 1 and q 2 are real and Q is π-periodic and integrable on [0, π). Let
, i = 1, 2, be solutions of (2.2) with initial values given by
where I is the 2 × 2 identity matrix.
. We recall that the Pauli matrices are given by σ 0 = I,
Here σ 2 = iJ. The set of Pauli matrices form a basis for M 2 (C), the 2 × 2 matrices over C, and
where ǫ ijk and δ ij are the Levi-Civita permutation and Kronecker delta symbols, respectively. Note that ǫ ijk is 1 if the number of permutations of (i, j, k) into (1, 2, 3) is even, −1 if the number of permutations of (i, j, k) into (1, 2, 3) is odd, and zero if any of the indices are repeated. Furthermore the 2 × 2 matrices over C, M 2 (C), form an inner product space with inner product defined by
Define the σ i -symmetric and σ i -skewsymmetric subspaces S
We have the product space M 2 (C) = S
We see that Q 1 and Q 2 are the projections of Q onto S J − and S J + , respectively. We note for later that Q 2 J = JQ 2 and JQ 2 and z 0 JQ 2 commute. A potential Q is said to be in canonical form if
Since Y is a fundamental system for (2.2), Y ∈ GL(2, C). Furthermore setting
Y(π) may be represented as
Thus expressed in terms of the Pauli basis for GL(2, C) we have
A direct computation using (2.7) and (2.13) with det(Y) = 1 gives
Similar relations to (2.11)-(2.14) for Y( 
We consider the following operator eigenvalue problems
Here conditions (BC i ) are
17)
18)
)
Solution Asymptotics
We now give an asymptotic approximation for Y in the case of |λ| large. We will make use of the following operator matrix norm
Lemma 3.1 Let Q = Q 1 + Q 2 (as in (2.10)) be complex valued and integrable on [0, π).
The matrix solutions Y and U of ℓY = λY satisfying the conditions, Y(0) = I = U(π), are of order 1. For z ∈ R and λ = re iθ with r → ∞, we have uniformly in θ and z, that
Notice thatQ is a real canonical matrix. Let τ := ℑλ and ρ := ℜλ. Using variation of parameters, [37, pp. 74 ],Ỹ obeys the integral equatioñ
Using Gronwall's inequality, [35, Lemma 6.3 .6], we have the estimate V = O(1), thus Y = O(e τ z ). Set W (z) := e −(Jλ+Iτ )z . Substituting (3.6) back into itself gives
Furthermore, setting f (x, y) := e −|τ |(x+y) e −iτ J(x−y) we have
|x − e −2|τ |y ), (3.11) thus combining (3.10) and (3.11) gives
From (3.12) we have the following bound
for some k > 0, independent of λ, x and y. Using (3.13), the Lebesgue dominated convergence theorem shows that 14) tends to zero as |τ | tends to infinity. While for |τ | = c < c ′ , using (3.10), we have that the second term on the right hand side of (3.8) is equal to
Thus by the Riemann-Lebesque Lemma, (3.15) tends to zero as |ρ| tends to infinity. Hence the second term on the right hand side of (3.8) tends to zero uniformly in arg(λ) as |λ| tends to infinity. The uniformity here follows from the uniformity of this limit as |τ | tends to infinity, thus this limit holds as |σ| tends to infinity for fixed c.
By changing the order of integration, the double integral in (3.8) is equal to
From the reasoning above, the inner integral in (3.16) tends to zero as |λ| tends to infinity, thus, as V is bounded, so does the double integral. So from (3.8) for large |λ|,
Substituting (3.17) back into the expression forỸ gives
Assuming that z ≤ 0, we may apply the transformationẑ = −z,
From the above workŶ(ẑ) is given bŷ
Thus substituting the transformations above we have
Combining (3.18) and (3.21) gives (3.1). To obtain (3.2), setǓ(x) := U(π − x) wherě x = π − x. ThusǓ withǓ(0) = I is a solution to ℓY = λY with potentialQ(x) := −Q(π − x). Finally we can apply (3.1) to obtain (3.2).
The Characteristic Determinant
Consider the problem of
where Y is a non-trivial solution of (2.2) with Q = Q 1 , and ρ(λ) ∈ C. Here ρ(λ) is multivalued and Y can be represented as
, which together with (4.1) for z = 0 yields
A necessary and sufficient condition for the existence of nontrivial solutions of (4.2) is det(Y(π) − ρI) = 0. This may be expressed, via (2.13), as
Using (2.7) and (2.14) to simplify (4.3), we obtain
The quantity ∆ I will be called the I-discriminant of the problem (2.2) on [0, π), and the solutions ρ =
of (4.4) are called Floquet multipiers. Similar reasoning as above may be applied to the equation 5) to obtain the J, σ 1 , σ 3 -discriminants which are ∆ J , ∇ I and ∇ J , respectively. For brevity we refer to ∆ I as ∆.
Let λ ∈ S = {λ ∈ R : |∆| ≤ 2}, there exist two linearly independent solutions of (2.2) and (4.1) both of which have |ρ| ≤ 1. The components of S are referred to as the regions of stability. Furthermore, the components of R \ S are referred to as the regions of instability. That these are suitable definitions will be apparent from section 5.
The following lemmas are necessary for the inverse problem. The first such lemma follows the method in [36, pg. 30] , for Sturm-Liouville problems.
Lemma 4.1 Let Y andỸ be solutions of ℓY = λY satisfying the initial conditions (2.4) with canonical potentials
Proof: Define the linear boundary operators, U (Y ) := y 2 (0) and V (Y ) := y 2 (π). Let Φ(z, λ) be defined by
where M is chosen so that
(4.7)
Let P (z, λ) be given by
Substituting (4.6) into the above equation gives
(4.10) Since Y(π) =Ỹ(π), we have that M (λ) =M (λ) for every λ, thus P (z, λ) is entire for each z ∈ R, as is P (z, λ)−I. Combining (4.6) and (4.10) with the identity 
We also note from Lemma 3.1, the asymptotic estimate
Define the setsD k ǫ := {λ : | sin λπ| < ǫ, |n − k| < 
This shows that for some ǫ > 0 there is a C * ∈ R such that for large |λ| we have
Combining equations (4.12), (4.13) and (4.16) gives that
The maximum modulus principle shows that relation (4.17) holds on C. Thus P is bounded on C, hence by Liouville's Theorem, P = I on C. Finally, equation (4.8) completes the Lemma. Proof:
where d i are analytic functions of order 1. Using equation (2.14) we have
However, by assumption Y( The above relation shows that the zeros of ∆ + 2 are at least of order 2, but the maximal dimension of every eigenspace of L 2 is 2. Thus ∆ + 2 has only double zeros.
Conversely, assume ∆+2 has only double zeros. Y(π) is an entire matrix valued function of order 1, thus ∆ + 2 is an entire function of order 1.
At every double zero, λ =λ, of ∆ + 2, the corresponding instability interval vanishes, furthermore the eigenspace of L 2 is of dimension 2, thus every solution is π anti-periodic, giving
This condition is also necessary for an anti-periodic eigenvalue to be double. Since ∆ + 2 is an entire function of order 1 with all zeros being double, it follows from the Hadamard expansion of ∆ + 2 as an infinite product that √ ∆ + 2 is an entire function of order 1 2 with all zeros simple. Now F (z, λ) is an entire function of order 1, and the zeros of √ ∆ + 2 and F (z, λ) coincide. Thus
is an entire function. for each k ∈ Z and a fixed ǫ > 0 so small so that every D k ǫ is a single simply connected set. For brevity we write D ǫ = ∪ k D k ǫ and note that for large |λ| each D k ǫ contains a exactly one zero of ∆+2. For λ ∈ C\D ǫ , large |ℑλ|, we have |2 cos λπ +2|e −|ℑλ|π ≥ 1 2 . For C > 0 and λ ∈ C \ D ǫ with |ℑλ| ≤ C and for large |ℜλ| we have |2 cos λπ + 2|e −|ℑλ|π ≥ ǫe −cπ . Thus there exists a k > 0 so large that Combining (4.27) and (4.29) yields
for λ ∈ C \ D ǫ . HoweverF is entire in C, so the maximum modulus principle gives that A direct calculation shows that Proof: Let us assume that
thus using (2.14) a direct computation gives
where d i are analytic functions of order 1. Considering that the Pauli matrices form an orthonormal set, using
The zeros of (∆ J + ) 2 are at least of order 2, however the maximal dimension of every eigenspace of L 1 is 2. Thus all the zeros of ∆ − 2 are double.
For sufficiency, assume that all the zeros of ∆ − 2 are double. Define
(4.47)
Using similar reasoning to Lemma 4.2, we have that
is an entire function, thus we have Define the setsD
for each k ∈ Z and a fixed ǫ > 0 so small so that everyD k ǫ is a single simply connected set. For brevity we writeD ǫ = ∪ kD k ǫ and note that for large |λ| eachD k ǫ contains a exactly one zero of ∆ − 2. Following reasoning as in Lemma 4.2 we have
for λ ∈ C \D ǫ . SinceH is entire on C, the maximum-modulus theorem shows that it is bounded on C. Hence by Liouville's theoremH is constant on C. For λ = iζ, ζ → ∞, equation (4.49) gives
Similarly to Lemma 4.2, the analogues of (2.13) at Y( 
The identity (2.14) together with (4.59)-(4.61) gives ∆ J − = −∆ J + , otherwise (4.58) yields σ(L 1 ) = C, which is not possible since L 1 is self-adjoint. A direct calculation shows that 
(4.63)
Main results
We are now in a position to prove our main theorems. Let
whereQ =Q 1 +Q 2 in whichQ
Notice that R(0) = I = R(π), thus the above transformation preserves boundary conditions. If we consider the equation We say that Q is The following example shows that the converse of (a) in Theorem 5.1 is not possible in general.
Example 5.5 Suppose Q = Q 1 is a.e. 
(5.13)
Setting z = 0 in the second equation of (5.13) gives
Since Q 2 is π 2 -periodic, a direct calculation shows that R(π) = I = R( π 2 ), for R(z) defined by (5.1). Thus (5.6) and (5.14) giveỸ 
(5.17)
Consider the problem 
, thus (5.17) and (5.19) show thatỸ b (π) = Y a (π). Using Lemma 4.1 we have thatỸ b (λ, x) =Ỹ a (λ, x), for λ ∈ C, x ∈ R. Thus as The above equation shows that |∆| ≤ 2, thus every instability interval vanishes.
For necessity, assume that every instability interval vanishes, thus for any fixed e 
