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Abstract
We propose to homogenize a periodic (along one direction) structure, first in order to ver-
ify the quasi-static prediction of its response to an acoustic wave arising from mixing theory,
then to address the question of what becomes of this prediction at higher frequencies. This
homogenization is treated as an inverse (parameter retrieval) problem, i.e., by which we: (1)
generate far-field (i.e., specular reflection and transmission coefficients) response data for the
given periodic structure, (2) replace (initially by thought) this (inhomgoeneous) structure by
a homogeneous (surrogate) layer, (3) compute the response of the surrogate layer response for
various trial constitutive properties, (4) search for the global minimum of the discrepancy be-
tween the response data of the given structure and the various trial parameter responses (5)
attribute the homogenized properties of the surrogate layer for which the minimum of the dis-
crepancy is attained. We carry out this five-step procedure for a host of given structures and
solicitation parameters, notably the frequency. The result is that: (i) at low frequencies and/or
large filling factors, the effective constitutive properties are close to their static equivalents, i.e.,
the effective mass density is the product of a factor related to the given structure filling factor
with the mass density of a generic substructure of the given structure and the effective velocity
is equal to the velocity in the said generic substructure, 2) at higher frequencies and/or smaller
city filling factors, the effective constitutive properties are dispersive and do not take on a simple
mathematical form, with this dispersion compensating for the discordance between the ways the
inhomogeneous given structure and the homogeneous surrogate layer respond to the acoustic
wave. At low frequencies, the given structure, represented as a layer with static homogenized
properties, is quite adequate to account for the principal features of the far-field response (even
for the phenomenon of total transmission when the spaces between blocks are very narrow).
The model of the layer with dispersive homogenized properties is more suitable to account for
such features as resonances due to the excitation of surface wave modes.
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2
1 Introduction
The scheme by which a solicited (by some sort of wave) inhomogeneous (porous, inclusions
within a homogeneous host, etc.) medium is reduced (with regard to its response to the solicita-
tion) to a surrogate homogeneous medium is frequently termed ’homogenization’. What is meant by
homogenization also includes the manner in which the physical characteristics of the surrogate are
related to the structural and physical characteristics of the original, this being often accomplished
by theoretical multiple scattering field averaging techniques [51, 52, 43, 29, 46, 50, 2, 10] or mul-
tiscale techniques (which actually also involve field averaging) [13, 39, 32]. Usually, the latter two
techniques cannot be fully-implemented for other than static, or at least low frequency, solicitations
[44, 13, 20]. There exist alternatives to theoretical field-averaging and multiscaling, applicable to
a range of (usually-low) frequencies, which can be called: ’computational field averaging’ [8] and
’computational parameter retrieval’ [60, 41] approaches to dynamic homogenization.
Of course, the dynamic nature of homogenization is a central issue in many applications, such
as those dealing with sound absroption, and is therefore worthy of attention in a theoretical study.
Recent research on metamaterials [30, 28, 40, 13, 15, 37, 11, 16, 42, 5, 6, 4] has spurred renewed
interest in homogenization techniques [30, 47, 48, 12, 49, 50, 1, 45, 7, 18, 17, 32], the underlying issue
being how to design an inhomogeneous medium so that it responds in a given manner (enhanced
absorption [18, 20, 22], total transmission [31], reduced broadband transmission [24, 25] or various
patterns of scattering [54, 55, 21]) to a wavelike (acoustic [31, 22], elastic [39], optical [54, 55],
microwave [23], waterwave [34]) solicitation, the frequencies of which can exceed the quasi-static
regime. This design problem is, in fact, an inverse problem that is often solved by encasing a
specimen of the medium in a flat layer, treating the latter as if it were homogeneous, and obtaining
its constitutive properties (in explicit manner in the NRW technique [38, 53, 3, 47, 9, 48, 19,
26, 27, 57] from the complex amplitudes of the reflected and transmitted waves that constitute
the response of the layer (i.e., the data) to a (normally-incident in the NRW technique) plane
body wave. To the question of why encase the specimen within a flat layer it can be answered
that a simple, closed form solution is available for the associated forward problem of the reflected
and transmitted-wave response of homogeneous layer to an incident plane body wave (the same
being true as regards a stack of horizontal plane-parallel homogeneous layers employed in the
geophysical context). Moreover, this solution is valid for all frequencies, layer thicknesses, and
even incident angles and polarizations, such as is required in the homogenization problem since
one strives to obtain a homogenized medium whose thickness does not depend on the specimen
thickness (otherwise, how qualify it as being a medium?), but, on the contrary, he wants to find
out how its properties depend on the characteristics of the solicitation. Moreover, the requirement
of normal incidence (proper to the NRW technique) can be relaxed provided one accepts to search
for the solution of the inverse problem in an optimization, rather than explicit, manner [41, 57].
There exist two important differences between the application-oriented metamaterial design
problem and the present theoretically-oriented homogenization problem. The first difference is
that our data is not design data but rather what would be obtained if the given structure were
submitted to an acoustic solicitation and the data (a quantity related to the acoustic field) were
either observed or accurately simulated. The second difference is that the NRW technique, which is
widely-used in the metamaterial context, cannot be applied as such to our homogenization problem
because of our requirement of angle-of-incidence diversity, which means that we must solve our
inverse problem in an optimization (i.e., retrieval) manner [57].
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Thus, to resume what will be done hereafter:, we shall (1) generate far-field response data for a
given periodic structure, (2) replace this structure by a homogeneous (surrogate) layer, (3) compute
the response of the surrogate layer response for various trial constitutive properties, (4) search for
the global minimum of the discrepancy between the response data of the given structure and the
various trial parameter responses of the surrogate layer (5) attribute the homogenized properties
of the given structure to the surrogate layer for which the minimum of the discrepancy is attained.
Furthermore, we carry out the aforementioned five-step procedure for a host of given structures and
solicitation parameters, notably the frequency [41, 57], which is why we refer to the whole task as
’dynamic homogenization’. This is practically feasible only because the forward problem, associated
with the layer-like surrogate, possesses a simple, explicit solution at all frequencies (however, the
corresponding inverse problem is strongly nonlinear and does not possess such a simple, explicit
solution).
2 Components of the inverse problem
2.1 Generalities
A material body B(b) (herein the periodic array of blocks), subjected to a wavelike solicitation
S(s), (herein a homogeneous acoustic plane wave) gives rise to the observable response R(b, s, r),
with b and s denumerable sets of the physical and geometrical properties of B and S respectively
and r the properties of the receiving (i.e., of the response field) scheme. Another material body
B (a somewhat different (from B) structure), subjected to the wavelike solicitation S(S) (again a
homogeneous plane wave), gives rise to the response R(B,S,R), with B and S denumerable sets
of the physical and geometrical properties of B and S respectively and R the properties of the
receiving scheme. The inverse problem addressed herein is to find the physical properties of B
(termed the surrogate of B) such that the discrepancy between the responses R and R be minimal
(in the NRW technique, this difference is taken to be zero) in some sense.
The solution of this inverse problem is denoted by B = B˜, assuming that the solicitation
S is identical to S, the receiving schemes involved in the two responses are the same, and the
surrounding medium (’site’ for short) of B is identical to that of B.
In this study (contrary to those of [14, 19]) the response R is not actually observed (in the
laboratory or in situ) but rather simulated (i.e., computed, but still denoted by R) by means of
the (so-called data) model M which is the mathematical-numerical apparatus required to obtain
an accurate solution R of a forward-scattering problem.
A second (so-called retrieval) model M is the mathematical-numerical apparatus required to
obtain the solutionR of the other forward-scattering problem connected withB. Since the structure
of B is chosen to be simpler than that of B, M is simpler thanM. In fact, we choose the structure
of the surrogate body B in such a way that the forward-scattering problem connected with M be
solvable in simple, explicit manner. However, the solution obtained via M cannot be obtained in
simple, explicit manner.
2.2 Specifics
The site of B (andB) consists of a lower half space filled with a homogeneous, isotropic non-lossy
fluid and an upper half space filled with another homogeneous, isotropic fluid.
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The given structure of B is composed of a periodic (along x) set of identical, perfectly-rigid
rectangular blocks whose heights are h. The spaces in between successive blocks is filled with a
third homogeneous, isotropic non-lossy fluid. The surrogate structure of B is simply a layer of
thickness h filled with a homogeneous, isotropic, non lossy material. The site in which resides the
surrogate layer is the same as that of the given structure.
All the geometrical features of B and B are assumed to not depend on y and the various
interfaces (between the given structure and the two half spaces as well as between the layer and
the two half spaces) are surfaces of constant z and extend indefinitely along x and y.
As concerns B, b = {ρ, c,h}, with ρ a set of real densities, c a set of real phase velocities,
and h a set of geometrical parameters (block heights and widths, period of the superstructure).
As concerns the surrogate, B = {R,C,H}, with R a set of real densities, C a set of real phase
velocities, and H a set of geometrical parameters (layer thickness).
Since the solicitation is, for the two configurations, a homogeneous compressional (i.e., acoustic)
plane wave whose wavevector ki lies in the x−z (sagittal) plane)), it follows that s = S = {θi, Ai, ω},
wherein θi is the incident angle, Ai an amplitude, ω = 2πf the angular frequency (f the frequency
which will be varied). The parameter sets ρ, c are assumed to not depend on f (nor, of course on
θi and Ai). It is hoped that the parameter sets R˜, C˜ depend neither on θi nor on h (in addition,
they should not depend on Ai). It can be expected that R˜, C˜ will be functions of ρ, c. An open
question is to what extent R˜, C˜ depend on f .
Since the receivers are, for the two configurations, a set of idealized transducers situated very
far from, and on both sides of the given structure or its surrogate, it follows that r = R =
{θ−1 , θ
+
1 , θ
−
2 , θ
+
2 , ..., θ
−
nr , θ
+
nr}, with θ
−
j designating the angle of reflection in the lower half space and
θt+ the angle of emergence of the transmitted wave in the upper half space, with nr the number of
receiver pairs.
The assumed y-independence of the acoustic solicitation, as well as the fact that it was assumed
that the blocks of the given structure and the layer of the surrogate structure do not depend on y
entails that all the acoustic field functions do not depend on y. Thus, the two forward problems
associated with M and M are both 2D, so that the analysis takes place in the sagittal plane in
which the vector joining the origin O to a point whose coordinates are x, z is denoted by x (see
figs. 1-2).
Let f(b, s, r|ω) designate a wavefield response function at angular frequency ω to the forward-
scattering problem of model M and F (B,S = s,R = r|ω) the corresponding wavefield response
function at angular frequency ω to the forward-scattering problem of modelM. The chosen discrep-
ancy functional (called cost functional κ hereafter) is simply related to the difference of these pairs of
wavefield response functions at nr pairs of receiver angles {θ
−
1 , θ
+
1 , θ
−
2 , θ
+
2 , ..., r
−
nr = θ
−
nr , r
+
nr = θ
+
nr},
and is given by
κ(b,B, s, r|ω) =
∑nr
j=1
(
‖F (B, s, r−j |ω)− f(b, s, r
−
j |ω)‖
2 + ‖F (B, s, r+j |ω)− f(b, s, r
+
j |ω)‖
2
)
∑nr
j=1
(
‖f(b, s, r−j |ω)‖
2 + ‖f(b, s, r+j |ω)‖
2
) .
(1)
Recall that b, s, r are fixed, which is not the case for B because the idea is to vary it so as to
minimize κ. This variation of B is carried out until the attainment of the global minimum of κ
at which moment B is said to equal B˜ corresponding to the solution of the inverse problem at
frequency ω. Subsequently, ω can be varied so as to find out to what extent B˜ depends on ω.
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Figure 1: Sagittal plane view of the configuration assumed in data model M. Ω0 is the lower
half-space domain, Ω1 = ∪n∈ZΩ1n the domain occupied by the given periodic structure, Ω1n the
domain of the filler space of width w between successive blocks, the blocks being of rectangular
cross section and height h, with d the period (along x) of the given periodic structure, and Ω2 the
upper half space domain. The interface (i.e., the line z = −h2) between Ω0 and Ω1 is designated by
Γ0 = ∪n∈ZΓ0n and the interface between Ω1 and Ω2 by Γ1 = ∪n∈ZΓ1n, in which Γm0 is the portion
of Γm included between x = −w/2 and x = x/2.
Figure 2: Sagittal plane view of the configuration assumed in retrieval model M. Ω0 is the lower
half-space domain, Ω1 the surrogate domain in the form of a layer of thickness h. Ω2 is the half-space
above the superstructure. The interface (i.e., the line z = −h) between Ω0 and Ω1 is designated by
Γ0 and the interface between Ω1 and Ω2 by Γ1.
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Of principal interest in the synthesis or homogenization context is how B˜ is functionally-related
to b. This can be determined empirically or by regression analysis after varying b and plotting the
various entries of B˜ versus those of b.
3 Data obtained by the resolution of the forward-scattering prob-
lem corresponding to model M
The data is related to the pressure field in the far-field region of both the lower and upper
half-spaces of the configuration involving B in fig. 1. Implicit in the problem formulation is a
domain decomposition (DD) (R2 in terms of Ωl ; l = 0, 1, 2), each subdomain being associated with
a particular pressure field representation.
3.1 The boundary-value problem
The real phase velocities in Ωl; l = 0, 2 are c
[l], and the real phase velocities in Ω1n n ∈ Z are
c[1]. Both c[j] l = 0, 1, 2 are ≥ 0 and assumed do not depend on ω.
The positive real density in Ωl ; l = 0, 2 is ρ
[l] > 0 and the real positive real densities in
Ω1n n ∈ Z are ρ
[1]. The three densities are assumed to not depend on ω.
The set b = {ρ, c,h} is {ρ[0], ρ[1], ρ[2], c[0], c[1], c[2], w, d, h} and is implicit in the field quantities
(except the incident wavefield) referred-to hereafter. The sets s and r will also be considered to be
implicit in the wavefields that appear in the following.
The wavevector ki is of the form ki = (kix, k
i
z) = (k
[0] sin θi, k[0] cos θi) wherein θi is the angle of
incidence (see fig. 1), and k[j] = ω/c[j].
The total pressure wavefield u(x, ω) in Ωl ; l = 0, 1, 2 is designated by u
[l](x, ω). The incident
wavefield is
u[0]+(x, ω) = ui(x, ω) = A[0]+(ω) exp[i(kixx+ k
i
zz)] , (2)
wherein A[0]+(ω) = Aiσ(ω) and σ(ω) is the spectrum of the solicitation.
The plane wave nature of the solicitation and the d-periodicity of Γ0 and Γ1 entails the quasi-
periodicity of the field, whose expression is the Floquet condition
u(x+ d, z, ω) = u(x, z, ω) exp(ikixd) ; ∀x ∈ Ω0 +Ω1 +Ω2 . (3)
Consequently, as concerns the response in Ω1, it suffices to examine the field in Ω10.
The boundary-value problem in the space-frequency domain translates to the following relations
(in which the superscripts + and − refer to the upgoing and downgoing waves respectively) satisfied
by the total displacement field u[l](x;ω) in Ωl:
u[l](x, ω) = u[l]+(x, ω) + u[l]−(x, ω) ; l = 0, 1, 2 , (4)
u[l],xx(x, ω) + u
[l]
,zz(x, ω) + (k
[l])2u[l](x, ω) = 0 ; x ∈ Ωl ; l = 0, 1, 2 . (5)
(ρ[0])−1u[0],z (x,−h, ω) = 0 ; ∀x ∈ [−d/2, w/2] ∪ [w/2, d/2] , (6)
(ρ[2])−1u[2],z (x, 0, ω) = 0 ; ∀x ∈ [−d/2, w/2] ∪ [w/2, d/2] , (7)
(ρ[2])−1u[1],x (±w/2, z, ω) = 0 ; ∀z ∈ [0, h2] , (8)
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u[l](x, ω)− u[1+1](x, ω) = 0 ; x ∈ Γl ; l = 0, 1 , (9)
(ρ[l])−1u[l],z (x, ω)− (ρ
[l+1])−1u[1+1],z (x, ω) = 0 ; x ∈ Γl ; l = 0, 1 , (10)
wherein u,ζ (u,ζζ) denotes the first (second) partial derivative of u with respect to ζ. Eq. (5) is the
space-frequency wave equation for compressional sound waves, (6)-(8) the rigid-surface boundary
conditions, (9) the expression of continuity of pressure across the two interfaces Γ0 and Γ0 and (10)
the expression of continuity of normal velocity across these same interfaces.
Since Ωl ; l = 0, 2 are of half-infinite extent, the field therein must obey the radiation conditions
u[l]−(x, ω) ∼ outgoing waves ; x→∞ ; l = 0, 2 . (11)
Various (usually integral equation) rigorous approaches [35, 23, 34] have been employed to solve
this boundary value problem. Herein, we outline another rigorous technique, based on the domain
decomposition and separation of variables technique previously developed in [54, 55].
3.2 Field representations via separation of variables (DD-SOV)
The application of the domain decomposition-separation of variables (DD-SOV) technique, The
Floquet condition, and the radiation conditions gives rise, in the two half-spaces, to the field
representations:
u[0](x, ω) =
∑
n∈Z
(
A
[l]+
0 (ω) exp[i(kxnx+ k
[0]
znz)] +A
[l]−
0 (ω) exp[i(kxnx− k
[0]
znz)]
)
, (12)
u[2](x, ω) =
∑
n∈Z
A[2]+n (ω) exp[i(kxnx+ k
[2]
znz)] , (13)
wherein:
kxn = k
i
x +
2nπ
d
, (14)
k[l]zn =
√(
k[l]
)2
− (kxn)2 ; ℜk
[l]
zn ≥ 0 , ℑk
[l]
zn ≥ 0 ω > 0 , (15)
and, on account of (2),
A[0]+n (ω) = A
[0]+(ω) δn0 , (16)
with δn0 the Kronecker delta symbol. In the central block, the DD-SOV technique, together with
the rigid body boundary condition (8, lead to
u[1](x, ω) =
∞∑
m=0
(
A[1]+m (ω)) exp[iK
[1]
zmz)] +A
[1]−
m (ω)) exp[−iK
[1]
zmz)]
)
cos[Kxm(x+ w/2)] , (17)
in which
Kxm =
mπ
w
, (18)
K [1]zm =
√(
k[1]
)2
− (Kxm)2 ; ℜK
[1]
zm ≥ 0 , ℑK
[1]
zm ≥ 0 ω > 0 . (19)
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3.3 Expressions for each of the four sets of unknowns
From the remaining boundary and continuity conditions it ensues the four sets of relations:
(ρ[0])−1
∫ d/2
−d/2
u[0],z (x,−h, ω) exp(−ikxj
dx
d
= (ρ[1])−1
∫ d/2
−d/2
u[1],z (x,−h, ω) exp(−ikxj
dx
d
; ∀j ∈ Z ,
(20)
(ρ[2])−1
∫ d/2
−d/2
u[2],z (x, 0, ω) exp(−ikxj
dx
d
= (ρ[1])−1
∫ d/2
−d/2
u[1],z (x, 0, ω) exp(−ikxj
dx
d
; ∀j ∈ Z , (21)
∫ w/2
−w/2
u[0](x,−h, ω) cos[Kxl(x+w/2)]
dx
w/2
=
∫ w/2
−w/2
u[1](x,−h, ω) cos[Kxl(x+ w/2)]
dx
w/2
; l = 0, 1, 2, ... , (22)
∫ w/2
−w/2
u[2](x, 0, ω) cos[Kxl(x+ w/2)]
dx
w/2
=
∫ w/2
−w/2
u[1](x, 0, ω) cos[Kxl(x+ w/2)]
dx
w/2
; l = 0, 1, 2, ... , (23)
which should suffice to determine the four sets of unknown coefficients {A[0]−}, {A[1]+}, {A[1]−},
and {A[2]+}. Employing the DD-SOV field representations in these four relations gives rise to:
A
[0]−
j = A
[0]+
j
(
e−j
)−2
−
ρ[0]w
2ρ[1]d
e−j
k
[0]
zj
∞∑
m=0
[
A[1]+m e
−
m −A
[1]−
m e
+
m
]
K [1]zmE
−
jm ; ∀j ∈ Z , (24)
A
[2]+
j =
ρ[2]w
2ρ[1]d
1
k
[2]
zj
∞∑
m=0
[
A[1]+m −A
[1]−
m
]
K [1]zmE
−
jm ; ∀j ∈ Z , (25)
A
[1]+
l e
−
l +A
[1]−
l e
+
l =
ǫl
2
∑
n∈Z
[
A[0]+n ε
−
n +A
[0]−
n ε
+
n
]
E+nl ; l = 0, 1, 2, .. , (26)
A
[1]+
l +A
[1]−
l =
ǫl
2
∑
n∈Z
A[2]+n E
+
nl ; l = 0, 1, 2, .. , (27)
wherein:
e±m = exp(±iK
[1]
zmh) , ε
±
n = exp(±ikznh) , E
±
nm =
∫ w/2
−w/2
exp(±ikznx) cos[Kxm(x+w/2)]
dx
w/2
(28)
and ǫ0 = 1, ǫm>0 = 2. More specifically:
E±nm = i
msinc([±kxn +Kxm]w/2) + i
−msinc([±kxn −Kxm]w/2) (29)
in which sinc(ζ) = sin(ζ)/ζ and sinc(0) = 1.
9
We can go a step further by inserting two of the expressions (24)-(27) into the other two and
interchange summations to obtain:∑
∞
m=0
(
P 11lmQ
1
m + P
12
lmQ
2
m
)
= Rl
∑
∞
m=0
(
P 21lmQ
1
m + P
22
lmQ
2
m
)
= R2
; l = 0, 2, ... , (30)
in which
P 11lm = δlm+
ǫlwρ
[0]
4dρ[1]
e+l e
−
mK
[1]
zmS
[0]
lm , P
12
lm =
(
e+l
)2
δlm−
ǫlwρ
[0]
4dρ[1]
e+l e
+
mK
[1]
zmS
[0]
lm , Rm = A
[0]+ǫle
+
l ε
−
0 E
+
0l
(31)
P 21lm = δlm −
ǫlwρ
[2]
4dρ[1]
e+l e
−
mK
[1]
zmS
[2]
lm , P
22
lm = δlm +
ǫlwρ
[2]
4dρ[1]
K [1]zmS
[0]
lm , Rm = 0 , S
[j]
lm =
∑
n∈Z
E+nlE
−
nm
k
[j]
zn
,
(32)
and Q1m = A
[1]+
m , Q2m = A
[1]−
m .
3.4 Numerical issues concerning the resolution of the system of equations for
{A
[2]
m }
We strive to obtain numerically the sets {A
[1]±
m } from the linear system of equations (30). Once
these sets are found, they are introduced into (24)-(25) to obtain the sets {A
[0]−
n } and {A
[2]+
n }.
Concerning the resolution of the infinite system of linear equations (30), the procedure is basi-
cally to replace it by the finite system of linear equations
∑M
m=0
(
P
11(N)
lm Q
1
m + P
12(N)
lm Q
2
m
)
= Rl
∑M
m=0
(
P
21(N)
lm Q
1
m + P
22(N)
lm Q
2
m
)
= R2
; l = 0, 2, ...,M , (33)
in which P
jk(N)
lm signifies that the series in S
[k]
lm therein is limited to the terms n = 0,±1, ...,±N ,
N having been chosen to be sufficiently large to obtain numerical convergence of these series, and
to increase M so as to generate the sequence of numerical solutions {Q
j(0)
0 }, {Q
j(1)
0 , Q
j(1)
1 },....until
the values of the first few members of these sets stabilize and the remaining members become very
small. This is usually obtained for values of M , that are all the smaller the lower is the frequency.
When all the coefficients (we mean those whose values depart significantly from zero) are found,
they enable the computation of the far-field acoustic response that is of interest in this paper. The
so-obtained numerical solutions for thee far-field coefficients, can, for all practical purposes, be
considered to be ’exact’ since they compare very well with their finite element or integral equation
counterparts in [35, 23, 34], and are therefore taken to be the constituents of the data required to
solve the inverse problem. We give a more precise definition of this data in the next section.
3.5 A conservation principle
Using Green’s second identity, it is rather straightforward to demonstrate the following conser-
vation principle:
F− +F+ = 1 , (34)
10
wherein F− and F+ are what can be termed hemisperical reflected and transmitted fluxes respec-
tively, given by:
F− = ℜ
∑
n∈Z
‖A
[0]−
n ‖2k
[0]
zn
‖A[0]+‖2k
[0]
z0
, F+ = ℜ
∑
n∈Z
‖A
[2]−
n ‖2k
[2]
znρ[0]
‖A[0]+‖2k
[0]
z0ρ
[2]
. (35)
These expressions show (since k
[0]
z0 = k
i
z is real) that the only contributions to F
− stem from
diffracted-reflected waves for which k
[0]
zn is real, and the only contributions to F+ stem from
diffracted-transmitted waves for which k
[2]
zn is real. Real k
[0]
zn corresponds to homogeneous plane
waves in the lower half space and real k
[2]
zn to homogeneous plane waves in the upper half space.
The angles of emergence of these observable homogeneous waves are θ−n = arcsin(kxn/k
[0]) and
θ+n = arcsin(kxn/k
[2]) (note that θ−0 = θ
i is the angle of specular reflection in the sense of Snell,
and θ+0 = arcsin(k
[0] sin θi/k[2]) the angle of refraction in the sense of Fresnel). Thus, the flux in
each half space is composed of a denumerable, finite, set of subfluxes, which fact is expressed by:
F− =
∑
n∈H−
F−n , F
+ =
∑
n∈H+
F+n . (36)
wherein:
F−n =
‖A
[0]−
n ‖2k
[0]
zn
‖A[0]+‖2k
[0]
z0
, F+n =
‖A
[2]−
n ‖2k
[2]
znρ[0]
‖A[0]+‖2k
[0]
z0ρ
[2]
. (37)
and H− the set of n for which k
[0]
zn is real, whereas H+ is the set of n for which k
[2]
zn is real.
This shows that there are various ways in which one can define far-field (observable) data:
1. A
[0]−
0 and A
[2]+
0 (this is what is employed in the NRW method for θ
i = 0◦),
2. A
[0]−
n ; ∀n ∈ H− and A
[2]+
n ; ∀n ∈ H−, (this is equivalent to the first choice at low frequencies,
i.e., when only the n = 0 plane waves are homogeneous))
3. F−0 and F
+
0 ,
4. F−n ; ∀n ∈ H
− and F+n ; ∀n ∈ H
+,
5. F− and F+.
In our approach to the resolution of the inverse problem, we shall employ only the first two types
of response data as experience shows that the other three types of data are inadequate (i.e., do not
contain enough information because of phase suppression) for this task.
4 Response fields obtained by the resolution of the forward-scattering
problem corresponding to the surrogate model M
Here we compute the total displacement field in the far-field region of layer-like (surrogate)
structure of the configuration involving B in fig. 2.
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4.1 The boundary-value problem
The solicitation, bottom layer and half space are as previously (i.e., in the problem corresponding
to modelM). The surrogate superstructure occupies the layer-like domain Ω1 (see fig. 2) in which
the properties are designated by the superscript 1. Thus, the boundary-value problem is expressed
by (2), (4), (5), (9), (10), (11) (in which ρ[l] is replaced by R[l]), c[l] by C [l]), and u[l] by U [l]).
In addition, since we assume that the site of B is identical to that of B:
C [l] = c[l] , R[l] = ρ[l] ; l = 0, 2 . (38)
4.2 DD-SOV Field representations
Separation of variables and the radiation condition lead to the field representations:
U [l](x, ω) = U [l]+(x, ω) + U [l]−(x, ω) ; ∀x ∈ Ωl , l = 0, 1, 2 . (39)
with
U [l]±(x, ω) = A[l]± exp
[
i(kxx± k
[l]
z z)
]
; ∀x ∈ Ωl , l = 0, 1, 2 . (40)
in which A[0]+ is as previously, and the relation to previous wavenumbers is as follows: k[l] = ω/C [l],
kx = kx0 = k
[0]sinθi, k
[l]
z = k
[l]
z0 =
√(
k[l]
)2
−
(
kx
)2
.
4.3 Solutions for the plane-wave coefficients and displacement fields
The four interface continuity relations lead to
A[0]−e[0] −A[1]+
(
e[1]
)−1
−A[1]−e[1] = −A[0]+
(
e[0]
)−1
−A[0]−e[0] −A[1]+g[10]
(
e[1]
)−1
+A[1]−g[10]e[1] = −A[0]+
(
e[0]
)−1
A[1]+ +A[1]− −A[2]+ = 0
A[1]+ −A[1]− −A[2]+g[21] = 0
, (41)
(with e[j] = exp(ik
[j]
z h) and g[jk] = g[j]/g[k], g[j] = k
[j]
z /R[j]) for the four unknowns A[0]−, A[1]+,
A[1]− A[2]+. The solution of (41), for the two unknowns of interest in the far-field region, is:
A[0]− = −A[0]+
(
e[0
)−2 [(
g[2] + g[1]
)(
g[1] − g[0]
)(
e[1]
)−1
+
(
g[2] − g[1]
)(
g[1] + g[0]
)
e[1]
]
D−1 , (42)
A[2]+ = A[0]+
(
e[0
)−1[
4g[1]g[0]
]
D−1 , (43)
wherein
D =
(
g[2] + g[1]
)(
g[1] + g[0]
)(
e[1]
)−1
+
(
g[2] − g[1]
)(
g[1] − g[0]
)
e[1] . (44)
Note that in model M, the constitutive parameters c[1] and ρ[1] are given and therefore known,
whereas in modelM the parameters (actually, as we shall see: functions) C [1] and R[1] are unknown.
In fact, they will be varied during the inversion process so as to obtain a global minimum in the
cost functional at which moment the current value of these parameters will be considered to be the
solution C˜ [2], R˜[2] of the inverse problem.
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4.4 A conservation principle
Again using Green’s second identity, leads in rather straightforward manner to the following
conservation principle:
F− + F+ = 1 , (45)
wherein F− and F+ are the hemisperical= single-wave reflected and transmitted fluxes respectively,
given by:
F− =
‖A[0]−‖2
‖A[0]+‖2
, F+ =
‖A[2]−‖2k
[2]
z R[0]
‖A[0]+‖2k
[0]
z R[2]
. (46)
These expressions show, unsurprisingly (since k
[0]
z = kiz and k
[2]
z are real) that the only contribu-
tions to F− stems from the single specularly-reflected homogeneous plane wave(s) and the only
contributions to F+ stems from the single transmitted homogeneous plane wave (there exist no
other transmitted) wave(s). The angles of emergence of these observable homogeneous waves are
θ− = arcsin(kx/k
[0]) = θi and θ+ = arcsin(kx/k
[2]) (note again that θ− = θi is the angle of specular
reflection in the sense of Snell, and θ+ = arcsin(k[0] sin θi/k[2]) the angle of refraction in the sense
of Fresnel).
This shows that there are two ways in which one can define far-field (observable) response:
1. A[0]− and A[2]+ (this is what is employed in the NRW method for θi = 0◦),
2. F− and F+.
In our approach to the resolution of the inverse problem, we shall employ only the first type of
response as experience shows that the other type of response is inadequate (i.e., do not contain
enough information because of phase suppression) for this task.
5 More on the inversion procedure
On account of what was brought to fore in sects. 3.5 and 4.4, we can write the general cost
function of (1) as
κ(b,B, s, r|ω) =∑
n∈H− ‖F (B, s, θ
−|ω)− f(b, s, θ−n |ω)‖
2 +
∑
n∈H+ ‖F (B, s, θ
+|ω)− f(b, s, θ+n |ω)‖
2∑
n∈H− ‖f(b, s, θ
−
n |ω)‖2 +
∑
n∈H+ ‖f(b, s, θ
+
n |ω)‖2
. (47)
In view of the previously-mentioned choices of response observables, we define four particular choices
of f and F pairs:
f(b, s, θ±n |ω) = A
[1±δn0]±
n δn,0 , F (b, s, θ
±|ω) = A[0]±δn0 , (48)
f(b, s, θ±n |ω) = A
[1±δn0]±
n , F (b, s, θ
±|ω) = A[0]±δn0 , (49)
f(b, s, θ±n |ω) = F
±
n δn,0 , F (b, s, θ
−|ω) = F±δn0 , (50)
f(b, s, θ−n |ω) = F δn0 , F (b, s, θ
−|ω) = F±δn0 . (51)
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As mentioned previously, only the first two choices are exploitable in the inversions and they give
rise to cost functionals that have the following explicit forms:
κ1 =
‖A[0]− −A
[0]−
0 ‖
2 + ‖A[2]+ −A
[2]+
0 ‖
2
‖A
[0]−
0 ‖
2 + ‖A
[2]+
0 ‖
2
, (52)
κ2 =
∑
n∈H− ‖A
[0]−δn0 −A
[1−δn0]−
n ‖2 +
∑
n∈H+ ‖A
[0]+δn0 −A
[1+δn0]+
n ‖2∑
n∈H− ‖A
[1−δn0]−
n ‖2 +
∑
n∈H+ ‖A
[1+δn0]+
n ‖2
, (53)
wherein we have suppressed the dependence of the various terms on b, s, r, ω, B, S, R in order to
make the expressions easier to read.
We wrote earlier that b is known. This is true, and in fact a necessity, in order to compute
{A
[0]−
n }, {A
[2]+
n } which is actually the case since what we are trying to find out is how B˜ is related to
b, or, more specifically, how R˜[1], C˜ [1] are related to ρ[1] , c[1] and eventually to the other ’internal’
parameters ρ[0] , c[0] ; l = 0, 1 and h, w, d, as well as to the ’external’ parameters Ai, θi and
ω. If the homogenization scheme, represented by replacing the given heterogeneous structure by a
homogeneous layer, is successful, we would like R˜[1], C˜ [1] to be related to ρ[1], c[1] in as simply as
possible manner and to be not at all related to the other (internal or external) parameters.
When an entry of b is a priori real then we shall assume that the corresponding to-be-retrieved
entry of B is also real.
What appears to be the best procedure is to solve the inverse problem in a 2D search space,
but this often leads to instabilities. Herein, we chose to solve for the two real quantities R˜[1], C˜ [1]
separately, assuming for each one that the other takes on given values. Moreover, for a given set of
parameters b, s, r, we assume that the sought-for single entry B (to which corresponds b in b) of
B lies between two values, rather far apart, which constitute the search interval for this quantity,
i.e.,
B ∈ [B,B] such that B << b << B . (54)
Even though we assumed (in sect. 3.1) sign restrictions on the entries of b, we impose no such
restrictions on those of B (i.e., on those of B and B).
Rather than vary B sequentially, in a haphazard, or in a more intelligent way, we divide the
corresponding (1D) search space (actually an interval) into a number of equal subintervals thus
corresponding to taking into consideration the discretized values Bk ; k = 1, 2, ..., NB such that
Bk = B+ (k− 1)
(
B−B
NB−1
)
. The cost functional is then computed for this set and B˜ is chosen to be
the Bk corresponding to the smallest (i.e., the global minimum) cost amongst the set of NB costs.
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6 Numerical results
6.1 Anticipated results
Static homogenization (i.e., mixture models) lead one to believe [44] that the surrogate layer
properties will, at least at low frequencies, follow the laws:
R˜[1] ≈ R˜
[1]
S = ρ
[1]αR , C˜
[1] ≈ C˜
[1]
S = c
[1]αC , (55)
wherein αR and αC are constants with respect to the frequency f . Recall that we assumed herein
that ρ[1] and c[1] are likewise constants with respect to f so that R˜
[1]
S and C˜
[1]
S are constant with
respect to f .
Another essential aspect of these mixing rules is how αR and αC relate to the structural param-
eters of the given inhomogeneous medium. The inhomogeneity of a bicomposite inhomogeneous
medium such as ours is usually characterized by a so-called filling factor φ which is the proportion
(volumetric or areal) of one of the two phases to the total volume or area of the medium. In our
case, φ = Φ(w/d) which expresses the fact that φ is a function of w/d and that we would prefer
that it not be a function of the remaining structural parameter h.
In a study [59], similar to the present one, we found, by a low-frequency, large filling-factor
homogenization procedure, that Φ = φp with p = 0 (for one of the two constitutive parameters) or
p = 1 (for the other constitutive parameter). This suggests that a suitable low-frequency mixture
model for the present problem be of the form
R˜[1] ≈ R˜
[1]
S = ρ
[1]αRS(φ) , C˜
[1] ≈ C˜
[1]
S = c
[1]αCS(φ) , (56)
wherein
αRS(φ) = φ
pR , αCS(φ) = φ
pC , (57)
with pR and pC two to-be-determined powers. To carry out this determination, we shall usually
assume, as was found in [59], that pC = 0 and determine the other power by the retrieval procedure
at f = 0. This procedure will be shown to work well for large φ (whose maximum value is 1) but
less-well for small φ.
In general, the retrieval method employed here, whose purpose is to obtain a dynamic ho-
mogenization of the given inhomogeneous structure, gives rise to surrogate constitutive parameters
which, contrary to R˜
[1]
S and C˜
[1]
S , do depend on the frequency f . We shall designate these so-obtained
parameters by R˜
[1]
D and C˜
[1]
D to underline their dispersive nature.
6.2 Assumed parameters
In the following figures it is assumed, unless written otherwise, that: θi = 0◦, d = 0.004 m, w =
0.003m, h = 0.00475m, c[0] = 343ms−1, ρ[0] = 1.2Kgm−3, c[1] = 500ms−1, ρ[1] = 2.4Kgm−3, c[2] =
343 ms−1, ρ[2] = 1.2 Kgm−3.
In each figure, the abscissa designates the frequency f in Hz. The ordinate of the first (upper-
most) panel designates a retrieved parameter B˜ of the homogenized layer surrogate. The ordinate of
the next (lower) panel designates the value of the minimal cost function used to choose the retrieved
parameter amongst the set of trial parameters. The ordinate of the third panel designates: (i) the
rigorously-simulated far-field data ‖A
[0]−
0 ‖ of the given inhomogeneous structure (blue curve), (ii)
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the reconstructed surrogate layer far-field coefficient ‖A[0]−‖ obtained by employing R˜
[1]
S and C˜
[1]
S
in the homogeneous layer solution (red curve) and (iii) the reconstructed surrogate layer far-field
coefficient ‖A
[0]−
0 ‖ obtained by employing R˜
[1]
D and C˜
[1]
D in the layer solution (black curve). The or-
dinate of the fourth (lowest) panel designates: (i) the rigorously-simulated far-field data ‖A
[2]+
0 ‖ of
the given inhomogeneous structure (blue curve), (ii) the reconstructed surrogate layer far-field co-
efficient ‖A[2]+‖ obtained by employing R˜
[1]
S and C˜
[1]
S in the homogeneous layer solution (red curve)
and (iii) the reconstructed surrogate layer far-field coefficient ‖A
[2]+
0 ‖ obtained by employing R˜
[1]
D
and C˜
[1]
D in the layer solution (black curve).
6.3 Retrieval of the homogenized density R˜[1]
6.3.1 Comparison of R˜[1] obtained via κ1 and κ2
The object here, illustrated in fig. 3, is to find out whether there exists a difference between
the retrievals of B˜ = R˜[1] obtained by minimizing κ2 and those obtained by minimizing κ1.
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Figure 3: Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming pC = 0 and pR =
−1. The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1 whereas the diamonds
correspond to the retrieval of R˜
[1]
S via cost functional κ2. The blue curves in the third and fourth
panels correspond to the rigorously-simulated coefficients of the far-field data, the red curves to the
reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the black curves to
the reconstructed far-field coefficients obtained with R˜
[1]
D . Case h = 0.00275 m.
We note that the retrievals are (graphically) identical (even though there is some difference in
the minima of the cost functions) be they obtained via κ1 or κ2. Moreover, the reconstructed layer
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coefficients ‖A[0]−‖ and ‖A[2]+‖ using the dispersive retrieved parameter obtained by minimizing
κ2 are (graphically (they overlap the black curves)) identical to those obtained by minimizing κ1,
so that from now the retrievals of B˜ = R˜[1] will be obtained by minimizing κ1.
6.3.2 Retrieval of R˜
[1]
D for various choices of C
[1]
As specified earlier, in order to obtain R˜
[1]
D we must specify C˜
[1]. The impact on R˜
[1]
D of various
choices of C [1] is depicted in figs. 4-7 wherein it is clearly seen that the R˜
[1]
D with the least pertur-
bative features as a function of frequency and the best agreement with reconstructed coefficients
corresponds to the choice C˜ [1] = c[1] = 500 ms−1.
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Figure 4: Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the
black curves to the reconstructed far-field coefficients obtained with R˜
[1]
D . The filling factor is
φ = 3/4. h = 0.00475 m. Choice C [1] = 300 ms−1 to retrieve R˜
[1]
D .
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Figure 5: Same as fig. 4 for the choice C [1] = 400 ms−1 to retrieve R˜
[1]
D .
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Figure 6: Same as fig. 4 for the choice C [1] = c[1] = 500 ms−1 to retrieve R˜
[1]
D .
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Figure 7: Same as fig. 4 for the choice C [1] = 600 ms−1 to retrieve R˜
[1]
D .
Moreover, with this choice, the low-frequency behavior of R˜
[1]
D is consistent with that of a
horizontal line whose height is 3.2 Kgm−3 = 2.4 × 4/3 Kgm−3 or pR = −1. This explains why
the horizontal red lines in these four figures are situated where they are.
These and other results not shown here seem to indicate that the best choice for obtaining R˜
[1]
D
is C [1] = c[1]. This choice will be made in all the subsequent retrievals of R˜[1] unless indicated
otherwise.
A last important remark concerning fig. 6: the reconstructed surrogate layer far-field response
obtained with R˜
[1]
S is in good agreement with the simulated far-field data over a rather broad range
of low frequencies.
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6.3.3 Retrieval of R˜
[1]
D for various layer thicknesses h
As written earlier, we would like the homogenized constitutive parameters to not depend on the
given structure thickness=surrogate layer thickness=h. Figs. 8-10 tell us how R˜
[1]
D varies with h.
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Figure 8: Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S and the black curves to the
reconstructed far-field coefficients obtained with R˜
[1]
D . The filling factor is φ = 3/4. C
[1] = c[1].
Case h = 0.00275 m.
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Figure 9: Same as fig. 8 for the case h = 0.00375 m.
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Figure 10: Same as fig. 8 for the case h = 0.00475 m.
21
Although the variation of h produces variations in the far-field responses (see two lower panels in
the figures) this has practically no effect on R˜
[1]
D except in the close neighborhoods of the frequencies
at which the far-field reflected response is nil, a situation that results in the inversion procedure
giving rise to a resonant type of feature. The latter enables a rather good agreement between
the far-field data and reconstructed far-field response which is much better than that obtained via
R˜
[1]
S . However, the reconstructed surrogate layer far-field response obtained with R˜
[1]
S is in good
agreement with the simulated far-field data over a rather broad range of low frequencies.
Last but not least we note that R
[1]
D = R
[1]
S = 3.2 Kgm
−3 (corresponding to pR = −1 over a
broad range of frequencies.
6.3.4 Retrieval of R˜
[1]
D for increasing θ
i
As indicated earlier, we would like the homogenized constitutive parameters to not depend on
the incident angle θi. Figs. 11-13 tell us how R˜
[1]
D varies with θ
i.
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Figure 11: Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S and the black curves to the
reconstructed far-field coefficients obtained with R˜
[1]
D . C
[1] = c[1]. w = 0.003 m. h = 0.00475 m.
Case θi = 0◦.
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Figure 12: Same as fig. 11 for the case θi = 20◦.
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Figure 13: Same as fig. 11 for the case θi = 40◦.
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Although the increase of θi produces increasing discrepancies between the far-field data and the
reconstructed far-field responses (see two lower panels in the figures) this is not very noticeable in
the variations of R
[1]
D with this external parameter except for the anomalous features that become
more pronounced with increasing θi. A remarkable feature of these figures is that they show how R
[1]
D
results in much better agreement than does R
[1]
S between the far-field data and the reconstructed
far-field response, which fact points to the ”curative virtue” of dispersion introduced by the retrieval
method. However, the curative power of this ’induced dispersion’ [56, 57, 58] has its limits as seen
in fig. 13. In fact, for the 40◦ angle of incidence, the homogenized layer, be it dispersive or non-
dispersive, responds very differently from the given inhomogeneous structure except at very low
frequencies.
Thus, it is not possible to conclude that our homogenized layer responds independently of θi,
this being due to the fact that our dynamic homogenization recipe does not take into account the
external parameter θi.
6.3.5 Retrieval of R
[1]
D for constant d and increasing w
There exist good reasons to believe [59] that our homogenization scheme works less well for
smaller filling factors φ. To address this issue, we kept d constant (= 0.004 m as usual) and varied
w, which gave rise to the results in figs. 14-16.
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Figure 14: Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S and the black curves to the
reconstructed far-field coefficients obtained with R˜
[1]
D . h = 0.00475 m. θ
i = 0◦. C [1] = c[1]. Case
w = 0.0024 m (φ = 0.6).
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Figure 15: Same as fig. 14 for the case w = 0.0030 m (φ = 0.75).
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Figure 16: Same as fig. 14 for the case w = 0.0036 m (φ = 0.9).
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This is substantiated by the results in these figures wherein we note once again the curative
effect of taking into account the dispersion of the retrieved density for the reconstructed far-field
response, especially at low φ. We also note that the dispersive layer model, contrary to the static
layer model, is able to account for the existence (near f = 86 KHz) of Wood anomalies [33] which
occur near the frequencies at which a plane wave in either the reflected or tansmitted field of the
grating changes its nature from homogeneous (body wave) to inhomogeneous (surface wave).
6.4 Retrieval of the homogenized velocity C˜ [1]
6.4.1 Comparison of C˜ [1] obtained via κ1 and κ2
The object here, illustrated in fig. 17, is to find out whether there exists a difference between
the retrievals of B˜ = C˜ [1] obtained by minimizing κ2 and those obtained by minimizing κ1. We
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Figure 17: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S assuming pC = 0 and pR =
−1. The circles correspond to the retrieval of C˜
[1]
D via cost functional κ1 whereas the diamonds
correspond to the retrieval of C˜
[1]
S via cost functional κ2. The blue curves in the third and fourth
panels correspond to the rigorously-simulated coefficients of the far-field data, the red curves to the
reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the black curves
to the reconstructed far-field coefficients obtained with C˜
[1]
D . The filling factor is φ = 3/4. Case
h = 0.00475 m.
note that the retrievals are (graphically) identical (even though there is some difference in the
minima of the cost functions) be they obtained via κ1 or κ2. Moreover, the reconstructed layer
coefficients ‖A
[0]−
0 ‖ and ‖A
[0]+
2 ‖ using the dispersive retrieved parameter obtained by minimizing
27
κ2 are (graphically (they overlap the black curves)) identical to those obtained by minimizing κ1,
so that from now the retrievals of B˜ = C˜ [1] will be obtained by minimizing κ1.
6.4.2 Retrieval of C˜
[1]
D for various choices of R
[1]
As specified earlier, in order to obtain C˜
[1]
D we must specify R˜
[1]. The impact on C˜
[1]
D of various
choices of R[1] is depicted in figs. 18-22 wherein it is clearly seen that the C˜
[1]
D with the least per-
turbative features as a function of frequency and the best agreement with reconstructed coefficients
corresponds to the choice R˜[1] = ρ[1]φ−1 = 3.2 Kgm−3.
2 4 6 8 10 12 14
x 104
0
500
1000
R
e 
C[
1]
2 4 6 8 10 12 14
x 104
10−10
10−5
100
m
in
co
st
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(re
fl a
mp
l)
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(tr
an
s a
mp
l)
f(Hz)
Figure 18: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the
black curves to the reconstructed far-field coefficients obtained with C˜
[1]
D . The filling factor is
φ = 3/4. h = 0.00475 m. Choice R[1] = 1.6 Kgm−3.
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Figure 19: Same as fig. 18 for the choice R[1] = 2.8 Kgm−3.
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Figure 20: Same as fig. 18 for the choice R[1] = 3.2 Kgm−3.
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Figure 21: Same as fig. 18 for the choice R[1] = 3.6 Kgm−3.
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Figure 22: Same as fig. 18 for the choice R[1] = 4.6 Kgm−3.
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Moreover, with this choice, the low-frequency behavior of C˜
[1]
D is consistent with that of a
horizontal line whose height is 500 m or pC = 0. This explains why the horizontal red lines in these
four figures are situated where they are.
These and other results not shown here seem to indicate that the best choice for obtaining C˜ [1]
is R[1] = ρ[1]φ−1. This choice will be made in all the subsequent retrievals of C˜ [1] unless indicated
otherwise.
A last important remark concerning fig. 20: the reconstructed surrogate layer far-field response
obtained with C˜
[1]
S is in good agreement with the simulated far-field data over a rather broad range
of low frequencies.
6.4.3 Retrieval of C˜
[1]
D for increasing h
As written earlier, we would like the homogenized constitutive parameters to not depend on
the given structure thickness=surrogate layer thickness=h. Figs. 23-25 tell us how C˜
[1]
D varies with
h.
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Figure 23: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the
black curves to the reconstructed far-field coefficients obtained with C˜
[1]
D . The filling factor is
φ = 3/4. Case h = 0.00175 m.
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Figure 24: Same as fig. 23 for case h = 0.00275 m.
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Figure 25: Same as fig. 23 for case h = 0.00375 m.
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Although the variation of h produces variations in the far-field responses (see two lower panels in
the figures) this has practically no effect on R˜
[1]
D except in the close neighborhoods of the frequencies
at which the far-field reflected response is nil, a situation that results in the inversion procedure
giving rise to a slightly-resonant type of feature. The latter enables a rather good agreement
between the far-field data and reconstructed far-field response which is better than that obtained
via R˜
[1]
S . Nevertheless, the reconstructed surrogate layer far-field response obtained with R˜
[1]
S is in
good agreement with the simulated far-field data over a rather broad range of low frequencies.
Last but not least we note that C
[1]
D = C
[1]
S = 500 ms
−1 (corresponding to pC = 0 over a broad
range of frequencies.
6.4.4 Retrieval of C˜
[1]
D for increasing θ
i
As indicated earlier, we would like the homogenized constitutive parameters to not depend on
the incident angle θi. Figs. 26-28 tell us how C˜
[1]
D varies with θ
i.
2 4 6 8 10 12 14
x 104
0
500
1000
R
e 
C[
1]
2 4 6 8 10 12 14
x 104
10−20
10−10
100
m
in
co
st
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(re
fl a
mp
l)
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(tr
an
s a
mp
l)
f(Hz)
Figure 26: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the
black curves to the reconstructed far-field coefficients obtained with C˜
[1]
D . The filling factor is
φ = 3/4, h = 0.00475 m. Case θi = 0◦.
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Figure 27: Same as fig. 26 for case θi = 20◦.
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Figure 28: Same as fig. 26 for case θi = 40◦.
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Although the increase of θi produces increasing discrepancies between the far-field data and
the reconstructed far-field responses (see two lower panels in the figures) this is not very noticeable
in the variations of C
[1]
D with this external parameter except for what appears as a small decrease
of the retrieved average velocity and the anomalous features that become more pronounced with
increasing θi. A remarkable feature of these figures is that they show how C
[1]
D results in much
better agreement than does C
[1]
S between the far-field data and the reconstructed far-field response,
which fact again points to the ”curative virtue” of dispersion introduced by the retrieval method.
However, the curative power of this ’induced dispersion’ [56, 57, 58] has its limits as seen in fig. 28.
Thus, it is not possible to conclude that our homogenized layer responds independently of θi,
this being due to the fact that our dynamic homogenization recipe does not take into account the
external parameter θi.
6.4.5 Retrieval of C˜
[1]
D for constant d and increasing w
There exist good reasons to believe [59] that our homogenization scheme works less well for
smaller filling factors φ. To address this issue, we kept d constant (= 0.004 m as usual) and varied
w, which gave rise to the results in figs. 29-31.
2 4 6 8 10 12 14
x 104
0
500
1000
R
e 
C[
1]
2 4 6 8 10 12 14
x 104
10−10
10−5
100
m
in
co
st
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(re
fl a
mp
l)
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(tr
an
s a
mp
l)
f(Hz)
Figure 29: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S assuming pC = 0 and pR = −1.
The circles correspond to the retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third
and fourth panels correspond to the rigorously-simulated coefficients of the far-field data, the red
curves to the reconstructed far-field coefficients obtained with R˜
[1]
S = ρ
[1]φ−1, C˜
[1]
S = c
[1] and the
black curves to the reconstructed far-field coefficients obtained with C˜
[1]
D . h = 0.00475 m. θ
i = 0◦.
Case w = 0.0024 m (φ = 0.6).
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Figure 30: Same as fig. 29 for case w = 0.0030 m (φ = 0.75).
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Figure 31: Same as fig. 29 for case w = 0.0036 m (φ = 0.90).
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This is substantiated by the results in these figures wherein we note once again the curative
effect of taking into account the dispersion of the retrieved density for the reconstructed far-field
response, especially at low φ.
6.5 Total transmission
There have appeared many examples of total transmission at certain frequencies in the previous
figures, but no particular attention was given to this phenomenon because it seemed to be natural
for transmission gratings having rather wide spaces (i.e., φ = w/d ≥ 3/5) between successive rigid
blocks.
In [31] the same sort of phenomenon was predicted numerically (by finite elements) and sub-
stantiated experimentally, for an acoustic wave striking a grating similar to ours having narrow
spaces (i.e., φ = w/d = 1/9) between its successive rigid blocks, and qualified as being ’extraor-
dinary’ (acoustic transmission, EAT for short) because it would not be expected that such an
almost-opaque structure let so much sound penetrate it.
We wondered whether our DD-SOV method could produce the same sort of prediction, and if so,
what the parameters of the layer surrogate would result from the retrieval scheme. Unfortunately,
the authors of [31] forgot to mention what the acoustic parameters of their site were, but we guess
that it was air at 20◦C for which the constitutive parameters are c[j] = 343 ms−1 ; j = 0, 1, 2 and
ρ[j] = 1.2 Kgm−3 ; j = 0, 1, 2. The other parameters were taken from [31] and our computations
thus led to the results exhibited in figs. 32-34.
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Figure 32: Retrieval of B˜ = C˜ [1]. The red line corresponds to C˜
[1]
S . The circles correspond to the
retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third and fourth panels correspond
to the rigorously-simulated coefficients of the far-field data, the red curves to the reconstructed
far-field coefficients obtained with R˜
[1]
S , C˜
[1]
S and the black curves to the reconstructed far-field
coefficients obtained with C˜
[1]
D . d = 0.0045 m, w = 0.0005 m (i.e., φ = 1/9), h = 0.004 m. θ
i = 0◦.
pC = 0, (i.e., C˜
[1]
S = c
[1] = 343 ms−1), pR = −1 (i.e., R˜
[1]
S = ρ
[1]φ−1 = 10.8 Kgm−1). R[1] = R˜
[1]
S
was assumed for the retrieval of C˜
[1]
D
.
In the lowermost panel of fig. 32 (relative to the retrieval of the effective velocity) we observe the
same two total transmission peaks as those shown in [31]. In the two lowermost panels we find good
agreement between the simulated data and the reconstructed far-field responses from the retrieved
dynamic parameters but poor agreement between the simulated data and the reconstructed far-field
responses using the static parameters. On the basis of what we observe in the uppermost panel we
guess that this discrepancy could be due, at least at low frequencies, to an overestimation of C˜
[1]
S .
We shall return to this issue in the discussion of the next two figures.
38
2 4 6 8 10 12 14
x 104
−100
0
100
200
R
[1]
2 4 6 8 10 12 14
x 104
10−20
10−10
100
m
in
co
st
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(re
fl a
mp
l)
2 4 6 8 10 12 14
x 104
0
0.5
1
a
bs
(tr
an
s a
mp
l)
f(Hz)
Figure 33: Retrieval of B˜ = R˜[1]. The red line corresponds to C˜
[1]
S . The circles correspond to the
retrieval of C˜
[1]
D via cost functional κ1. The blue curves in the third and fourth panels correspond
to the rigorously-simulated coefficients of the far-field data, the red curves to the reconstructed far-
field coefficients obtained with R˜
[1]
S and the black curves to the reconstructed far-field coefficients
obtained with R˜
[1]
D . d = 0.0045 m, w = 0.0005 m (i.e., φ = 1/9), h = 0.004 m. θ
i = 0◦. pC = 0,
(i.e., C˜
[1]
S = c
[1] = 343 ms−1), pR = −1 (i.e., R˜
[1]
S = ρ
[1]φ−1 = 10.8 Kgm−1). C [1] = C˜
[1]
S was
assumed for the retrieval of R˜
[1]
D
In the lowermost panel of fig. 33 (relative to the retrieval of the effective mass density) we again
observe the same two total transmission peaks as those shown in [31]. In the two lowermost panels
we again find good agreement between the simulated data and the reconstructed far-field responses
from the retrieved dynamic parameter (except for the existence of some small peaks probably due
to the retrieval scheme overdoing its curative role) but poor agreement between the simulated data
and the reconstructed far-field responses from the static parameters. On the basis of what we
observe in the uppermost panel of the previous figure we guess that this discrepancy could be due,
at least at low frequencies, to an overestimation of C [1] = C˜
[1]
S . We shall test this hypothesis in the
next figure.
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Figure 34: Everything the same as in fig. 33 except that C [1] = C˜
[1]
S is taken to be 300 ms
−1, i.e.,
lower than in the previous two figures.
In the lowermost panel of fig. 34 (relative, once more, to the retrieval of the effective velocity) we
again observe the same two total transmission peaks as those shown in [31]. In the two lowermost
panels we again find good agreement between the simulated data and the reconstructed far-field
responses from the retrieved dynamic parameter (except for the existence of extraneous peaks which
occur at higher frequency than previously and are probably due to the retrieval scheme overdoing its
curative role) and also good agreement between the simulated data and the reconstructed far-field
responses from the static parameters in the low frequency (up till ∼ 65 KHz) region.
This shows that the static homogenized layer model is not valid as such for small φ, but can
be corrected (up till ∼ 65 KHz) quite simply by a change of pC (here amounting to a reduction of
C˜
[1]
S ).
We have thus substantiated the finding in [31] of total transmission at two distinct low frequen-
cies and found, in addition, that the grating structure with very narrow spaces between successive
blocks responds to a normally-incident plane acoustic wave as does a homogenous layer having
constitutive parameters C˜S = 300 ms
−1 and R˜S = 10.8 Kgm
−3. This combination of acoustic
constitutive parameters does not, to our knowledge, correspond to any existing macroscopically-
homogeneous medium.
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7 Conclusions
By inversion of its far-field response to acoustic body wave solicitations we have found that the
periodic array of rigid rectangular block structure behaves much like a homogeneous layer (surro-
gate):
(i) whose dynamic (and static) effective mass density is equal to the product of the mass density
(assumed to be non dispersive) of the generic block of the periodic structure with the inverse of
the filling factor (proportion of the width of the space between successive blocks to the period of
the structure),
(ii) whose dynamic (and static) velocity (real) is equal to the velocity (assumed to be real and
non-dispersive) of the medium located between successive blocks,
(iii) all of whose constitutive properties do not depend on frequency (i.e., the surrogate layer is
temporally non-dispersive).
This conclusion holds:
(a) for low frequencies (i.e., less than ∼ 50 KHz for a structure whose period is 0.004 m) other
than those at which a Wood anomaly can be excited in the given structure,
(b) for filling factors that are larger than approximately 0.5,
(c) whatever be the incident angles of the solicitation (although the larger the incident angle, the
smaller the low-frequency bandwidth of equivalence) other than those at which a Wood anomaly
is excited,
(d) whatever be the block thickness (equal to the surrogate layer thickness) provided it is not too
small, and
(e) irrespective of the site,
(f) even for the phenomenon of total transmission [31] when the spaces between blocks are very
narrow).
This means that the surrogate layer model with properties (i)-(iii) (which we call SLM) is a true
effective medium under conditions (a)-(f), with mathematically-explicit and simple, constitutive
properties.
When any of the conditions (a)-(c) are not satisfied, it was found that the retrieved constitutive
parameters depart from those of the SLM all the more so the smaller is the filling factor and the
closer is the frequency and incident angle to those at which a Wood anomaly is excited. This
raises the question of the meaning of what, notably the constitutive parameters being a function of
frequency, is predicted by the response inversion procedure model when any of conditions (a)-(c)
are not satisfied. The answer is what may be termed ’apparent dispersion’ [36, 58] or ’induced
dispersion’, this meaning that the dispersion, which was assumed to be absent in each component
of the original configuration, is a result of the surrogate (layer) model telling a story that is different
from the one told by the original (period structure) model concerning its response to the solicita-
tion (the same is true in the first attempts at dynamic homogenization [51, 52]), this discordance
being particularly-noticeable when any of conditions (a)-(c) are violated. This does not mean that
the retrieved dispersive constitutive parameters (we term them as being obtained by the DSLM)
are erroneous since (in the sense of inversion) they correspond to a minimum of the discrepancy
functional at these frequencies, incident angles and for these filling fractions, but the value of the
cost at these minima is usually larger than when conditions (a)-(c) are satisfied. Thus, our (DSLM)
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dynamic homogenization scheme seems to be doing the right thing, i.e., compensating, by inducing
dispersion, for the aforementioned discordance [57] in order to match, as closely as possible, the
(far, but probably also near) fields of the surrogate layer to those of the periodic structure. This
apparently-advantageous aspect is offset by the fact that it becomes difficult to extract simple rela-
tions for the DSLM constitutive properties at frequencies at which anomalous response is observed
or, more, generally, at higher frequencies.
In this respect, it is instructive to compare the results of our inversion procedure to those
of a multiple-scales (theoretical) construction of an effective medium. For this, we refer to the
publication [13] of Felbacq and Bouchitte´ who obtain the effective medium corresponding to the
original medium composed of three superposed gratings of square dielectric cylinders solicited by
an electromagnetic plane body wave. The authors of this publication find a simple expression
for the effective permeability (their eq. (31)) which is clearly-dispersive whereas the effective
permittivity takes on a constant value for all frequencies. Moreover, in their fig. 3, they compare
the transmission of the original grating structure to that of the homogenized layer and find that the
two compare very well except in the neighborhood of a frequency at which the grating structure
gives rise to an anomalous feature whereas this feature is absent in the transmission associated with
the homogenized layer. We carried out the same sort of comparison, but now concerning the far-
reflected and transmitted fields of the periodic structure and its layer surrogate. We note in fig. 35
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Figure 35: Zoom of fig. 8. Retrieval of B˜ = R˜[1]. The red line corresponds to R˜
[1]
S assuming
pC = 0 and pR = −1. The circles correspond to the retrieval of R˜
[1]
D via cost functional κ1. The
blue curves in the third and fourth panels correspond to the rigorously-simulated coefficients of
the far-field data, the red curves to the reconstructed far-field coefficients obtained with R˜
[1]
S and
the black curves to the reconstructed far-field coefficients obtained with R˜
[1]
D . The filling factor is
φ = 3/4. C [1] = c[1]. Case h = 0.00275 m.
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that: (1) the SLM prediction (red curves in the two lowest panels) compares fairly-well, as expected,
with the given structure response (blue curves in the two lowest panels) at low frequencies, but does
not account for the Wood anomalous feature near 86 KHz, this being similar to what was found
in fig. 3 of [13], (2) the DSLM prediction (black curves in the two lowest panels) compares at least
as well as the SLM at low frequencies, but does account for the anomalous feature near 86 KHz.
The missing element in the SLM is then clearly the relatively-high frequency dispersive features
that appear in the DSLM, which we have not described in explicit, mathematical terms. Such an
element must also be absent in the multiscale construction of permittivity and permeability of [13]
for the same reason.
Despite this shortcoming, the lower two panels of figs. 8 and 35 indicate (at least for this
particular solicitation and periodic structure for which the Wood anomaly contribution to the
response spectrum is rather weak) that the far-field transfer functions are rather well-predicted by
both the SLM and DSLM.
The ’reality’ of a 2D periodic structure and plane wave solicitation due to very distant sources
is, of course, doubtful, which is why the method employed herein must be extended to non-periodic
structures with some disorder in its various geometric and compositional parameters, as well as
to solicitations due to sources that are nearer the scattering structure. It can be anticipated that
something similar to our SLM will be able to account for some of the salient features of the response
of such more realistic scattering structures and solicitations.
References
[1] Andryieuski A., Malureanu R. and Lavrinenko A.V., Homogenization of metamaterials: Pa-
rameters retrieval methods and intrinsic problems, ICTON 2010 paper Mo.B2.1, (2010).
[2] Ariste´gui C. and Angel Y.C., Effective mass density and stiffness derived from P-wave multiple
scattering, Wave Motion, 44, 153-164 (2007).
[3] Barroso J.J., De Paula A.L., Retrieval of permittivity and permeability of homogeneous ma-
terials from scattering parameters, J. Electromagn. Waves Appl., 24, 1563-1574 (2010).
[4] Bruˆle´ S., Ungureanu B., Achaoui Y., Diatta A., Aznavourian1 R., Antonakakis T., Craster
R., Enoch S. and Guenneau S., Metamaterial-like transformed urbanism, Innov. Infrastruct.
Solut. 2, 20, DOI 10.1007/s41062-017-0063-x (2017).
[5] Brunet T., Merlin A., Mascaro B., Zimny K., Leng J., Poncelet O., Ariste´gui C. and Mondain-
Monval O., Soft 3D acoustic metamaterial with negative index, Nat Mater. 14(4), 384-388,
doi: 10.1038/nmat4164 (2015).
[6] Brunet T., Poncelet O., and Ariste´gui C., Negative-index metamaterials: is double negativity
a real issue for dissipative media?, EPJ Appl. Metamat., 2, 3, DOI: 10.1051/epjam/2015005
(2015).
[7] Campione S., Sinclair M.B. and Capolino F., Effective medium representation and complex
modes in 3D periodic metamaterials made of cubic resonators with large permittivity at mid-
infrared frequencies, Photonics Nanostruct., 11, 423-435 (2013).
43
[8] Chekroun M., Le Marrec L., Lombard B. and Piraux J.,Time-domain numerical simulations
of multiple scattering to extract elastic effective wavenumbers, Waves Rand. Complex Media,
22(3), 398-422 (2012).
[9] Chen X., Grzegorczyk T.M., Wu B.I., Pacheco J., and Kong J.A., Robust method to retrieve
the constitutive effective parameters of metamaterials, Phys. Rev. E 70, 016608 (2004) .
[10] Conoir J.M. and Norris A., Effective wavenumbers and reflection coefficients for an elastic
medium containing random distributions of cylinders in a fluid-like region, Wave Motion, 46,
522-538 (2009).
[11] Dubois J., Homoge´ne´isation dynamique de milieux ale´atoires en vue du dimensionnement de
me´tamate´riaux acoustiques, Phd thesis, Univ. Bordeaux 1, Bordeaux (2012).
[12] Fang N. Xi D., Xu J., Ambati M., Srituravanich W., Sun C. and Zhang X., Ultrasonic
metamaterials with negative modulus, Nature Mater., 5, 452-456 (2006).
[13] Felbacq D. and Bouchitte´ G., Negative refraction in periodic and random photonic crystals,
New J. Phys. 7, 159 (2005).
[14] Fellah Z.E.A., Ogam E., Wirgin A., Lauriks W., Depollier C. and Fellah M., Ultrasonic
characterization of air-saturated porous materials, in Proc. SAPEM, ENTPE, Lyon, 61-68
(2005).
[15] Fokin V., Ambati M., Sun C. and Zhang X., Method for retrieving effective properties of
locally resonant acoustic metamaterials, Phys. Rev. B 76, 144302 (2007).
[16] Forrester D.M. and Pinfield V.J., Shear-mediated contributions to the effective properties of
soft acoustic metamaterials including negative index, Nature Scientif. Repts., 5, 18562, DOI:
10.1038/srep18562 (2015).
[17] Gao Y., Experimental study and application of homogenization based on metamaterials, Phd
thesis, Univ.Pierre et Marie Curie, Paris (2016).
[18] Groby J.-P., Lardeau A., Huang W. and Aure´gan Y., The use of slow sound to design simple
sound absorbing materials, J. Appl. Phys., 117, 124903 (2015).
[19] Groby J.-P., Ogam E., De Ryck L., Sebaa N. and Lauriks W., Analytical method for the ultra-
sonic characterization of homogeneous rigid porous materials from transmitted and reflected
coefficients, J. Acoust. Soc. Am., 127(2), 764-772 (2010).
[20] Groby J.-P., Pommier R. and Aure´gan Y., Use of slow sound to design perfect and broadband
passive sound absorbing materials, J. Acoust. Soc. Am., 139(4), 153-164 (2016).
[21] Jime´nez N., Cox T.J., Romero-Garcia V. and Groby J.-P., Metadiffusers: Deep-subwavelength
sound diffusers, Scientif. Repts., 7, 5389 (2017).
[22] Jime´nez N., Romero-Garcia V., Pagneux V. and Groby J.-P., Rainbow-trapping absorbers :
Broadband, perfect and asymmetric sound absorption by subwavelength panels with ventilation,
ArXiv: 1708.03343v1 [physics.class-ph] (2017).
44
[23] Kobayashi K. and Miura K., Diffraction of a plane wave by a thick strip grating, IEEE. Anten.
Prop., 37(4), 459-470 (1989).
[24] Lagarrigue C., Groby J.-P. and Tournat V., Sustainable sonic crystal made of resonating
bamboo rods, J. Acoust. Soc. Am., 133(1), 145-254 (2013).
[25] Lardeau A., Groby J.-P. and Romero Garcia V., Broadband transmission loss using 3D locally
resonant sonic crystals, Crystals, 6, 51 (2016).
[26] Lepert G., Ariste´gui C., Poncelet O., Brunet T. Audoly C. and Parneix P., Recovery of the
effective wavenumber and dynamical mass density for materials with inclusions, hal-00811114
(2012).
[27] Lepert G., Ariste´gui C., Poncelet O., Brunet T. Audoly C. and Parneix P., Determination
of the effective mechanical properties of inclusionary materials using bulk elastic waves, J. of
Physics, Conf. series, 498, 012007 (2014).
[28] Li J. and Chan C.T., Double-negative acoustic metamaterial, Phys. Rev. E, 70, 055602(R)
(2004).
[29] Linton C.M. and Martin P.A., A new proof of the Lloyd-Berry formula for the effective
wavenumber, SIAM J. Appl.Math., 66, 1649-1668 (2006).
[30] Liu X.-X., Alu A., Generalized retrieval method for metamaterial constitutive parameters
based on a physically-driven homogenization approach, Phys. Rev. B, 87, 235136 (2013).
[31] Lu M.-H., Liu X.-K., Feng L., Li J., Huang C.-P. and Chen Y.-F. Extraordinary acoustic
transmission through a 1D grating with very narrow apertures, Phys. Rev. Lett., 99, 174301
(2007).
[32] Maling B., Colquitt D.J. and Craster R.V. Dynamic homogenisation of Maxwell’s equations
with applications to photonic crystals and localised waveforms on gratings, Wave Motion, 69,
35-49 (2017).
[33] Maradudin A.A. , Simonsen I., Polanco J. and Fitzgerald R.M., Rayleigh and Wood anomalies
in the diffraction of light from a perfectly conducting reflection grating, J. Optics, 18(2),
024004 (2016).
[34] Mc Lean N.D., Water wave diffraction by segmented permeable breakwaters, Phd thesis,
Loughborough Univ. (1999).
[35] Miles J.W., The diffraction of a plane wave through a grating, Quart. Appl. Math. 7, 45-64
(1949).
[36] Morozov I.B., On the causes of frequency-dependent apparent seismological Q, Pure
Appl.Geophys., 167, 1131-1146 (2010).
[37] Morvan B., Tinel A., Hladky-Hennion A.-C., Vasseur J.O. and Dubus B., Experimental
demonstration of the negative refraction of a transverse elastic wave in a two-dimensional
solid phononic crystal, Appl. Phys. Lett., 96(10), 101905 (2010).
45
[38] Nicolson A.M. and Ross G., Measurement of the intrinsic properties of materials by time-
domain techniques, IEEE Trans. Instrum. Meas., 19, 377-382 (1970).
[39] Parnell W.J and Abrahams I.D., Dynamic homogenization in periodic fibre reinforced media.
Quasi-static limit for SH waves, Wave Motion, 43, 474-498 (2006).
[40] Pendry J.B. , Martin-Moreno L. and Garcia-Vidal F.J., Mimicking surface plasmons with
structured surfaces, Science, Aug 6, 305(5685), 847-8 (2004).
[41] Qi J., Kettunen H., Walle´n H. and Sihvola A., Different homogenization methods based on
scattering parameters of dielectric-composite slabs, Radio Sci., 46, RS0E08,
doi:10.1029/2010RS004622 (2011).
[42] Raffy S., Mascaro B. , Brunet T., Mondain-Monval O. and Leng J., A soft
3D acoustic metafluid with dual-band negative refractive index, Adv. Mater., DOI:
10.1002/adma.201503524 (2015).
[43] Sayers C.M., On the propagation of ultrasound in highly concentrated mixtures and suspen-
sions, J. Phys. D, 13, 179-184 (1980).
[44] Sihvola A., Mixing models for heterogeneous and granular Media, in Advances in Electromag-
netics of Complex Media and Metamaterials, Zouhdi S., Sihvola A. and Arsalane M. (eds.),
Kluwer, Amsterdam (2002).
[45] Simovski C.R., Tretyakov S.A., On effective electromagnetic parameters of artificial nanos-
tructured magnetic materials, Photonics Nanostruct.Fundamen., 8(4), 254-263 (2010).
[46] Smith D.R. and Pendry J.B., Homogenization of metamaterials by field averag-
ing, J. Opt. Soc. Am. B, 23, 391 (2006).
[47] Smith D.R., Schultz S., Markos P., Soukoulis C.M., Determination of effective permittivity
and permeability of metamaterials from reflection and transmission coefficients, Phys. Rev.
B, 65, 195104 (2002).
[48] Smith D.R., Vier D.C., Koschny T., Soukoulis C.M., , Electromagnetic parameter retrieval
from inhomogeneous metamaterials, Phys. Rev. E, 71, 036617 (2005).
[49] Torrent D., Hakansson A., Cervera F. and Sanchez-Dehesa J., Homogenization of two-
dimensional clusters of rigid rods in air, Phys. Rev. Lett., 96, 204302 (2006).
[50] Torrent D. and Sanchez-Dehesa J., Effective parameters of clusters of cylinders embedded in
a nonviscous fluid or gas, Phys. Rev. B, 74, 224305 (2006).
[51] Urick R.J. and Ament W.S., Propagation of sound in composite media, J. Acoust. Soc. Am.,
21, 115-119 (1949).
[52] Waterman P.C. and Truell R., Multiple scattering of waves, J. Math. Phys., 2(4), 512-537
(1961).
[53] Weir W.B., Automatic measurement of complex dielectric constant and permeability at mi-
crowave frequencies, Proc. IEEE, 62, 33-36 (1974).
46
[54] Wirgin A. High-efficiency frequency-modulation non-redundant scanning of a light beam in a
half space, Opt. Comm., 26(1), 153-157 (1978).
[55] Wirgin A., Can the reflectivity of a nonlossy slab of arbitrary thickness loaded with a strip
grating be identical to that of a plane interface over a wide range of frequencies?, J. Opt. Soc.
Am. A, 5(2), 214-219 (1988).
[56] Wirgin A., Retrieval of the equivalent acoustic constitutive parameters of an inhomogeneous
fluid-like object by nonlinear full waveform inversion, Ultrasonics, 65, 353-369 (2016).
[57] Wirgin A., Retrieval of the frequency-dependent effective permeability and permittivity of the
inhomogeneous material in a layer, Prog. Electromag. Res. B, 70, 131-147, (2016).
[58] Wirgin A., Apparent attenuation and dispersion arising in seismic body-wave velocity re-
trieval, Pure Appl. Geophys. 173, 2473-2488 (2016).
[59] Wirgin A. Dynamic homogenization of a transmission grating, to appear in ArXiv (2018).
[60] Wirgin A. and Ghariani S., Verification of the Urick-Ament description of the effective dy-
namic response of random composite fibrous media, J. Physique IV, C1, C1-17–C1-21 (1992).
47
