Abstract-A simple method that detects the data sequence and at the same time estimates the channel condition is proposed using the Viterbi algorithm and fuzzy logic for the convolutional code. After a fixed number of decoding steps, the fuzzy logic unit reads the branch metric value of the survivor and the difference between maximum and minimum survivor path metric values at the Viterbi decoder and estimates the channel condition with the signal-to-noise ratio. The proposed method enables the channel estimation regardless of what kinds of modulator and demodulator are used. In the experiment, constraint length 7 and code rate 1/2 convolutional code that is standardized by the European Space Agency (ESA) is used. The effective movement range of the proposed channel estimation method is from 0.0 dB to 25 dB.
I. INTRODUCTION
T HE convolutional coding and Viterbi decoding have been widely applied to various digital satellite communication systems because of extremely powerful error correcting capability [1] . In a rate convolutional code, -bit source words are mapped to -bit codewords such that codeword sequences can represent valid paths through the code trellis. If a received sequence contains errors, it may no longer depict a valid path through the trellis, and the Viterbi decoding algorithm can be used to determine the sequence through the trellis that is the closest to the received sequence [3] .
In order to minimize errors while maximizing the throughput of a digital communication system, the channel conditions must be known. The nonuniform characteristics of the channel as well as the limited bandwidth and other impairments cause intersymbol interference that prohibits faster transmission [2] . The problem is to detect the data sequence and, at the same time, to estimate the channel parameters such that the output from the decoder can be as reliable as possible. Although maximum likelihood (ML) detection [4] - [6] fulfills this goal, that research uses the channel impulse response (from the matched filter) when the intersymbol interference arises in pulse modulation, which leads to nonrecursive and computationally complex algorithms. The proposed approach is a simple method using fuzzy logic based on the inside information of the Viterbi decoder. In the channel estimation scheme described here, metric values of each survivor branch and the difference between maximum and minimum survivor path metric values at the Viterbi decoder are applied to a fuzzy logic unit without using the matched filter. The metric value changes suddenly and there is not so much distinction in metric values of the signal-to-noise ratio (SNR). Therefore fuzzy logic can be used to estimate the channel condition (SNR), which is done after a fixed number of decoding steps.
Section II describes the communication systems considered in this paper. Section III presents the proposed channel estimation algorithm. Section IV shows the performance of the proposed estimator through simulations. Fig. 1 shows the communication system considered here. The input data are convolutionally encoded. In the experiment, the convolutional encoder standardized by the European Space Agency (ESA) is used. It generates the code at the code rate 1/2 and with generator vectors and [7] , as shown in Fig. 2 . The encoder consists of a stage binary shift register and mod-2 adders. Information bits are shifted into the shift register by bit at a time. After the 1-bit shift, the outputs of the mod-2 adders are sampled sequentially to yield two code symbols. These code symbols are then used by the modulator to be sent over the channel. Since two code symbols are generated for 1 information bit, the code rate is (information bit per code symbol). The constraint length means the number of the encoder output that a single information bit can influence. Therefore, the constraint length of the code is in the case of Fig. 2 .
II. COMMUNICATION SYSTEM MODEL
In order to explain it easily, a , , and encoder with generator vectors and is shown in Fig. 3(a) . Since the output of the encoder is determined by the input and the state of the encoder, the state diagram is represented simply as a graph consisting of the possible states of the encoder and the possible transitions from one state to another. Its state transition diagram is shown in Fig. 3(b) . The state of the encoder is defined as the contents of its shift register. The state of the encoder at time is the pair (register 1, register 2), representing the output of the two delay units. There are four possible states or, equivalently, . The two bits attached to each branch in the state diagram represent the output bit . The dashed line in the graph indicates that the input bit is 1, while the solid line indicates that the input bit is 0. The possible transitions are (1) where denotes the transition from to when the input bit is 0. The code words, sequences of code symbols, generated by the encoder for various sequences of information bit are shown as the code "trellis" in Fig. 3(c) . The trellis diagram is an expansion of the state diagram of the encoder, in which each time unit is represented with a separate state diagram. In Fig. 3(c) , the solid line denotes the output generated by the input bit 0 and the dashed line denotes the output generated by the input bit 1.
At the demodulator, the received binary phase-shift keyed modulation (BPSK) signal including the additive white Gaussian noise is coherently detected and the obtained baseband signal is sampled on every symbol timing. The sampled baseband signal can be represented by (2) where is 1 or 1, depending on whether the th code symbol is 0 or 1, is the transmitted signal energy per coded symbol, and is the Gaussian noise with zero-mean variance ( : one-sided noise power density). Each is independent of all other variables.
The demodulated analog signal is converted into the digital data at the A/D converter based on soft decision threshold values , as shown in Fig. 4 [8] . For example, the probability of receiving a signal of quantization level five is the probability that the variance Gaussian random variable with mean lies between and . At that time, if the 1-code symbol should be sent then the decision data is two, and if the 0-code symbol should be sent then the decision data is five. Finally, the obtained eight-level soft decision data is sent to the Viterbi decoder.
The Viterbi decoding algorithm was presented and analyzed by Viterbi [3] in 1967. The Viterbi decoder determines a sequence though the trellis by comparing the metric of all paths entering the same state. A path with the largest metric, called a survivor, is stored together with its metric, while all other paths are eliminated. After the survivors for all states are stored, a set of the most likely survivors is selected, and the source sequence that would have generated this path, is considered as the decoded source words. Comparison among the paths reaching the same state requires calculating the likelihood that each path is involved in the received information. In this paper, the Viterbi decoder uses the eight-level soft decision metric at the decoding instead of the log-likelihood value. Here, the spacing is 0.3 uniformly. Fig. 5 shows the receiver quantization thresholds and intervals of eight-level quantization. 
III. CHANNEL ESTIMATION BASED ON FUZZY LOGIC
In order to develop a channel estimation algorithm based on metric values, the statistics of metric values must be established. The required statistics are estimated through simulation. All simulation experiments assume that the source data is composed of independent and equiprobable logic ones/zeros. Typical probability density functions (PDFs) of the difference between maximum and minimum survivor path metric values, accumulated over 8 10 decoding intervals, are given in Fig. 6 . This figure presents the curve for Eb/No ratios in the range of 0 dB to 6.0 dB. Fig. 7 depicts a typical sequence of the difference between There is not so much distinction among the metric values of each SNR, and the metric value changes suddenly, as shown in Figs. 6 and 7. Therefore, fuzzy logic can be used to estimate the channel condition (SNR).
In the process of fuzzy modeling, a fuzzy implication is particularly called a fuzzy process law in contrast to a fuzzy control rule. The basic structure of the fuzzy controller is illustrated in Fig. 8 . In this paper, the difference between maximum and minimum path metric values is used as the crisp input data. The crisp output data of the algorithm is given by the SNR (dB) of the channel estimation value.
A fuzzy implication has the following form if is and is is then (3) where is the -th rule, is a fuzzy set, is an input variable, and is the output from the -th process law. Given an input , the output is inferred by taking the weighted average of s (4) where is the number of fuzzy implication, and a weight implies the overall truth value of the premise of the -th implication, calculated as (5) In Fig. 9 , the fuzzy rules for channel estimation are shown. Here, is the difference between maximum and minimum path metric values, and is an output variable. These rules are applied to the channel estimation after 512 bits of decoded output symbols with previous difference metrics of 1536 bits of decoded output symbols. 
IV. EXPERIMENTAL RESULTS OF CHANNEL ESTIMATION
The result of Monte Carlo simulation for the channel estimation is shown in Figs. 10 and 11. Simulations are done with SNRs from 0.0 dB to 25.0 dB by 0.1 dB step, and SNR is fixed at initial value in each simulation. Channel estimations are done after 512 bits of decoded output symbols with previous difference metrics of 1536 bits of decoded output symbols.
The MSE (mean squared error) is shown in Fig. 10 . The MSE is 0.014 23 dB at the best case (4.5 dB), and 0.134 86 dB at the worst case (12.7 dB). Fig. 11 shows the variance of channel estimation error. The variance of the results is 0.013 16 dB at the best case (4.8 dB), and 0.072 90 dB at the worst case (5.4 dB).
The observation variances of the difference between maximum and minimum survivor metric values at the trellis inside information during 512 bits, 1 kilobit and 2 kilobits of decoding steps are shown in Fig. 12 . As shown in Fig. 12 , the variance of metric values is reduced according to the period of observing decoding steps. Therefore, the more accurate estimation can be done when metric values are observed for a long decoding step, but in this case, the real-time channel estimation becomes impossible. Because the proposed method of channel estimation does not have an influence on the communication system, the combination of two distinct fuzzy logic units, one of which is for real-time estimation, and another for improving accuracy, as shown in Fig. 13 , will improve the system performance with regard to both the accuracy and real-time processing.
V. CONCLUSION
Fuzzy logic is applied to the channel estimation problem. The channel estimation is made after 512 bits of decoding steps. After the fixed number of decoding steps the fuzzy logic unit reads the difference between maximum and minimum survivor metric values at the trellis inside information, and then computes the membership values. After comparing the input values with the rule base, a vector of membership values is obtained, which represents a fuzzy description for the SNR estimation.
Computer simulations are done with SNR from 0.0 dB to 25.0 dB by 0.1 dB step to evaluate the performance of the proposed channel estimator, which uses fuzzy logic for convolutional coding with constraint length 7 and coding rate 1/2, and the Viterbi decoding system. The channel estimation can be obtained with 100% certainty with variance of 0.013 16 dB at the best case (4.8 dB) and 0.072 90 dB at the worst case (5.4 dB).
The proposed method is simple compared with the traditional approaches because the system needs only the fuzzy logic unit. The channel estimation can be done regardless of what kinds of modulator and demodulator are used.
