Binary sequences with low aperiodic autocorrelation levels, defined in terms of the peak sidelobe level (PSL) and/or merit factor, have many important engineering applications, such as radars, sonars, spread spectrum communications, system identification, and cryptography. Searching for low autocorrelation binary sequences (LABS) is a notorious combinatorial problem, and has been chosen to form a benchmark test for constraint solvers. Due to its prohibitively high complexity, an exhaustive search solution is impractical, except for relatively short lengths. Many suboptimal algorithms have been introduced to extend the LABS search for lengths of up to a few hundred. In this paper, we address the challenge of discovering even longer LABS by proposing an evolutionary algorithm (EA) with a new combination of several features, borrowed from genetic algorithms, evolutionary strategies (ES), and memetic algorithms. The proposed algorithm can efficiently discover long LABS of lengths up to several thousand. Record-breaking minimum peak sidelobe results of many lengths up to 4096 have been tabulated for benchmarking purposes. In addition, our algorithm design can be easily adapted to tackle various extensions of the LABS problem, say, with a generic sidelobe criterion and/or for possibly nonbinary sequences. 
I. PROBLEM STATEMENT
Searching for low autocorrelation binary sequences (LABS) is a classical computational problem that raises a challenge to all kinds of search methodologies. LABS are widely used in pulse compression radars and sonars, channel synchronization and tracking, spread spectrum and code-division multiple-access communications, and cryptography [1] .
For a binary sequence of length L, a = a 1 a 2 . . . a L with a i = {-1, +1} for all i, its autocorrelation function (ACF) is given by
a i a i+k , k = 0, ±1, . . . , ±(L − 1). (1) For k = 0, the value of ACF equals L and is called the peak, and for k = 0, the values of ACF are called the sidelobes. The peak sidelobe level (PSL) of a binary sequence a of length L is defined as
The minimum peak sidelobe (MPS) defined for all possible binary sequences of length L is defined as
MP S(L) = min a∈{−1,+1} L P SL(a).
For length L, the MPS is known to be upper-bounded by √ 2L ln L [2] . A binary sequence with PSL at most √ 2L ln(2L) for every length L > 1 was constructed in [3] . It was empirically shown therein that its PSL actually grows like 0.9 √ L ln(ln L), which is still far larger than the best known PSL results obtained by well-designed computer searches.
The merit factor F of a binary sequence a is defined as [4] 
The sum term in the denominator is called the sidelobe energy of the sequence. It is conjectured in [4] that for the best binary sequences in the sense of achieving the maximum possible merit factor, we have F → 12.3248 as L → ∞. Roughly speaking, there are two versions of LABS searches in the literature: one targets at low PSL and the other targets at high merit factor (or equivalently, low sidelobe energy). In this paper, our key focus is to search for long LABS with low PSL, which is more challenging because of the nonanalytical maximum operator in its definition.
The rest of this paper is organized as follows. Section II provides a literature survey on previous works and results on the LABS problem. Section III summarizes the key features of major evolutionary algorithms and then presents our proposed design. Section IV presents the search results on LABS using our proposed evolutionary algorithm and compares them with other benchmarking results. Finally, Section V contains the concluding remarks.
II. LITERATURE SURVEY
Both versions of the LABS problem are hard since the search space grows exponentially with the sequence length and there are numerous local minima, as well as many optima. For example, a full search for L = 64 yields 14872 optimal binary sequences achieving MPS 4, though these sequences have a wide variability of merit factors [5] . The conventional gradient-based and common search approaches are almost always trapped in some poor local minima.
In order to find optimal sequences of length L, the brute-force exhaustive search requires examining 2 L binary sequences. The branch-and-bound enumeration algorithm requires a runtime complexity of O (1.85 L ) in order to find optimal merit factors for all L ≤ 60 [1, 6] . A state-of-the-art exhaustive search algorithm for MPS binary sequences was reported in [5] . The method integrates combinatoric tree search techniques, the use of PSL-preserving symmetries, data representations and operations for fast sidelobe computation, and partitioning for parallelism. The PSL-preserving operations applied to any binary sequence a (i.e., negation of a, reversal of a, and sign alternation of a, and their combinations) can preserve its PSL. Consequently, the entire set of binary sequences can be represented by a subset of less than half of its original size [5] . To find all MPS binary sequences, it suffices to search over this subset. This method has a runtime complexity of roughly O (1.4 L ) [5, 7] . Some of the known exhaustive search results can be summarized as follows (c.f. [3] ): Barker sequences with PSL being 1 are known only for lengths 2, 3, 4, 5, 7, 11, and 13. It has been long conjectured that a longer Barker sequence does not exist. The Barker condition that PSL ≤ 1 has been extended for polyphase sequences defined over K-th roots of unity of the form a i = e 2πn i √ − 1/K with n i being some integer between 0 and K -1 for all i, where K represents the phase alphabet size. The list of known polyphase Barker sequences has been extended to length 77 [9, 10] . However, since practical applications do not favor large phase alphabets, another direction is to search for low autocorrelation quadriphase sequences, which have better PSL and MF over the best biphase codes [11] .
1) MPS(L)
For odd length L, the so-called skew-symmetric binary sequences has the property that
For these sequences, C k (a) = 0 for all odd k. Since the right half of the sequence is determined by the left half, searching the skew-symmetric sequences reduces the effect length of the sequence by a factor of two. Some good results were reported for skew-symmetric sequences, but not for all lengths [1] .
To meet the need of longer LABS for practical applications, one approach to dramatically reduce the search complexity is to focus on some special classes of binary sequences. The maximal-length shift register sequences (also called the m-sequence) are pseudorandom sequences of length L = 2 n -1 for n = 1, 2, . . ., which have an ideal periodic ACF, and they can be easily generated by feedback shift registers [12] . The Legendre sequences are another class of pseudorandom sequences. By searching cyclically shifted variants of the Legendre sequences of prime lengths, low PSL results for prime lengths of up to a thousand were tabulated in [13] . For nonprime L, reasonably good results can be obtained by periodically extending good cyclically shifted Legendre sequences of prime lengths. A numerical investigation was presented for the PSL of Legendre sequences, m-sequences, and Rudin-Shapiro sequences in [7] . The maximum asymptotic merit factor of an optimally cyclically shifted Legendre sequences is 6, and that of an m-sequence is 3, that of a Rudin-Shapiro sequence, as well as its mate, is 3. Besides, in [7] , the variation of the PSLs of the Legendre sequences of the first 3500 prime lengths (i.e., L ≤ 32609), as well as those of the m-sequences of lengths up to n = 20 (i.e., L = 2 20 = 1048575) were also given. It can be seen that the Legendre sequences are far superior to the m-sequences and the Rudin-Shapiro sequences in terms of both PSL and MF. In [14] , a systematic way to apply local search strategies to optimize the PSL and MF of a sampled and binarized version of various linear frequency modulated chirp signals, which has been widely used as radar signals, were introduced. LABS of selected lengths up to 4096 with good PSL were tabulated.
In [15] , an integer programming formulation of the LABS problem for any L was given. The values of PSL and the merit factor F (for L = 71 to 100) of the sequences were obtained by using a mixed-integer linear programming (MILP) solver on the Network-Enabled Optimization System (NEOS) server, which uses the sequential quadratic programming technique. Overall speaking, the PSL results obtained therein are no better than those obtained by an evolutionary algorithm (EA) [21] , and a lower PSL value of 5 was obtained only for L = 74.
Very recently, a signal processing style computational framework in [16] was proposed to tackle the LABS problem and its various extensions. The essence of the framework is an alternating projection algorithm based on an iterative twisted approximation, which is a merit factor maximizer that can yield solutions depending on initialization. However, the method does not have an effective way to get out of local optima and is unlikely to outperform a well-designed stochastic search.
Some stochastic search methods, such as simulated annealing and EAs, can be applied for escaping local minima. In [17] , a stochastic method with a runtime complexity of O (1.68 L ) was reported. Compared with the Kernighan-Lin solver [18] having a runtime complexity of O (1.463 L ), the searches based on evolutionary strategies (ES) for optima may require significantly less samples on average and have a runtime complexity of O(1.397 L ) [6] . Popular EAs include the genetic algorithm and the memetic algorithm, in addition to the ES. A recent review on the LABS problem was given in [19] . Generally speaking, the performance of EAs are superior to other stochastic search algorithms [19] . In fact, the EAs have attained the best results so far [6] . There are quite a few works on applying EAs to the LABS problem [6, 20, [21] [22] [23] [24] [25] [26] .
In [21] , the genetic algorithm is applied. The method first generates a population of size N P , then generates some offspring by one-point or two-point mutation, and others by one-point crossover. Unlike the classical genetic algorithm that uses a proportional probabilistic selection mechanism, elitism is applied. Namely, offspring of size N P with the best fitness are then selected as the parents in the next generation. The fitness function is selected as
where α and β are scaling factors. When α = 0 and β = 0, the fitness function corresponds to the minimum PSL. When α = 0 and β = 0, it corresponds to the maximum merit factor F. A list of sequences of lengths 49 to 100 are given. The obtained PSL values are the same or better than those obtained in [34] , where the Hopfield neural network was used for finding good binary sequences. In [22] , the method first generates N P parents, and then generates offspring of size N O by one-point crossover; the N P + N O individuals compete and the N P best individuals survive as the next generation; one-point or two-point mutation is applied only when some of the N P best individuals have the same fitness, i.e., PSL. In [20] , ES was used to search for LABS with locally optimal merit factor F, and a preselection operation was applied to the individuals created from mutation. The memetic algorithm was used for the LABS problem in [23, 24] . In [23] , an ES was used as the EA, and a local search was implemented by flipping each bit of the string. The fitness function is selected as
The obtained F is greater that that of [21] for L = 71 to 100, but the PSL is typically worse. In [24] , the bit-flipping or tabu search was used as the local search for maximizing F. The memetic algorithm with tabu search is more effective in finding the optimal merit factor F than the Kernighan-Lin solver and the memetic algorithm with bit climber, from the experiment for L ≤ 60. The memetic algorithm with tabu search is an order of magnitude faster than the pure tabu search with frequent restarts [35] . The latter is roughly on par with the Kernighan-Lin solver for the LABS problem 6. Some important real-world applications require the search criterion or fitness function of the LABS to be generalized in various ways in order to find (possibly nonbinary) sequence sets with a good tradeoff (defined in some sense) between low crosscorrelation levels and low autocorrelation sidelobe levels. In general, it is not too difficult to adjust the EA to accommodate a new fitness function. In [25] , a multiobjective EA was used to generate complex spreading sequences with good crosscorrelation and autocorrelation properties. In [26] , the genetic algorithm was used for finding good training sequences for multiple antenna (spatial multiplexing) systems.
III. EVOLUTIONARY ALGORITHM DESIGN FOR LABS
From our literature survey in the previous section, EAs are found to be well suited for the long LABS problem. In this section, the design and pseudocode of our proposed EA is presented after summarizing the key features of the three types of EAs, namely, genetic algorithms, ES,, and memetic algorithms. The latter are inspirations of our proposed design.
A. Introduction to Evolutionary Algorithms
EAs are a class of general-purpose stochastic optimization algorithms under the universally accepted neo-Darwinian paradigm. The neo-Darwinian paradigm is a combination of the classical Darwinian evolutionary theory, the selectionism of Weismann, and the genetics of Mendel [27] . EAs are currently a major approach to adaptation and optimization.
EAs and similar population-based methods are simple, parallel, general-purpose, global optimization methods. They are useful for any optimization problem, particularly when conventional optimization techniques are invalid. They are active and efficient global optimization methods. 1) EA Procedure: In EA, individuals in a population compete and exchange information with one another. There are three basic genetic operations, namely, crossover (also called recombination), mutation, and selection. The procedure of a typical EA is given by Algorithm-EA.
In Algorithm-EA, the initial population is usually generated randomly, while the population of other generations are generated from some selection/ reproduction procedure. Both crossover and mutation are considered the driving forces of evolution. Crossover occurs when two parent chromosomes, normally two homologous instances of the same chromosome, break and then reconnect but to different end pieces. Mutations can be caused by copying errors in the genetic material during cell division and by external environment factors. Selection embodies the principle of survival of the fittest, which provides a driving force in EA. Selection is based on the fitness of the individuals. From a population P(t), those individuals with strong fitness have a higher probability of being selected for reproduction so as to generate a population of the next generation, P(t + 1).
The search process of an EA terminates when a certain termination criterion is met. Otherwise a new generation is produced and the search process continues. The criterion can be selected as a maximum number of generations, or the convergence of the genotypes of the individuals. Phenotypic convergence without genotypic convergence is also possible.
2) Some Terminologies: Some terminologies that are used in the EA literature are described here. These terminologies are an analogy to their biological counterparts.
Population. A set of individuals in a generation is called a population, P(t) = x 1 , x 2 , . . . , x N P , where x i is the ith individual, and N P is the size of the population.
Chromosome. Each individual x i in a population is a single chromosome. A chromosome, sometimes called a genome, is a set of parameters that define a solution to the problem under consideration. Biologically, a chromosome is a long, continuous piece of DNA, that contains many genes, regulatory elements, and other intervening nucleotide sequences. Chromsomes encode a biological organism.
Gene. In EAs, each chromosome x comprises of a string of elements x i , called genes, i.e., x = (x 1 , x 2 , . . . , x n ), where n is the number of genes in the chromosome. Each gene encodes a parameter of the problem into the chromosome. A gene is usually encoded as a binary string or a real number. In biology, genes are entities that parents pass to offspring during reproduction.
Allele. The biological definition for an allele is any one of a number of alternative forms of the same gene occupying a given position called a locus on a chromosome. The gene's position in the chromosome is called locus (pl. loci). In EA terminology, the value of a gene is indicated as an allele.
Genotype. A genotype is, biologically, the underlying genetic coding of a living organism, usually in the form of DNA. The genotype of each organism corresponds to an observable, known as a phenotype. In EAs, a genotype represents a coded solution, that is, a chromosome.
Phenotype. Biologically, the phenotype of an organism is either its total physical appearance and constitution or a specific manifestation of a trait. Each individual has a phenotype that is the set of all its traits (including its fitness and its genotype). A phenotype is determined by genotype or multiple genes and influenced by environmental factors. The concept of phenotypic plasticity describes the degree to which an organism's phenotype is determined by its genotype. The mapping of a set of genotypes to a set of phenotypes is referred to as a genotype-phenotype map. In EAs, a phenotype represents a decoded solution.
Fitness. Fitness in biology refers to the ability of an individual of certain genotype to reproduce. The set of all possible genotypes and their respective fitness values is called a fitness landscape. Fitness function is a particular type of objective function that quantifies the optimality of a solution, i.e., a chromosome, in an EA. Fitness is the value of the objective function for a chromosome x i , namely f ( x i ). After the genotype is decoded, the fitness function is used to convert the phenotype's parameter values into the fitness. Fitness is used to rate the solutions.
Natural Selection. Natural selection is believed to be the most important mechanism in the evolution of biological species. It alters biological populations over time by propagating heritable traits affecting individual organisms to survive and reproduce. It adapts a species to its environment. Natural selection is concerned with those traits that help individuals to survive the environment and to reproduce. It causes traits to become more prevalent when they contribute to fitness.
3) EA Methods: EAs can be broadly classified into genetic algorithms [28] , ES [29] , genetic programming [30] , differential evolution [31] , and estimation of distribution algorithms [32] . Evolution itself can be accelerated by integrating learning, yielding memetic algorithms [33] . Today, the differentiations among diferent EA paradigms are getting blurred, since they try to improve the performance by borrowing ideas from one another [27] .
The genetic algorithm is coded in binary strings, and crossover is its primary operation and mutation is also used. It employs a probabilistic selection scheme for the parents for mating, according to their fitness. The binary nature of the LABS problem is especially suited for the binary representation of the genetic algorithm.
On the other hand, ES usually codes variables as real numbers, and mutation is the only genetic operation used. It typically takes the form of either the (μ, λ) or the (μ + λ) scheme, where μ is the number of children generated and λ is the number of individuals selected as parents for the next generation. The (μ, λ) scheme selects λ individuals from the μ generated children as the parents for the next generation, while the (μ + λ) scheme selects λ individuals from the pool of μ generated children and the λ parents as the parents for the next generation. Unlike the genetic algorithm, the ES always selects the λ best individuals as a population (i.e., the elitist strategy), and each individual in the population has the same mating probability.
Differential evolution is featured by the elitist strategy and multiparent reproduction. Each individual in the current generation is allowed to breed through mating with other randomly selected individuals from the population. Specifically, for each individual at the current generation, three other random distinct individuals are selected from the population to form a parent pool of four individuals in order to breed an offspring.
In estimation of distribution algorithms, there is no crossover or mutation operation. A probabilistic model is induced from some of the individuals in population P(t), and then the next population P(t + 1) is obtained by sampling this probabilistic model.
The memetic algorithm, also called the cultural algorithm, is inspired by the propagation of human ideas and Dawkins' notion of meme [27] . The memetic algorithm may be implemented as an EA followed by a local search, and is also known as a genetic local search. The use of the local search can substantially reduce the total number of fitness function evaluations.
B. Our Proposed Evolutionary Algorithm
We now present our design of an EA for the LABS problem. Binary coding is a natural coding scheme for this problem. Each chromosome is encoded by a string. The classical genetic algorithm is inefficient due to the probabilistic selection/reproduction mechanism and probabilistic crossover/mutation operations. Some ideas from the ES and memetic algorithm are used to improve the search efficiency. Our proposed EA adopts the following features: 1) Crossover operation is not applied. Since there are many optima as well as numerous local minima in different regions of the fitness landscape, the crossover of two such individuals only leads to nowhere. Typically, two selected individuals for crossover are likely in different regions, and crossover degrades to random search.
2) Selection is elitic. The (μ + λ) ES scheme is applied. In the real-coded ES, the mutation strategies are evolved automatically by encoding them into the chromosome. In the binary-coded case, it is not very efficient to evolve the mutation strategies.
3) Two-point mutation is employed. Since we plan to apply a bit-climber (to be explained next) on the mutated individual, two-point mutation is applied. The two-point mutation operator changes two bits at two randomly specified positions of the string. We have two reasons for selecting the two-point mutation. First, one-point mutation flips one randomly specified bit at a time, which may be reset by the bit-climber. Second, the two-point mutation operation controls the variations within a certain range, which avoids the genetic search to be degenerated into a random search.
4) The bit-climber is applied as a local search step. The bit-climber is implemented in this way: one bit of the chromosome string is flipped at a time, and the fitness is computed for the new string; if the fitness is better than its earlier value, the new string replaces the current string; repeated until all the L bit flips are performed.
5) Partial restart is implemented to improve the genetic diversity of the population to prevent premature convergence, since the elitism selection strategy and the two-point mutation (which has very limited variation) may restrict the individuals to some regions with local minima and premature convergence may occur. Partial restart introduces some randomly generated individuals into the population to increase the diversity of the population. Partial restart can be implemented by a fixed number of generations, or implemented when premature convergence occurs.
By representing binary sequences a i s as ± 1-valued bit strings, the pseudocode of the proposed EA _for_LABS algorithm is given at top of the next page.
The evaluation of the fitness function takes O(L 2 ) operations for calculating C k (a)s. For the bit-climber, for each bit flip at a i , C k (a) can be calculated from its previous value C k (a) by the update equation
otherwise.
This reduces the complexity for updating all C k (a)s to O(L). The resultant saving is significant, especially because each mutated or randomly generated individual is subject to L bit flips and fitness evaluations. For example, compared with direct calculation of C k s, the computing time of the EA is reduced by a factor of 4 when calculating C k s for L = 31 by (7).
IV. RESULTS
Before applying the proposed algorithm for finding long LABS with low PSL, we first address the problem of which fitness function is most suitable for the task at hand.
For the sake of completeness, we also consider the sidelobe measure that generalises PSL and F first introduced in [36] and is defined as
This fitness function considers all sidelobes C k (a), k = 1, 2, . . ., L -1, but gives priority to the largest sidelobes. By setting γ = 2, f3 (a) is equivalent to the merit factor F (a). By setting a large value of γ , f3 (a) has a similar effect as 1/PSL(a). In the LABS problem, many C k (a)s may have 
Mutate a k by two-point mutation.
Rank P O in descending fitness order. Take the first N P individuals as P. end for End Procedure
Procedure Bit_Climber
Input a with fitness f(a).
. else a i := -a i . end if Return a with fitness f(a). End Procedure the same maximum value. The PSL criterion only considers this maximum value but ignores the number of peak sidelobes. In general, a different tradeoff between the PSL and the merit factor can be achieved by choosing a different value of γ . In the subsequent, γ = 4 is selected for generating all search results associated with the criterion f 3 . We set N P = 4L, N O = 20L, G RS = 5, G max = 100, N RS = 10L. Four different fitness functions, i.e., PSL, F, f 2 , and f 3 , for 5 random runs of the proposed EA are evaluated on a Linux system with Intel's Core 2 Duo processor. The results for L = 3 to 120 are plotted in Fig. 1 . The results of Deng et al. [21] are also plotted for comparison.
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Based on our survey on the LABS literature, there are only two papers [13, 14] reporting useful LABS results for lengths beyond a few hundred. This reflects how challenging the long LABS problem is. Therefore, the results found by our proposed EA are compared with the best known PSL results in [14, 13] for L ≥ 106. The PSL results for lengths 106 to 300 are listed in Table I . To discover longer LABS, our proposed EA was applied for some chosen lengths between L = 303 and 4096 for generating Tables II to III. Each result listed therein is the best among 3 random runs of our program.
To reduce the computing time, the population and children sizes for longer lengths are decreased. For L = 303 to 1000, we set
The results are listed in Table II For the sake of benchmarking, the best PSL results reported from the locally optimized cyclically shifted Legendre sequences in [13] and the systematic search in [14] are also listed side by side with our results in Tables I  to III . From the tables, it can be seen that for the prime lengths considered, our PSL results are comparable to those obtained from the Legendre sequences in [13] . Notably, our PSL results in the tables are better for prime lengths L = 109, 137, 149, 181, 239, 241, 281, and 353. From the tables, it can also be observed that our PSL results are generally better than those in [14] , especially for long sequences. Specifically, our PSL results in the tables are better for lengths L = 300, 304, 450, 500, 512, 550, 600, 650, 750, 800, 850, 900, 950, 1000, 1024, 1500, 2000, 2048, 2197, 3000, and 4096. In fact, the results in [14] are no better than ours and it is likely that their search algorithm is also far slower than our EA.
As an indication of the runtime complexity of our EA, the computing time is 58009 s or 16.1136 h for L = 1019. For lengths up to 4096, the computing time required empirically shows a seemingly quadratic growth with L. Note however that we claim no rigorous complexity analysis results. In particular, the parameters have been adjusted to trade the performance for the search complexity, in case of long sequences. This flexible tradeoff is in fact one of the key advantages of the proposed algorithm.
V. CONCLUDING REMARKS
We have proposed an EA for tackling the problem of discovering long LABS with low PSL. The proposed EA design incorporates several features, including (λ + μ) ES-like scheme, two-point mutation, a bit-climber used as a local search operator, partial population restart, and a fast scheme for calculating autocorrelation. The results for using several different objectives or fitness functions were compared in terms of both PSL and merit factor. Our algorithm can effectively find optimal or near-optimal PSL results for LABS of lengths up to 69, and significantly outperforms the recently introduced ITROX-AP algorithm in [16] .
LABS of selected lengths up to 4096 searched by our algorithm have been tabulated in detail, and they have lower PSL values for many lengths than the previous records reported in [13] and [14] , which are the only known papers addressing the long LABS challenge, to our knowledge. Our PSL results are often better (and no worse) than those reported in [14] , especially for large lengths. The effectiveness of our algorithm is comparable to that based on the Legendre sequences in [13] . Yet our PSL results still provide lower PSL for many lengths. It is noteworthy that unlike [13] , our algorithm is not restricted to prime lengths and its effectiveness does not heavily depend on having a good sequence construction (e.g. Legendre sequences [13] or quantized chirp signals [14] ) as its initial guess. Hence it can readily be adapted to tackle various extensions of the LABS problem. It is not only effective for the long LABS problem, but is also promising for handling generic sidelobe criteria, sequence sets with low crosscorrelation and autocorrelation levels, etc. In addition, it is convenient to control the required search time by adjusting the parameters of the proposed algorithm so as to achieve a flexible tradeoff between quality of search results and available computing resource. 
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