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Abstract-The paper is concerned with whether the parameters of a model could be 
identified (uniquely or with several solutions) from a specified input-output experiment 
if perfect data were available. For linear, time-invariant models, there are several ap- 
proaches available. and five of these are described and compared. Only one of the 
approaches, based on Taylor series expansion of the observations, is directly applicable 
to nonlinear systems and time-varying systems, and it is illustrated by analysing a sec- 
ond-order system with Michaelis-Menten elimination kinetics. 
I. INTRODUCTION 
In the inverse problem of mathematical modelling of a system, responses are assumed 
available, and it is required to construct a mathematical model to describe the experimental 
data and then to estimate the parameters of the model. The problem includes model 
specification, definition of the allowed experiments. identifiability. parameter estimation 
and model checking. 
In this review paper, only part of the inverse problem will be considered, that part 
concerned with identifiability. Even this needs subdivision. In the first part, perfect rec- 
ords are assumed, and it is seen whether the model parameters have a single solution, a 
finite number (>I) of solutions or an infinity of solutions. In the second part. imperfections 
of the available data are taken into account, and the reliance which may be placed on the 
estimated parameter values is examined. Here only the first part will be considered. 
Several aspects of the second part are dealt with by Godfrey[l, Chap. 81 and by Landaw 
and DiStefano[Z]. 
Identifiability when perfect records are assumed has been the subject of much research 
over the past few years. Such analysis was put on a formal basis by Bellman and &trom[31, 
although individual systems had been considered a good deal earlier than this; see for 
example Skinner et a1.[4]. Bellman and istrom refer to this stage of an identifiability 
analysis as structural identifiability, but the term a priori identifiability has also been used 
quite widely on the grounds that the calculations can (and should) be done before a pro- 
posed experiment is carried out. The adjective *‘deterministic” is slightly to be preferred 
to “structural,” because when considering nonlinear systems, the outcome of the analysis 
may depend on the shape of the input perturbation, and as we will see later in this paper, 
this is true even for linear systems when more than one state is perturbed simultaneously. 
These, together with the fact that the outcome may depend on whether the input fractions 
and observation gains are known, are not really anticipated from the adjective “struc- 
tural,” which may be taken to imply that the outcome should depend only on the model 
structure. 
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The result of the research effort mentioned in the previous paragraph is that there are 
now many methods available for analysing the deterministic identifiability of linear, time- 
invariant systems. In Sec. 2 of this paper, the rationale behind five of these methods is 
described, with illustration provided by considering a two-state system. Some further 
points concerning identifiability are made by considering more examples in Sec. 3. A 
comparison between the identifiability methods is attempted in Sec. 4. 
By contrast, very few methods are available for analysing the deterministic identifia- 
bility of nonlinear systems and time-varying systems. The most widely used method is 
illustrated using a nonlinear two-state model in Sec. 5. Finally, in Sec. 6, some possible 
directions for future work are discussed. 
2. DETERMINISTIC IDENTIFIABILITY ANALYSIS OF LINEAR, TIME- 
INVARIANT SYSTEMS 
2.1. Statement of the problem 
For deterministic identifiability analysis, perfect records are assumed, i.e. records are 
noise-free, of any required accuracy, of any duration required and continuous or sampled 
as often as required. Thus the parameters of any data-based model are automatically 
assumed identifiable. For example, if the unit impulse response of a system consists of 
two exponentials: 
y(t) = A edar + B e-pr; (1) 
then A, a, B and B are assumed identifiable, as are the parameters K, pII aI and CY? in 
the corresponding Laplace transform of the observation: 
Y(s) = K 
s + PI 
s2 + CYIS + a2 * (2) 
Deterministic identifiability has to be qualified as being for almost all parameter values 
so that particular (isolated) combinations of parameter values or particular input functions 
which give rise to unusual behavior do not invalidate the general analysis. 
The main impetus of the large body of published material on deterministic identifiability 
analysis over the past few years has been on whether the parameters of a state-space 
model can be identified. The model may be expressed as 
i = Ax + Bu; x(0-) = x0, 
y = cx, 
where y is the vector of observations, x is the vector of the p state variables of the system, 
and u is the vector of inputs, and A, B and Care constant matrices of appropriate dimension 
with B incorporating the input fractions and C incorporating the observation gains. The 
problem is then whether the unknown parameters of A, B and C can be identified from 
a proposed input-output experiment with perfect records of u and y. 
Many of the mathematical models used in biomedicine are in the above form (for 
example, all linear, time-invariant compartmental models), while others can be rearranged 
to be in this form. 
There are three outcomes to this stage of an identifiability analysis (Bellman and As- 
trom[3]; Glover and Willems[S]): 
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(i) There is a single solution for a parameter which is then said to be globally (uniquely) 
identifiable from the experiment. 
(ii) Any of a finite number of alternative estimates for a parameter fits the data and 
the parameter is then said to be locally identifiable from the experiment. 
(iii) Any of an infinite number of estimates for a parameter fits the data and it is then 
said to be unidentifiable from the experiment. 
In many cases, it is also of interest to examine whether combinations of parameters (which 
are individually unidentifiable) are globally or locally identifiable from the experiment. 
For illustrative purposes, the two-state system will be considered: 
k, = U,,X, + a,zx2 + b,u,, (44 
.i-, = az,x, + ~22x2 + bgr,, (4b) 
with observations 
Yl = CIXI, 
y2 = C&Q. 
(54 
Ob) 
In this example, 1,(0-) and x2(0-) have been taken as zero. The relationship between 
these parameters and those of the two-compartment system shown in Fig. 1 are readily 
obtained as 
alI = -(k3, + k21), 
ail_ = k 12. 
azl = kz,, 
a22 = -(koz + k,z). 
@a) 
(6b) 
(6~) 
(64 
In a typical application, b, and b2 would represent the fractions of the administered doses 
ul and 1f2 which were available to the model (the bioavailability fractions), while if the 
states xl and x2 were quantities and observation yl (say) were of concentration, then the 
observation gain cl would be l/V’, , where VI is the apparent volume of distribution of 
compartment 1. 
2.2. Method 1: Lupluce transform of the observations 
The longest established method compares the Laplace transforms of the observations 
of the model of Eqs. (3a) and (3b), that is, with x(0-) zero, 
Y(s) = C(sZ - A)-‘BU(s), (7) 
k 01 ko2 
Fig. 1. Linear two-compartment model. 
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with the Laplace transforms of the corresponding experimental responses, the parameters 
of which are assumed to be known exactly. 
For the two-state system, Laplace transformation of Eqs. (4a) and (4b) gives 
(s - nll)Xl(s) - a12X2(s) = blUl(S), 
-az,X,(s) + (s - azz)X,(s) = bzUz(s), 
and it is then easy to show that the transfer function matrix, defined by 
is given by 
c,b,(s - 022) c,b2a12 1 c2b2(s - alI> ’ @a) 
where 
A(s) = sZ - (a,, + a22)s + a,,u22 - Ul2U2,. @b) 
For an experiment in which only xl is perturbed and on!y xl is observed, so that b2 = 
cl = 0, then from Eqs. @a) and (8b), the observation is of the form 
Y,(s) = KI 
s + PI 
S2 + OLlS + CC2 
U,(s), (9) 
where KI , PI, aI and ct2 are assumed known. From 
c,b, = K,, 
a22 = -P*, 
while from Eq. (8b), 
a11 = -a1 f PI, 
a12a21 = Plbl - PI) 
Eq. @a), 
(104 
(lob) 
(lla) 
- 012. (lib) 
Thus, from this experiment, alI, uzz and the parameter combination U~ZUZI are uniquely 
identifiable, but aI2 and uzl are unidentifiable individually. The product clbl is also 
uniquely identifiable. Reference to Eqs. (6a)-(6d) gives the well-known result that none 
of the rate constants kol , ko2, k12 and k2, are identifiable from this experiment. 
Prior knowledge is often used to obtain unique estimates, and it is readily shown that 
if al2 is known (but not zero), then uzl can be found from Eq. (1 lb) and vice-versa. The 
corresponding rate constants are then also uniquely identifiable, as they are from this 
experiment if there is prior knowledge of k,,, or ko2 (including this time prior knowledge 
that they are zero). 
An important point to note is that, for a single perturbation, single observation exper- 
iment on a system with p states, there are, at most, (p - 1) equations in the parameters 
of A in the numerator of the observation and p such equations in the denominator. Thus 
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we cannot expect to be able to identify more than (2~ - 1) of the p’ parameters of A 
from such an experiment. 
In the case where there is no prior knowledge, it is seen from Eq. (8a) that observation 
of .TZ would also give c:b,az, which if the product c?b, is known, gives u2i, and then ~12. 
uniquely. In biomedical experiments, the problem here is that the observation gain cz may 
not be known beforehand. 
There are many further examples of the application of the Laplace transform approach. 
for example Skinner ef a/.[?], DiStefano et a1.[6], Milanese and Molino[7], Cobelli ef a1.[8]. 
Norton[9], Anderson[ 101 and Godfrey[ 1, Chap 61. 
The method is conceptually simple, and derivation of the equations relating observa- 
tions to system parameters is straightforward. Unfortunately, these equations are not 
linear so that it is difficult to see whether there are multiple solutions or whether redun- 
dancy exists. It is not clear how to modify the model structure, input and observed vari- 
ables to achieve identifiability for a configuration resulting in unidentifiability and it is 
necessary to rework for each trial modification. No consistent simple structure carries 
over from one case to another, so that it is difficult to generalise conclusions drawn from 
specific cases. 
The structure of the nonlinear equations resulting from this method is currently under 
investigation by Anderson[lO, 1 I] with a view to lessening some of the drawbacks listed 
above. 
2.3. Method 2: Taylor series expansion of the observations 
In this approach, the observed response waveforms are expanded as a Taylor series 
about t = Of, the successive terms of the expansion being expressed as functions of the 
model unknowns (Pohjanpalo[ 121). Specifically, for an observation yi(t), 
yi(t) = yj(O+) + tjl,(O-) + (t’/2!)j;i(O+) + “’ * (12) 
The successive derivatives are, in principle, measurable, and they contain information 
about the parameters to be identified. If the Laplace transform of Eq. (12) is taken, 
yi(S) = byi + $ jj(O-) + $ jii(O+) + *‘* 9 (13) 
from which it may be seen that the test is equivalent to expanding the Laplace transform 
of the observation vector in a power series in s-‘. 
To illustrate the approach, consider the two-state system with xl impulsively perturbed. 
~4, (t) = D6( t), with D known and with X? not perturbed (b2 = 0). The impulsive input 
can be incorporated as an initial condition (at t = 0’) so that the system equations may 
be written 
i,(t) = a,,x,(t) + a,2xz(t), t > 0, (1W 
iz(t> = &,x,(t) + azrxz(t), t > 0, (14b) 
with initial conditions 
x,(0+) = b,D, (lja) 
X2(0’) = 0. (ljb) 
1100 
From Eq. (14a), 
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i,(O’> = a,,x,(O‘) + a,*x2(Oi) = a*,b,D, (W 
and similarly from Eq. (14b), 
i2(0+) = a2,x,(O+) + u22x2(0+) = u2,b,D. (16b) 
Differentiating Eq. (14a), 
.f,(O+) = u,,i,(O+) + u,2&(0’) = (a:, + u,zuz,)b,D. (I7a) 
Differentiating Eq. (14b), 
&(O+) = uz,i,(O+) + uzzkz(O+) = uz,(a,, + u22)b,D. (17b) 
Further differentiation of Eq. (14a) gives 
X,(0’) = u,,X,(Of) + u,232(Of) 
= b.z,,(u:, + u,2a21) + a,zaz,a,, + anaz,axlb,D. (18) 
If only xl is observed (y, = cIxl ; yz = 0), information is obtained only from Eqs. (15a), 
(16a), (17a) and (18) from which we see that, at successive stages of the differentiation, 
c,b,, a,, , u12u2, and uzz may be identified. If x2 is also observed, Eq. (17b) gives c2b,a2, 
uniquely, which if the product c2b, is known, gives uzl, and then a12, uniquely. Thus, as 
expected, the result is the same as for the Laplace transform analysis. 
The illustrative example has shown that the method suffers from exactly the same 
drawbacks as the Laplace transform approach, and it has not, therefore, been used much 
for linear, time-invariant systems. The great advantage of the method is that it is still 
applicable for nonlinear and time-varying systems, and an example will be given in 
Sec. 5. 
2.4. Method 3: Murkov parameter matrix approach 
Grewal and Glover[l3] describe a technique which tests whether no two sets of pa- 
rameter values in the same model structure could give the same observed responses for 
all admissible forms of excitation. The Markov parameter matrix 
G = [(CB)=, (CAB)T, (CA2BjT, . . . , (CA2P-‘B)Tl (19) 
(where p is the model order) is formed and the rank of the Jacobian of G with respect to 
the unknown model parameters is found. If there are 4 unknown parameters, the Jacobian 
is formed as a (2p - 1)rm x q matrix, where rm is the product of number of states 
perturbed and number of states observed, and if the rank of the Jacobian is 4, the system 
is not unidentifiable. 
The double negative is necessary because only local identifiability can be tested in this 
way. The region over which the rank test is satisfied is not generally the region over which 
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a solution is unique, and so even if a unique solution is found algebraically, it is only 
guaranteed to be locally unique; multiple solutions may still arise. A similar comment 
applies to methods involving testing the rank of the Jacobian of the equations resulting 
from the Laplace transform and Taylor series approaches. 
Taking our two-state example, 
A = alI a12 
[ 1 a21 a22 ’ 
A2 = a:1 + allazl alz(ull + a221 
U2,(Ul, + a22) a;2 + alzazl 1 ’ 
A3 = aTI + 2a1,a,2a2, + alza,zaz[ (a?1 + a&)a,2 + a,,aEal~ + af2ay 
(a:, + aiz)az1 + alla22n2, + a,za;, a’?2 + 7azlalZaZI + a,,a,znz, I. 
If only .rl is perturbed and observed, 
rch 1 
G(e) = I c,b,(a:, + 2a1taiza2l + a22a12a21) 
where the parameter vector 8 = [c, bl alI aI2 a?, LZ~~]~. It is clear that dG/SJ cannot 
possibly be of rank 5, and so let us consider the case where there is prior knowledge that 
aI2 = (Y (Z 0). Then 8 = [clbl all azl az21T, 
dG 
ae 
1 0 0 0 
all clbl 0 0 
= (aTI + a12a2,) c,bJall clbla 0 
(a:, + za11(ru21 + azz(~a21) clb,(3afl + 213.~2,) c,b,(Za,, + a& clblcxn2, 
and it is readily seen that dG/H = 4 provided cl b,, cy and azl are not zero. Thus the 
parameter vector 8 is identifiable, at least locally. If x2 is also observed, 
G(e) 
c,bl c&l 
= clbla,, c-?bla2l 
c,bl(u:l + altuzl) c2blazl(alI + an) 
c,b,(a:, + 2u11u12a2, + a22a12a2,) czbl[(a:l + &)az, + CI,~U~~~~~ + a,za;,l 
Assume that there is no prior knowledge of alz, so that the parameter vector 8 = [clb, 
all a12 azl azz c2b,lT. The Jacobian is now an 8 x 6 matrix, and the calculation becomes 
very involved without the aid of a computer. For illustrative purposes, let us assume that 
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CI~I and czbl are known and are equal to 1. Then 8 
l3G 
ae 
0 0 
0 0 
a21 al2 
= [al, aI2 azl az2]‘and 
0 
0 
0 
1 = 3Ufl + 2alza2l 
i 
2a,ia2, + a22a21 2a,,a,2 + a22a,2 alzazl 
0 0 0 0 
0 0 1 0 
a2, 0 all + a22 a21 
2a,,a2, + a22a21 a:, (af, + a;21 + a,,a22 + 2a,2ar, 2azza2, + a,ia2, 1. 
From inspection of rows 2,3,6 and 7, it may be seen that the rank is 4 so that, as expected, 
the parameter vector is identifiable, at least locally. 
Equally for the single observation experiment, with either rows 1-4 or rows 5-8 only 
available, the rank cannot possibly be 4 since rows 1 and 5 are zero, and so the system 
is unidentifiable. 
Further examples are given by Grewal and Glover[l3] and by Carson et ~1.114, Sec. 
7.51. 
The method has the advantage that it is computationally convenient and amenable to 
computer implementation. The drawback is that only local identifiability is tested, but 
this, coupled with the computational convenience, do& make this an attractive test for 
unidentifiability, to be used at the outset of a deterministic identifiability investigation. 
2.5. Method 4: Exhaustive modelling 
The objective of this method is to generate the set of all models which are output 
indistinguishable and compatible with the assumptions on the model structure. Starting 
from a system with system matrix A, input matrix B and observation matrix C, all equiv- 
alent systems must have corresponding matrices A’, B’, C’ related to A, B, C by a simi- 
larity transformation: 
A’ = PAP-‘, cw 
B’ = PB, (21) 
C’ = CP-‘. (22) 
(Strictly speaking, the model must be structurally controllable and structurally observable 
for this method to be applicable, but this is satisfied for almost all models of interest.) 
The approach (Walter and LeCourtier[lS]; Walterll6, Chap. 51) is to apply the known 
constraints on A, B and C to determine the unknown elements of P. If P is unique, the 
system is globally identifiable; if there is a finite set P, it is locally identifiable; otherwise 
it is unidentifiable. 
If the constraints on A, B and C result in any zero elements in P, then the corresponding 
elements in P-’ are also zero. This can be seen simply by rearranging Eqs. (20)-(22) to 
give 
A = P-‘A’P, 
B = P-‘B’, 
c = C’P. 
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For the two-state system, the elements of P and P-’ will be denoted by 
1203 
p= PI P2 
[ 1 
and P-’ = 
P3 P4 
If xl (only) is perturbed and observed, 
and because any zero elements in B must also be zero in B’, p3 = 0 and from the above, 
fix = 0. 
Similarly, since C = [c, 01, 
C’ = [c, O] ;; ;a [ 1 = [Cl@, cdzl, 
and so ,L& = 0, and from the above, pI = 0. From PP-’ = I, 
PI = I/P, 
and 
Thus 
$4 = l/p‘$. 
B’ = [p,b, Olr, 
C’ = [Cl/P, O] 
(23) 
(241 
and 
(25) 
It may be seen that aI, and a?2 are uniquely identifiable and so is the product alZuZl. It 
is necessary to examine both Eqs. (23) and (24) to see that the product c,b, is also uniquely 
identifiable. 
If there is prior knowledge of cIIZ (# O), then a;* must equal al2 so that p,Ip4 = 1. Then 
A’ = A and the parameters of A are uniquely identifiable. 
If x2 is also observed (with no prior knowledge of A), 
0 c= ;’ c2 9 
[ I 
1204 
and since 
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from which Ij, = d3 = 0, and hence pz = p3 = 0. No new information is obtained because 
we already know that p3 = 0 = p3 from B’ = PB. The approach does not readily indicate 
identifiable combinations of parameters and these have to be sought from relationships 
such as C’A’B’ = CP- ‘PAP- ‘PB = CAB. In this case. 
C’A’B’ = [ ;I’“’ olip4] 
alI 
PI 
- alz 
P4 
P4 
- aI az2 
PI 
so that czblazl is identified uniquely. Thus, if there is prior knowledge of czbl, a21 is 
known, and since a;, must then equal nil, p4/pI = 1, and the parameters ofA are identified 
uniquely. 
Several further examples are given in Walter[l6, Chap. 61. 
The method is a powerful one, and for models of higher order than presented here, 
considerable savings can accrue if constraints on A are ordered systematically (Chapman 
and Godfrey[17]). In many examples, local identifiability is not particularly easy to spot, 
but nor is it with any of the other methods. The drawback to the method compared with 
the Laplace transform approach is that at no stage are values for the parameters actually 
calculated, since the method assumes a solution for the parameter vector and then gen- 
erates all other output indistinguishable sets. 
2.6. Method 5: Use of the modal matrix and its inverse 
Several other approaches have been proposed based on the time domain solution of 
the system described by Eqs. (3a) and (3b): 
Y(t) = Cx(t) = C[eA’x(O-) + tiA(‘-T)B~(~) dr], (26) 
and in particular the form of the observations for unit impulse response perturbation: 
y(t) = C e”‘B, t > 0. (27) 
Some approaches, for example that described by Walter[l6, Chap. 41, have examined 
properties of the transition matrix e”‘, but generally these techniques prove rather com- 
plicated algebraically and not easy to apply for p > 2. 
A more systematic time domain approach, based on the modal matrix and its inverse, 
results in bilinear equations which are then reduced to linear equations by the incorpo- 
ration of information about observations and prior knowledge of the elements of A (Nor- 
ton[l8]; Norton et a1.[19]). The eigenvalues, Xi, of A and, up to a scaling factor, the 
eigenvectors mi are defined by 
Ami = himi, i = 1, 2, . . . , p. (28) 
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The eigenvectors are collected together as columns of the modal matrix M: 
1205 
AM = MA, (29) 
where L1 is a diagonal matrix having Xi as principal diagonal element i. The modal matrix 
equations 
r'llj = 1, i=j, (30a) 
= 0, i#j, (3Ob) 
where rT is row i of M, and nj is column j of N = M- ’ are bilinear in the unknown elements 
of r: and nj. 
Prior knowledge of any elements of A can be incorporated through equations of the 
form 
aij = r:AIlj, i= 1,2,...,p; j= I,2Y...~P7 (31) 
while an observation of state i given a unit impulse perturbation of state j gives an equation 
of the form 
(32) 
For the two-state system, the modal matrix equations are 
r:n, = 1, (33a) 
r[nz = 0, (33b) 
r:ni = 0, (33c) 
rrnz = 1. Wd) 
If xl (only) is perturbed and observed, then since both modes appear in x1 and scaling of 
eigenvectors is arbitrary, rT can be taken as [ 1 11. The input-output equation, for a unit 
impulse input, is 
y,(t) = clr~e”‘nlbl, t > 0. (34) 
This gives the proportions of nl from the ratio of the normal modes and the scaling is 
then given by Eq. (33a). In the absence of any prior knowledge, the only other equations 
in the remaining unknowns rz and n2 are (33b) and (33~) which are linear and (33d) which 
is bilinear. 
Prior knowledge of aI2 (# 0) would give 
rfAn2 = al2. (35) 
Assuming distinct eigenvalues, An2 is independent of n2 so with r: known, Eqs. (33b) and 
(35) give n2; r2 is then obtained from Eqs. (33~) and (33d). 
If there is no prior knowledge, but x2 is also observed, there is an additional input- 
output equation 
y?(t) = c2r: e”‘n,b,, t>O (36) 
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which, with Eq. (33~). gives rz only if clbl is known; nz is then obtained from Eqs. (33b) 
and (33d). 
Many other examples are given in Norton[l8] and Norton et a1.[19]. 
The approach has the great merit that global identifiability corresponds to solubility of 
a succession of linear equation sets. In contrast to the Laplace transform approach, the 
effects of adding prior information of the elements of A, or changing or adding to the 
inputs or observed states, are seen with a minimum of reworking, which makes the ap- 
proach very attractive if several different cases are to be examined. The drawback to the 
method is that many more equations have to be examined, with prior knowledge adding 
to the number of equations, rather than simplifying existing equations. Since the method 
works with the modal matrix rather than directly with the A-matrix, identifiable combi- 
nations of parameters are obtained less readily than in other approaches. 
2.7. Other approaches 
Many other approaches have been suggested in the literature, and although they may 
have advantages over other techniques in specific cases,. they do not seem to offer any 
advantage in general. 
For example, Delforge[20, 211 uses the modal matrix approach to count the number of 
independent equations once redundancies have been noted, and he calculates an upper 
limit on the number of solutions from their degree in the unknown elements of M or N. 
As pointed out by Norton[B], the limit is sometimes not tight enough to be useful, and it 
is possible to overlook nonuniqueness due to inability to choose the ordering of the ob- 
served eigenvalues to be consistent with the pattern of zero elements in M and N 
(Norton[ZZ]). 
An alternative approach to algebraic identifiability analysis is to develop topological 
criteria for uniqueness by examining those features of model structure associated with 
nonunique identifiability. Some progress in this direction has been made by Cobelli et 
a/.[231 who sketch connections to detect isolation of state variables from the inputs or 
observations, or loss of independent equations in the Laplace transform approach. This 
is helpful up to a point, but as noted by Norton[9], redundancies can arise from sources 
not accounted for in this way, and even when enough independent equations remain, they 
may have nonunique solutions. Topological criteria are helpful in the problem of deter- 
mining structurally equivalent (indistinguishable) models, which is another part of the 
inverse problem of system modelling. 
3. SOME FURTHER EXAMPLES 
3.1. Two-state system with both states perturbed 
One problem which has caused a number of people to be misled when using the Laplace 
transform approach occurs when more than one state is perturbed simultaneously. To 
illustrate this, consider again the two-state system described by Eqs. (4a) and (4b). with 
observation of x1 only, but perturbation of both xi and x2. Examination of G(s), Eq. (8a), 
can lead to the thought that c b a , z Iz is available from the experiment, and so giving cl12 
if CI 62 is known, but while this is the case if the two inputs ul(t) and uz(t) are applied at 
well-separated times, it may not be true if they are applied simultaneously. 
It has to be recalled that what is avaiIable to the experimenter is the observation, rather 
than the transfer function matrix, and from Eqs. (8a) and (8b), this is 
sb,U,(s) - azzb,U,(s) + a,2bzUz(s) 
*l(s) = c’ sz - (a,, + (Zz2)s + Ul(L(2Z - al2a2 
(37) 
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If the two perturbations are of the same shape, the numerator gives clbl and (- c,~,u~~ 
f clb2all) so that even if cl& is known. only a?2 7 v’n13, where v is a known constant, 
is obtained. Neither nz2 nor LICK is identified individually, and we need to have differently 
shaped perturbations. For example, if u,(t) is a unit impulse and I/~(?) a unit step, 
Y,(s) = Cl 
b,s” - b,nzzs f bza,l 
JIS1 - (a,, + l7zw)s + a,,cI1z - Cz,l&,] ’ 
(38) 
so that the numerator now gives c,bi, az3 and, provided clbl is known, (1~2. 
Thus, even for linear systems, when considering more than one perturbation, the iden- 
tifiability result may depend on whether the inputs are applied simultaneously or sepa- 
rately, and if they are applied simultaneously, the result can depend on the shape of the 
input waveforms. It is important, therefore, to refer to method 1 as the Laplace transform 
of the observations approach, rather than the transfer function approach. The above result 
also emerges from the other methods, with distinction between B = [b, bAT for the case 
of simulta,leous perturbation with the same shape waveform (effectively, the same input 
being shared between the two states) and B = b, 0 
[ 1 0 b for simultaneous but different- 2 
shaped inputs or for the inputs well separated in time. 
3.2. Local identifiability ,t,ith a two-state system 
The examples given so far in this paper have all resulted in unique identifiability or 
unidentifiability. The only \vay in which local identifiability can occur in a tvvo-state system 
is when the denominator of the transfer function, Eq. (8b), can be factorised. 
Consider the case where there is prior knowledge that aI2 = 0. X, (only) is perturbed 
(bl = 0) and x2 (only) is observed (cl = 0). This corresponds to input. at a first-order 
rate, to a one-compartment system, often used to model response to a dose administered 
via an extravascular route. From Eqs. (8a) and (8b). the observation is 
Y?(S) = (s _ 
czb,az, 
a,,)(s - c122) 
I/l(S), (39) 
and we see that a,, and uz2 cannot be distinguished from the denominator, i.e. 01, and 
~1~~ are locally identifiable, with two solutions, from the experiment. The remaining A- 
matrix parameter is uniquely identifiable only if czbl is known; otherwise it is 
unidentifiable. 
Using the exhaustive modelling approach on the same example, 
p = PI Pz 
[ I P3 Pa ) 
p-l = PI 02 
[ 1 43 P4 ’ 
and with B = [bi OIT, p3 = 0 = b3 as before and from PP - , = I, 6, = l/p,, a4 = llp4 
and p& = -pzd4. Hence 
r u,, + EJ a2, e PI ( cl77 p-l -- - a,, - EJ a , = PI 2 )l. p-1 fll, PZ a22 - - fl1, PI PI 
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Since a ;Z must also equal zero, either pIIp4 = 0 or (pl/pl)a2, = all - al I. In the first 
case, p2 = 0 and 
alI 0 
A’ = PAa*, 
[ 1. a22 PI 
while in the second case, 
We note that al I and nz2 are interchanged in the second realisation, so that 01 I and C& 
are locally identifiable with two solutions from the experiment. The remaining parameter 
azl is unidentiftable unless czbl is known, in which case p41pI = 1 and ~22I is uniquely 
identifiable. 
3.3. Local identifiability due to qgmmetry 
One source of nonuniqueness which cannot occur for p = 2 results from symmetry of 
model and experiment, and as this occurs so widely in biomedicine. for example, in all 
mammillary compartmental models with p > 3, we will consider the following example: 
x1 = ~111x1 + ~12x2 + ~13x3 + b,ul, (3Oa) 
i2 = aZlxl - a12x2, (4Ob) 
i.3 = 031x1 - a13x3, (4Oc) 
with 
y = CIXI. (31) 
The Laplace transform of the observation is 
U,(s) = (s _ 
clb,(s + a,2)(s + 013) 
all>(J + u,z)(s + aI,) - L1,2a2,(s + U,j) - a,.Ja3,(s + 012) 
U,(s). 
(4’) 
and it can be seen that from the numerator, c,b, is identified uniquely but that 01: and 
a13 cannot be distinguished. Examination of the denominator shows that a21 and ~731 cannot 
be distinguished but that alI is uniquely identified. There are two solutions for the A- 
matrix parameter vector: [all 7 al27 a13, &I, a?,1 ‘and [all, ~13, CIIZ, ~31. ~~1~. In the 
corresponding mammillary compartmental model, if elimination is from compartment 1 
only as in Fig. 2, so that ai, = -(k,,, + k2, + k31), then kO, is identified uniquely but 
the peripheral compartments 2 and 3 cannot be distinguished from the experiment. 
Applying the exhaustive modelling approach to the same example, 
PI Pz P3 
P = PJ Pj P6 7 
[ 1 P7 Ps P9 
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Fig. 1. Linear. mammillary model with three compartments. 
B’ = [b; 0 OITand C’ = [c; 0 01, gives p2 = p3 = p4 = p, = 0 so that 
P= [r k: i;] and P-l=f [F _&: Lp.], 
where a = PsP9 - ~6~8. ai3 = 0 gives pSp.5 = 0, and a;? = 0 gives pgp9 = 0, and SO 
either Ps Or p6 = 0 and either p8 or p9 = 0. For nonsingular P, it is necessary to consider 
two cases: 
Case A. p6 = 0, p8 = 0, 
Case B. ps = 0, p9 = 0. 
In case A, the additional constraints a;? = --a& and a;3 = -a& give pj = p, and p9 
= pi resulting in A’ = A. In case B, the additional constraints give p6 = p, and p8 = 
pI so that 
i.e. with states 2 and 3 reserved. 
The Laplace transform and exhaustive modelling approaches involve about the same 
amount of work for this example. The modal matrix approach also involves similar effort: 
analysis for a very similar model is given in Sec. 6.1 of Norton et a/.[19]. 
4. COMPARISON OF APPROACHES FOR LINEAR, TIME-INVARIANT 
SYSTEMS 
The examples presented in Sets. 2 and 3 of this paper have been reasonably straight- 
forward and have not indicated the full range of problems in analysing deterministic iden- 
tifiability. An excellent demonstration of such problems has been presented by Norton[9] 
who investigated sources of nonuniqueness in identifiability of state space models with 
p = 3. He presented seven examples of causes of nonunique identifiability and noted that 
“from the diversity of behaviour found, it is concluded that the prospects of obtaining a 
comprehensive set of necessary and sufficient structural conditions for globally unique 
identifiability are poor.” 
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The advantages and drawbacks of the five methods presented in Sets. 2.2-2.7 have 
been discussed at the ends of those sections. In general, it is virtually impossible to predict 
which of the techniques described will result in the least work for any particular example. 
and it is therefore important to have several approaches to hand. One comment that can 
be made is that the exhaustive modelling approach is made easier when more than one 
input is perturbed and/or more than one state is observed because this information is used 
to simplify the P matrix at the outset of the analysis. 
It seems likely that the Laplace transform, exhaustive modelling and modal matrix 
approaches will be the most enduring of the deterministic identifiability techniques for 
linear, time-invariant systems. The Markov parameter matrix approach is computationally 
very convenient and can be used at the outset of an analysis to investigate for uniden- 
tifiability, but it does not distinguish between local and global identifiability. The Taylor 
series approach is equivalent to the Laplace transform method for linear. time-invariant 
systems, but unlike the other methods, it is still applicable to nonlinear systems, as we 
will see in Sec. 5. 
5. DETERMINISTIC IDENTIFIABILITY ANALYSIS OF NONLINEAR SYSTEMS 
Very few techniques are available for assessing global identifiability of nonlinear SYS- 
terns or time-varying systems, and here we will illustrate the use of the Taylor series 
approach on a two-state example with one nonlinearity. 
Consider a two-state model with impulsive perturbation of xi only (bl = 0) with u,(t) 
= Ds(t)(D known) with system equations: 
iI = all+~l(t) + a,zxz(O, t>O (44a) 
i2(t) = nZlX,(t) - ( aI2 + V, K, + x2(t) ) .T?(t)r t > 0, 
with 
xi(O+) = b,D, (45a) 
X2(0+) = 0. (45b) 
The model corresponds to the two compartment model of Fig. 3, in which the elim- 
ination rate from compartment 2 is capacity-limited, with Michaelis-Menten kinetics. 
Comparing the models: all = -(kol + kzl), aI2 = k12 and azl = k2l. 
Let xl only be observed (c2 = 0), with observation gain cl, so that 
~(0’) = c,x,(O+) = c,blD, 
and so giving c, b, . 
(46) 
b, u1 It 1 
n 
Fig. 3. Two-compartment model with one nonlinear elimination rate. 
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From Eq. (44a), 
i,(Oi, = a,,x,(O-), 
so that 
j(O') = a,,c,b,D, 
and so giving a,, . 
Differentiating Eq. (44a), 
R,(f) = a,,i,(t) + u,,.it(t), 
and from Eq. (44b), i,(O+) = azlxl(O+>, so that 
j;(O+> = c,(af, + a,2az,)b,D, 
so that u12u2, can be identified. 
Differentiating Eq. (44b), 
i2(t) = uz,i,(t) - 
VJL 
IK, + x2(t>12 1 
.tz(t>, 
so that 
2:2(0+) = uz,.i,(O’) - (a,2 + V,IK,)i2(0’). 
Differentiating Eq. (48a), 
Y,(t) = u,,l,(t) + u,2.?2(t), 
I’ll 
(47) 
(484 
(48b) 
Wd 
(49b) 
(50) 
so that 
.f,(O’) = u,,f,(Of) + u&(0’) 
= a,l[~ll~l(0+) + a,z~z(O’)l 
+ ul2[u2lxl(0+) - (a12 + V,,IK,MO-)l 
= u:,.r,(O+) + u,,u,~u~,x,(0+) 
+ urlu,2u2,.rl(0+) - ul2a2l(u,2 + V,IK,)~,(O’), (51) 
and with y(O’) = c,Y,(O’), this equation gives aI2 + V,,,IK,. 
The analysis can be made somewhat simpler at this point by noting that new information 
is forthcoming only from the successive derivatives of u12x2(t) at t = 0' ; the remaining 
terms in the derivatives of the observation are already known. 
Differentiating Eq. (49a), 
a,$2(t) = u,zu2,f,(t) - l&&(f) - a,2 VmKm -2 VJL 
[K, + x,(t)]‘-f2(r) + yK, + x2(t)13 Mr)12, 
121’ 
so that 
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u,,.rz(o-) = u,~Q,,~,(O-) - a,2 a _ ( I’ f 2) 
But 
a,zaz,f,(O’) = u,2uz,(u;, + U,~U,,)X,(O’), 
and 
a12(u12 + 2) *f,W’) = fJl2U2, a,2 + - u,,x,(O’) - U,2U2l ( 11) (u,2 +$,(0-L 
in which everything is known, and so any new information will result from the last term 
on the right-hand side. This may be written as 
2a12 7 ;m [.i*(o+)]2 = 2 ul2a2t 
m 
$ u21[x,(0+)12. 
m 
Recalling that it is the observation y(t) = c,x,(t) that is available, this expression gives 
u~~V,,JKZ, only if cl is known or b, is known, so that cl can be found from Eq. (46). 
Differentiating Eq. (52), 
a12f2(t) = a12u2,Zl(t) - u:~I?~(~) - al2 
VW&l 
[Km + ,r2(t)12 
Z,(t) 
6VmL 
+ a,2 [K, + X2(t)13 32(G2(t) - a,2 
6VJL 
[Km + x2(t)14 
b2(t>137 
so that 
a,&(O’) = a,za2,i,(O’) - u,t(u,z + V,IK,)Y2(0’) 
6vm 1 (o-)i-_(O’) - a + al2-jg- 2 -7 ,2 > [i2(0- )13. (53) 
m 
By similar reasoning to above, the first two terms on the right-hand side of Eq. (53) are 
known. The third term may be written as follows: 
6Vm 
al2 - i2(0’)i2(Of) = aI2 2 [ 
Kk m 
a21i61(0+) - (012 + 2) i2@+)] i2(0-) 
6V, 
= -z u21 
u12a21u~~xl(0-) - (al2 + 2) u12a2lxIW-~] x1(0+>, 
in which everything is known. Thus any new information comes from the fourth term 
which may be written as follows: 
aI2 $+ [k2(O+)]3 = [n,2n2,x,(O’)l 
( 
9 u2,.r,(O’) 
,77 m )( 
+ Q,x,(O-) 3 
m > 
so that uzl/Km can be identified. 
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Thus, at the successive stages of the differentiation, the following parameter combi- 
nations are identified: all; alzazl; al2 + V,,,IK,; then if cl is known, azlV,,JK~ and 
u2,1K,,,. The five parameters all, ~1~2, u21, V,,, and K, are uniquely identifiable from the 
experiment. The product clbl is also uniquely identifiable. 
Several important points emerge from this example. 
(i) The nonlinear system is uniquely identifiable, whereas the corresponding linear 
system, with uzz replacing -(al2 + V,,,)l[K, + x2(t)], is unidentifiable from the 
same experiment (prior knowledge of cl not being relevant for the linear system). 
Thus unidentifiability of a linear system does not indicate that a similar model with 
one or more nonlinearities is unidentifiable. 
(ii) The analysis is far from easy, and unlike a linear system analysis, there is no upper 
limit to the number of derivatives which need to be examined. In this example, 
the five parameters were found to be identifiable from five derivatives of the ob- 
servation, but if that had not been so, there is no guarantee that new information 
would not have come from higher derivatives. Other apparently similar models 
result in exceptionally difficult expressions in the parameters to be identified from 
the successive derivatives (Godfrey,[l], Sec. 9.4). 
(iii) The method is not well posed for global identifiability analysis, but it is rather 
better posed for local identifiability analysis for a single input by examining the 
rank of the Jacobian comprising the derivatives of y(O’), i(O’>, etc. with respect 
to each parameter in turn (cf. Sec. 2.4 for linear systems). This has been done by 
Pohjanpalo[24] for several three-state models linear except for one Langmuir-sat- 
urating link, with rate _fji from state i to statej dependent on both states and given 
by 
fji = kji[l - si+ri(f)].rj(t), (54) 
where kj; and si are constants. He found that for every model examined. the Jacobian 
was of full rank so that the parameters were locally identifiable. The experiments included 
several for which the parameters were unidentifiable if the Langmuir saturation were 
replaced by linear kinetics [i.e. fji = kj;.ri(t) in Eq. (.54)]. 
Other examples of the application of the Taylor series approach to the deterministic 
identifiability analysis of nonlinear systems are given in Pohjanpalo[l2, 241, Brown[251, 
Walter[l6, Chap. 71 and Godfrey[l, Chap. 91; some examples for time-varying systems 
are given in Godfrey[l, Chap. IO]. 
A different approach, described in Walter[ 16, Chap. 71 is the generating series method 
due to Fliess which considers the problem of choosing correctly the complete set of 
structural invariants. While this approach produces much simpler equations in the un- 
known parameters, and therefore at first sight appears very attractive, the problem is that 
the entire set of piecewise continuous input functions is being considered. For a specific 
input function, the equations become much more complicated, and for an impulsive input, 
they are exactly the same as for the Taylor series approach. The generating series approach 
seems better viewed as a test for unidentifiability. 
A further approach sometimes adopted is to linearise a model about a suitable operating 
point and in any subsequent experimentation to apply signals of small amplitude to ensure 
validity of the linearisation. The full range of methods described in Sec. 2 can then be 
brought into play on the linearised model, but fewer identifiable parameter combinations 
than for the full nonlinear model may well result from this procedure. 
6. THE WAY FORWARD 
Over the last 10 years or so, a good deal of effort has gone into devising methods for 
analysing the deterministic identifiability of linear, time-invariant systems, and several 
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approaches are now well established. Further approaches are still being investigated, but 
while these may offer advantages in particular cases, it seems doubtful that they will prove 
better than the established methods in general. A more fruitful area of research would 
seem to be a better understanding of the currently available methods. Examples of current 
work in this area are the examination of the structure of the nonlinear equations in the 
unknown parameters resulting from the Laplace transform approach (Anderson11 1) and 
the ways of ordering the known constraints on the A-matrix in the exhaustive modelling 
approach (Chapman and Godfrey[l7]). 
In contrast to the position with linear, time-invariant systems, there are few methods 
currently available for the deterministic identifiability analysis of nonlinear systems and 
time-varying systems. The most familiar one, based on the Taylor series expansion of the 
observations, is very difficult to apply in most cases, and it is highly desirable to seek 
ways of easing this problem and to investigate other approaches. 
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