In mobile ad hoc networks (MANETs), selfish behavior is observed when nodes fail to forward data packets which are actually intended. This is generally assumed to be a kind misbehavior which might interrupt the network operations. Here, we propose a QoS-constrained EigenTrust-based non-cooperative game model for secure fault-tolerant ant look-ahead routing which attempts to identify trusted valid route and look-ahead route pairs which might help in choosing the alternate path in case of valid route failure. Simulation results illustrate that the proposed trust-based secure routing is able to accurately distinguish malicious nodes from good nodes with a limited overhead.
Introduction
A mobile ad hoc network (MANET) is a decentralized, infrastructure-less network where wireless nodes move arbitrarily. They are being widely used for military applications, wearable devices, and rescue operations and in places where there is no pre-installed infrastructure. They are continuously changing and self-configuring networks. In a dynamic network, it is difficult to use multimedia and other advanced applications without quality-of-service (QoS) constraint. QoS shall be defined as the bundle of service primitives to be met while a network is in operation. In MANETs, designing a routing algorithm with given QoS constraint is NP-hard because of the unavailability of accurate path information and it is difficult to keep up-to-date information about the link owing to its dynamic nature and depletion of energy at node which causes link breakage.
Trust [1] is defined as a degree of belief about the behaviour of other entities. The nodes participating in data exchange should be safeguarded by trust and reputation mechanisms or else they could be attacked which might end up in unnecessary resource consumption of the entire mobile network. Attack might be direct or indirect, i.e., intruders might take charge of good nodes which result in non-cooperation leading to network destruction. Therefore, such nodes prone for compromise need to be identified via trust and reputation mechanisms in advance so that the network is safe for ever. The reason is that MANETs lack central administrative control due to wireless set up and that will serve as the prime concern since it is easy for attackers to eavesdrop the packets, and tamper or falsify them.
Mobility [1] is a critical factor in military applications as missions will start at a certain coordinate and will end up at another, and tracking the positions of soldiers is most compelling. Self-formation of units is the speciality in such applications. The participating nodes might be one among these: soldiers with wireless devices and unmanned vehicles or jets. Images, voice and video are the most frequent data exchanged in such network. Therefore, QoS is of prime concern. Any delay or false message delivered might lead to worst after-effects. Therefore, reliability of message transfers is of utmost importance before a packet reaches its destination. Since performance criteria are strictly related with time to be delivered, there are wide chances of attackers falsifying the message packets. Identifying such intruders and malicious nodes and isolating them from the network is a herculean task in a wireless setup, but which leads to reliable network operation.
Multipath routing protocols are widely used in such requirements. These are protocols which discover and store more than one route in their routing tables. Even if one route is broken, the other alternate is readily available for future use. Multipath routing protocols are employed to increase network reliability and fault tolerance. They also provide load balancing, which might help in reducing the congestion over specific routes. Since nodes always depend on neighbours in packet forwarding, establishing routes and tracing these established routes has to be done frequently.
In an adverse MANET setup, both route establishment and data transmission are vulnerable to a variety of attacks. Misbehaving nodes could disturb route discovery by impersonation or by responding with false route information. This may indirectly transfer the entire network control into the hands of intruders. Therefore, in order to provide complete security, protocols might be helpful. Reliable transport protocols are plainly insufficient to serve the above purpose. The attack and the aftermath is far beyond the limit of such protocols.
In this paper, we attempt to develop a fault tolerant and secure routing algorithm based on ant colony optimization algorithm with the following features:
The fault-tolerant algorithm should have an effective route failure-handling mechanism to ensure the integrity of the network. Integrity should be maintained even in the events of congestion, bottlenecks or broken links which are prone to happen under a highly dynamic condition in MANET. Whenever a path breaks, the algorithm should try to use an alternate path, instead of initiating a new route discovery. The secure routing algorithm addresses the security issues by incorporating the concept of trust-based reputation mechanism to overcome the misbehaving entities. Trust evaluation using the EigenTrust fuzzy system helps to make routing decision for secure data transmission.
Due to dynamism of wireless setup, it is very difficult to validate all the route messages. The following may be the issues and potential solutions:
Developing a fault-tolerant routing in case of route failures or node failures QoS metrics such as packet delivery ratio, throughput and delay should be considered to achieve a QoS-constrained routing Developing a secure routing by trust-based reputation mechanism which evaluates the trust worthiness of a node in order to continue the data forwarding along that node Trust evaluation using the EigenTrust fuzzy system helps to make routing decision for secure data transmission.
Related work Intelligent fault-tolerant routing
More intelligent approach to network routing [2] [3] [4] involves optimisation in route discovery and maintenance process. Swarm-based algorithms [5] and in particular, ant colony-based algorithms use the biotic techniques as meta-heuristic factors [6] in deciding the valid routes. Though these algorithms may result in approximately correct routes initially, the learning capability of these algorithms [7, 8] makes them really adaptive to the MA-NET dynamism and is effective in a long-term basis. However, location-based ant colony optimization (ACO) routing algorithms are very much impractical and do not perform like other location-unaware routing protocols [9] . But routing decisions taken using ACO to learn the location would be better only with a moderate and consistent dynamism in the network topology.
Kwang et al. [10] proposed that ants are relatively small, and therefore can be piggybacked in data packets. It will not cost more to do frequent transmission of ants in order to provide updates of routing information for solving link failures. Hence, using ACO for routing in a dynamic network seems to be appropriate. Routing in ACO is achieved by transmitting ants rather than routing tables unlike fault-tolerant QoS-guaranteed routing algorithms. A fault-tolerant routing protocol [11] using a greedy ACO routing mechanism chooses only a single best path to destination. This routing achieves high packet delivery ratio and throughput ignoring the packet loss. Learning automata-based fault-tolerant routing algorithm [12] involves a learning automata perspective on handling the factors of fault tolerance. Failure in excluding fault-prone nodes may end up in a situation where the faulty nodes might act as routers and not participate in taking routing decisions with no packets forwarded to the network at last. Therefore, a faulty node has to exclude itself during the route discovery stage.
FTAR [11] introduces the notion of 'worker ant-like control packets' , which are assigned the task of identifying the faulty routes from the existing set of valid routes. This protocol allows the option of sending the special control packets both reactively or proactively. The decision of reactive or proactive sending depends on the current load of the source node. In general, the proactive approach is chosen only when the source node has lesser than normal load with the aim of establishing correct routes to destination in future. Reactive approach involves frequent sending of control packets periodically which is determined by the handled traffic at the source node.
Misra et al. [13] used an ACO-based framework [14, 15] for finding out the suitable path for routing packets. In their paper, they presented an algorithm FTAR which uses control packets called ants for acquiring routing information and are generated continuously by nodes in the network. These control packets deposit pheromone (control information) on each node, similar to pheromone deposited by real ants on the path they travel which is used for routing of packets.
ARA [16] algorithm and other ACO-based routing algorithms [16] [17] [18] [19] use indirect information as a basis for finding valid routes. Like the pheromone traces of ants, some features of the MANET traffic via the nodes are used as environmental traces out of which the heuristics for the validity of the routes based on various QoS factors could well be studied. These algorithms use control packets called ants, which acquire routing information through sampling of paths. These ants are generated in a concurrent and completely independent manner. These are generated with the aim to test a path to an assigned destination. As an ant moves from the source node to the destination node, it collects information about the path, and uses this on its way back from the destination to the source. The ants also deposit pheromone to help future ants in the decision-making process. Each node contains a routing table which deposits the information collected by the ants during the forward and backward process.
DAR [20] is an alternate version of existing ant colony routing algorithms. It is designed with the goal to minimize computational complexity involved in creating routes from source to destinations. In other words, ACO routing algorithms take route decisions optimally over the full length of the paths to destination. HOPNET [21] and DAR [20] take hop-by-hop optimal decisions to forward the FANTS such that, attempts to finding a new route results in optimal routes to destination since every hop is examined for optimality. This results in a globally optimal route which is actually devised using local hopby-hop information. Considering the node dynamism, this algorithm creates optimal routes but not in optimal time. However, missing of existing nodes or addition of new nodes on the path shall be reflected into the route tables more frequently than any other ACO routing protocols since every hop is examined for optimality. Diverse routing protocols [22] find two maximal sharedrisk link group (SRLG)-disjoint routes to destination. However, though the routing overhead is minimal, the time and effort required to identify maximal disjoint routes is enormous, and as the network increases in size, this time spent for finding maximal disjoint routes also increases. In addition, to overcome the approximation and bandwidth problems of ACO routing algorithms, Khosrowshahi et al. [23] proposed a novel protocol where the node is switched between local and global zone while taking routing decisions.
Most ACO-based routing algorithms identify and apply all possible 'n' paths, which degrade the performance of multipath routing algorithm [24, 25] . As the number of possible routes increases, the relative performance of ACO multi-path algorithms also increases, but to a certain extent. Beyond this, due to numerous routes available and the route updates and routing tables getting populated and accumulated with more and more real-time information, the network performance degrades to a visible level. However, Misra et al. suggest some alternatives to make the process energy-aware [26] . Choosing only 'k' path among the n available paths where k < n would be a wise decision [27] . However, choosing the k factor during realtime routing requires the knowledge of n and then to determine a subset k from n. This is like wasting time and energy for acquiring real-time information of k + 1 to n paths and to drop them after deciding upon k. Another alternate approach is fixing the value of k by trial and error. This requires the network to route for a period of time and, based on the history, k shall be decided. However, this idea only uncovers the past mistakes and therefore, there is no guarantee for future surprises. Due to the dynamic topology of MANETs, it is very common that frequent route updates consume network bandwidth and node capacity. Therefore, algorithms which are practical in learning the QoS constraints as the network is in operation [28] are more essential.
Watchdog mechanism
In this method, a node will be chosen to supervise all its local neighbours. Without much overhead, this method would be able to detect malicious and selfish behaviour attacks. The watchdog mechanism proposed by Angelo et al. monitors its neighbour nodes by reading the received messages in order to ensure that the messages are forwarded without alteration [29] . With this observation, every node in the network shall be identified for its trustedness.
Misbehaviour detection and trust management
Since in MANET, all network operations purely rely on node cooperation, if some nodes tend to behave selfishly, then this would affect the entire network performance. There may be interruptions caused in providing network services if such things happen often. Nodes which do not cooperate to provide collective network performance are termed as selfish nodes [30] . Besides this, malicious nodes may also compromise internal nodes to behave selfishly [31] . Therefore, trust assignment and management [32, 33] across the nodes of the network is mandatory for monitoring secure data exchange [34, 35] .
The trust management framework proposed by Ghorpade [36] , does the above-mentioned activities by employing trust agent and recommendation agent. Trust agent is responsible for determining the trust of participating nodes based on the network events that happened. The recommendation agent shares the trust information given by the trust agents across the network. There is another central authority called combiner agent, which derives the final trust based on the information given by trust and recommender agents. Trust agent is deployed in every network node and the recommender as well as combiner agent is chosen to be a role which is served by the older and more stable nodes in the network.
Sanjay et al. [37] proposed FACES algorithm to establish security in MANETs. The algorithm has the 'shareyour-friends' process through which the nodes share their friend list among one another. These nodes shared would be the trusted nodes and therefore, maximum voting obtained would indicate which node should be more trusted than other friends in the shared friend list. If malicious nodes are part of the network, no node or only very less nodes would opt to befriend it and therefore, malicious and selfish nodes shall be isolated from the network through this mechanism.
Weinjiai et al. [38] proposed a collaborative and trustbased outlier detection algorithm that factors in a node's reputation for MANETs. This algorithm works based on local as well as global views. The local view is updated based on the global view obtained via the trust of other nodes. This method is quite successful due to its very low communication overhead.
Reputation management
Patwardhan et al. [39] studied an approach in which the reputation of a node is determined by data validation. Here, a few set of randomly chosen nodes are termed as anchor nodes. These nodes are assumed to be pre-authenticated and hence the information provided by the anchor nodes is accepted as valid. The messages exchanged in the network is validated by the anchor nodes and if any such message is invalidated, then the node that had sent such messages would be the malicious node.
Ren et al. [40] proposed a node evaluation scheme in which each node evaluates the trustworthiness of its neighbours with the assistance of trustworthy neighbouring nodes. More specifically, the second-hand observations may be obtained from only a subset of the node's neighbours, and these selected neighbours are regarded as trustworthy sources with respect to the opinions toward other nodes.
Buchegger et al. [41] proposed the CONFIDANT scheme which enables monitoring and updation of route establishment which eventually avoids the non-cooperating nodes. The enhanced version of this scheme involves the Bayesian model. However, there is no hardware support for this mechanism.
Michiardi et al. [42] proposed the CORE scheme based on DSR. This mechanism monitors the cooperativeness of nodes periodically and thereby enforces node collaboration. This method is safe against attacks since it is impossible for a misbehaving node to maliciously decrease another node's reputation. However, this method does not identify whether a node is malfunctioning or really misbehaving.
Fuzzy-based trust management
Machine learning and computational intelligence have been well utilised with trust-based ATM networks [7, 8, 43, 44] . Hallani et al. [45] uses a fuzzy-based approach to evaluate the trust of a node and then decide the trustworthiness of a node. Consideration has been given to four types of misbehaving nodes: (a) a node dropping packets randomly, (b) a node forwarding packets to wrong destination, (c) a node fabricating and transmitting false routing messages, and (d) a node launching replay attacks. Finally, the trust-based approach chooses the most trusted and reliable route from source to destination and it is achieved by choosing the route with the highest trust level out of all the discovered routes from source to destination. This route is assumed to be the most secure one.
Manickam et al. [46] proposed a fuzzy-based ad hoc on demand distance vector (FAODV) routing protocol. Here, fuzzy-based metrics are used for trust evaluation. Therefore, trust values could be rationally predicted and malicious behaviour shall be identified accurately when compared to other existing mechanisms.
The trust decision proposed by Rajaram et al. [47] is based on fuzzy logic. Here, a threshold trust value based on fuzzy logic is chosen initially. Any node possessing the trust greater than the threshold is assumed to be trustworthy. There are also grades assigned for nodes crossing the trust threshold. These assigned grades determine whether the node can participate in specific services (Table 1) .
Methodology
Surendran et al. [54] described the fault-tolerant routing using the ant colony optimization approach. The algorithm uses ant-like agents called forward ants (FANT) and backward ants (BANT) to measure various parameters like next-hop availability (NHA), delay, and bandwidth as parameters for satisfying QoS constraints [54] . Using these parameters, path preference probability Friend-based ad hoc routing using challenges to establish security in MANET system [37] FACES algorithm • Sends challenges and shares friend lists to provide a list of trusted nodes to the source node through which data transmission finally takes place
More control overhead due to challenge request and challenge reply
Outlier detection using naïve Bayes in wireless ad hoc networks [49] Naïve Bayes classifier • Predicts the reliability of trust information provided by other adjacent nodes
High overhead
A reputation-based trust mechanism for ad hoc networks [50] Reputation-based trust management algorithm
• Monitors the behavior of neighboring nodes and computing reputation based on monitoring
High computation overhead
Malicious node detection using fuzzy-based trust level in MANETs [47] Fuzzy-based trust management • Certificate authority employs fuzzy-based analyzer to distinguish between trusted and malicious behaviour of nodes by distributing the certificates only to the trusted nodes More control overhead A novel approach for misbehavior detection in ad hoc networks [51] Fuzzy logic • System learns the behaviour and applies the fuzzy logic concept for misbehaviour detection
More delay for control packet transmission due to more control packet overhead which effects the data packet transmission • Trust parameter is computed for each node which depends on the input parameters A secure trusted auction-oriented clustering-based routing protocol for MANET [49] Markov chain analysis of trust model, credit, and reputation scheme
• Effectively detects selfish nodes by credit and reputation scheme to enforce cooperation between nodes
High communication overhead
Malicious node detection in MANETs: a behavior analysis approach [52] Trust management
• The approach proposes observing the behavior of mobile nodes depending on different factors
More control overhead
• Each node in the network can recognize the malicious nodes and prevent them to participate in the communication AOMDV-based TRIUMF implementation and performance evaluation [53] Trust management • The protocol uses an incentive mechanism for selfish node to declare its selfishness behaviour Unable to detect more than one malicious node in the route
• It also uses two node-disjoint routes to reduce the malicious searching time is calculated. Path with higher path preference probability between source and destination is selected for transmitting data.
In this work, we describe how to enhance security in the routing phase by using a trust-based secure routing algorithm. It discovers a secure, trustworthy path from source to destination with minimal overhead based on evaluated trust value. ACO-based multiple node disjoint paths are identified for enhancing the security. Dynamic trust-based evaluation [55, 56] helps to identify and exempt misbehaving nodes from using such disjoint paths. Certificate authority is also employed to distribute security certificates to trusted nodes.
Fault-tolerant and secure routing
The main goal of the ant-based look-ahead routing protocol is to find all available node-disjoint routes between a source-destination pair in advance with minimum routing overhead. To achieve this goal, the proposed protocol ( Figure 1 ) works in three phases: (i) route discovery phase, (ii) route selection phase and (iii) route maintenance phase.
Route discovery phase
In the route discovery phase, if a source node has no existing routes, it starts a route discovery by initialization based on the pheromone values [26] of the paths. A zero (or very near to zero) pheromone value implies that the path is either not present or is very faulty and is not suitable for data transfer. If a source node has already existing routes, it selects a route based on path selection. The path selection is based on the probability of a path which indicates the goodness of a path. It depends on two factors, the pheromone content of the path and the time delay across the path. Time delay is a factor that can be used to choose between paths which have all the nodes functioning correctly.
The pheromone deposition is of two types. The ant updates the pheromone content of the path in the routing table of the source node and it also updates the individual pheromone content of each node that it traverses. Each worker ant, upon reaching its destination, retraces its path, and on the way, it updates the pheromone content of each node. Evaporation happens on all the nodes of each of the paths in the path set and on the nodes not currently in the path set. It decreases the pheromone content of the faulty paths that recently had a high confidence level. A path that works well has a good amount of pheromone on it. As the path becomes faulty, due to some malicious interrupts, the worker ants fail to deposit pheromone on that path. As a result, alternative route called secondary route is chosen and starts data transmission. Evaporation decreases the pheromone content of that failure path. But since it is still in the Figure 1 Block diagram for fault-tolerant and secure routing [54] .
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Route selection and route maintenance phase
The main goal of the proposed ant-based look-ahead routing protocol [54] is to find all available node-disjoint routes between a source-destination pair with minimum routing overhead. Route discovery phase suggests the best and feasible paths for packet transmission. Due to the inherent learning nature of the ACO-based algorithms, the deposited pheromone values of chosen paths get strengthened during the actual transmission and eventually make it more appealing. Over a period of time, more mobile nodes might arrive in line of the chosen path which results in a more delayed, less available bandwidth and depletion of node's energy. To avoid this, the path preference probability of the chosen paths is checked periodically. If there are more new comers on the way, the path preference probability and goodness values are decreased automatically. The mobility of the nodes may also lead to link failures. If the goodness value of a node falls below the threshold value, then the node informs its precursor node by sending a message that the node is off. Then, the alternate routes are chosen for data transmission. These alternate routes are also periodically checked for their validity even though they are not currently used.
Trust-based secure routing
In MANETs, selfish or malicious nodes may want to maximize their utility by using resources from the network to send their own packets without forwarding others' packets [57] . Incentive-based trust models have been proposed in the literature [58, 59] . In this work (Figure 2 ), we adapt a trust model based on a non-cooperative game that let the nodes quickly learn the appropriate cooperation behavior. In other words, our nodes rely only on private histories and overhead related to deriving values from public message exchanges are avoided.
The network environment is defined by the fraction of selfish/misbehaving nodes within the total population. The successful cooperation is measured as the fraction of packets originated by normal nodes that effectively reach their destinations. We assume the misbehaving action of nodes as selfish or malicious behavior. However, actual selfishness is harmless and maliciousness might be due to the impact of external entities. In this paper, we use the terms selfish and malicious interchangeably but is not the ideal case.
A very close non-cooperative trust model is adapted for best neighbor strategy-based routing [60, 61] and maximum payoff strategy best neighbor routing [62] . We take as reference the non-cooperative game model of Mejia et al. [63] . In our trust model, we assume the interactions among nodes are based on the iterated prisoner's dilemma with random game pairs [64] . Each intermediate node decides whether it should retransmit or discard a packet that comes from a certain source node. This game-based forwarding strategy depends on two aspects: the past behavior of the network when the intermediate node acted as a source and the trust level that the intermediate node has in the source node.
The forwarding rate for any pair of nodes (A, B) is defined by
where B is the sender, A is the forwarding node, n is the number of packets to be forwarded, and n A is the number of packets actually forwarded. Each node maintains a trust table based on the observed behavior of its neighbors. We do not record long observations for calculations of trust and trust table updates. Only the most recent m observed decisions are utilized to compute moving average of forwarding packet sequences. The value of m has to be large enough to obtain a fair evaluation of the forwarding rate but equally small enough to ensure that the forwarding rate actually corresponds to the current strategies [63] . The trust obtained above will be assumed as direct trust obtained as the first-hand information. Second-hand information is obtained from the recommendations from friend nodes and is derived by EigenTrust.
Initially, every node should try to start building a good reputation among neighbors [65] . Otherwise, after very few successful transmissions, it would appear as if the intermediate nodes are always cooperative regardless of the derived trust values. For unknown nodes, the reputation is assumed to be one initially. We assume that the location of selfish nodes are completely known; however, identifying the selfishness is a research in itself. Therefore, packets will be forwarded if there is at least one path with non-selfish forwarders.
A packet will reach the destination through an h-hop path if at least the first h nodes of the path are normal nodes. Since the nodes of the path are randomly selected, the probability of finding a consecutive sequence of h normal nodes is given by
where N is the total number of nodes in the network, N N is the total number of normal nodes among the N nodes of the population, P h is the probability that a path has h hops, P r/h is the probability of finding r routes given that the path length is h hops, B(h) is the event that there are no selfish nodes among h randomly selected nodes, and A is the event that a packet finds at least one route made out exclusively of normal nodes. The probability of having at least one selfish node in an h-hop path is 1 − P r [B(h)]. The probability that each one of r routes of h hops has at least one selfish node is
r . The probability that at least one of the r routes is composed exclusively of normal nodes is 1 − ((1 − P r [B(h)]) r ). Since the probability of finding r routes of h hops is P h . P r/h , the probability that a packet finds at least one path composed exclusively of non-selfish nodes is given by
From Figure 2 , based on the observing behaviour, firsthand and second-hand trust information is collected. 
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First-hand trust information is obtained by direct observation whereas second-hand trust information is obtained from the friend nodes. We use EigenTrust and reputation [1, 66] mechanism for trust and reputation updation. The node with maximum trust is chosen as certificate authority. This certificate authority is entitled for assigning certificates for data exchange to other nodes based on request. Upon such request, the Certificate Authority issues certificates only to trusted nodes and thus enables secure data transmission.
Local trust evaluation using EigenTrust
In Figure 3 [66] , the local trust evaluated using EigenTrust value is normalized. In EigenTrust, each node will record the number of satisfactory transaction and number of unsatisfactory transaction. If node i and node k have no direct transaction, then Eigen trust will apply the concept of recommendation trust which obtained the trust value of k by asking his friends, and then weighted adding into the recommendation trust value of k in the eyes of node i. Local trust value is updated by merging the node's own local view and received view using the Dempster-Shafer theory. Finally, the updated trust value is used for global trust evaluation.
Certificate authority election
In Figure 4 , the node with the maximum trust value [1] is elected as Certificate Authority by incorporating the Certificate Authority election algorithm.
Fuzzy-based trust system
In Figure 5 , the fuzzy trust system [51] calculates fuzzy trust based on the number of message updates done by every node. During this process, each node maintains a table containing number of updates due to its neighbours. During trust computation, the number of RREQ's, number of updates and number of RREP's of the node are the input to the Fuzzy inference system which outputs the trust value depending on the values of the number of RREQ's, number of updates and number of RREP's of the respective node. Trust value of each node is updated if any change in the one of the following three inputs of that node namely RREQ's, updates and RREP's received. These computed trust values are then associated with the routing process during trust application. The defuzzification is the process of conversion of fuzzy output set into a single number. The method used for the defuzzification is 'centroid method'. The input membership functions are number of RREQ's, no. of updates and no. of RREP's of the node. The output membership function is Trust.
Secure data transmission
Initially, the shared key of CA is known to all valid members within the network community. The source node sends a request message to CA node encrypting it with the shared key SKac (Figure 6 ). On receiving this request the CA node decrypts the message and first checks whether the source and destination nodes are valid. The CA node generates CERT A and CERT B, encrypts it with shared keys SKac and SKcb and forwards it to the source and destination nodes. The destination node decrypts and verifies CERT A, CERT B and generates Nonce N1 only if certificates are valid and sends to the source node. The source node decrypts and verifies CERT A, CERT B, N1 and generates Nonce N2 only if certificates are valid. If everything goes smooth, then data packet exchanges are initiated for secure transmission with CERT A and CERT B.
Simulation analysis and results
The simulations were performed in NS2. The following are the performance parameters analyzed (Table 2) :
Packet delivery ratio The ratio of the data packets delivered to the destinations to those generated by the constant bit rate (CBR) source. 
Throughput
Throughput of the routing protocol means that in certain time, the total size of useful packets received at all the destination nodes. Routing overhead It is the ratio of routing packets to the total number of packets generated by the source. Malicious detection effectiveness This measures the performance of the algorithm. This is measured as total number of detected nodes divided by the total number of malicious nodes in the network.
Packet delivery ratio for varying misbehaving nodes with and without reputation
Scalability has been analyzed by comparing the packet delivery ratio, while increasing the number of misbehaving nodes as shown in Figures 7 and 8 . The result was compared with ant colony-based fault-tolerant DSR approach among which our trust-based secure DSR gives a consistent packet delivery ratio when the number of misbehaving nodes increases. As the number of misbehaving nodes increases in the network, the number of active good nodes decreases. Thus, the availability of nodes in route establishment decreases. In worst cases, no path may be established between source and destination if the intermediate nodes are misbehaving and denied to forward other packets. It may also happen that misbehaving nodes are there on a route and drops the data packet. As a result, acknowledgments from the destination are missing; the source node of a TCP session may slow down or even stop sending packets. Packet delivery ratio is around 65% for without reputation in the presence of 50% misbehaving nodes. Without reputation mechanism, misbehaving nodes previously routed may be treated as a genuine node for the next data transfer. So packet delivery ratio considerably reduced in case of 30% misbehaving nodes.
In case of fault-tolerant DSR, as the number of misbehaving nodes increases, packet delivery ratio decreases significantly around 40% when 50% of the nodes are misbehaving. This is because no misbehaving mitigation policy is incorporated with original DSR. In the proposed fuzzy trust DSR, cooperation is enforced to mitigate misbehaving. Thus, it can be seen that though the number of misbehaving nodes increases, the packet delivery ratio does not considerably lessen for both DSR and trust DSR. Packet delivery ratio is near about 80% for fuzzy trust DSR and 76% for trust DSR in the presence of 50% misbehaving nodes because nodes are forcefully compelled to take part into network functionality; otherwise, they would be detected as malicious and eventually isolated from the network.
Throughput for varying misbehaving nodes with and without reputation
From Figures 9 and 10 , throughput is substantially reduced with increment of misbehaving nodes in the network for fault-tolerant DSR. Both DSR and fuzzy trust DSR may give good throughput when there is no misbehaving node. However, as the number of misbehaving nodes increases, the performance of fault-tolerant DSR degrades significantly. On the other hand, the proposed trust and fuzzy trust DSR gives steady throughput in the presence of misbehaving nodes. In the presence of 50% misbehaving nodes, the proposed fuzzy trust DSR gives throughput around 6.5 kbps whereas in fault-tolerant DSR, it becomes 5.2 kbps. Thus, it can be easily perceived that the proposed scheme effectively mitigates selfishness and enforce cooperation between nodes and increase node availability. On the other hand, throughput considerably reduced in case of 20% misbehaving nodes, because misbehaving nodes previously routed may be treated as a good node for the next data transfer without reputation mechanism.
Routing overhead for varying misbehaving nodes with and without reputation
From Figures 11 and 12 , we have analyzed that routing overhead decreases for fault-tolerant DSR as the number of selfish nodes increases because selfish nodes drop RREP. It varies a little from the proposed scheme since enforcement of cooperation and nodes are compelled to forward other packets. Routing overhead increases for proposed scheme due to the problem of missing routes and the overhead of searching for alternate routes.
Packet delivery ratio, throughput and routing overhead for varying simulation time with 50% misbehaving nodes From Figures 13 and 14 , packet delivery ratio and throughput decreases while increasing simulation time for fault-tolerant DSR. But both trust DSR and fuzzy trust DSR do not decrease considerably while increasing simulation time. If misbehaving nodes are there on a route and drops the data packet, acknowledgments from the destination will be missed and thereby the source node of a TCP session may slow down or even stop sending packets. Packet delivery ratio decreases up to 30% for fault-tolerant DSR, whereas fuzzy trust DSR maintains 60% packet delivery ratio for simulation time = 500 ms. On the other hand, from Figure 15 , routing overhead increases for DSR and fuzzy trust DSR with increasing simulation time.
Accuracy for malicious node detection Figure 16 shows the malicious detection effectiveness of the proposed algorithm. As the number of malicious nodes increases, then the detecting effectiveness reduces up to 64% for 50% misbehaving nodes. If there is less number of malicious nodes in the network, then the detection effectiveness may reach 90% for our proposed secure algorithm. 
Conclusion
In this work, a quality of service-based EigenTrust noncooperative game model for fault-tolerant and secure routing in mobile ad hoc networks (MANETs) is proposed based on the ant colony optimization (ACO) approach. The fault-tolerant approach uses bandwidth, delay and hop count to calculate multiple disjoint paths between source and destination to satisfy given QoS constraints. A trust-based secure routing is designed to distinguish the truly malicious nodes from the trusted nodes.
Fuzzy-based Certificate Authority is responsible of secure data exchange by allowing the trusted entities to participate in the network, isolating the malicious nodes. Integrated approach of trust and fuzzy logic-based Certificate Authority will secure the communication. Simulations prove that our proposed trust-based secure routing algorithm performs better with 15% to 20% improvement compared to the fault-tolerant algorithm.
The proposed algorithm prevents the system from packet dropping attacks; in future, it can be extended to all possible denial of service attacks. It can also be directed to prevent node congestion and to handle multimedia data exchanges. This work labels good and bad nodes separately and names bad nodes with selfish as well as malicious behavior as misbehaving nodes. In future, we have plans to extend this approach with a known mixture of selfish and malicious nodes and to further develop the trusted secured routing excluding the identified malicious nodes in the network setup.
