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In this paper we study variational inequalities in a real Hilbert space, which are governed by
a strongly monotone and Lipschitz continuous operator F over a closed and convex set C.
We assume that the set C can be outerly approximated by the fixed point sets of a sequence
of certain quasi-nonexpansive operators called cutters. We propose an iterative method the
main idea of which is to project at each step onto a particular half-space constructed by
using the input data. Our approach is based on a method presented by Fukushima in 1986,
which has recently been extended by several authors. In the present paper we establish strong
convergence in Hilbert space. We emphasize that to the best of our knowledge, Fukushima’s
method has so far been considered only in the Euclidean setting with different conditions on
F . We provide several examples for the case where C is the common fixed point set of a finite
number of cutters with numerical illustrations of our theoretical results.
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1. Introduction
Let (H, 〈·, ·〉) be a real Hilbert space with induced norm ‖ · ‖. The variational
inequality VI(F , C) governed by a monotone operator F : H → H over a nonempty,
closed and convex set C ⊆ H is formulated as the following problem: find a point
x∗ ∈ C for which the inequality
〈Fx∗, z − x∗〉 ≥ 0 (1)
holds true for all z ∈ C. In the last decades VIs have been extensively studied
by many authors; see, for example, Facchinei’s and Pang’s two-volume book [27],
the review papers by Xiu and Zhang [43], and Noor [3], as well as a recent one by
Chugh and Rani [23].
It is not difficult to see, compare with [12, Theorem 1.3.8], that x∗ solves VI(F ,C)
if and only if it satisfies the fixed point equation x∗ = PC(x∗ − λFx∗) for some
λ > 0. Moreover, if F is L-Lipschitz continuous and α-strongly monotone, then
the operator PC(Id−λF ) becomes a strict contraction for any λ ∈ (0, 2αL2 ); see, for
example, either [48, Theorem 46.C] or [18, Theorem 5]. Therefore, by Banach’s
fixed point theorem, the VI(F , C) has a unique solution. Moreover, in order to
∗Corresponding author: Rafa l Zalas, Email: rzalas@tx.technion.ac.il
1
ar
X
iv
:1
70
2.
00
81
2v
1 
 [m
ath
.O
C]
  2
 Fe
b 2
01
7
February 6, 2017 Optimization GRZ20161209˙final
approximate this solution, one could try to apply a fixed point iteration of the
form
x0 ∈ H; xk+1 := PC(xk − λFxk), for k = 0, 1, 2, . . . , (2)
which by the same argument is known to converge strongly to x∗. This method
appeared in the literature as the gradient projection method in the context of
minimization and was introduced by Goldstein [30], and Levitin and Polyak [34].
The gradient projection method can be particularly useful when estimates of
the constants L, α, and thereby λ, are known in advance, and when the set C
is simple enough to project onto. However, in general, this does not have to be
the case and therefore the efficiency of the method can be essentially affected. To
overcome the first obstacle, one can replace λ with an unknown estimate by a null,
non-summable sequence {λk}∞k=0 ⊆ [0,∞). To overcome the other difficulty, one
can replace the metric projection onto C by a sequence of metric projections onto
certain half-spaces Hk containing C, which should be simpler to calculate. This
leads to the outer approximation method
x0 ∈ H; xk+1 := Rk(xk − λkFxk), for k = 0, 1, 2, . . . , (3)
where Rk := Id +αk(PHk − Id) and αk ∈ [ε, 2 − ε] is the user-chosen relaxation
parameter. The characteristics and, in particular, the computational cost of such
methods depend to a large extent on the construction of the half-space Hk. A
common feature of these methods is that the boundary of Hk should separate x
k
from C whenever xk /∈ C and Hk = H otherwise. Such an approach has been
successfully applied several times and can be found in the literature.
For instance, Fukushima [28] defined Hk := {z ∈ Rn | f(xk) + 〈gf (xk), z− xk〉 ≤
0}, assuming that C is the sublevel set at level 0 of a convex function f : Rn → R,
that is, C = {x ∈ Rn | f(x) ≤ 0}, and that for each k = 0, 1, 2, . . . , the vector
gf (x
k) is a subgradient of f at xk, that is, gf (x
k) ∈ ∂f(xk).
Censor and Gibali [20] proposed a similar approach, but with a more flexible
choice of the half-space Hk. In this case the boundary of Hk should separate a
ball B(xk, δd(xk, C)) from C, where 0 < δ ≤ 1. It turns out that the boundary of
Fukushima’s half-space Hk, defined via a subgradient of f , separates B(x
k, δf(xk))
from C for some δ ∈ (0, 1]; see [21, Lemma 2.8].
Cegielski et al. [17] constructed the half-space Hk by exploiting the structure of
the set C, which in their case was represented as a fixed point set C = FixT :=
{z ∈ Rn | z = Tz} of an operator T : Rn → Rn. This operator was assumed to
be a weakly regular cutter, that is, T − Id is demi-closed at 0 (see Definition 2.9)
and 〈x − Tx, z − Tx〉 ≤ 0 for all x ∈ H and z ∈ FixT . Here Hk := {z ∈ H |
〈xk−Txk, z−Txk〉 ≤ 0}, where the separation of xk from the boundary of Hk was
assured by restricting the choice of T to cutters. In particular, by setting T to be
a subgradient projection Pf , which is also a cutter (see Example 2.7), we recover
Fukushima’s half-space. In addition, one can easily show that Pf is weakly regular
whenever the dimension of H is finite (see Example 2.13). Moreover, this concept
is more general than the one from [20]; a detailed explanation can be found in [17,
Example 2.22].
In this direction, Gibali et al. [29] have recently considered VIs with a subset C
outerly approximated by an infinite family of cutters Tk : Rn → Rn in the sense
2
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that
C ⊆
∞⋂
k=0
FixTk. (4)
In the definition of Hk the constant operator T was replaced by a sequence of opera-
tors {Tk}∞k=0, that is, Hk := {z ∈ H | 〈xk−Tkxk, z−Tkxk〉 ≤ 0}. A general regular-
ity condition [29, Condition 3.6] which is somewhat related to weak regularity and
therefore to the demi-closedness principle has been imposed on the family of Tk’s.
In particular, for C defined as the solution set of the common fixed point problem
for a finite family of weakly regular cutters Ui : Rn → Rn, i ∈ I = {1, . . . ,m}, the
operators Tk were defined by using either a cyclic (Tk = U[k], [k] = (k mod m)+1),
simultaneous (Tk =
∑
i∈Ik ω
k
i Ui) or a composition (Tk = (Id +
∏
i∈Ik Ui)/2) algo-
rithmic operators.
Another slightly different, but still a strongly related approach has been consid-
ered by Cegielski and Zalas [18], where the following hybrid steepest descent method
(HSD)
z0 ∈ H; zk+1 := Rkzk − λkFRkzk, for k = 0, 1, 2, . . . , (5)
has been investigated for VI(F ,C) with a Lipschitz continuous and strongly mono-
tone F defined over a closed and convex C in an infinite dimensional Hilbert space.
Here C was assumed to be outerly approximated, like in (4), by a sequence of
strongly quasi-nonexpansive operators Rk and, in particular, by cutters. The HSD
method was originally proposed by Deutsch and Yamada [26] in a simpler setting,
although its origin goes back to Halpern’s paper [31] from 1967, where F = Id−a.
Various instances of the HSD method have been studied in the meantime. For
example, Lions [35], Wittmann [42], Bauschke [5] and Slavakis et al. [39] have con-
sidered the HSD method with F = Id−a. On the other hand, the HSD method
for more general F has been investigated by Yamada [45], Xu and Kim [44], Ya-
mada and Ogura [46], Hirstoaga [32], Zeng et al. [49], Yamada and Takahashi [40],
Aoyama and Kimura [1], Zhang and He [50], Cegielski and Zalas [19], Aoyama and
Kohsaka [2], Zalas [47], Cegielski [13, 14], and Cegielski and Al-Musallam [16].
It turns out that iteration (3) can be viewed as the HSD method (5) with Rk :=
Id +αk(PHk − Id) (see Section 3.1). This suggests that similar sufficient conditions
for the strong convergence of (5) should apply to (3) in the infinite dimensional
setting. We emphasize here that convergence results for the iterative method (3), to
the best of our knowledge, have so far been established in Euclidean space only, also
by imposing global conditions on F different than Lipschitz continuity; compare
with [28, Assumption (c)], [20, Condition 5], [17, Condition 3.3] and [29, Condition
3.4].
In the present paper we assume that F is Lipschitz continuous and strongly
monotone, and that C is outerly approximated (compare with (4)) by an infinite
sequence of cutters Tk : H → H. The main contribution of our paper is to provide
sufficient conditions for the strong convergence of method (3) in a general real
Hilbert spaceH (Theorem 3.1). In particular, for C defined as the solution set of the
common fixed point problem with respect to a finite family of operators Ui : H →
H, following [29], we allow the Tk’s to be defined either by cyclic, simultaneous
or composition algorithmic operators. Moreover, we permit not only cyclic but
also maximum proximity algorithmic operators which are more general than the
remotes-set and most-violated constraint case. These results are summarized in
3
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Theorems 4.1 and 4.2.
This paper is organized as follows. Section 2 is a preliminary section, where
we recall several definitions, examples and theorems to be used in the rest of the
paper. In Subsection 2.4 we discuss convergence properties of the HSD method (5).
Section 3 contains general convergence results regarding the outer approximation
method (3), while Section 4 provides applications of this result to VIs defined over
the solution set of a common fixed point problem. In the last section we provide
some numerical results which illustrate the validity of our theoretical analysis.
2. Preliminaries
Let C ⊆ H and x ∈ H be given. If there is a point y ∈ C such that ‖y−x‖ ≤ ‖z−x‖
for all z ∈ C, then y is called a metric projection of x onto C and is denoted by PCx.
If C is nonempty, closed and convex, then for any x ∈ H, the metric projection
of x onto C exists and is uniquely defined; see, for example, [12, Theorem 1.2.3].
In this case the function d(·, C) : H → [0,∞) measuring the distance between an
arbitrary given x ∈ H and C satisfies d(x,C) = ‖PCx− x‖.
For a given U : H → H and α ∈ (0,∞), the operator Uα := Id +α(U − Id) is
called an α-relaxation of U , where by Id we denote the identity operator. We call
α a relaxation parameter. It is easy to see that for every α 6= 0, FixU = FixUα,
where we recall that FixU := {z ∈ H | Uz = z} is the fixed point set of U .
Usually, in connection with iterative methods, as in (3), the relaxation parameter
α is assumed to belong to the interval [ε, 2− ε].
2.1. Quasi-nonexpansive and nonexpansive operators
Definition 2.1 Let U : H → H be an operator with a fixed point, that is, FixU 6= ∅.
We say that U is
• quasi-nonexpansive (QNE) if for all x ∈ H and all z ∈ FixU ,
‖Ux− z‖ ≤ ‖x− z‖; (6)
• ρ-strongly quasi-nonexpansive (ρ-SQNE), where ρ ≥ 0, if for all x ∈ H and
all z ∈ FixU ,
‖Ux− z‖2 ≤ ‖x− z‖2 − ρ‖Ux− x‖2; (7)
• a cutter if for all x ∈ H and all z ∈ FixU ,
〈z − Ux, x− Ux〉 ≤ 0. (8)
See Figure 1 for the geometric interpretation of a cutter.
Definition 2.2 Let U : H → H. We say that U is
• nonexpansive (NE) if for all x, y ∈ H,
‖Ux− Uy‖ ≤ ‖x− y‖; (9)
• ρ-firmly nonexpansive (ρ-FNE) [25, Definition 2.1], where ρ ≥ 0, if for all
4
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Figure 1. Geometric interpretation of a cutter U . Note that for every x ∈ H we have FixU ⊆ H(x, Ux) :=
{z ∈ H | 〈z − Ux, x− Ux〉 ≤ 0}.
x, y ∈ H,
‖Ux− Uy‖2 ≤ ‖x− y‖2 − ρ‖(Ux− x)− (Uy − y)‖2; (10)
• firmly nonexpansive (FNE) if for all x, y ∈ H,
〈Ux− Uy, x− y〉 ≥ ‖Ux− Uy‖2. (11)
For a historical overview of the above-mentioned operators we refer the reader
to [12]. We have the following theorems.
Theorem 2.3 Let U : H → H be an operator with a fixed point and let α ∈ (0, 2].
Then U is a cutter if and only if its relaxation Id +α(U − Id) is (2−α)/α-strongly
quasi-nonexpansive.
Proof. See, for example, either [24, Proposition 2.3(ii)] or [12, Theorem 2.1.39].
Corollary 2.4 Let U : H → H be an operator with a fixed point and let ρ ≥ 0.
Then U is ρ-SQNE if and only if its relaxation Id +1+ρ2 (U − Id) is a cutter.
Proof. See, for example, [12, Corollary 2.1.43].
Theorem 2.5 Let U : H → H be an operator and let α ∈ (0, 2]. Then U is firmly
nonexpansive (in the sense of (11)) if and only if its relaxation Id +α(U − Id) is
(2− α)/α-firmly nonexpansive.
Proof. For α ∈ (0, 2), see, for example, [12, Corollary 2.2.15] and for α = 2, see
[12, Theorem 2.2.10].
Let U : H → H be an operator with FixU 6= ∅. One can easily see that if U is
NE, then it is QNE. Similarly, U is ρ-SQNE whenever it is ρ-FNE. In addition,
by Theorem 2.3, a cutter U is 1-SQNE and by Theorem 2.5, an FNE operator
U is 1-FNE. Hence an FNE U is a cutter. Furthermore, U is QNE if and only if
(Id +U)/2 is a cutter. In the same manner U is NE if and only if (Id +U)/2 is
FNE.
The set of fixed points of a cutter U is closed and convex. Moreover, FixU =⋂
x∈HH(x, Ux), where H(x, Ux) := {z ∈ H | 〈z − Ux, x − Ux〉 ≤ 0}; see [7,
Proposition 2.6(ii)]. Therefore, by the relation FixU = FixUα, Theorems 2.3 and
2.5, the set FixU is closed and convex whenever U is either QNE, SQNE, NE or
FNE.
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Example 2.6 The metric projection onto a nonempty, closed and convex set C is
FNE [12, Theorem 2.2.21]. Since FixPC = C 6= ∅, it is also a cutter. Therefore,
for any α ∈ (0, 2], the relaxation Id +α(PC − Id) is ρ-FNE and ρ-SQNE, where
ρ := (2− α)/α. Consequently, this relaxation is also NE and QNE.
Example 2.7 Let f : H → R be a convex continuous function with a nonempty
sublevel set S(f, 0) := {x | f(x) ≤ 0}. Denote by ∂f(x) its subdifferential, that
is, ∂f(x) := {g ∈ H | f(y) − f(x) ≥ 〈g, y − x〉 for all y ∈ H}. By the continuity
of f , the set ∂f(x) 6= ∅ for all x ∈ H (see [8, Proposition 16.3 and Proposition
16.14]). For each x ∈ H, let gf (x) ∈ ∂f(x) be a given subgradient. The so-called
subgradient projection relative to f is the operator Pf : H → H defined by
Pfx :=
{
x− f(x)‖gf (x)‖2 gf (x) if gf (x) 6= 0,
x otherwise.
(12)
It is not difficult to see that FixPf = S(f, 0) (see [12, Lemma 4.2.5]) and that
Pf is a cutter (see [12, Corollary 4.2.6]). Moreover, one may replace the condition
“gf (x) 6= 0” in the definition of Pf by the condition “f(x) > 0”, which leads to
an equivalent definition of the subgradient projection. Similarly, as in the previous
example, the relaxation Id +α(Pf − Id) is ρ-SQNE, where ρ := (2− α)/α.
The next theorem provides a relations between given SQNE operators U1, . . . , Um
and their convex combinations or compositions.
Theorem 2.8 Let Ui : H → H be ρi-strongly quasi-nonexpansive, i ∈ I :=
{1, . . . ,m}, with ⋂i∈I FixUi 6= ∅ and let ρ := mini∈I ρi > 0. Then:
(i) the convex combination U :=
∑
i∈I ωiUi, where ωi > 0, i ∈ I, and
∑
i∈I ωi =
1, is ρ-strongly quasi-nonexpansive;
(ii) the composition U := Um . . . U1 is
ρ
m -strongly quasi-nonexpansive.
Moreover, in both cases,
FixU =
⋂
i∈I
FixUi. (13)
Proof. See, for example, [12, Theorems 2.1.48 and 2.1.50].
2.2. Regular operators
Definition 2.9 We say that a quasi-nonexpansive operator U : H → H is
(i) weakly regular (WR) if U − Id is demi-closed at 0, that is, if for any sequence
{xk}∞k=0 ⊆ H and x ∈ H, we have
xk ⇀ x
Uxk − xk → 0
}
=⇒ x ∈ FixU. (14)
(ii) boundedly regular (BR) if for any bounded sequence {xk}∞k=0 ⊆ H, we have
lim
k→∞
‖Uxk − xk‖ = 0 =⇒ lim
k→∞
d(xk,FixU) = 0. (15)
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Weakly regular operators go back to papers by Browder and Petryshyn [11] and
by Opial [36]. A prototypical version of condition (15) can be found in [37, Theorem
1.2] by Petryshyn and Williamson. The term “boundedly regular” comes from [9]
by Bauschke, Noll and Phan while the term “weakly regular” can be found in
[33] by Kolobov, Reich and Zalas. Boundedly regular operators have been studied
under the name approximately shrinking in [14, 16, 18, 19, 38, 47], whereas weakly
regular operators can be found, for example, in [15].
We have the following relation between weakly and boundedly regular operators:
Proposition 2.10 Let U : H → H be quasi-nonexpansive. Then the following
assertions hold:
(i) If U is boundedly regular, then U is weakly regular;
(ii) If dimH <∞ and U is weakly regular, then U is boundedly regular.
Proof. See [19, Proposition 4.1].
It is worth mentioning that in a general Hilbert space the weak regularity of U
is only a necessary condition for implication (15) and even a firmly nonexpansive
mapping may not have this property; see either [47, Example 2.9] or [29, Examples
2.14 and 2.15]. It is also worth mentioning that Cegielski [14, Definition 4.4] has
recently considered a demi-closednss condition referring to a family of operators
instead of a single one.
Example 2.11 Let C ⊆ H be closed and convex. Then the metric projection PC
satisfies the relation d(x,C) = ‖PCx− x‖ for every x ∈ H. Moreover, FixPC = C.
Therefore PC is boundedly regular and, by Proposition 2.10, it is also weakly
regular.
Example 2.12 Let U : H → H be nonexpansive and assume that FixU 6= ∅. Then
U is weakly regular; see [36, Lemma 2]. Moreover, if H = Rn, then U is boundedly
regular.
Example 2.13 Let f : H → H and Pf be as in Example 2.7. If f is Lipschitz
continuous on bounded sets, then Pf is weakly regular; see, for instance, [12, The-
orem 4.2.7]. Note that by [6, Proposition 7.8], we can equivalently assume that f
maps bounded sets onto bounded sets or that the subdifferential of f is nonempty
and uniformly bounded on bounded sets. Moreover, if H = Rn, then Pf satisfies
all the above-mentioned conditions and consequently, by Proposition 2.10, Pf is
boundedly regular.
2.3. Regularity of sets
Let Ci ⊆ H, i ∈ I, be closed and convex sets with a nonempty intersection C.
Following Bauschke [4, Definition 2.1], we propose the following definition.
Definition 2.14 We say that the family C := {Ci | i ∈ I} is boundedly regular if
for any bounded sequence {xk}∞k=0 ⊆ H, the following implication holds:
lim
k→∞
max
i∈I
d(xk, Ci) = 0 =⇒ lim
k→∞
d(xk, C) = 0. (16)
Theorem 2.15 If at least one of the following conditions is satisfied:
(i) dimH <∞,
7
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(ii) int
⋂
i∈I Ci 6= ∅,
(iii) each Ci is a half-space,
then the family C := {Ci | i ∈ I} is boundedly regular.
Proof. See [4, Fact 2.2].
For more properties of boundedly regular families of sets we refer the reader to
Bauschke’s PhD thesis [10] and to the review paper [6].
2.4. Hybrid steepest descent method
In this section we present a general convergence theorem for the hybrid steepest
descent method; compare with (5). In Section 3 we apply this theorem to a family
of relaxed metric projections Rk := Id +αk(PHk − Id), which constitute our outer-
approximation method. Before all this we recall the following technical lemma.
Lemma 2.16 Let {sk}∞k=0, {dk}∞k=0 ⊆ [0,∞) be given. The following conditions are
equivalent:
(i) for any {nk}∞k=0 ⊆ {k}∞k=0, the following implication holds:
lim
k→∞
snk = 0 =⇒ lim
k→∞
dnk = 0; (17)
(ii) for any {nk}∞k=0 ⊆ {k}∞k=0 and for any ε > 0, there are k0 ≥ 0 and δ > 0
such that for any k ≥ k0, the following implication holds:
snk < δ =⇒ dnk < ε. (18)
Proof. See either [47, Lemma 3.15] or [29, Lemma 2.15].
Theorem 2.17 Let F : H → H be L-Lipschitz continuous and α-strongly mono-
tone, and let C be closed and convex. Moreover, for each k = 0, 1, 2, . . ., let
Rk : H → H be ρk-SQNE such that C ⊆ FixRk and let λk ∈ [0,∞). Consider
the following hybrid steepest descent method:
z0 ∈ H; zk+1 := Rkzk − λkFRkzk. (19)
Then the sequence {zk}∞k=0 is bounded. Moreover, if ρ := infk ρk > 0,
limk→∞ λk = 0 and there is an integer s ≥ 1 such that the implication
lim
k→∞
s−1∑
l=0
‖Rnk−lznk−l − znk−l‖ = 0 =⇒ lim
k→∞
d(znk , C) = 0 (20)
holds true for each subsequence {nk}∞k=0 ⊆ {k}∞k=0, then limk→∞ d(zk, C) = 0. If,
in addition,
∑∞
k=0 λk = ∞, then the sequence {zk}∞k=0 converges in norm to the
unique solution of VI(F , C).
The proof of this theorem can be found in [47, Theorem 3.16]. We include it
below for the convenience of the reader.
Proof. Boundedness of {zk}∞k=0 follows from [18, Lemma 9].
8
February 6, 2017 Optimization GRZ20161209˙final
To prove that d(zk, C) → 0 it suffices to show, by [18, Theorem 12], that for
any ε > 0, there are k0 ≥ 0 and δ > 0 such that for any k ≥ k0, the following
implication holds:
s−1∑
l=0
ρk−l‖Rk−lzk−l − zk−l‖2 < δ =⇒ d2(zk, C) < ε. (21)
To this end, we define for each k = 0, 1, 2, . . . ,
sk :=
s−1∑
l=0
ρk−l‖Rk−lzk−l − zk−l‖2 (22)
and
dk := d
2(zk, C). (23)
It is easy to see that, by assumption, ρ > 0 and by (20), for any subsequence
{nk}∞k=0 ⊆ {k}∞k=0, the following implication holds:
lim
k→∞
snk = 0 =⇒ lim
k→∞
dnk = 0. (24)
Clearly, Lemma 2.16 ((i)⇒(ii)) with nk ← k shows that implication (21) holds.
Therefore, by [18, Theorem 12 (i)], we get limk→∞ d(zk, C) = 0.
To finish the proof, note that the assumption
∑∞
k=0 λk = ∞, when combined
with [18, Theorem 12 (v)], yields the assertion.
3. Outer approximation method
Theorem 3.1 Let F : H → H be L-Lipschitz continuous and α-strongly monotone,
and let C ⊂ H be closed and convex. Moreover, for each k = 0, 1, 2, . . ., let Tk : H →
H be a cutter such that C ⊆ FixTk and let λk ∈ [0,∞). Consider the following
outer approximation method:
x0 ∈ H; xk+1 := Rk(xk − λkFxk), for k = 0, 1, 2, . . . , (25)
where
Rk := Id +αk(PHk − Id), (26)
Hk := {z ∈ H | 〈z − Tkxk, xk − Tkxk〉 ≤ 0} (27)
and where αk ∈ [ε, 2− ε] is the user-chosen relaxation parameter for some ε > 0.
Then the sequence {xk}∞k=0 is bounded. Moreover, if limk→∞ λk = 0 and there is
an integer s ≥ 1 such that the implication
lim
k→∞
s−1∑
l=0
‖Tnk−lxnk−l − xnk−l‖ = 0 =⇒ lim
k→∞
d(xnk , C) = 0 (28)
9
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holds true for each subsequence {nk}∞k=0 ⊆ {k}∞k=0, then limk→∞ d(xk, C) = 0. If,
in addition,
∑∞
k=0 λk = ∞, then the sequence {xk}∞k=0 converges in norm to the
unique solution of VI(F , C).
The detailed proof of this theorem is given in Subsection 3.1. For now we discuss
only basic properties of this method with a geometric interpretation and a simple
motivation for the convergence conditions.
As we have already mentioned in the Introduction, Lipschitz continuity and
strong monotonicity of F guarantee the existence and uniqueness of a solution to
VI(F , C).
Observe that for every k = 0, 1, 2, . . . , the set Hk is a half-space unless x
k = Tkx
k
in which case it is all of H. Therefore (25) has the following explicit form:
xk+1 = Rkz
k =
{
zk − αk 〈z
k−Tkxk, xk−Tkxk〉
‖xk−Tkxk‖2 (x
k − Tkxk) if zk /∈ Hk,
zk if zk ∈ Hk,
(29)
where
zk := xk − λkFxk. (30)
Moreover, since for every k = 0, 1, 2, . . ., the operator Tk is a cutter such that
C ⊆ FixTk, then the subset C is outerly approximated by Hk. Moreover, C ⊆
FixTk ⊆ Hk. We illustrate the iterative method (25) in this case in Figure 2.
Figure 2. Illustration of the iterative step of the outer approximation method (25).
By imposing conditions on {λk}∞k=0, following Fukushima [28] and others, see [20],
[17] and [29], we replace the fixed step size λ in the gradient projection method (2)
by a null, non-summable sequence. This condition is quite common in optimization
theory and, in particular, appears in the context of the HSD method (19); see,
for example, the papers by Yamada and Ogura [46], Hirstoaga [32], Aoyama and
Kohsaka [2], Cegielski and Zalas [18, 19] and Cegielski and Al-Musallam [16]. In
many cases, the choice of the sequence {λk}∞k=0 is more restrictive than the one
proposed in Theorem 3.1. Examples of such restrictions can be found in the papers
by Halpern [31], Lions [35], Wittmann [42], Bauschke [5], Deutsch and Yamada
[26], Yamada [45], Xu and Kim [44], Zeng et al. [49], Takahashi and Yamada [40],
Aoyama and Kimura [1], and Zhang and He [50].
The condition (28) is essential as we now explain in detail. Although this con-
dition imposes some regularity on the sequence {xk}∞k=0, the convergence of which
is under investigation, this does not reduce its generality. One could, for example,
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assume a variant of (28), where instead of the trajectory of method (25), any arbi-
trary sequence is used, as in [2, 41]. This, however, could be more difficult to verify,
since an arbitrary sequence {xk}∞k=0 does not provide any additional information
concerning its structure. By restricting our attention to trajectories generated by
the outer approximation method (25), we are able to utilize such a structure and
therefore the verification of (28) should require at most as much effort as its ver-
ification for any arbitrary sequence. Notice, however, that (28) refers not only to
the sequence {xk}∞k=0, but first of all to the sequence of operators {Tk}∞k=0, which
determine method (25). We give now several simple examples where this condi-
tion is satisfied. To make the introductory analysis simpler we assume that s = 1,
Tk = T and C = FixT for some cutter T : H → H and for every k = 0, 1, 2, . . .. It
is not difficult to see that if T is boundedly regular and, in particular, if T = PC ,
then (28) holds true. Now assume that H = Rn. If T is weakly regular and, in
particular, when T is either nonexpansive or T = Pf (see Examples 2.12 and 2.13),
then again (28) is satisfied.
The parameter s > 1 in (28) enables us to use s-almost cyclic and s-intermittent
controls. Examples for this case are presented in Section 4.
Historically, condition (28) in this form appeared in Zalas’ PhD thesis [47, Theo-
rem 3.16] in the context of the HSD method, and more recently, in [29] in connection
with the outer approximation method. Some of its weaker forms can be found in
[18, Definition 19], [19, Definition 6.1] and [13, Definition 4.1]. Similar regularity
conditions were proposed by many authors; see, for example, Bauschke et al. [6,
Definition 3.7, Definition 4.8], Yamada et al. [46, Definition 1], Hirstoaga [32, Con-
dition 2.2(iii)], Takahashi et al. [41, NST condition (I) ], Cegielski [12, Theorem
3.6.2, Definition 5.8.5], and Aoyama et al. [2, Condition (Z)].
3.1. Convergence analysis
We begin this section with several simple observations. Let {xk}∞k=0 and {zk}∞k=0 be
two sequences generated by (25) and (30), respectively. Then for any k = 0, 1, 2, . . .,
the vector zk+1 depends recursively on zk via the formula
z0 := x0 − λ0Fx0, zk+1 = Rkzk − λk+1FRkzk. (31)
According to Example 2.6, for each k = 0, 1, 2, . . ., the operator Rk defined by
(26) is ρk-SQNE with ρk :=
2−αk
αk
. Moreover, ρ := ε2−ε satisfies the inequalities 0 <
ρ ≤ infk ρk. Furthermore, for each k = 0, 1, 2, . . . , we get C ⊆ FixRk. Consequently,
one may apply Theorem 2.17 to the sequences {zk}∞k=0 and {Rk}∞k=0, which is the
key idea in our convergence analysis. We begin with the following lemma:
Lemma 3.2 The following statements hold true:
(i) The sequences {xk}∞k=0 and {zk}∞k=0 are bounded;
(ii) For any subsequence {nk}∞k=0 ⊆ {k}∞k=0, we have
lim
k→∞
(Rnkz
nk − znk) = 0 ⇐⇒ lim
k→∞
(Tnkx
nk − xnk) = 0 (32)
⇐⇒ lim
k→∞
(xnk+1 − xnk) = 0 (33)
⇐⇒ lim
k→∞
(znk+1 − znk) = 0; (34)
(iii) If limk→∞ d(xnk , C) = 0, then all limits in (ii) are equal to zero;
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(iv) limk→∞ d(xnk , C) = 0 if and only if limk→∞ d(znk , C) = 0;
(v) limk→∞ xnk = limk→∞ znk if at least one of the limits exists.
Proof. First we show that (i) holds true. Note that Theorem 2.17 (i), when com-
bined with (31), leads to the boundedness of the sequence {zk}∞k=0. To show that
{xk}∞k=0 is also bounded, fix z ∈ C. By the definition of xk+1 (see (25)), the quasi-
nonexpansivity of Rk and the inclusion C ⊆ FixRk, it is easy to see that
‖xk+1 − z‖ = ‖Rkzk − z‖ ≤ ‖zk − z‖ (35)
for each k = 0, 1, 2, . . .. Therefore {xk}∞k=0 is also bounded, as asserted.
Now we proceed to statement (ii). By (i), the sequence {xk}∞k=0 is bounded.
Therefore, by the Lipschitz continuity of F , there is M > 0 such that for each
k = 0, 1, 2 . . ., we have ‖Fxk‖ ≤M . Let {nk}∞k=0 ⊆ {k}∞k=0. Assume that ‖Tnkxnk−
xnk‖ 6= 0. Then, by (29), the Cauchy-Schwarz inequality, (30) and the triangle
inequality,
‖Rnkznk − znk‖ = αnk
∥∥∥∥〈znk − Tnkxnk , xnk − Tnkxnk〉‖xnk − Tnkxnk‖2 (xnk − Tnkxnk)
∥∥∥∥
≤ 2‖znk − Tnkxnk‖ = 2 ‖xnk − λnkFxnk − Tnkxnk‖
≤ 2 (‖Tnkxnk − xnk‖+ λnkM) . (36)
Moreover, if ‖Tnkxnk − xnk‖ = 0, then Rnk = Id and inequality (36) holds trivially
in this case.
Observe that for each k = 0, 1, 2, . . ., we have Tkx
k = PHkx
k. Moreover, Rk =
Id +αk(PHk − Id) is NE, since PHk is FNE and αk ∈ [ε, 2 − ε] (see Example 2.6).
Hence, by the triangle inequality, (25) and (30), we have
‖Tnkxnk − xnk‖ =
1
αk
∥∥αk (PHnkxnk − xnk)∥∥ ≤ 1ε‖Rnkxnk − xnk‖
≤ 1
ε
(‖Rnkxnk − xnk+1‖+ ‖xnk+1 − xnk‖)
=
1
ε
(‖Rnkxnk −Rnkznk‖+ ‖xnk+1 − xnk‖)
≤ 1
ε
(
λnkM + ‖xnk+1 − xnk‖
)
. (37)
Using (30) for xnk+1 and xnk together with the triangle inequality, we obtain
‖xnk+1 − xnk‖ ≤ ‖znk+1 − znk‖+M(λnk+1 + λnk). (38)
Moreover, by (31) applied to znk+1 and the triangle inequality,
‖znk+1 − znk‖ ≤ ‖Rnkznk − znk‖+ λnk+1M. (39)
The assumption that λk → 0, when combined with inequalities (36)–(39), yields
the equivalence (32).
Now we show that (iii) holds true. To this end, assume that
lim
k→∞
d(xnk , C) = 0. (40)
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We claim that
lim
k→∞
‖xnk+1 − xnk‖ = 0. (41)
Indeed, by the triangle inequality, (25) and by the nonexpansivity of Rnk , we obtain
for all k ≥ 0,
‖xnk+1 − xnk‖ ≤ ‖xnk+1 −Rnkxnk‖+ ‖Rnkxnk − xnk‖
= ‖Rnkznk −Rnkxnk‖+ αnkd(xnk , Hnk)
≤ ‖znk − xnk‖+ 2 d(xnk , Hnk)
≤ λnkM + 2 d(xnk , Hnk), (42)
where the last equality follows from
λnkM ≥ ‖znk − xnk‖. (43)
Since for all k ≥ 0, C ⊆ Hnk , we have
d(xnk , Hnk) ≤ d(xnk , C). (44)
Thus
‖xnk+1 − xnk‖ ≤ λnkM + 2 d(xnk , C) (45)
and the right-hand side of the above inequality converges to zero by (40) and the
assumption that λk → 0.
Statements (iv) and (v) follow directly from (43) and again by the assumption
that λk → 0. This completes the proof.
Proof of Theorem 3.1. Let {zk}∞k=0 be the sequence defined in (30), corresponding
to {xk}∞k=0. Moreover, let x∗ be the unique solution of VI(F , C). We show that
{zk}∞k=0 converges in norm to x∗, which in view of Lemma 3.2 (v), yields the result.
To this purpose, it suffices, by Theorem 2.17 and (31), to show that there is an
integer s ≥ 1 such that the implication
lim
k→∞
s−1∑
l=0
‖Rnk−lznk−l − znk−l‖ = 0 =⇒ lim
k→∞
d(znk , C) = 0 (46)
holds true for each subsequence {nk}∞k=0 ⊆ {k}∞k=0. Let {nk}∞k=0 ⊆ {k}∞k=0 and
assume that the antecedent of (46) holds true, that is,
lim
k→∞
s−1∑
l=0
‖Rnk−lznk−l − znk−l‖ = 0. (47)
Thus, using Lemma 3.2 (ii), we arrive at
lim
k→∞
s−1∑
l=0
‖Tnk−lxnk−l − xnk−l‖ = 0. (48)
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By (28), we get
lim
k→∞
d(xnk , C) = 0, (49)
which, when combined with Lemma 3.2 (iv), yields
lim
k→∞
d(znk , C) = 0. (50)
This completes the proof.
4. VIs over the common fixed point set
In this section we assume that C :=
⋂
i∈I Ci, where each Ci ⊆ H is closed and
convex and I := {1, . . . ,m}.
Theorem 4.1 Let F : H → H be L-Lipschitz continuous and α-strongly monotone,
and assume that for each i ∈ I, we have Ci = FixUi for some cutter operator
Ui : H → H. Let the sequence {xk}∞k=0 be defined by the outer approximation method
(25)–(27) and for every k = 0, 1, 2, . . . , let Tk : H → H be defined either by a
simultaneous
Tk :=
∑
i∈Ik
ωki Ui (51)
or a composition
Tk :=
1
2
(Id +
∏
i∈Ik
Ui), (52)
algorithmic operator, where Ik ⊆ I,
∑
i∈Ik ω
k
i = 1 and 0 < ε ≤ ωki ≤ 1.
Then the sequence {xk}∞k=0 is bounded. Moreover, if limk→∞ λk = 0, Ui is bound-
edly regular for every i ∈ I, {Ci | i ∈ I} is boundedly regular and there is an integer
s ≥ 1 such that I = Ik−s+1 ∪ . . . ∪ Ik for all k ≥ s, then limk→∞ d(xk, C) = 0. If,
in addition,
∑∞
k=0 λk = ∞, then the sequence {xk}∞k=0 converges in norm to the
unique solution of VI(F , C).
Proof. We begin with several simple observations. The first one is that for each
k = 0, 1, 2, . . . , the operator Tk defined by either (51) or (52) is a cutter such
that C ⊆ FixTk =
⋂
i∈Ik FixUi. This follows from Theorem 2.8 and Corollary
2.4. Therefore it is reasonable to consider an outer approximation method with
these particular algorithmic operators Tk. Consequently, by Theorem 3.1, {xk}∞k=0
is bounded.
Another observation is that, by [38, Lemma 3.5], for each subsequence {nk}∞k=0 ⊆
{k}∞k=0 and l ∈ {0, . . . , s− 1}, we have
lim
k→∞
‖Tnk−lxnk−l − xnk−l‖ = 0 =⇒ lim
k→∞
max
i∈Ink−l
d(xnk−l,FixUi) = 0. (53)
In order to complete the proof, in view of Theorem 3.1 and the bounded regularity
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of {Ci | i ∈ I}, it suffices to show that
lim
k→∞
s−1∑
l=0
‖Tnk−lxnk−l − xnk−l‖ = 0 =⇒ lim
k→∞
max
i∈I
d(xnk ,FixUi) = 0. (54)
Indeed, assume that the left-hand side of (54) holds, that is,
lim
k→∞
s−1∑
l=0
‖Tnk−lxnk−l − xnk−l‖ = 0, (55)
which, by (53), implies that for each l = 0, 1, . . . , s− 1,
lim
k→∞
max
j∈Ink−l
d(xnk−l,FixUj) = 0. (56)
Again by (55), the triangle inequality and Lemma 3.2 (ii) applied to nk ← (nk− l),
for every l = 1, 2, . . . , s− 1, we get
lim
k→∞
‖xnk − xnk−l‖ = 0. (57)
Let i ∈ I. The control {Ik}∞k=0 satisfies I = Ink ∪ Ink−1∪ . . . Ink−s+1 for all k ≥ 0.
Consequently, for each k ≥ s− 1, there is lk ∈ {0, . . . , s− 1} such that i ∈ Ink−lk .
By the definition of the metric projection and the triangle inequality, we have
d(xnk ,FixUi) = ‖PFixUixnk − xnk‖ ≤ ‖PFixUixnk−lk − xnk‖
≤ ‖PFixUixnk−lk − xnk−lk‖+ ‖xnk − xnk−lk‖
= d(xnk−lk ,FixUi) + ‖xnk − xnk−lk‖. (58)
Therefore (58), (57) and (56) imply that
lim
k→∞
max
i∈I
d(xnk ,FixUi) = 0, (59)
which completes the proof.
Theorem 4.2 Let F : H → H be L-Lipschitz continuous and α-strongly monotone,
and assume that for each i ∈ I, we have Ci = FixUi = p−1i (0) for some cutter
operator Ui : H → H and a proximity function pi : H → [0,∞). Let the sequence
{xk}∞k=0 be defined by the outer approximation method (25)–(27) and for every
k = 0, 1, 2, . . . , let Tk : H → H be defined by the maximum proximity algorithmic
operator
Tk := Uik , where ik = argmax
i∈Ik
pi(x
k), (60)
and where Ik ⊆ I.
Then the sequence {xk}∞k=0 is bounded. Moreover, if limk→∞ λk = 0, Ui is
boundedly regular for every i ∈ I, {Ci | i ∈ I} is boundedly regular, there is
an integer s ≥ 1 such that I = Ik−s+1 ∪ . . . ∪ Ik for all k ≥ s and for every
bounded {yk}∞k=0 ⊆ H, we have limk→∞ pi(yk) = 0⇐⇒ limk→∞ d(yk, Ci) = 0, then
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limk→∞ d(xk, C) = 0. If, in addition,
∑∞
k=0 λk = ∞, then the sequence {xk}∞k=0
converges in norm to the unique solution of VI(F , C).
Proof. Note that one can easily see that (53) holds true for Tk defined in (60).
Therefore the proof remains the same as for Theorem 4.1.
This type of the maximum proximity algorithmic operator can be found in [33]
although its projected variant can also be found in [12, Section 5.8.4.1].
The relation Ci = FixUi = p
−1
i (0) becomes clearer once we assume that the
computation of pi is at most as difficult as the evaluation of Ui and this is at most
as difficult as projecting onto Ci. These assumptions are satisfied if, for example,
the set Ci = {z ∈ H | fi(z) ≤ 0} is a sublevel set of a convex functional fi, the
operator Ui = Pfi is a subgradient projection and the proximity pi = f
+
i , where
f+i (x) := max{0, fi(x)}. The remaining part is to verify whether pi(yk) → 0 ⇐⇒
d(yk, Ci)→ 0, which we show in the following lemma.
Lemma 4.3 Let fi : Rn → R be convex and assume that S(fi, 0) 6= ∅, i ∈ I.
Moreover, let {ik}∞k=0 ⊆ I. Then for every bounded sequence {yk}∞k=0, we have
lim
k→∞
‖Pfikyk−yk‖ = 0 ⇐⇒ limk→∞ f
+
ik
(yk) = 0 ⇐⇒ lim
k→∞
d(yk, S(fik , 0)) = 0.
(61)
Proof. First, assume that I = {i}. Observe that the implications “=⇒” follow
directly from the proof of [18, Lemma 24], which indicates that Pfi is boundedly
regular. Note that since Pfi is a cutter, we have ‖Pfix − x‖ ≤ d(x,FixPfi) for
every x ∈ Rn, where FixPfi = S(fi, 0). This shows equivalence for I = {i}. Now
we assume that I = {1, . . . ,m}. To complete the proof we decompose the set
K = {0, 1, 2, . . .} into subsets Ki := {k ∈ K | ik = i}. After doing this, we can
repeat the first argument for every component Ki, separately.
The condition that I ⊆ Ik−s+1 ∪ . . . ∪ Ik for all k ≥ s and some s ≥ 1 appears
in the literature as s-intermittent control, whereas for |Ik| = 1 it is known as s-
almost cyclic; see, for example [6, Definition 3.18]. We comment now on a practical
realization of this condition in the context of projection and subgradient projection
algorithms.
Example 4.4 (Block projection algorithms) Let C =
⋂
i∈I Ci, and set Ui = PCi
and pi = d(·, Ci). For a fixed block size 1 ≤ b ≤ m, let I0 = {1, . . . , b} and let lk be
the last index from a given Ik. We define Ik+1 = ({lk, . . . , lk + b− 1} mod b) + 1.
In principle, Ik consists of the next b indices following lk, which in the case of b
dividing m is nothing but a cyclic way of changing fixed blocks I1, . . . , Im/b, each
of them of size b. We can visualize the definition of Ik in the following way:
1, 2, . . . , b︸ ︷︷ ︸
I0
, b+ 1, b+ 2, . . . , 2b︸ ︷︷ ︸
I1
, . . . ,m− 1,m, 1, 2, . . . , b− 2︸ ︷︷ ︸
Ik
, b− 1, b, . . .︸ ︷︷ ︸
Ik+1
(62)
Following Theorems 4.1 and 4.2, we have the following examples of projection
algorithmic operators which determine our outer approximation method:
a) cyclic projection operator: Tk = PC[k] , where [k] = (k mod m) + 1;
b) remotest-set projection operator: Tk := PCik , where ik = argmaxi∈Ik d(x
k, Ci);
see Theorem 4.2;
c) simultaneous projection operator: Tk :=
1
|Ik|
∑
i∈Ik PCi ;
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d) composition projection operator: Tk :=
1
2(Id +
∏
i∈Ik PCi).
Example 4.5 (Block subgradient projection algorithms in Rn) Let C =
⋂
i∈I Ci,
where Ci = {z ∈ Rn | fi(z) ≤ 0} and fi : Rn → R is convex. We set Ui = Pfi ,
see Example 2.7, and pi = f
+
i . For a fixed block size 1 ≤ b ≤ m we define Ik as
in Example 4.4. Again, following Theorems 4.1 and 4.2, we have the following ex-
amples of subgradient projection algorithmic operators which determine our outer
approximation method:
a) cyclic subgradient projection operator: Tk = Pf[k] , where [k] = (k mod m) + 1;
b) most-violated constraint subgradient projection operator: Tk := Pfik , where
ik = argmaxi∈Ik f
+
i (x
k); see Theorem 4.2 and Lemma 4.3;
c) simultaneous subgradient projection operator: Tk :=
1
|Ik|
∑
i∈Ik Pfi ;
d) composition subgradient projection operator: Tk :=
1
2(Id +
∏
i∈Ik Pfi).
Example 4.6 (Augmented block size) Using algorithmic operators over a block of
size smaller than m is of practical importance when m is a large number. Therefore
we propose to slightly modify the definition of Ik from Examples 4.4 and 4.5 to
obtain an augmented block, where |Ik| = bk ≥ b. Indeed, we define Ik in a simi-
lar “cyclic” order, but for the simultaneous and maximum proximity algorithmic
operators we want Ik to satisfy
|{i ∈ Ik | constraint i is active at xk}| = b (63)
if the number of active constraints is greater than or equal b. If this is not possible,
then we simply set Ik := I. The case of composition methods is slightly different,
where we demand that
|{it ∈ Ik = (i1, . . . , ibk) | constraint it is active at Uit−1 . . . U1xk}| = b (64)
and we set Ik := I if condition (64) cannot be satisfied. Therefore, for a fixed b, we
denote the size of the augmented block by |Ik| = b+. Using algorithmic operators
over the augmented block, we may significantly accelerate the outer approximation
method as we show in the last section of this paper.
Remark 4.7 We would like to mention that there are many more algorithmic
operators Tk available in the literature that one could combine with the outer
approximation method; see, for example, the definition of dynamic string averaging
projection from [22], modular string averaging from [38] and double-layer fixed
point algorithm from [33]. Moreover, there are many more adaptive definitions of
the convex combinations coefficients, for example,
ωki :=
pi(x
k)∑
i∈Ik pi(x
k)
or ωki :=
‖Uixk − xk‖∑
i∈Ik ‖Uixk − xk‖
. (65)
Nevertheless, in order to ease the readability of this paper, we focus only on the
maximum proximity, simultaneous and composition variants of the outer approxi-
mation method.
Remark 4.8 (Polyhedral case and cyclic control) Consider the outer approximation
method (25) combined with a cyclic control with relaxation parameters αk equal
to 1, that is, Tk = U[k] and [k] = (k mod m) + 1. If for each i ∈ I the operator
Ui is a metric projection onto a half-space Ci = {z ∈ H | 〈ai, z〉 ≤ βi}, then for
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each k = 0, 1, 2, . . . , we have Hk = C[k] whenever x
k /∈ C[k] and Hk = H otherwise.
Therefore in this case we can rewrite method (25) in the following form:
x0 ∈ H; xk+1 := PC[k]
(
xk − λkFxk
)
, for k = 0, 1, 2, . . . . (66)
5. Numerical results
We consider the following best approximation problem:
Find x∗ ∈ Argmin
z∈C
1
2
‖z − a‖2, (67)
where a ∈ R20 is a given vector and C := {z ∈ R20 | Az ≤ b} for some matrix
A ∈ R100×20. Thus, for each i ∈ I := {1, . . . , 100}, the subset Ci = {z ∈ R20 |
〈ai, z〉 ≤ bi} is a half-space. It is not difficult to see that this problem is equivalent
to the variational inequality with F := Id−a and C = ⋂i∈I Ci. We set
pi(x) := (〈ai, x〉 − bi)+; Uix := PCix = x−
pi(x)
‖ai‖2ai (68)
and λk :=
1
k+1 for k = 0, 1, 2, . . .. We recall that (x)+ := max{0, x}.
Following Theorems 4.1 and 4.2, we consider the outer approximation method
(25)–(27) with the following projection operators (PO):
• Cyclic PO: Tk := U[k], where [k] := (k mod 100) + 1;
• Maximum proximity PO: Tk := Uik , where ik := argmaxi∈Ik pi(xk);
• Simultaneous PO: Tk := 1|Ik|
∑
i∈Ik PCi ;
• Composition PO: Tk := 12(Id +
∏
i∈Ik PCi)
For block algorithms we apply two types of control {Ik}∞k=0. The first one with a
fixed block size |Ik| = b and the second one, with augmented block size |Ik| = b+;
see Examples 4.4 and 4.6, respectively.
For every algorithm we perform 100 simulations, while sharing the same set of
randomly generated test problems. We run every algorithm till it reaches 5000
iterations. After running all of the simulations, for every iterate we compute the
error ‖xk − x∗‖, where x∗ is the given solution provided by MATLAB fmincon
solver. In order to compare our algorithms, we consider the quantity
log10
(‖xk − x∗‖
‖x0 − x∗‖
)
. (69)
The bold line in Figures 3-8 indicates the median computed for (69). The ribbon
plot represents concentrations of order 20, 40, 60 and 80% around the median. We
plot all the information per every 50 iterative steps.
We present now several observations that we have made after running the nu-
merical simulations.
a) The outer approximation method equipped with the composition algorithmic
operator outperforms every other method we have considered;
b) The convergence speed for the maximum proximity, simultaneous and compo-
sition methods is monotone with respect to a block size, that is, the larger the
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block is, the faster the convergence we can expect. Therefore for b = 100 we
expect the best convergence profile for all of the methods;
c) The augmented block strategy described in Example 4.6 accelerates the conver-
gence speed. This acceleration is significant in the simultaneous and composition
cases;
d) There is no need to use large blocks with b = m. For the maximum proximity
it suffices to take b = 20 and for augmented version even b = 10+. Similarly,
for composition type methods b = 30 and b = 20+ are quite close to the case
of b = 100. This can also be seen for the simultaneous projection operator with
b = 50+.
Figure 3. Maximum proximity projection operator over the block Ik of size b = 2, 3, 5, 10 and 20. For the
cyclic algorithm, b = 1. A bold line indicates the median computed for (69). The ribbon plot represents
concentrations of order 20, 40, 60 and 80% around the median.
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Figure 4. Maximum proximity projection operator over the augmented block Ik of size b =
2+, 3+, 5+, 10+ and 20+; compare with Example 4.6. For the “cyclic+” algorithm, b = 1+. Bold lines and
ribbons are the same as in Figure 3.
Figure 5. Simultaneous projection operator over the block Ik of size b = 10, 20, 30, 40 and 50. For the
cyclic algorithm, b = 1 whereas for the fully simultaneous operator, b = 100. Bold lines and ribbons are
the same as in Figure 3.
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Figure 6. Simultaneous projection operator over the augmented block Ik of size b =
1+, 10+, 20+, 30+, 40+, 50+ and 100; compare with Example 4.6. Again, bold lines and ribbons are the
same as in Figure 3.
Figure 7. Composition projection operator over the block Ik of size b = 3, 5, 10, 20 and 30. For the cyclic
algorithm, b = 1 whereas for the full composition operator, b = 100. Bold lines and ribbons are the same
as in Figure 3.
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Figure 8. Composition projection operator over the augmented block Ik of size b =
1+, 10+, 20+, 30+, 40+, 50+ and 100; compare with Example 4.6. Again, bold lines and ribbons
are the same as in Figure 3.
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