In this paper, we study the control of a class of time-invariant linear ensemble systems whose natural dynamics are linear in the system parameter. This class of ensemble control systems arises from practical engineering and physical applications, such as transport of quantum particles and control of uncertain harmonic systems. We establish explicit algebraic criteria to examine controllability of such ensemble systems. Our derivation is based on the notion of polynomial approximation, where the elements of the reachable set of the ensemble system are represented in polynomials of the system parameter and used to approximate the desired state of interest. In addition, we highlight the role of the spectra of the system matrices play in the determination of ensemble controllability. Finally, illustrative examples and numerical simulations for optimal control of this class of linear ensemble systems are presented to demonstrate the theoretical results.
Ensemble Control of Time-Invariant Linear Systems with Linear Parameter Variation
Jr-Shin Li, Member, IEEE, and Ji Qi Abstract-In this paper, we study the control of a class of time-invariant linear ensemble systems whose natural dynamics are linear in the system parameter. This class of ensemble control systems arises from practical engineering and physical applications, such as transport of quantum particles and control of uncertain harmonic systems. We establish explicit algebraic criteria to examine controllability of such ensemble systems. Our derivation is based on the notion of polynomial approximation, where the elements of the reachable set of the ensemble system are represented in polynomials of the system parameter and used to approximate the desired state of interest. In addition, we highlight the role of the spectra of the system matrices play in the determination of ensemble controllability. Finally, illustrative examples and numerical simulations for optimal control of this class of linear ensemble systems are presented to demonstrate the theoretical results.
Index Terms-Ensemble controllability, Lie algebra, parameterdependent systems, polynomial approximation, quantum transport.
I. INTRODUCTION
R OBUST and sensorless manipulation of a collection of structurally similar dynamical systems with variation in common system parameters, or of a single system with uncertainty in the parameters, is compelling in various areas of science and engineering. Prominent examples range from the application of optimal pulses to produce a desired time evolution of a large quantum ensemble in quantum control [1] - [3] , and the use of external stimuli to desynchronize a population of neurons for the treatment of neurological disorders [4] - [6] , to the implementation of open-loop controls for approximate steering of robots under bounded model perturbation in robotics [7] . Such practical control designs give rise to challenging problems involving the guidance of a large number or a continuum of structurally similar dynamical systems using a common open-loop control input, which arises because measurements for the state of each individual system in the ensemble is impractical and hence state feedback is unavailable.
The research in control of ensemble systems has been active in both theoretical and computational aspects. The controllability for an ensemble of systems evolving on the Lie group SO (3) has been investigated through a conversion of the analysis to polynomial approximation [8] . The necessary and sufficient controllability characterization of an ensemble of finitedimensional time-varying linear systems in Hilbert space was provided in terms of the singular system of the input-to-state operator that governs the system dynamics [9] . Controllability and optimal control of an ensemble of weakly forced nonlinear oscillators, such as neuron and chemical oscillators, described by phase-reduced models were also studied [6] , [10] - [13] , and various notions of ensemble controllability, e.g., sequence or pattern controllability, were introduced in the context of neuroscience and neural engineering [14] . Although works in ensemble control have largely focused on deterministic systems, topics on the control of stochastic linear and bilinear ensembles were also pursued [15] , [16] . Recently, a unified computational method for solving optimal ensemble control problems based on multidimensional pseudospectral approximations has been developed [17] and successfully employed to design optimal pulses for protein NMR spectroscopy [2] . An optimization-free computational algorithm based on the singular value decomposition (SVD) was also established to compute minimum-energy controls for steering time-varying linear ensemble systems [18] , such as quantum transport systems [19] . Numerous works in ensemble control have also emerged in the biological and quantum domains, with the aim to understand the coordination of the movement of flocks [20] , to manipulate the dynamic structure of large-scale complex networks [21] , [22] , and to achieve simultaneous controllability of quantum systems in the presence of perturbations or fixed systematic errors [23] . Lately, conditions for approximate controllability of parameter-dependent linear systems were established using tools from complex approximation theory, in which both continuous-time and discrete-time linear ensemble systems were investigated [24] .
Although intensive work has been conducted to characterize controllability of ensemble systems [8] - [10] , [25] , explicit and algebraically or numerically verifiable controllability conditions are still insufficiently explored. Our previous work illustrated that controllability of an ensemble of time-varying linear systems is determined by the growth rate of the singular values of the input-to-state Fredholm operator, which is, however, intractable to verify [9] . In this paper, we study a class of timeinvariant linear ensemble systems, whose natural dynamics are linear in the system parameter. We provide a detailed controllability characterization of such ensemble systems and derive 0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
explicit algebraic controllability conditions that are related to the system matrices. This class of linear ensemble systems arises from practical engineering and physical applications, such as the transport of an ensemble of atoms and the control of a harmonic oscillator with uncertain frequency [18] , [19] .
In the next section, we review existing fundamental results on ensemble control of linear systems, which motivate this work. In Section III, we construct the necessary and sufficient controllability conditions for the time-invariant linear ensemble systems of interest. Our derivation is based on the notion of polynomial approximation, where the elements of the reachable set are represented as polynomials of the system parameters and used to approximate the desired ensemble states. Examples and numerical simulations of optimal controls for steering such linear ensemble systems are illustrated in Section IV.
II. FUNDAMENTAL RESULTS ON ENSEMBLE CONTROL OF LINEAR SYSTEMS
In this section, we recapitulate key fundamental results on ensemble control of time-varying linear systems, which are pertinent to this study and motivate our theoretical developments. Meanwhile, through this review, we define the mathematical settings and notations that will be used throughout this paper.
Consider an ensemble of finite-dimensional time-varying linear systems indexed by a parameter β varying over a compact set K ⊂ R, given by
where X ∈ M ⊂ R n is the state, β ∈ K, and u ∈ L m 2 [0, T ] is an L 2 control; the elements of A(t, β) ∈ R n×n and B(t, β) ∈ R n×m are complex L ∞ and L 2 functions, respectively, defined on the compact set D = [0, T ] × K, and are denoted A ∈ L n×n ∞ (D) and B ∈ L n×m 2 (D). We say that the system (1) is uniformly ensemble controllable on the underlying function space (in this case the space L n 2 (K)) if there exists a finite time T > 0 and an open-loop control function u : [0, T ] → R m (in this case an L 2 function) that steers the system from an initial state X 0 (β) = X(0, β) into an ε-neighborhood of a target state [8] . Note that T may depend on .
Remark 1: Ensemble controllability can also be defined according to the L p -norms for 1 ≤ p ≤ ∞, namely, the system is
Note that the notion of ensemble controllability is consistent with that of approximate controllability for infinite-dimensional control systems, such as systems described by partial differential equations or by delay differential equations [26] . The necessary and sufficient ensemble controllability conditions for the system (1) in a Hilbert space setting have been derived, which are related to the solvability of the Fredholm integral operator that characterizes the system dynamics [9] , given by
where Φ(t, t 0 , β) is the transition matrix for the homoge-
The controllability conditions are represented in terms of the singular system of the operator L as in (2) and are given by [9] (i)
where (σ n , μ n , ν n ) is a singular system [27] of L and R(L) denotes the closure of the range space of L.
The controllability characterization stated in (3) is in terms of the growth rate of the singular values of L, and hence is intractable to verify even numerically although numerical calculations of the singular values and singular vectors can be efficient [18] . As a result, constructing controllability conditions that are practically checkable is compelling.
III. CONTROLLABILITY CONDITIONS FOR TIME-INVARIANT LINEAR ENSEMBLE SYSTEMS
Consider the time-invariant linear ensemble system indexed by a parameter β varying on a compact set K, given by
where X ∈ M ⊂ R n , β ∈ K ⊂ R d , and U : [0, T ] → R m is piecewise continuous; the matrices A ∈ C n×n (K) and B ∈ C n×m (K), whose elements are continuous functions over K, and b j is the j th column of B. Then, the input-to-state operator L : P C m [0, T ] → C n (K) of the system (4) is given by
whereΦ(t, 0, β)= e A(β)t ,ξ(β)=Φ(0, T, β)X F (β)−X 0 (β), and P C m and C n denote the space of m-tuples of piecewise continuous functions and n-tuples of continuous functions, respectively. It is known that the reachable set of the system (4) starting from X 0 can be characterized by the range space of L, denoted as R(L), that is
In the following, we derive the relation between R(L) and the Lie algebra generated by the drift and control vector fields, which is essential to the characterization of ensemble controllability.
Proposition 1:
The closure of the range space of operatorL defined in (5) coincides with that of the Lie algebra generated by the drift and control vector fields, which is given by
That is, R(L) = L 0 . Proof: See Appendix VI-A. By Proposition 1, we can express the reachable set in terms of L 0 as
Proposition 2: The system (4) is uniformly ensemble controllable if and only if for any given initial, X 0 (β) = X(0, β) ∈ C n (K), and target state, X F (β) ∈ C n (K), there exists a finite time T > 0 such that
Proof: The systems (4) is uniformly ensemble controllable, by definition and by (6) , if and only if for any X 0 , X F ∈ C n (K) and any δ > 0, there exists some h ∈ R(L) and T ∈ (0, ∞) such that
Therefore
where the last inequality is due to (9) and the boundedness of
The result of Proposition 2 is evident sinceξ(β) ∈ L 0 = R(L) implies the existence of a solution U ∈ P C m [0, T ] to the integral equation (5) .
A. Controllability of Linear Ensemble Systems With Parameters across the Origin
In this section, we study the class of time-invariant linear ensemble systems whose natural dynamics are linear in the system parameters, and construct explicit ensemble controllability conditions. Theorem 1: Consider the time-invariant linear ensemble system
where X ∈ M ⊂ R n , the control U : [0, T ] → R m is a piecewise continuous function, and A ∈ R n×n and B ∈ R n×m are constant matrices. This system is uniformly ensemble controllable if and only if
Note that condition (ii) implies that the number of control inputs m is no less than the dimension of the system n.
Proof: We first rewrite the system (10) as
(Sufficiency) Suppose that the conditions (i) and (ii) hold. The Lie algebra L 0 defined as in (7) can be easily computed and is given by
It is then sufficient to show, according to Proposition 2, that for any given respective initial and target states, X 0 (β) and X F (β), the ensemble state ξ(β) = e −βAT X F (β) − X 0 (β) ∈ L 0 for some T ∈ (0, ∞). In other words, it is equivalent to showing that for any given > 0, there exists an η ∈ L 0 such that ξ(β) − η ∞ < . Since η ∈ L 0 , it can be represented as a linear combination
where α jk ∈ R for j = 1, . . . , m and k = 0, 1, . . .. Also, because ξ ∈ C n (K), it can be uniformly approximated by a vector-valued polynomial of order N , i.e., p N (β) = N k=0 c k β k , such that ξ(β) − p N (β) < , where c k ∈ R n are coefficient vectors for k = 0, . . . , N. It remains to show that the coefficients α jk as in (13) can be chosen so that
. . , c nk ) for all k = 0, . . . , N. This is possible because A and B are of full rank, the underdetermined system of linear equations
has a solution for all k = 0, 1, . . . , N.
(Necessity) We will show that if either of the conditions in (11) or (12) fails to hold, then the system (10) is not ensemble controllable.
(Case I): Suppose that rank(B) < n and that B has a row of zeros, say, without loss of generality, the last row n . Thus, for the system with β = 0, the state that can be reached is of the form η = α j0 b j ∈ L 0 , j = 1, . . . , m, from (13) . Since n = 0, the last entry of η is zero. Therefore, the system (10) is not ensemble controllable, because any given ensemble state ξ(β) with ξ(0) having a nonzero last entry cannot be uniformly approximated by η. Alternatively, if B has no rows of zeros, then we express the last row as a linear combination of the others, i.e.,
and at least one of them is nonzero. A simple row operation T ∈ R n×n applied to (10) , where
results in a transformed system given by
The last row of T B contains all zeros, which is equivalent to the previous case.
(Case II): Suppose that rank(A) < n and that A has a row of zeros, say the last row. Then, the last row of the matrices A k B, k = 1, 2, . . . contains only zeros. As a result, the last entry of any η ∈ L 0 as in (13) is a constant function, and hence the system (10) is not ensemble controllable. The case when A has no rows of zeros can be shown in the same fashion as the corresponding case discussed in Case I.
Remark 3: The condition rank(A) = n guarantees that the states that can be reached are parameter dependent, i.e., β-dependent. If rank(A) < n, then the system has at least one zero eigenvalue. This implies that at least one state variable, e.g., x i , i ∈ {1, . . . , n}, only depends on the control (without a drift term), which in turn is independent of the system parameter β. In this case, the system is not ensemble controllable. In addition, the controllability conditions (i) and (ii) in Theorem 1, though independent of the initial and the terminal state, are necessary and sufficient for ξ ∈ L 0 to hold for all X 0 (β) and
We now present several examples to demonstrate the rank conditions derived in Theorem 1.
Example 1: Consider steering a harmonic oscillator with uncertainty in its frequency ω from an initial state X 0 (ω) =
where
and the frequency is known to be in the range ω ∈ K = [−ν, ν] with ν > 0. Since rank(A) = 2 and rank(B) = 2, this system is ensemble controllable according to the conditions (11) and (12) . This can be illustrated using the concept of polynomial approximation. The Lie algebra of the drift and control vector fields is given by
It follows that for a desired ξ(ω)
If, however, there is only one control available, say u 2 = 0, then rank(B) = 1 and
In this case, uniform approximation for a given ξ(ω)
is possible only when ξ 1 (ω) and ξ 2 (ω) are an even and an odd function, respectively. This verifies that the condition (12) is necessary. Remark 4: The characterization of ensemble controllability stated in Theorem 1 is for ensemble systems with parameter variation on a set across zero. The situation becomes different if the zero parameter value is not included. It follows from the proof of Theorem 1 that (i) and (ii) in (11) and (12) are sufficient controllability conditions, and (i) is a necessary condition for the ensemble system (10) with 0 ∈ K, i.e., K ⊂ R + or K ⊂ R − . However, the condition (ii) is not necessary, which will be discussed in detail in Section III-B.
The following examples are made to illustrate the observation described in Remark 4.
Example 2: Consider a linearized lateral-directional model that describes aircraft dynamics in the presence of uncertainty [28] d dt
The state X = (γ, p s , r s ) , where γ denotes the angle of sideslip, p s and r s denote the stability axis roll and yaw rate, respectively, and U = (u 1 , u 2 , u 3 ) is the control input. Unpredictable perturbations in the environment of the aircraft may result in dispersion in system dynamics, which we model
Because rank(A) = 3 and rank(B) = 3, these are sufficient for the system to be ensemble controllable. Example 3: Recall the system in Example 2 with different dynamics in A, given by
and with only one control u 1 available, i.e., u 2 = u 3 = 0. In this case, rank(A) = 3 but rank(B) = 1 < 3. However, this system is ensemble controllable. Observe that (12) is not necessary when the parameter 0 ∈ K ⊂ R + (or R − ).
B. Controllability of Linear Ensemble Systems with Positive or Negative Parameters
Remark 4 along with Example 2 and 3 motivates the need to reexamine the controllability conditions for the system (10) when the values of the system parameter are strictly positive or negative, i.e., 0 ∈ K ⊂ R + (or R − ). It is then essential to investigate the case for rank(A) = n and rank(B) = ν < n, and without loss of generality we will consider the case of rank(B) = ν = m. Now recall the system (10) and let A = P JP −1 be the spectral decomposition of A, where J is either a diagonal or a Jordan canonical matrix. Let
has a row of zeros, say the k th row, then this system fails to be controllable because no controls act on the k th state variable. Hence, we focus on the case when P −1 B has no rows of zeros. Since rank(B) = m, we may, without loss of generality, assume that the first m rows
with the first m rows of B form an m × m identity matrix and
In this section, we will derive explicit controllability conditions for the ensemble system (10), where we consider the cases when the system matrix A is either diagonalizable or is similar to a Jordan matrix and the cases when A has real or complex eigenvalues.
1) A is Diagonalizable: We first consider the case when A ∈ R n×n is diagonalizable and has real eigenvalues λ i , i = 1, . . . , n. Hence, J = diag(λ 1 , . . . , λ n ) is a real diagonal matrix. The following example serves as a motivating example that leads to the derivation of the controllability conditions. Example 4 (A Motivating Example): Consider the ensemble system
(Case I: a = 0.5) As shown in Proposition 2, this system is ensemble controllable if and only if for any given continuous
where c k , d k ∈ R, it is obvious that ξ 1 and ξ 2 can be uniformly approximated by η 1 and η 2 , respectively, by appropriate choices of the coefficients c k and d k . Therefore, what remains to be checked is whether the approximation ξ 3 (β) − η 3 (β) ∞ < is possible whenever the coefficients c k and d k are chosen for approximating ξ 1 and ξ 2 .
Since the eigenvalues of J a are λ 1 = 1, λ 2 = 2, and (20) are two polynomials with different supports where γ 2 ∈ σ 2 and γ 3 ∈ σ 3 . Therefore, it is possible to uniformly approximate ξ 2 (β) and ξ 3 (β), respectively, by a suitable choice of d k when c k are determined. This can be illustrated through the construction of the following auxiliary functions. Let g 1 (x) = ξ 1 (x) for x ∈ [1, 3] and g 2 be a piecewise continuous function defined by
Then, g 1 and g 2 can be uniformly approximated, respectively, by polynomials in x such that 6] . As a result, for any given function ξ(β) on the interval [1, 3] , there exists an η ∈ L 0 such that
and therefore the system (19) with a = 0.5 is uniformly ensemble controllable. A visualization of this approximation is shown in Fig. 1 . generated by the drift and control vector fields, which defines the reachable set of this ensemble system, is given by
Then, the spectra of βJ for β ∈ K = [β 1 , β 2 ] is given by
Let C = {C j } denote the collection of nonempty intersections of σ i for i = 1, . . . , n. Furthermore, we define an equivalent set
In addition, let χ k be the index set such that
For instance, in Case I of Example 4, we can choose C 1 = σ 1 ∩ σ 3 = [1, 1.5] and C 2 = σ 1 ∩ σ 2 = [2, 3]. Since C 1 and C 2 are disjoint, we can choose A 1 = C 1 and hence χ 1 = {1, 3}, and A 2 = C 2 and thus
Similarly, for Case II of Example 4, we may choose
Observe that if the functionsη j , j ∈ χ k , are linearly dependent over A k , namely j∈χ k a jηj (μ) = 0, μ ∈ A k (25) for at least one a j = 0, then the system (18) fails to be uniformly ensemble controllable, as shown in Case II of Example 4. In addition, for any continuous function of the form ξ(β) (18), which satis-
, and I m is the m × m identity matrix, is uniformly ensemble controllable according to Theorem 1. Consequently, efforts will be made to examine the reachability of the states y k for k = m + 1, . . . , n.
To this end, we first introduce the collection of sets
For each set A r ⊂Ā, i.e., the index set χ r corresponding to A r contains at least one index greater than m, we define an associated n × n binary, diagonal matrix
where 1 i = 1 if i ∈ χ r and 1 i = 0 if i ∈ χ r for i = 1, . . . , n.
We further define the matrix M r = E r B ∈ R n×m , and then let M r ∈ R p r ×m , p r ≤ n, be the matrix defined as M r with its rows of zeros removed if there are any. For example, in Case I of Example 4, we have n = 3, m = 2, andĀ = {A 1 } since χ 1 = {1, 3}. This leads to
and hence p 1 = 2 < n. In the following, we show that the controllability of the system (18) is characterized by the rank of M r . Theorem 2: Given the time-invariant linear ensemble system
where X ∈ M ⊂ R n , the control U : [0, T ] → R m is piecewise continuous, and A ∈ R n×n and B ∈ R n×m are constant matrices with rank(A) = n and rank(B) = m < n. Suppose that A is diagonalizable and A = P JP −1 is the eigen-decomposition with J = diag(λ 1 , . . . , λ n ), where λ i ∈ R, i = 1, . . . , n. Consider the transformed system Y (t, β) = P −1 X(t, β), which satisfies 
whereĀ and M r ∈ R p r ×m are defined above as in (26) and (28) .
Proof: (Sufficiency) Suppose that the conditions (i) and (ii) hold. We wish to show that any given ensemble state associated with a specified pair of initial and target states, i.e., ξ = (ξ 1 , . . . ,
. . , m, are the i th columns of B and B, respectively. Here, we show the case of 0 < β 1 < β 2 , and the proof of its counterpart, β 1 < β 2 < 0, follows the same procedure.
Let
We now provide a constructive proof to show the sufficient condition. The procedure is based on constructing a sequence of auxiliary functions that are used to approximate the desired ensemble states. To begin with, we define the functions g l restricted on σ l such that g l |σ l =ξ l |σ l and set the domains D l = σ l for l = 1, . . . , m. The ensemble controllability is then analyzed through the characterization of the setĀ, defined in (26) , associated with the system parameters and the intersections of the spectra σ i for i = 1, . . . , n.
(Case I:Ā = ∅) In this case, the spectrum σ k for k > m does not intersect with any other set σ i , i.e., σ k ∩ σ i = ∅ for k = m + 1, . . . , n, i = 1, . . . , n, and k = i. We start the proof with considering the (m + 1) th row of B. Let k = m + 1 and since S k = ∅, we pick α ∈ S k (note α ≤ m) and extend the functions g l on σ k such that
where B kj is the kj th element of B. Note that now each function g j , j ∈ S k , is piecewise continuous on the extended domain D (k) j = σ j ∪ σ k . By the Weierstrass approximation theorem, there exist c lq ∈ R with l = 1, . . . , m and q ∈ N, such that
for γ ∈ D l , where N ( ) ∈ Z + depends on . This leads to the fact that for any given ξ ∈ C n (K), there exists anη ∈ L 0 such that η −ξ ∞ < , whereη andξ are defined above. Because when 1 ≤ l ≤ m, we have for γ l ∈ σ l ,
by using (32) with the definitions B lj = δ lj for 1 ≤ j ≤ m and ξ l = g l on σ l , where δ lj is the Kronecker delta; and for k = m + 1, the same coefficients can be used to obtain
We now repeat the same procedure presented above for k = m + 2 to k = n. In each step k, the functions g j , for j ∈ S k , are extended to the corresponding σ k as described in (31) and defined over the extended domain D
This concludes thatξ ∈ L 0 , and hence, by Proposition 2, the system is uniformly ensemble controllable.
(Case II:Ā = ∅) For each A r ⊂Ā with χ r = { 1 , . . . , j }, j ≤ m, and the associated E r as defined in (24) and (27), respectively, we have rank(E r ) = |χ r |, the cardinality of the index set χ r , and thus M r ∈ R |χ r |×m with rank(M r ) = |χ r | = p r ≤ m since (30) holds. This follows that the subsystem of the system Y in (18),
is ensemble controllable over the set A r according to Remark 4. Now let σ k = σ k \ ∪ A r ∈Ā A r for k = m + 1, . . . , n. Because σ k 's are disjoint, so are the sets A r ⊂Ā, we conclude, based on the result of Case I, that the system (29) is uniformly ensemble controllable when the condition (30) holds. (Necessity) We will prove the negation of the condition by showing that when either (i) or (ii) is violated, then the system (29) is not ensemble controllable. If the condition (i) does not hold, then the system (29) is not ensemble controllable, because it implies that there exists at least one state y k , where m + 1 ≤ k ≤ n, that receives no control inputs. If the condition (ii) is not satisfied, namely, there exists some A r ∈Ā with rank(M r ) < p r , then for any μ ∈ A r , the rows of M r are linearly dependent, namely, q k (μ) = i ∈χ r , i = k a i q i (μ), where q i is the th i row of M r and a i ∈ R with at least one a i = 0. Observe that the same linear dependence exists among the elements ofη ∈ L 0 through the relationη k (μ) = i ∈χ r , i = k a iη i (μ) for μ ∈ A r . This implies that an arbitrary ensemble stateξ may not be reached, which leads to the failure of ensemble controllability.
Remark 5:
In Theorem 2, we consider the case in which the number of control inputs m is less than the dimension of the system n. Insufficient number of control inputs and the existence of repeated eigenvalues among A(β) = βA are the key factors for the ensemble system to be uncontrollable. The controllability condition (30) characterizes the possibility for the available controls to compensate for the common eigenvalues among the subsystems in the ensemble. (29) is uniformly ensemble controllable. This implies that there are no repeated eigenvalues among βA, or equivalently βJ, where β ∈ K = [β 1 , β 2 ] ⊂ R, which coincides with the previous result stated in [8] .
Remark 7 (Complexity for Verifying the Controllability Condition): In Theorem 2, because each spectrum σ i , i = 1, . . . , n, is a connected set, the upper bound of the cardinality of A, i.e., the maximum possible number of the disjoint sets A k defined in (23) , is 2n − 1. In other words, the complexity of examining the ensemble controllability condition (ii) in Theorem 2 for the system (29) is linear in the system dimension. Now, we use the following example to illustrate the rank condition provided in Theorem 2.
Example 5: Consider the ensemble system (29) with
and β ∈ K = [1, 2] . We thus have the spectra σ i = λ i K of βA, which are given by σ 1 = [1, 2 , and note that n = 4 (four states) and m = 2 (two controls). We then can define the index sets S 3 = {1, 2} = ∅ and S 4 = {1} = ∅, and obtainĀ = ∅. By Theorem 2, the system is uniformly ensemble controllable. We now construct auxiliary functions following the procedures described in the proof of Theorem 2 to illustrate the controllability through polynomial approximation. Consider steering the system between an initial and a target state, X 0 (β) = X(0, β) and X F (β), respectively, in time T . The associated ensemble state is then obtained, given by 0, β) is the transition matrix related to the system (29) . Letξ = (ξ 1 ,ξ 2 ,ξ 3 ,ξ 4 ) be the rescaling of ξ(β) such thatξ i : σ i → R andξ i (γ i ) = ξ i (γ i /λ i ) = ξ i (β) for i = 1, . . . , 4. Because there are two controls (m = 2), we define two functions g 1 and g 2 restricted on σ 1 and σ 2 , respectively, by g 1 |σ 1 =ξ 1 |σ 1 and g 2 |σ 2 =ξ 2 |σ 2 , and denote D 1 = σ 1 and D 2 = σ 2 . Next, for k = m + 1 = 3, we extend g 1 and g 2 onto σ 3 by letting g 1 |σ 3 =ξ 3 |σ 3 and g 2 |σ 3 = 0, and set D
Finally, for k = n = 4, we extend g 1 onto σ 4 such that g 1 |σ 4 =ξ 4 |σ 4 and set D
2 . After such expansions, g 1 and g 2 are now piecewise continuous on D (4) 1 and D (4) 2 , respectively, given by
It is then easy to verify that given any ξ ∈ C 4 (K), these functions g 1 and g 2 can be synthesized and then approximated by an η ∈ L 0 of the form as in (22) 
(Case II: α = 4) In this case, there are two sets of nonempty intersections between σ i and σ k for i = 1, . . . , 4 and k = 3, 4, namely,Ā = {A 1 , A 2 }, where A 1 = σ 3 ∩ σ 4 = [4, 5] and A 2 = σ 2 ∩ σ 3 = [6, 8] , and we denote the respective index sets χ 1 = {3, 4} and χ 2 = {2, 3}. We also obtain
Since M 1 and M 2 satisfy the rank condition (30) , and S 3 = {1, 2} and S 4 = {1} are both nonempty, this system is uniformly ensemble controllable. Similarly, we illustrate a construction of auxiliary functions that are used to demonstrate the ensemble controllability. Initially, following the same step as in Case I, we define two functions g 1 and g 2 restricted on σ 1 and σ 2 , respectively, by g 1 |σ 1 =ξ 1 |σ 1 and g 2 |σ 2 =ξ 2 |σ 2 , and denote D 1 = σ 1 and D 2 = σ 2 . Then, we extend g 1 and g 2 onto A 1 by letting g 1 |A 1 =ξ 4 |A 1 and g 2 |A 1 = (1/2)(ξ 3 |A 1 − ξ 1 |A 1 ), and set D
Furthermore, we extend g 1 onto A 2 by g 1 |A 2 =ξ 3 |A 2 − 2ξ 2 |A 2 and set D
2 ). Next, we extend, for k = m + 1 = 3, g 1 and g 2 onto σ 3 = σ 3 \ (A 1 ∪ A 2 ) = (5, 6) through a continuous function f by letting g 1 | σ 3 = f | σ 3 and g 2 |
where f is chosen so that g 1 is continuous on the closure of σ 3 , and set D 2 ). The constructed piecewise continuous functions g 1 and g 2 can be approximated with arbitrary accuracy by an η ∈ L 0 , as described in Case I, and consequently any given ensemble state ξ ∈ C 4 (K) can be approximately reached.
2) A is in a Jordan Form: Here, we consider the case when A in (29) is similar to a Jordan form, given by J = diag(J 1 , J 2 , . . . , J k ), where J i = diag(J i1 , . . . , J ir ), i = 1, . . . , k, and J ij , j = 1, . . . , r(i), denotes a Jordan block with real eigenvalues λ i ∈ R. Note that J ij can be a scalar. We first derive the ensemble controllability conditions for the case when J is a pure Jordan block. Proposition 3: Given the time-invariant linear ensemble system
with λ ∈ R, and B ∈ R n×m is a constant matrix. This system is uniformly ensemble controllable if and only if rank(B) = n. Proof: The sufficiency of the rank condition directly follows the proof to the sufficiency of Theorem 1. We will prove the necessity by showing that if rank(B) < n, then the system (34) fails to be ensemble controllable. It is sufficient to focus on the case when rank(B) = n − 1 and B ∈ R n×(n−1) .
We first illustrate the result through the case of n = 2, where we consider B = (1, α) with α = 0. In this case, we have
The reachable set of the system is characterized by
. . , m, is the j th column of B, and hence the states that can be reached are η = (η 1 , η 2 ) ∈ L 0 and of the form
Observe that for any N > 0 as long as the coefficients c k , k = 0, 1, 2, . . ., are determined, the states of the system that can be approximated are correlated through the relation η 1 = (1/α)η 2 + (d/dλ)η 2 . In other words, given a desired ensemble state ξ ∈ C 2 (K) and a specified > 0, there may exist no {c k } and N such that η − ξ ∞ < , which concludes that the system (34) is not ensemble controllable.
For n > 2, we will show that η 1 is correlated to η 2 , . . . , η n and their higher order derivatives, and hence the system (34) is not ensemble controllable. We assume, without loss of general-ity, that the first n − 1 rows of B form an identity matrix and suppose that
where a 1 = 0. Note that if a 1 = 0, it is equivalent to studying the system (34) with a reduced dimension. The states of the system (34) that can be reached, i.e., η ∈ L 0 , are of the form
where G k = n−1 j=1 a j c jk . Observe that N k=0 c (n−1)k β k λ k = η n−1 −(d/dλ)η n and furthermore N k=0 c (n−2)k β k λ k = η n−2 − (d/dλ)(η n−1 − (d/dλ)η n ) − (1/2!)(d 2 /dλ 2 )η n . Thus, for each j = 2, . . . , n − 1, we can express N k=0 c jk β k λ k as a linear combination of η j , η j+1 , . . . , η n and their derivatives. In addition, from the last equation in (35), we can express N k=0 c 1k β k λ k = (1/a 1 )(η n − n−1 j=2 a j N k=0 c jk β k λ k ). As a result, n−1 j=1 N k=j−1 c jk k j−1 β k λ k+1−j can be represented in terms of η 2 , . . . , η n and their derivatives. Together with the expression N k=n−1 [ n−1 j=1 a j c jk ] k n−1 β k λ k+1−n = (1/(n−1)!) (d n−1 /dλ n−1 )η n , we conclude that η 1 is correlated to η 2 , . . . , η n and their higher order derivatives. Therefore, the system (34) is not ensemble controllable, which implies that rank(B) = n is necessary.
Theorem 3: Given the time-invariant linear ensemble system Note that J ij can be a scalar. Consider the transformed system
where B = P −1 B. Writing B as the concatenation of matrices
where B ij ∈ R d ij ×m for j = 1, . . . , r(i), the system X is uniformly ensemble controllable if and only if (i) rank( B ij ) = d ij for i = 1, . . . , k and j = 1, . . . , r(i);
(ii) the
Proof: (Sufficiency) Suppose that the conditions (i) and (ii) hold. Then, the rank condition in (i) implies that
This together with the condition (ii) guarantees uniform controllability of the system (36).
(Necessary) Suppose that the system (36) is ensemble controllable. This implies that each subsystem (d/dt)Y ij = βJ ij Y ij + B ij U , i = 1, . . . , k and j = 1, . . . , r(i), is ensemble controllable, where Y ij ∈ R d ij , and hence rank( B ij ) = d ij according to Proposition 3. Consequently, {βJY,b j } LA = {βΛY,b j } LA , j = 1, . . . , m, which results in (ii).
We create the following example to illustrate the results of Theorem 3.
Example 6: Consider
and β ∈ K = [1, 1.5]. We consider two values of α to show different scenarios of ensemble controllability. (Case I: α = 2) In this case, J has two distinct eigenvalues, and then we let
It is clear that the condition (i) in Theorem 3 is satisfied. However, the system (d/dt)Y (t, β) = βΛY (t, β) + BU (t), where Λ = diag(1, 2, 2, 2), is not ensemble controllable according to Theorem 2. The violation of the condition (ii) in Theorem 3 leads to the failure of ensemble controllability.
(Case II: α = 4) In this case, it is easy to verify that the condition (i) holds. The corresponding diagonal system (d/ dt)Y (t, β) = βΛY (t, β) + BU (t) with Λ = diag(1, 4, 2, 2) is ensemble controllable according to Theorem 2. Thus, the system is ensemble controllable.
3) A Has Complex Eigenvalues: Recall the time-invariant linear ensemble system (d/dt)X(t, β) = βAY (t, β) + BU (t) with β ∈ K ⊂ R + (or R − ) as described in (29) . Here, we consider the case when A is full rank and, for simplicity, assume that A is similar to a diagonal matrix J, i.e., A = P JP −1 , where J = diag(λ 1 , . . . , λ n ), λ i ∈ C for some i = 1, . . . , n, and λ i = 0 for all i = 1, . . . , n. Without loss of generality, we may assume the first 2k eigenvalues are complex, namely, λ 2j−1 = λ † 2j for j = 1, . . . , k with the corresponding eigenvectors v 2j−1 = v † 2j , where † denotes the complex conjugate. As discussed in earlier sections, ensemble controllability is determined by whether any target ensemble state can be approximately reached. To fix the idea, we begin with analyzing a single-input two-dimensional system.
Suppose that A ∈ R 2×2 is similar to J, i.e., A = P JP −1 where J = diag(λ, λ † ) and λ ∈ C. Then, the transformed system
, ζ ∈ C, and ζ = 0. Then, the reachable set is characterized by L 0 = span{c k (βλ) k ζ, c k ∈ R, k = 0, 1, . . .}. The system is ensemble controllable if, for any > 0, there exist coefficients c k such that
where (ξ(β), ξ † (β)) = e −βJT Y F (β)−Y 0 (β), and Y 0 = P −1 X 0 and Y F = P −1 X F are the initial and the target state, respectively. Representing λ = re iθ , where r > 0, the approximation for ξ(β) ∈ C in (37) is reduced to
The system is uniformly ensemble controllable if such polynomial approximation is possible for any given continuous functions f 1 , f 2 : K → R. For some special cases, e.g., θ = (π/2), or more generally θ = qπ where q is a rational number, it is evident that such a simultaneous polynomial approximation task using the common c k is possible. Because, for example, when θ = (π/2), i.e., λ = ir, the approximation to f 1 and to f 2 becomes independent, i.e., f 1 (β) ≈ c 0 + c 2 r 2 β 2 + c 4 r 4 β 4 + . . . , and f 2 (β) ≈ c 1 rβ − c 3 r 3 β 3 + c 5 r 5 β 5 − . . ., for which there exist coefficients c k such that both approximations can be achieved. The same logic can be applied to investigate higher dimensional cases, and controllability is then determined based on the same procedure as to evaluate the feasibility of the reduced polynomial approximation problems. Note that the number of controls corresponds to that of the sets of coefficients. For example, in the above two-dimensional case, there is only one set of coefficients c k that can be chosen for approximation since the system is of single input. This indicates a general situation where an ensemble system (with complex eigenvalues) is more likely controllable if the number of the controls, m, is more comparable to the dimension of the system, n, when m < n. Finally, we note that similar analysis can be carried out when the system matrix A is similar to a Jordan form with complex eigenvalues.
IV. ENSEMBLE CONTROL SYNTHESIS AND SIMULATIONS
In this section, we present several practical ensemble systems and construct optimal ensemble controls using an SVD-based computational method developed in our previous work [18] . The SVD algorithm computes the minimum-energy control law that steers the ensemble system between two desired states, provided such a control law does exist. where ∈ K = [0.8, 1.2]. It is straightforward to verify that this system is uniformly ensemble controllable by using Theorem 2.
The minimum-energy control that steers this ensemble system from X 0 = (2π, 6, 4) to X F ( ) = (π , , 0) and the resulting sample trajectories are shown in Fig. 3 . Example 9 (Quantum Transport): Efficient transport of ultracold atoms trapped in a harmonic potential is an important goal in atomic physics, which leads to broad applications to basic sciences, metrology, and quantum information processing [29] , [30] . The quantum mechanical description of frictionless transport of atoms can be reduced to the steering of a three-dimensional time-invariant linear system [19] , given by (d/dt)X(t, ω) = A(ω)X(t, ω) + B(ω)u(t) with the respective initial and terminal state, X(0, ω) = (0, 0, 0) and X F (ω) = (ω, 0, ω) , where 
⎫ ⎬
⎭ .
Although this system is not ensemble controllable, we observe that the desired transfer is possible, i.e., ξ(ω) = e −A(ω)T X F (ω) − X(0, ω)=(ω,0, ω) ∈ L 0 for ω ∈ [0.5,1]. where c 0 = 1. Therefore, the state (ω, 0, ω) is ensemble accessible from (0, 0, 0) . The minimum-energy control that transports the atoms at time T = 25 and the resulting sample trajectories are displayed in Fig. 4 .
V. CONCLUSION
In this paper, we investigated a class of time-invariant linear ensemble systems whose natural dynamics are linear in the system parameter. We derived explicit controllability rank conditions that are easy to be checked. Specifically, we studied the cases when the parameter set is across the origin and when the parameter values are strictly positive or negative. Examples and numerical simulations were provided to demonstrate these theoretical results, and optimal ensemble control laws for steering the ensemble systems in these examples were constructed using an SVD-based computational method. We plan to generalize the developed methods, which were based on the notion of polynomial approximation, to establish explicit controllability conditions for general time-invariant linear ensemble system as presented in (4) . by the convergence of Φ(t, 0, β) and by (40), where M 1 = U ∞ and M 2 = B ∞ , and the inequalities above are pointwise. This implies that η 0 ∈ R( L). The same procedure as described above can be applied to show that any element η = ∞ k=0 m i=1 α ik β k A k b i ∈ L 0 is also an element of R( L). Consequently, we conclude that L 0 ⊆ R( L). [31] Let {λ i } ∞ i=1 be a sequence with inf i λ i > 0. Then
B. Müntz-Szász Theorem
span{1, x λ 1 , x λ 2 , . . .} is dense in C[0, 1] if and only if ∞ i=1 1 λ i = ∞.
