On monotonicity and couplings of random currents and the
  loop-$\mathrm{O}(1)$-model by Klausen, Frederik Ravn
On monotonicity and couplings of random currents and the
loop-O(1)-model
Frederik Ravn Klausen
June 30, 2020
Abstract
Using recent couplings we provide counterexamples to monotonicity properties of percolation models
related to graphical representations of the Ising model. We further prove a new coupling of the double
random current model to the loop-O(1)-model.
The field of graphical representations of the Ising model has been developing rapidly the last 50 years.
Examples of well-studies models include the random cluster model [1], [2], the random current representation
[3], [4], [5], [6] as well as the loop-O(1)-model [7]. The motivation for studying these models is that one
can link percolative and connectivity properties to phase transitions and correlation functions of the Ising
model. Usually the models are introduced in their own right, but for the purpose here we define the models
directly as percolation models via their couplings to the loop-O(1)-model [8], [9], [10] [11]. The framework
provided by these recent couplings greatly simplifies the proofs and counterexamples given here.
Given a finite graph G let E∅(G) be the set of even subgraphs of G. The loop-O(1)-model lx is the
probability measure on E∅(G) given by lx(g) = 1Zx|g| with Z =
∑
g∈E∅(G) x
|g|. Here |g| denotes the number
of edges in g and x = tanh(β) as the convention is in [11]. For two configurations ω1, ω2 of edges in
the graph G we let ω1 ∪ ω2 be the configuration with the union of the edges in ω1 and ω2 and for two
probability measures µ1, µ2 on the configurations of edges let µ1 ∪ µ2 be the measure corresponding to
sampling independent configurations with the law of µ1, µ2 and taking the union of the two configurations.
We define µ⊗2 = µ ∪ µ and let Px be Bernoulli edge percolation with parameter x ∈ (0, 1). Then we can
define the (traced, sourceless) single random current as Px = lx ∪ Px2/(1+√1−x2) and the (FK-Ising, q = 2)
random cluster model by φx = lx ∪ Px. That yields that the (traced, sourceless) double random current is
given by P⊗2x = l
⊗2
x ∪ Px2 and the double random cluster is φ⊗2x = l⊗2x ∪ Px(2−x).
Many tools are available for the random cluster model in particular monotonicity and the FKG-inequality
[8, Theorem 1.6]. In the following we investigate the monotonicity properties of the other models some of
which turn out to be less well behaved than the random cluster model.
The first question is motivated by the fact that, by monotonicity of Ising correlations or of the random
cluster model, it follows that x 7→ P⊗2x (x n+m←→ y) = 〈σxσy〉2 = φβ(x↔ y)2 is increasing.
Question 1. [12, Question 2] Is the map x 7→ P⊗2x (A n+m←→ B) increasing for any subsets A,B ⊂ V .
In general we are also interested in whether the model in itself is monotonic. The next question is related
and with Theorem 3 in mind it can be seen as an easier example of the question from before.
Conjecture 2. [13, Conjecture 5.1] Let G be an even graph then lx is monotonic.
In the following we give a counterexample to Conjecture 2 and we give partial results and counterexamples
towards Question 1. Most notably we show that the single random current measure is not monotonic. In
general, for each of the above mentioned percolation models, we try to understand whether the FKG inequal-
ity, monotonicity, monotonicity of connection events {A ↔ B} and monotonicity of singleton connection
events {a↔ b}, holds. We denote these properties by FKG, MON, CON and SING respectively.
The double current is more well behaved as it satisfies (SING), we further prove a new coupling for
the double current and discuss its monotonicity properties. Some of the information in the theorems and
counterexamples given is summed up in Table 1.
Counterexamples to FKG
Consider the graph in Figure 1 with n = l. The partition function corresponding to this graph is Z =
1 + xn+m + xn+m + x2n. Let X1 be the event that all edges in the upper n+m loop are open and let X2
be the event that all edges in the lower n+m loop are open.
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Table 1: Overview of monotonicity properties.
Case lx Px φx l
⊗2
x P
⊗2
x φ
⊗2
x
p(x) 0 x
2
1+
√
1−x2 x 0 x
2 x(2− x)
FKG × × X × ? X
MON × × X × ? X
CON × × X × ? X
SING × × X × X X
Figure 1: The graph used to construct counterexamples to FKG. The three segments consist of n,m and l
edges respectively. In some examples we let n = l.
Loop-O(1)-model: Notice that X1 ∩ X2 = ∅ whereas P (X1) > 0, P (X2) > 0 and there is no positive
association. A counterexample on an even graph is given in [13].
Single random currents: For the traced single random current we can use the same example and we get with
p(x) = x2/(1+
√
1− x2) that ZPx(X2) = ZPx(X1) = pn+m+xn+m+xn+mpn+x2npm and ZPx(X2∩X1) =
p2n+m+2 ·xn+mpn+x2npm. Again in the limit x→ 0 the function ZPx(X2∩X1)−Px(X2)Px(X1) becomes
negative for sufficiently small x. As Z ≥ 1 this means that FKG is not satisfied. Using the same example,
but a slightly more complicated analysis the same counterexample works for l⊗2x we give the details in the
Appendix.
For the double random current this example cannot be used to find a counterexample since indeed the two
events X1 and X2 are positively associated for all n and m.
Counterexamples to monotonicity
We now give a counterexample to Conjecture 2. Consider the graph shown rightmost on Figure 2 with n
edges along the outer paths and m edges along the inner paths for some even m. Let further a and b be
the two points shown. Then there are 8 possible even subgraphs as shown on Figure 2 where we have also
listed their corresponding weigths. We see that Z = 1 + x2n + x2m + 4xn+m + x2n+2m and as a and b are
connected in the 3rd and the last graph only and therefore
lx(a↔ b) = x
2m + x2m+2n
Z
.
Now, numerical inspection shows that this function is not monotonic for m = 2 and n ≥ 8. This provides
a counterexample to Conjecture 2. The intuition behind the counterexample is that when x increases we
get an interval where it is more likely to sample one of the graphs with n vertices where a and b are not
connected. Similarly, we can use the coupling to the loop-O(1)-model to calculate the probability that a is
connected to b for the single random current and the double loop-O(1)-model. We do the calculation in the
appendix and show the plot of the functions in Figure 3 where we see that the are not monotone. Remark
that P⊗x (a↔ b) is always monotone since it satisfies SING.
Monotonicity and FKG are stable under unions
One may observe that the counterexamples in Figure 3 grow larger in size when going from the lx to l
⊗2
x
and to Px. The intuition being that the additional independent Bernoulli percolation, relating these models,
‘enhances’ properties of monotonicity and positive association. This intuition is in line with the following
theorem which we will use to fill out Table 1. Further, since we know MON and FKG for percolation the
implications along the arrows in Figure 4 follow.
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Figure 2: The graph in question shown as the rightmost graph along with its eight even subgraphs. We
let the outer paths be n edges long and the inner paths be m edges long. The nodes a and b are marked
with dots. We list number of edges of each subgraph, the corresponding weights and whether a and b are
connected in the subgraph.
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m
m
n
n
Edges 0 2n 2m n+m n+m n+m n+m 2m+ 2n
Weight 1 x2n x2m xn+m xn+m xn+m xn+m x2m+2n
{a↔ b} × × X × × × × X
Figure 3: Plot of the non-monotonous function for the event {a↔ b} and lx and (n,m) = (18, 2) (left), Px
and (n,m) = (2000, 300) (middle) as well as l⊗2x and (n,m) = (38, 2) (right).
Figure 4: Overview of the couplings and correspondingly the implication diagram for monotonicity and FKG
in view of Theorem 3. Each of the thick lines is either a union of the measure with Bernoulli-percolation
(horizontal) or with an independent copy of itself (vertical). We have indicated the couplings obtained by
picking an even subgraph uniformly at random with dashed lines.
lx Px φx
l⊗2x P
⊗2
x φ
⊗2
x
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Theorem 3. Suppose that µx and νx are percolation measures monotonic in x. Let µx ∪ νx have the law of
the union of two sets independently sampled. If µx and νx both satisfy FKG then µx ∪ νx satisfies FKG.
Proof. If x1 < x2, then µx2 stochastically dominated µx1 . We then use Strassen’s characterization of
stochastic domination. Let Pµ(η, ω) be a coupling of the two. Where η ∼ µx1 , ω ∼ µx2 and Pµ({η ≤ ω}) = 1.
Similarly, let Pν(η˜, ω˜) be a coupling of νx1 and νx2 . Then µx1 ∪ νx1 has the law of η ∪ η˜ whereas µx2 ∪ νx2
has the law of ω ∪ ω˜. So the measure distributed as (η ∪ η˜, ω ∪ ω˜) is a coupling with the correct marginals
and such that η ∪ η˜ ≤ ω ∪ ω˜ almost surely. This proves the correct stochastic domination. The proof of the
FKG-part is given in [14].
A new double current coupling
The counterexamples presented above alludes to the fact that the double current is similar in qualitiative
behaviour to the random cluster model whereas the single current is more reminscent of the loop-O(1)-model.
This fact is further supported by the following new coupling.
Theorem 4. Sample a uniform even subgraph from the traced double current. That has the law of the
loop-O(1)-model.
Proof. We use the characterization from Theorem 3.2 in [11] which gives that
P⊗2x (ω) =
1
Z2
|E∅(ω)|
∑
ω1⊂ω,ω1∈E∅(G)
x|ω1|x2|ω2|(1− x2)|E|−|ω|.
The probability of sampling an even subgraphh η is given as
Pcoup(η) =
∑
ω⊃η
1
|E∅(ω)|P
⊗2
x (ω)
=
1
Z2
∑
ω
∑
ω1∈E∅(G)
1η⊂ω1ω1⊂ωx
|ω1|x2|ω2|(1− x2)|E|−|ω|.
Now, we can interchange the two sums and then sum over all edges from ω1 ∪ η and upwards. To do that
we let k denote the number of open edges in ω addition to ω1 ∪ η. Then
Pcoup(η) =
1
Z2
∑
ω1∈E∅(G)
|E|−|η∪ω1|∑
k=0
(|E| − |η ∪ ω1|
k
)
x|ω1|x2(|η∪ω1|+k−|ω1|)(1− x2)|E|−|η∪ω1|−k
=
1
Z2
∑
ω1∈E∅(G)
x−|ω1|x2|η∪ω1| =
1
Z2
x|η|
∑
ω1∈E∅(G)
x|η4ω1| =
1
Z2
Zx|η| = lx(η)
where we used the bionomial theorem and the fact that for a fixed even subgraph η the map ω1 7→ η4ω1 is
a bijection on the set of even subgraphs.
Monotonicity of 1-edge events
We prove that the event {e is open} is monotonic in the loop-O(1)-model. We say that e is cyclic if e is
part of a loop. Hence by an analagous argument as in [9] we obtain the following.
Corollary 5. It holds that
1
2
P⊗2x ({e open, cyclic}) = lx({e open}) =
1
2
φx({e open, cyclic})
and thus by monotonicity of φx one edge events are monotone.
Proof. This follows from the coupling in Theorem 4 in addition to the similar coupling for the random
cluster model from [9], Theorem 3.1. If e is a part of a loop in some configuration ω then it is part of exactly
half of the even subgraphs of ω. Thus, the probability that e is still open when we pick an even subgraph
uniformly is halved.
We now show how monotonicity of the 1-edge event for the other models follows.
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Corollary 6. Suppose that p : [0, 1] → [0, 1], x 7→ p(x) is non-decreasing and differentiable. Then x 7→
(lx ∪Bp)({e open}) as well as x 7→ (lx ∪ lx ∪Bp)({e open}) are increasing.
Proof. We have that(
lx ∪ Pp(x)
)
(e open) =
1∑
g∈E∅(G) x
|g|
∑
g∈E∅(G)
x|g| (1e∈g + p(1e 6∈g)) = lx(e open) + p(1− lx(e open)).
Hence it follows that (lx ∪Bp)(e open) has positive derivative by Corrollary 5 since
lx(e open)
′(1− p) + p′(1− lx(e open)) ≥ 0.
To see the second part notice that l⊗2x (e open) = lx(e open) (2− lx(e open)) and hence l⊗2x (e open)′ ≥ 0.
Discussion
On trees P⊗2 ∼ Bx2 and φx ∼ Bx so the models are not the same, but we might ask if the law of the cyclic
edges is the same for the two models now that the probabilities that an edge is part of a loop is the same.
To see that this is not the case consider again the example in Figure 1. First, we split up a configuration
ω = ωc∪˙ωs where ωc are all the cyclic edges in ω and ωs are the rest. Then look at
P⊗2(|ωc| = l +m) = 1
Z2
(
x2(l+m) + 2xl+m + x2(l+m)
)
· (1− x2n)
whereas
φx(|ωc| = l +m) = 1
Z
(xl+m + xl+m)(1− xn)
and hence
φx(|ωc| = l +m)
P⊗2(|ωc| = l +m) =
(
1 + xn+l + xn+m + xl+m
)︸ ︷︷ ︸
Z
2xl+m
(1 + xn)2xl+m(1 + xl+m)
6= 1.
We conclude that the distribution of the loops are not quite the same for the double current and the random
cluster model.
With the results at hand we can now summarize our findings. In conclusion from the basic results in
the introduction, the counterexamples and Theorem 3 used as shown on Figure 4 we can establish the
properties in Table 1. With this overview at hand it is natural to ask add the following questions in addition
to Question 1.
Question 7. Is the double random current P⊗2x monotonic, does it satisfy FKG?
Notice that our counterexamples do not work for P⊗2x . Further, monotonicity of the random cluster model
can be proven using Holley’s criterion for example in the form of Lemma 1.5 in [8] . However, this fails for
the double random current model for example on the graph considered in Figure 1. It is further noted that
the FKG-lattice condition is not satisfied [15].
Let us mention that apart from the coupling shown above and the fact that we know that SING is satisfied
then it also holds that xo(g1)+o(g2)p(x)|E|−o(g1∪g2) = x2|E|x−o(g14g2) whenever p(x) = x2. Hence the double
random current plays very well together with the structure on the space of even subgraphs. From the
coupling we see that the loops of the double current are related to the loops of the random cluster model
and we hope that the couplings described here could help resolving Question 7. Further, it might inspire
couplings also for the double-current measure with sources as the one in [16], Thm 3.2.
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Appendix
Counterexample to FKG for l⊗2x
Double loop-O(1)-model: We use the same sets as in the counterexample for lx. In Tables 2 and 3 all
the possible configurations and whether they belong to X1 and X2 are listed. Thus, the corresponding
probabilties are
l⊗2x (X1) =
2xn+m + 3x2(n+m) + 4x3n+m
Z2
= l⊗2x (X2)
whereas
l⊗2x (X1 ∩X2) =
2x2(n+m) + 4x3n+m
Z2
.
Hence when we compare and use that Z = 1 +O(x) we see that
l⊗2x (X1)l
⊗2
x (X2)− l⊗2x (X1 ∩X2)Z2 = 4x2n+2m + o(x2n+2m)− 2x2(n+m) + o(x2n+2m) = 2x2n+2m + o(x2n+2m)
which is positive for x sufficiently small. Again since Z ≥ 1 this means that FKG is not satisified.
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Table 2: Double Loop-O(1)-model: Overview of when the event X1 is satisfied.
∅ n+m upper n+m lower 2n
∅ X
n+m upper X X X X
n+m lower X X
2n X X
Table 3: Double Loop-O(1)-model: Overview of when X1 ∩X2 is satisfied.
∅ n+m upper n+m lower 2n
∅
n+m upper X X
n+m lower X X
2n X X
Explicit formulas for l⊗2x (a↔ b) and Px(a↔ b)
Single random currents: To see that for single random currents SING is not generally satisfied we continue
the example from the loop-O(1)-model which is shown in Figure 2 with n = l. and in addition sample
percolation with probability p(x) = x
2
1+
√
1−x2 on each edge. Let also m
′ = m2 then we can calculate the
probabilities using the coupling.
The main difficulty is when we get the empty subgraph. In that case we split up and count after how
often we open all the edges in the segments of length m′ (from a, b to the one of the vertices with valence
four). If we open three of more m′-segments a and b will be connected - this happens with probability
4p3m
′
(1− pm′) + p4m′ . If we open at most one m′-segment a and b are not connected. Further, there are 4
ways of opening exactly two m′ segments each with probability p2m
′
(1 − pm′)2 in two of the combinations
a and b are connected and in the other two they are connected with probability 2pn − p2n. So if we in
the loop-O(1)-model sample the empty subgraph the probability that a and b are connected after sampling
percolation is f(p) =
(
4p3m
′
(1− pm′) + p4m′ + p2m′(1− pm′)2 (2 + 2(2pn − p2n))).
That means the total probability becomes
Px(a↔ b) = 1 · f(p) + x
2n · (2pm′ − p2m′)2 + x2m + 4 · xn+m · (2pm′ − p2m′) + x2n+2m
Z
.
Here we have plotted Px(a↔ b) in Figure 3 for (n,m) = (2000, 300) where we see that the function is not
monotone.
Double loop-O(1)-model: For l⊗2x we have to written out the 8× 8 table in Table 4 where we plot all pairs
of even subgraphs. Using the Table we obtain the following function.
l⊗2x ({a↔ b}) =
1
Z2
(
2x2mZ − x4m + 2x2n+2mZ − x4n+4m − 2 · x2n+4m + 8x2n+2m) .
We have plotted the function for (n,m) = (2, 18) in Figure 3 showing that monotonicity and in particular
SING also fails for l⊗2x .
Table 4: Double Loop-O(1)-model and all pairs of even subgraphs. We list whether {a ↔ b}. With the
arrows we indicate if the upper or low path of length n or m is open.
∅ 2m n ↑ +m ↑ n ↑ +m ↓ n ↓ +m ↑ n ↓ +m ↓ 2n 2n+ 2m
∅ X X
2m X X X X X X X X
n ↑ +m ↑ X X X X
n ↑ +m ↓ X X X X
n ↓ +m ↑ X X X X
n ↓ +m ↓ X X X X
2n X X
2n+ 2m X X X X X X X X
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