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Applicazione dalla structural equation modeling per la validazione di un 
modello di miglioramento continuo: un’analisi empirica
 
In letteratura il Continuous Improvement (CI) è stato analizzato da due differenti  
prospettive: (1) come una serie di pratiche e processi e (2) come una serie di abilità.  
Manca ancora una prospettiva che integri pratiche e abilità e che permetta di  
verificare la relazione reciproca, nonchè l’impatto sulle performance. Sulla base di 
una revisione della letteratura e di un modello integrato iniziale, il presente lavoro di 
tesi presenta le ipotesi tra i costrutti, i test delle ipotesi, utilizzando la structural  
equation modeling sui dati di una survey internazionale condotta su 452 aziende 
manifatturiere, ed il modello finale. 
I risultati del lavoro hanno ottenuto il John Bessant best paper award 2008 alla 9th 
International CINet conference, tenutasi a Valencia.
 
 
Validation of a Continuous improvement model 
with structural equation modeling: an empirical analysis
 
In literature Continuous Improvement (CI) has been analyzed from two different  
perspectives: (1) as a set of practices and processes and (2) as a set of competitive  
abilities. What still lacks is an overall perspective that integrates both practices and 
abilities and which allows to simultaneously asses their mutual relation as well as  
their impacts on performance. Based on a comprehensive literature review, and on an 
initial integrated model, this thesis presents the hypothesis between constructs,  
hypothesis tests, using structural equation modeling on an international survey data 
from 452 manufacturing firm, and the final model.
 The work obtained the 2008 John Bessant best paper award at the 9th International  
CINet conference, in Valencia.
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1         Prospettive sul m.c.
Il  Continous  Improvement  (CI)  miglioramento  continuo,  in  italiano  è  un  concetto  vago,  che  è 
suscettibile di differenti interpretazioni. Per molte persone è sinonimo di ‘innovazione’, di fare le 
cose in maniera migliore, nei prodotti, processi, servizi al cliente, etc. Per altri è un core value che 
sta al cent centro programmi di rinnovamento come il total quality management. Per altri ancora è 
un’ossessione  per  un  regolare  cambiamento  incrementale,  con  attenzione  alla  riduzione  degli 
sprechi e al miglioramento della qualità. Un importante uso del termine ha a che fare con lo sforzo 
di aumentare la partecipazione nel processo di innovazione all’interno dell’organizzazione (Bessant 
e Caffyn, 1997).  In questa ricerca, il CI è definito come “The planned, organised and systematic  
process  of  ongoing,  incremental  and  company-wide  change  of  existing  practices  aimed  at  
improving  company  performance" (Boer  et  al.  2000).  Questa  definizione  indica  che  il  CI  è 
differente da concetti come il Business Process Re-disign o Re-engineering (BPR). Anche il BPR 
tenta di contribuire al miglioramento delle performance, ma attraverso cambiamenti radicali e non è 
basato su un coinvolgimento diffuso dei dipendenti. Altre importanti differenze tra CI e BPR o altri 
metodi di innovazione sono il rischio, costo e investimento molto più bassi. Questo non significa un 
miglioramento delle performance meno radicale (Boer et al. 2000). Sebbene non sufficiente di per 
se il CI è un driver essenziale del vantaggio competitivo di lungo termine.
Nascita del CI
Il CI è stato definito e descritto per la prima volta negli US come una questione cruciale nella scuola 
di pensiero dello Scientific Managment , Taylor nel 1912 scriveva:
I  lavoratori  invece di essere frenati sono fieri di dare suggerimenti. Quando uno di questi è  
adottato gli  viene  dato il  nome di  chi  l’ha suggerito  e  a  questa persona viene  dato un 
premio per aver sviluppato un nuovo standard. Iin questo modo si ottiene il miglior tipo di  
lavoro di gruppo, abbiamo una vera co-operazione e i nostri metodi…ci guidano sempre  
verso qualcosa di migliore di ciò che è già stato. (Taylor, 1912, p 55). 
Un altro  contributo  fondamentale  al  CI  è  stato  da Frank Gilberth,  uno dei  discepoli  di  Taylor 
ideatore  dello  slogan  “lavora  in  maniera  più  intelligente,  non più  dura”.  Altri  sostenitori  del 
coinvolgimento dei lavoratori furono Gant, nel 1901, Joseph N. Scalon e Lincoln. Nella pratica però 
il fattore più importante dello Scientific Management fu l’ingegnere industriale e in molte aziende 
fu chiesto ai lavoratori di lavorare e non pensare. I suggerimenti per il miglioramento erano invitati 
e ricompensati,  ma la  partecipazione  non era  ‘obbligatoria’.  Nel  1958 J.K.  Galbrith  scrive  ‘  il 
problema della produzione è stato risolto’; negli anni ’60 l’attenzione si è spostata dallo sviluppare, 
produrre  e  vendere  prodotti  a  formare  conglomerati  comprando e  vendendo intere  compagnie  . 
Questo spiega parte del declino economico degli Stati Uniti, Seguiti dall’ Europa negli anni ’70 e 
’80.  Skinner  (1985),  Albernathy  (1982),  Hayes  e  Wheelwright  (1984),  e  Hill  (1985)  hanno 
descritto  la  causa  e  la  soluzione:  re-integrazione  della  strategia  di  produzione  nella  strategia 
dell’azienda in termini di contenuti e di processi (Boere t al 2000).
Esportazione del CI in Giappone
dopo la seconda guerra mondiale il CI è stato esportato in Giappone dove è stato sviluppato come 
un nuovo campo nella gestione dell’operatività ed innovazione. Inizialmente è stato un tentativo 
guidato dal governo Americano di ricostruire il sistema industriale Giapponese. Esperti americani, 
fra cui Gilbert, Deming e Juran, sono stati mandati in Giappone per formare i manager locali su 
concetti quali la qualità, la leadership, il lavoro di gruppo, le relazioni umane e l’addestramento. Un 
aspetto  fondamentale  sono  stati  i  programmi  di  addestramento  tramite  seminari  per  il  top 
management chiamati Civil Comunication Section (CCS), quelli per il management di livello basso: 
Training within industries (TWI) e quelli per il middle management: Management Trainig Program 
(MTP). (Robinson 1991). Con l’avvento dei quality controls circles (QCC) negli anni ‘60 si hanno i 
primi risultati. Il principio basilare del CI ha trovato un campo fertile nella cultura Giapponese ed è 
stato sviluppato ulteriormente in quello che è diventato il kaizen, la versione Giapponese del CI. 
Un  ricco  flusso  di  letteratura  è  fiorito  descrivendo  le  applicazioni  di  successo  del  Kaizen nel 
processo  di  produzione  delle  aziende  Giapponesi,  fra  i  contribuenti  Imai  (1986;1997)  ha  la 
maggiore influenza.
Il kaizen giapponese si differenzia dal CI americano per l’orientamento alle persone e l’impegno e il 
coinvolgimento  diffuso  sia  dei  lavoratori  che  del  managment.  In  Giappone  i  responsabili  dei 
miglioramenti  delle  pratiche  e  delle  performance  sono  i  team  di  lavoratori,  nelle  loro  attività 
quotidiane. Queste differenze di approccio sono dovute al riflesso delle rispettive culture nazionali 
espresse in termini  di  individualismo rispetto  al  collettivismo (Hofstede,1980).  La differenza  si 
assottiglia  quando  si  parla  di  implementazione  dei  miglioramenti,  che  in  entrambi  i  casi  è 
responsabilità del management.
Anche in Giappone il kaizen non può rimpiazzare le innovazioni radicali. Le due cose devono però 
procedere  insieme,  infatti  senza  manutenzione  le  performance  tendono  a  deterioriorasi,  e  i 
competitori non restano a guardare per molto tempo, quindi vi è necessità di sforzi addizionali e 
continui: di un miglioramento continuo (Imai 1986). Le aziende occidentali sono orientate verso i 
cambiamenti radicali e trovano più difficoltoso aggiungere il CI alle loro competenze.
La logica che sta dietro il CI differisce radicalmente da quella che porta a innovazioni radicali. Le 
innovazioni radicali sono una forma di cambiamento deduttivo. Parte dall’esterno e ‘procede dal  
concettuale  al  concreto,  porta,  dal  pensiero  all’azione,  un  ampio  cambiamento  nei  concetti  o  
percezioni che lavorano attraverso la deduttività alle loro manifestazioni più tangibili’ (Mintzberg 
e  Wesley,1992,  p.41).  Il  CI,  in  contrapposizione,  è  basato  prima  di  tutto  sull’apprendimento 
induttivo, che si muove da azioni concrete e visibili a concetti astratti perciò minori miglioramenti 
sono riconosciuti,  e  quindi  generalizzati  e integrati  nella  forma per esempio,  di  nuove routines 
(Berger, 1996, pp. 7-8).
La ri-migrazione del CI nell’occidente.
Durante gli anni ’80 il processo di organizzazione, innovazione incrementale, CI e concetti correlati 
(e.g.,  Total Quality Managemente, Total Productive Maintenance e Lean Production) sono stati 
gradualmente  re-introdotti  nel  mondo  occidentale;  grazie  all’evidenza  di  vantaggi  competitivi 
superiori ottenuti nella operatività dalle aziende Giapponesi. 
I fattori che hanno contribuito ad attrarre la attenzione del management sul CI sono la riscoperta 
attenzione dell’ importanza strategica della gestione della produzione e della operatività, una nuova 
enfasi  sulle  risorse  umane  e  il  loro  diffuso  coinvolgimento  nel  processo  di  innovazione  e 
cambiamento. Il CI può essere cioè considerato come il collegamento mancante fra tutti i tipi di 
cambiamento  di  domanda  collegati  al  mercato  del  lavoro  (maggiore  livello  di  istruzione  dei 
lavoratori),  ai  clienti  e  alla  competizione  (mercati  caratterizzati  da ipercompetizione),  e  la  loro 
risposta radicale data nell’occidente (Boer et al 2000).
Alcuni autori hanno affermato che il kaizen fosse inappropriato al di fuori del Giappone. Schroeder 
e Robinson (1991, pp.74-78) hanno elencato alcune ragioni per cui il CI nell’ occidente non ha 
avuto lo stesso successo che nel Giappone.
•                    I miglioramenti in un primo momento causano instabilità e quasi sempre richiedono 
tempo prima che abbaino una certa validità.
•                    Le pratiche operative che restringono il flusso delle idee devono essere eliminate.
•                    I  dipendenti  devono essere  continuamente  addestrati  e  sviluppati,  in particolare  in 
metodi di miglioramento.
•                    Uno sforzo per il  miglioramento continuo necessita  un efficiente  meccanismo per 
maneggiare le idee.
Inoltre Bessant e Caffyn (1997) menzionano i seguenti fattori:
•                    Paura di cambiamenti non controllabili
•                    Sfiducia nella capacità dei dipendenti a contribuire.
•                    La fiducia profonda negli specialisti come risolutori di problemi e nelle soluzioni ‘big-
bang’ 
•                    La mancanza di competenza nell’innovazione da parte dei non specialisti.
Non dobbiamo poi dimenticare che il kaizen si è sviluppato nell’arco di 40 anni, perciò non può 
essere copiato da un giorno all’altro  e deve essere adattato  alla specifica situazione (Boer et  al 
2000).
I  primi  tentativi  di  introduzione  nel  mondo  occidentale  sono stati  caratterizzati  dell’utilizzo  di 
tecniche isolate,  come Circoli  di  controllo  della  qualità,  Schema di  suggerimenti,  e QFD come 
imitazione  della  cultura  Giapponese.  Col  senno  di  poi  possiamo  capire  la  futilità  di  tali 
comportamenti,  che  sono  stati  rimpiazzati  da  approcci  olistici,  che  riconoscono  le  diverse 
esperienze di sviluppo delle varie aziende (Boere t al 2000).
Un contributo importante  al  CI è stato datto  dalla  CINet school[1]. L’esperienza è iniziata  con 
Bessant  e  colleghi  (1994),  mentre  un gruppo di  allievi  ha analizzato  implementazioni  di  CI  in 
Europa  ed  Australia  proiettando  maggior  luce  sulle  barriere  e  i  fattori  abilitanti  alla 
implementazione di successo del CI nelle  compagnie Occidentali.  Comparato col  Kaizen,  il  CI 
Europeo e  Occidentale,  come analizzato  e ri-definito  da questi  studiosi,  è caratterizzato  da una 
maggiore  enfasi  sul  ruolo  del  management  nel  fissare  lo  schema  strategico  e  le  condizioni 
organizzative,  manageriali  e  culturali  per  il  CI  per  prendere  luogo e  essere  diffuso  nella  forza 
lavoro. In questa prospettiva il CI può essere definito come “ il processo pianificato, organizzato e  
sistematico  di  cambiamenti  incrementali  delle  pratiche  esistenti  in  atto,  rivolti  a  migliorare le  
performance dell’impresa che riguardano tutta l’azienda” (Boer et al. 2000).
In  una  azienda  che  ha  intrapreso  un  programma  di  CI,  ci  si  aspetta  di  trovare  le  seguenti 
caratteristiche (Boer et al. 2000):
•                    Un sostanziale e ricco flusso di suggerimenti, supportato da riconoscimenti e premi, e 
un sistema di addestramento
•                    Un  ampio  e  integrato  uso  di  metodi,  strumenti e  tecniche  di  ingegnerizzazione 
industriale e gestione della qualità
•                    Contributo  al  miglioramento  individuale  e basato  su  team (sia  all’interno  di  una 
funzione che inter-funzionale)
•                    Una forte cultura del CI, né forzatamente obbligatoria, né volontaria, ma una normale 
attività giorno per giorno
•                    Impegno e coinvolgimento a livello di tutta l’azienda i.e. sia da parte dei colletti blu 
(produzione/assemblaggio e altri processi ripetitivi) che dai colletti bianchi (non solo i processi ‘più 
ripetitivi’  come  l’amministrazione,  ma  anche  quelli  meno  ripetitivi  come  R&S,  sviluppo  dei 
prodotti/processi e processi manageriali)
•                    Contributo  allo  sviluppo  della  strategia  pianificato,  guidato  dalla  strategia  e 
emergente. Sia Top-down che Bottom-up
•                    Vari  gradi  di  integrazione  del  fare  e  del  pensare (empowerment):  Parziale 
coinvolgimento nel ciclo PDCA (identificazione dei problemi) in alcuni paesi (Giappone, USA); 
totale  possesso  di  tutto  il  ciclo  (i.e.  inclusa  la  anlaisi  di  problem  solving,  soluzione  e 
implementazione) in altri paesi  (e.g Svezia)
•                    Facilitare l’apprendimento di gruppo ed individuale
•                    Non  progetti  occasionali  a  casaccio,  ma  progetti  multipli che  prendono  luogo 
simultaneamente.
•                    Non più processi ristretti all’interno dell’azienda ma sempre più spesso processi  fra 
aziende (catena di fornitura e reti)
L’apprendimento organizzativo e la gestione della conoscenza – i fattori  ‘soft’ – sono diventati 
fattori critici nel CI; molto di più che l’applicazione degli strumenti e delle tecniche di CI – i fattori 
hard – che sono stati centrali nella implementazione tradizionale del Kaizen. Una nuova prospettiva 
nella gestione del cambiamento e dell’innovazione, quindi ha messo in evidenza i comportamenti e 
le esigenze delle persone, più che le strutture e regole, al centro dell’attenzione del managment. Il 
ruolo chiave del management è diventato disegnare e stabilire un clima dove alle persone sono date 
le  motivazioni,  gli  strumenti  e  le  direzioni  per  innovare  i  prodotti  e  i  processi  effettivamente 
(Bessant et al., 1994).
Questo contributo riguarda il CI sia del lato hard che dal lato soft, in una prospettiva che può essere 
definita  come  innovazione  continua.  Attraverso  una  analisi  confermativa,  abbiamo  provato  ad 
aggiungerci alla ricerca sul CI testando un modello che, a differenza della letteratura già esistente, si 
riferisce agli strumenti ed alle abilità di CI, come alle loro relazioni con le performance e le variabili 
di contesto. 
Nei prossimi capitoli verrà analizzato il CI secondo diverse prospettive, quindi verrà stabilito un 
frame work teorico. I i costrutti individuati verranno trasformati in ipotesi e testati con la tecnica 
SEM.
1.1      Prospettive per il miglioramento continuo: una 
revisione letteraria
Il CI è suscettibile di diverse interpretazioni: può essere visto come.
(i)                 una  serie  di  pratiche  e  di  processi  che  originano  un  flusso  innovativo 
ininterrotto  che  stimola  l’intera  organizzazione  verso  l’eccellenza  sostenibile,  ma  anche 
come 
(ii)                una  serie  di  capacità  competitive  che  permettono  alle  organizzazioni  di 
imparare, innovare e rinnovare.
Nel  primo  caso,  il  focus  è  sul  processo,  i.  e.  sui  metodi  e  gli  strumenti  (per  esempio,  QFD, 
7strumenti,  sei  sigma,  etc).  Molti  esempi sono emersi  nel  movimento americano per la qualità, 
come nell’esperienza del dopoguerra Giapponese (Imai, 1986), mentre è stata posta poca attenzione 
al Ci in Europa.Nel secondo caso il focus è sulle abilità di sviluppare e consolidare routines:  CI può 
essere interpretato come una abilità imparata e interiorizzata. La referenza è al lavoro nel gruppo 
CENTRIM (Bessant e Caffyn 1997).
Le due interpretazioni sono analizzate nei seguenti paragrafi e la prospettiva integrata che spiega la 
loro complementarietà è fornita alla fine. Questa prospettiva è stata usata per disegnare il frame 
work di ricerca.
1.2      La ‘prospettiva hard’: CI come processo
Il processo di miglioramento continuo opera attraverso cicli ripetuti di individuazione e soluzione 
del problema (problem finding – problem solving). Esso presenta i seguenti attributi qualificanti:
-                    sistemico: gli interventi non sono episodici e isolati, ma coordinati fra loro da 
un progetto organico e coerente;
-                    sistematico: all’origine di ogni azione di miglioramento vi è sempre la ricerca 
delle cause che producono il problema da risolvere;
-                     incrementale:  il  progresso  avviene  in  modo  graduale,  attraverso  una  serie 
ininterrotta di piccoli passi;
-                     collettivo:  il  processo  di  miglioramento  coinvolge  tutti  i  membri 
dell’organizzazione
Figura 1-1 CI come processo
Il ciclo PDCA modella il processo di miglioramento continuo come un loop formato da quattro fasi 
sequenziali: si inizia con un’analisi della situazione attuale, al termine della quale viene formulato 
un  piano  di  intervento  (Plan);  questo  viene  quindi  implementato  in  via  sperimentale  (Do), 
dopodiché si controlla se sono stati raggiunti gli obiettivi prestabiliti (Check); infine si apportano le 
eventuali  correzioni  necessarie,  si  standardizza  la  soluzione  e  si  intraprendono  azioni  di 
miglioramento (Act). Il ciclo non ha mai fine, ma si ripete ininterrottamente portando ad elevare 
ogni volta gli standard di prestazione, con un processo continuo e incrementale. L’applicazione del 
ciclo è inoltre “ricorsiva”: la sua struttura si ripete all’interno di ciascuna delle quattro fasi.
Imai (1986) individua nel  Kaizen la chiave per il successo competitivo. Alla base della strategia 
Kaizen vi è il riconoscimento che l’impresa deve soddisfare le esigenze dei clienti per restare sul 
mercato e maturare  dei profitti.  Il  Kaizen  è perciò una strategia  fortemente orientata  al  cliente: 
l’obiettivo finale delle attività di miglioramento deve essere sempre la soddisfazione del cliente.
Kaizen significa miglioramento continuo attraverso il coinvolgimento di tutti, dal top management 
ai  livelli  più  bassi.  Esso  si  basa  sulla  convinzione  che  ognuno  possa  e  voglia  contribuire  a 
migliorare se stesso e l’ambiente di lavoro, dove trascorre un terzo della propria giornata. Il Kaizen 
impone dunque un’ottica di processo e un sistema di gestione che supporti e riconosca gli sforzi di 
miglioramento prima ancora dei risultati conseguiti.
Il  punto di  partenza per il  miglioramento è l’identificazione di un problema.  Il  Kaizen richiede 
quindi  un  format generale  e  strumenti  specifici  per  il  processo  di  problem finding  –  problem 
solving. Questo può essere attuato secondo due differenti approcci: analitico e sintetico. Il primo è 
utilizzato quando i dati sono facilmente reperibili e occorre semplicemente raccoglierli e analizzarli 
per risolvere un certo problema; in tal caso è possibile fare ricorso ai sette strumenti per la qualità. 
In molte situazioni,  però, non vi sono dati disponibili,  ma si deve esteriorizzare e combinare la 
conoscenza tacita che risiede nella mente delle persone; in questo caso risultano particolarmente 
utili i sette strumenti manageriali.
Una volta risolto il problema, il miglioramento deve essere consolidato in modo che il problema 
non  si  ripresenti  più.  E’  per  questo  motivo  che  il  Kaizen richiede  anche  una  fase  di 
standardizzazione.  La  standardizzazione  identifica  le  mansioni  e  le  responsabilità  individuali  e 
codifica l’esperienza individuale in modo che possa essere diffusa all’interno dell’organizzazione e 
trasmessa ai nuovi membri. 
Il  Kaizen richiede un duplice approccio  top-down  e  bottom-up:  i  livelli  inferiori  della gerarchia 
devono  ricevere  una  formazione  adeguata  riguardo  alle  tecniche  e  agli  strumenti  per 
l’identificazione, l’analisi e la soluzione dei problemi, mentre il vertice strategico deve sviluppare 
competenze  specifiche  nella  definizione  delle  politiche  e  nella  comunicazione  delle  stesse 
all’interno dell’organizzazione.
Le innovazioni caratterizzate da alta tecnologia e discontinue rimangono quindi la provincia degli 
specialisti, ma gran parte delle innovazioni sono di natura incrementale, che può trarre giovamento 
da alti livelli di partecipazione; tutti i dipendenti infatti hanno la capacità di risolvere problemi in 
modo creativo,  (Bessant 1998). Un mezzo efficace per coinvolgere i dipendenti  nel processo di 
miglioramento continuo è il  sistema dei suggerimenti.  Ogni suggerimento,  una volta  approvato, 
richiede la  modifica di  uno  standard.  Poiché il  nuovo  standard  è stato  fissato su consiglio  del 
lavoratore,  questi  ne sarà orgoglioso e lo rispetterà.  Abbinato al  sistemi di suggerimenti  vi  è il 
sistema d’incentivazione. Spesso conviene tenere distinti i sistemi che ricompensano l’impegno da 
quelli che premiano i risultati ottenuti: solo nel secondo caso si devono utilizzare incentivi monetari 
(legati ai risparmi conseguiti grazie al suggerimento), mentre nel primo caso è meglio utilizzare 
riconoscimenti pubblici.
Il  sistema dei  suggerimenti  è  molto  diffuso nelle  imprese  Giapponesi,  per  esempio  la  Kawsaki 
Heavy Engineering nel 1990 ha ricevuto in media 426.5 suggerimenti per lavoratore (Schroeder and 
Robinson 1993). Anche se assumiamo che la maggior parte di questi suggerimenti sia di natura 
incrementale di basso livello, il numero complessivo spesso si aggira a milioni all’anno, perciò il 
loro effetto aggregato può essere significativo (Bessant Caffyn 1997). Questo approccio può essere 
applicato con successo alla riduzione dei costi, al miglioramento della qualità, alla riduzione del 
time  to  market,  all’aumento  della  flessibilità  e  ad  altri  fattori  chiave  strategici  nel  processo  di 
innovazione (Scbonberger 1982).
L’importanza  della  partecipazione  nel  problem solving sta  anche nella  mobilitazione  della  base 
conoscenze core dell’organizzazione. Come evidenzia Nonaka, un tale continuo problem solving 
svolge la funzione di traduzione della  conoscenza tacita  in esplicita  che può essere catturata  in 
procedure operative standard (Senge 1990, Nonaka, 1991).
Il Kaizen non richiede notevoli investimenti tecnologici, ma un impegno incessante. In particolare, 
il  management  deve investire  tempo ed energie  per supportare  le  attività  di  miglioramento  con 
convinzione  e  consapevolezza,  senza  interruzione.  Il  management deve  mostrare  uno  “zelo 
missionario” nella promozione del  Kaizen e non deve preoccuparsi  del ritorno immediato,  nella 
convinzione di ottenere un sicuro vantaggio nel medio-lungo periodo: la maggior parte dei benefici 
del Kaizen si manifestano infatti solo dopo quattro o cinque anni. Significativo è il caso del sistema 
Giapponese di produzione , dove un vantaggio sostanziale e sostenibile è stato conseguito attraverso 
un processo organizzato di innovazione incrementale che sviluppato durante 40 anni (Shingo,1983; 
Imai 1987; Suzaki,1988; Robinson 1991).  Il  Kaizen  richiede uno stile di  leadership  basato sulla 
competenza e sulle qualità personali, non sull’autorità, sul ruolo o sull’anzianità.
Un altro importante contributo consiste nell’ estendere le applicazioni di CI alle principali attività 
non  di  routine  incluso  l’innovazione  del  prodotto  e  i  processi  amministrativi  (Caffyn  1997; 
Bartezzaghi, Corso e Verganti 1997; Corso e Pavesi 2000; Boer, Caffyn, Corso, Coughlan, Gieskes, 
Magnusson, Pavesi e Ronchi 2001), come ai contesti inter organizzativi (Middel, Fisscher, Groen 
2007; Cagliano, Caniato, Corso e Spina 2005; Kaltoft, Boer, Caniato, Gertsen, Middel e Steendhal 
Nielsen 2007)
Viene riportato in seguito un riassunto del grado di utilizzo dei vari strumenti per nazione secondo i 
dati della seconda CINet survey in Tabella 1-1 sono riassunte le pratiche più utilizzate e quelle 
meno.  Gli  strumenti  di  problem  solving  più  usati  in  Italia  sono  (Corso,  Giacobbe,  Martini, 
Pellegrini): Strumenti di identificazione dei problemi/checklist (e.g. guasti), Strumenti di mappatura 
dei processi, SPC – Statistical Process Control. Per quanto riguarda gli strumenti generici spiccano: 
Uso dell’ISO 9000, Monitoraggio delle attività di miglioramento, Supporto dallo staff manageriale.
In Spagna si ha un coinvolgimento maggiore a livello di gruppo che di individui. Sembra che gli 
individui  rimangano  indietro  per  quanto  riguarda  il  problem  solving,  i  suggerimenti  etc..Gli 
strumenti di problem solving sono conosciuti, ma scarsamente usati. Anche la cultura del cliente 
interno non è molto diffusa in controtendenza col CI e TQM.
 In generale gli strumenti sono scarsamente usati in Spagna, soprattutto quelli più sofisticati e che 
richiedono un più alto  coinvolgimento  dalla  struttura  organizzativa  e  dal  management  come:  6 
sigma, QFD, Simulazione del processo, 7 nuovi strumenti per la qualità.La bassa diffusione degli 
strumenti  di  generazione  delle  idee  indica  anche  uno sviluppo della  creatività  più  bassa e  una 
cultura della creatività dei dipendenti più bassa. C’è da notare che l’industria dell’automotive è più 
avanzata delle altre, e utilizza tutti gli strumenti anche i più avanzati come le sei sigma (Albors G, 
Hervas 2006).
Nei Paesi Bassi gli strumenti generici più usati sono (in ordine di utilizzo decrescente): Appoggio 
della  leadership,  Supporto  dallo  staff  manageriale,  Visite  regolari  alla  fabbrica  da  parte  del 
management,  Monitoraggio  delle  attività  di  miglioramento,  Comunicazione  faccia  a  faccia, 
Addestramento del personale negli strumenti di problem solving, Un format generale di problem 
solving,  Lavoro in  team/gruppi.  Invece  non sono considerati  importanti:  Promozione  attraverso 
competizioni, Premi per la qualità, Sistemi di incentivi.
L’utilizzo dei mezzi segue l’importanza, a parte due eccezioni: il mezzo “uso della ISO9000/2000 o 
altri standard di qualità” è usato più frequentemente rispetto all’importanza che gli viene data. Al 
contrario lo strumento “Addestramento del personale all’uso degli strumenti di problem solving” è 
percepito importante, ma poco usato.
Gli  strumenti  di  problem  solving  più  importanti  sono:  Strumenti  di  identificazione  dei 
problemi/checklist, Strumenti di mappatura dei processi, Strumenti di esposizione/visualizzazione, 
Sette strumenti per la qualità. Gli strumenti meno importanti sono: Simulazione, Sei sigma, QFD. 
Anche in questo caso l’utilizzo segue la importanza con alcune eccezioni: gli strumenti di creatività/
generazione delle idee, FMEA, 7 nuovi strumenti della qualità sono percepiti come importanti, ma 
usati raramente nei Paesi Bassi (Middel, op the Weeg, Gieskes, Shuring)
In  Australia  la  pratica  del  CI  si  è  diffusa  molto  prima  che  in  Europa,  infatti  la  vicinanza  col 
continente  asiatico,  l’ha  esposta  prima  alla  concorrenza  orientale.  Qui  il  CI  è  stato  messo  in 
relazione al Maturity Index MI sviluppato da Bessant e Caffyn nel 1997. Trascurando le differenze 
fra gli stati del New South Wales e del Queensland possiamo affermare che le aziende caratterizzate 
da una maggiore maturità usano: Comunicazione faccia a faccia, Visite agli stabilimenti, ISO 9000, 
Supporto dallo staff manageriale. Le aziende caratterizzate da un MI medio invece preferiscono: 
Supporto dallo staff manageriale, Attività di monitoraggio, Visite agli stabilimenti, Comunicazione 
faccia a faccia. Le aziende caratterizzate da basso MI ritengono molto importante la comunicazione 
faccia a faccia.
A prescindere dal grado di maturità le aziende fanno un uso frequente della ISO9000. Mentre gli 
strumenti più semplici  si sono diffusi in Australia,  le aziende con basso MI fanno uso di pochi 
strumenti e in particolare sono poco diffusi gli strumenti più nuovi o complessi come: 6 sigma, 
SPC, QFD. (Hyland, Milia, Sloan 2006).
In Brasile gli strumenti  specifici  più utilizzati sono: strumenti di standardizzazione, strumenti di 
identificazione dei problemi/checklists, 7 strumenti per la qualità basici, strumenti per la mappatura 
dei  processi,  5s.  I  meno  usati  sono:  QFD (Quality  Function  Deployment),  6  sigma  e  7  nuovi 
strumenti  per la  qualità  perché sono più complicati.  Per Quanto riguarda gli  strumenti  generici 
sicuramente il più utilizzato è la ISO 9000/2000. In  generale gli intervistati considerano le attività 
importanti,  ma non le usano, cosa che suggerisce che le imprese stanno ancora introducendo il 
processo di CI. (Lizarelli, Boscardin, Oprime, Alliprandini).
Da questa analisi emerge soprattutto il fatto che le aziende in ogni parte del modno privilegiano gli 
strumenti semplici a quelli più complessi. 
Tabella 1-1 Utilizzo degli strumenti
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PIU’ USATI / 
IMPORTANTI
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•    Strumenti di 
mappatura dei 
processi
•    SPC – Statistical 
Process Control
 •    Uso dell’ISO 
9000
•    Monitoraggio 
delle attività di 
miglioramento




SPAGNA  •    6 sigma
•    QFD
•    Simulazione 
del processo






•    Strumenti di 
identificazione dei 
problemi/checklist
•    Strumenti di 
mappatura dei 
processi
•    Strumenti di 
esposizione/visuali
zzazione
•    Sette strumenti per 
la qualità
 
•    Simulazione
•    6 sigma 
•    QFD
 
•    Appoggio 
della 
leadership
•    Supporto dallo 
staff 
manageriale
•    Visite regolari 
alla fabbrica 
da parte del 
management
•    Monitoraggio 
delle attività di 
miglioramento
•    
Comunicazion
•    Promozione 
attraverso 
competizioni
•    Premi per la 
qualità
•    Sistemi di 
incentivi.
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e faccia a 
faccia
•    
Addestrament













 •    6 sigma
•    SPC
•    QFD
•     
•    
Comunicazion
e faccia a 
faccia
•    Visite agli 
stabilimenti
•    ISO 9000
•    Supporto dallo 
staff 
manageriale
•    Attività di 
monitoraggio
•    
Comunicazion
e faccia a 
faccia
 
BRASILE •    Strumenti di •    QFD (Quality 
Function 
•    ISO  
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standardizzazione, 




•    7 strumenti per la 
qualità basici, 
•    Strumenti per la 
mappatura dei 
processi, 
•    5s
Deployment), 
•    6 sigma 




1.3      La ‘prospettiva soft’: CI come capacità strategica
Questa prospettiva è detta anche ‘soft’ e vede il CI come una capacità strategica. Ci si chiede come 
l’organizzazione  può acquisire  e  fare  suoi  gli  schemi  comportamentali  associati  al  CI  (Bessant 
Caffyn 1997).
In quest’ottica, il CI può essere visto anche come una capacità appresa e interiorizzata nella cultura 
organizzativa, osservabile in termini di routine comportamentali associate a specifiche abilità.
Tali routines rappresentano clusters di comportamenti incorporati nella cultura organizzativa. “ Tali  
schemi  [..]  sono  formati  come  una  parte  di  un  processo  complesso,  multi  livello  in  quale  le  
credenze e i vlaori sottostanti vengono rappresentate in particolari comportamenti che in turno  
generano artefatti  che rinforzano le  credenze  e  i  comportamenti”  (Bessant,  Caffin  e  Gallagher 
2001; p 70) producendo un feedback positivo.
Queste  routines  devono essere  internalizzate  al  punto di  diventare  inconsce ed  autonome.  Esse 
diventano una parte del ‘modo in cui facciamo le cose qui’ – in altre parole parte della cultura 
dominante dell’organizzazione (Bessant Caffyn 1997).
Lo sviluppo e il rinforzo di routines è un processo incrementale e cumulativo di apprendimento, che 
esige  due  tipi  di  apprendimento:  comportamenti  di  miglioramento/rinforzo  all’interno  di  un 
particolare cluster (apprendimento ad anello singolo) e inclusione di nuove routines nel repertorio 
(apprendimento ad anello doppio).
Un altro  importante  vantaggio strategico  è  che tali  routines  non possono essere  semplicemente 
copiate da un contesto ad un altro; devono essere apprese e praticate per un certo periodo di tempo 
(Pavitt, 1991). 
Il  maggior  contributo  allo  sviluppo  della  prospettiva  soft  è  stato  dato  dal  progetto  CIRCA 
(Continuous Improvement Reserch for Competitive Advantage). CIRCA  è un programma di 5 anni 
di ‘action-research’  che coinvolge un nucleo centrale di aziende e una rete più vasta di circa 100 
aziende  colle  quali  condividere  le  esperienze  e  ‘fotografare’  con  casi  di  studio.  Il  principale 
obiettivo del programma è portare una metodoligia base per implementare e mantenere il CI e una 
serie di risorse (toolbox) per farlo (Bessant, Burnell, e Webb,1992). Le attività svolte del CIRCA 
sono: Workshop, Conferenze, Giorni su particolari argomenti, Newsletter, Libreria e materiale di 
supporto, Consulenza, ‘toolbox’ delle risorse, mappatura e benchmarking (Bessant Caffyn 1997).
Una prospettiva più ampia è stata raggiunta attraverso la partecipazione in un network europeo di 
ricerche sul CI (Euro CINET), che è stato stabilito nel programma EUREKA, nell’ambito di questo 
progetto sono state svolte due survey internazionali, la prima nel 1996, la seconda nel 2003 (per 
informazioni su quest’ultima si veda il capitolo 3). 
 I  comportamenti  individuali  si  consolidano  in  routine,  ognuna  delle  quali  costituisce  una 
particolare abilità nel repertorio dell’organizzazione (CI capability model). Le routine, a loro volta, 
si accumulano e convergono al punto da fornire all’organizzazione una capacità strategica di CI. In 
quest’ottica,  l’evoluzione  della  capacità  di  CI può essere vista come lo  sviluppo di una risorsa 
specifica e difficile da imitare, che può essere sfruttata per il conseguimento di obiettivi strategici.
In definitiva il CI non può essere una singola tecnica o strumento; è un processo di apprendimento 
di lungo termine e una utile analogia può essere fatta con il processo di apprendimento di guida di 
un’auto (Bessant Caffyn 1997).Riportando le esperienze del progetto CIRCA:
all’inizio vi sarà entusiasmo, ma poca esperienza, e i primi giorni di sviluppo del CI sono 
occupati a imparare le basi del problem solving sistematico e facendo pratica nell’uso di  
semplici strumenti e tecniche. Si impiegherà molto tempo per far funzionare un programma 
che integri  da un lato la generazione di idee,  la loro implementazione  e un sistema di  
riconoscimento  e  ricompensa degli  sforzi,  dall’altro  la  misurazione  e  archiviazione  dei  
miglioramenti, e l’identificazione dei nuovi target. Non ci si stupisce che molti programmi 
vengano insabbiati prima di arrivare a questo punto, ma alcuni persistono ed iniziano ad  
agganciare le loro capacità di CI con gli obiettivi generali dell’azienda. Questo richiede di  
apprendere nuove capacità sul monitoraggio e la misura dei processi, ma il risultato ha un 
impatto più strategico. Ulteriormente sulla via c’è la possibilità di auto-dirigere il CI nel  
quale l’organizzazione si muove verso una più diffusa forma di innovazione,  con grandi  
liveli di sperimentazione piuttosto che di solo miglioramento.(Bessant Caffyn, 1997) 
Ogni abilità è formata da uno specifico cluster di comportamenti che si rinforza fra di loro (Tabella 
1-2). Sviluppare le abilità significa cambiare nei loro comportamenti costitutivo. Il modello è fatto 
di 34 comportamenti .





La abilità di articolare I 
valori basici del CI
Le persone a tutti i livelli dimostrano una fiducia condivisa nel 
valore dei piccoli passi e che tutti possono contribuire, da parte loro 
nel fare e riconoscere miglioramenti incrementali
Quando qualcosa va mele la reazione naturale delle persone a tutti i 
livelli è di cercare le ragioni sul perché piuttosto che colpevolizzare 
le persone coinvolte
Abituarsi al CI
Sviluppare abilità di 
generare coinvolgimento 
sostenuto nel CI
Le persone usano qualche tipo di circolo formale di problem finding 
e soving
Le persone usano strumenti appropriati e tecniche per supportare le 
loro attività di miglioramento
Le persone usano misurazioni per formare il processo di 
miglioramento
Le persone (individui/gruppi) iniziano, e portano alla conclusione, 
le attività di miglioramento – partecipano al processo
Le idee e i suggerimenti per il miglioramento sono esposti in una 
maniera chiara, definita e inquadrata temporalmente – sia 
implementate o altrimenti affrontate.
Focalizzare il CI
Generare e sostenere le 
abilità di collegare le attività 
di CI agli obiettivi strategici 
dell’azienda
Gli individui e i gruppi usano la strategia e gli obiettivi 
dell’organizzazione per focalizzarsi e definire le priorità nelle loro 
attività di miglioramento.
Ognuno capisce (cioè è in grado di spiegare) quali sono le strategie, 
le mete, gli obiettivi della loro azienda o del loro dipartimento
Prima di intraprendere una indagine iniziale e prima di 
implementare una soluzione, gli individui e gruppi verificano i 
miglioramenti che propongono a confronto degli obiettivi strategici 
per assicurare coerenza.
Gli individui e i gruppi monitorano/misurano i risultati delle loro 
attività di miglioramento e il loro impatto sugli obiettivi strategici o 
dipartimentali.
Il CI è parte integrante del lavoro degli individui o dei gruppi, non 
una attività parallela




L’abilità di guidare, dirigere 
e supportare la creazione e 
il sostenimento dei 
comportamenti di CI
sufficiente tempo, denaro, spazio e altre risorse,
L’organizzazione riconosce in via formale, ma non necessariamente 
finanziaria il contributo dei dipendenti al miglioramento continuo
I manager guidano con l’esempio, diventando attivamente coinvolti 
nella progettazione ed implementazione sistematica dei 
miglioramenti in corso
I manager supportano la sperimentazione non punendo gli errori, 
ma incoraggiando ad imparare da essi
Allinerare il CI
L’abilità di creare coerenza 
tra i valori di CI e i 
comportamenti e il contesto 
organizzativo (come 
strutture e procedure)
Valutazioni in corso assicurano che i processi dell’organizzazione, 
le strutture e i sistemi supportino coerentemente e rinforzino le 
attività di miglioramento.
Gli individui/i gruppi responsabili per la progettazione del sistema 
di CI assicurano che sia compatibile con le attuali strutture e 
infrastrutture
Individui con responsabilità per particolari processi/sistemi 
dell’azienda tengono revisioni in corso d’opera per verificare se i 
processi/sistemi, fra cui il sistema di CI, rimangono compatibili
Problem solving condiviso
L’abilità di spostare le 
attività di CI da una parte 
all’altra dell’organizzazione
Le persone co-operano fra le diverse divisioni (come con gruppi 
inter-funzionali) nel CI come lavorano nelle loro aree.
Gli individui sono orientati verso i clienti interni ed esterni nelle 
loro attività CI.
Esistono progetti specifici di CI con agenzie esterne, e con clienti e 
fornitori.
CI nel sistema di CI
Generare l’abilità di gestire 
strategicamente gli sviluppi 
del CI
Il sitema di CI è continuamente monitorato e sviluppato: un 
individuo o un gruppo designato controlla misura l’incidenza ( cioè 
la frequenza e la posizione) dell’attività di CI e i suoi rsultati.
 Esiste un processo di pianificazione ciclico per cui il sistema di CI 
e è regolarmente revisionato e, se necessario, emendato 
(apprendimento a singolo loop)
Esiste una revisione periodica del sistema di CI in relazione 
all’organizzazione nell’intero che può portare a una maggiore 




Il senior managment rende disponibili sufficienti risorse (tempo, 




Generare le abilità di 
permettere 
all’apprendimento di avere 
luogo ed essere catturato ad 
ogni livello.
Ognuno impara dalla sue esperienze, sia buone che cattive.
Gli individui cercano opportunità per imparare/svilupparsi (e.g. 
sperimentazione attiva, fissare obiettivi di apprendimento personali.
Gli individui e i gruppi a tutti i livelli condividono (rendono 
disponibile) il loro apprendimento da ogni esperienza di lavoro e di 
miglioramento.
La organizzazione articola e consolida (cattura e condivide) ciò che 
hanno imparato gli individui e i gruppi.
I manager accettano e, quando necessario, mettono in pratica tutto 
ciò che hanno imparato.
Le persone e i team assicurano che il loro apprendimento sia 
incorporato nell’organizzazione facendo uso dei meccanismi forniti 
per questo.
Sono usati meccanismi organizzativi appropriati per mettere in 
pratica ciò che è stato appreso attraverso l’organizzazione.
 
Queste routines sono facilitate da l’uso di alcuni dispositivi strutturali e procedurali -enablers-  che 
possono  essere  schierati  strategicamente  (vedi  Bessant  Caffyn  1997).  È  anche  possibile  usare 
misure della presenza e dell’assenza di questi ‘enablers’ come una semplice forma di benchmark 
che differenzia fra livelli di abilità di CI.. Chiedendo di queste attività di CI e esperienze in termini 
di routine di comportamento si può derivare una posizione relativa per l’organizzazione in termini 
di cosa ha raggiunto e dove può dirigere i suoi sforzi in futuro (Bessant Caffyn 1997).
Il  modello  riportato  descrive  una  serie  generica  di  routines  comportamentali  importanti  per 
implementare e sostenere il CI. La strada particolare per raggiungere questa destinazione,  però, 
potrà variare molto. Ogni organizzazione ha bisogno di sviluppare la sua particolare strategia e di 
fare uso di ‘enablers’ specifici per implementarla (Bessant Caffyn 1997). Questa è una ragione per 
cui  la  semplice  imitazione  di  cosa è  stato  fatto  con successo nelle  aziende  Giapponesi  non ha 
portato a risultati in molte aziende Inglesi (Bessant 1998)
La sfida manageriale maggiore associata al CI non è data dall’adozione,ma  dall’implementazione 
(Bessant 1998).  Vari report indicano le difficoltà e i fallimenti nell’implementazione del CI. Per 
esempio una survey del 1992 svolta da A.T. Kearney ha suggerito che l’80% dei programmi studiati 
non mostrava successi e, in particolare vi era poca enfasi sui risultati tangibili. Analizzando i casi di 
successo si nota che gli sforzi sono portati avanti per un periodo duraturo in modo da causare il 
cambiamento comportamentale associato al CI (Bessant1998).
Secondo  Bessant  lo  sviluppo  del  CI  è  essenzialmente  un  processo  evolutivo  che  implica  un 
apprendimento graduale e la assimilazione di un numero crescente di abilità comportamentali.  È 
stato  perciò  sviluppato  un  modello  che  identifichi  i  particolari  livelli  di  evoluzione  di  questi 
comportamenti e provi a connetterli con l’impatto sulle performance (Tabella 1-3). 
Questo modello è di tipo evoluzionario cioè, in contrapposizione con i modelli di tipo additivo tutti 
comportamenti chiave sono presenti al livello due, sebbene in una forma immatura. Una azienda per 
per avanzare a un livello più alto, deve evolvere ulteriormente i suoi comportamenti (Bessant 1998).
Per  chiarificare  meglio  il  concetto  Dabhilkar,  Bengtsson  durante  la  2nd  CINet  survey  hanno 
verificato che le aziende Svedesi presentavano comportamenti tipici dei livelli 4 e 5, ma non avendo 
ancora  ben assimilato  le  routines  del  livello  2  nel  ‘modo  in  cui  vengono fatte  le  cose’,  hanno 
posizionato le aziende svedesi al livello 2. Solo quando le routines di livello 2 saranno radicate si 




Tabella 1-3 Stadio nella evoluzione del CI
Livello di CI Schema del comportamento caratteristico
Livello 1 (Pre-CI)
L’interesse nel concetto è stato 
scatenato – da una crisi, dalla 
presenza a un seminario, dalla visita 
a un’altra organizzazione e così via – 
ma la implementazione è su una base 
ad hoc
I problemi sono risolti in maniera casuale
Non ci sono sforzi formali o strutture per migliorare 
l’organizzazione.
Spiragli occasionali di miglioramento interrotti da 
inattività e non partecipazione
Nessun impatto strategico sulle risorse umane, finanza o 
Livello di CI Schema del comportamento caratteristico
altri target misurabili
Lo staff e il mangment sono ignari del CI come processo
Livello 2 (CI strutturato)
Esiste un impegno formale per 
costruire un sistema che svilupperà il 
CI attraverso l’organizzazone.
CI o una iniziativa equivalente di miglioramento continuo 
è stata introdotta.
Lo staff usa processi strutturati di problem-solving
Una elevata porzione dello staff partecipa nelle attività di 
CI
Lo staff è stato addestrato in strumenti basici di CI
È in atto un sistema strutturato di gestione delle idee
È stato introdotto un sistema di riconoscimento
Le attività di CI non sono state integrate nelle operazioni 
giorno per giorno
Livello 3 (CI orientato agli obiettivi)
C’è un impegno a collegare i 
comportamenti di CI, stabiliti a 
livello locale, alle più amplie 
preoccupazioni strategiche 
dell’impresa.
Tutte le precedenti più:
Sviluppo formale di obiettivi strategici
Monitoraggio e misurazione del CI rispetto a questi 
obiettivi.
Le attività di CI sono parte delle principali attività di 
business
Il focus include problem solving al di la dei confini e 
anche al di fuori dell’impresa.
Livello 4 (CI proattivo)
C’è un tentativo di trasferire 
autonomia e di empowerment verso 
gli individui e i gruppi per gestire e 
dirigere i loro stessi processi
Tutte le precedenti più:
Responsabilità di CI trasferite alle unità di problem solving
Alti livelli di sperimentazione.
Livello 5 (Piena abilità di CI)
Si può approssimare al modello della 
“learning organization”
Tutte le precedenti più:
Abilità di apprendimento estensive e ampliamente 
distribuite
Sistematica ricerca e risoluzione dei problemi e cattura e 
Livello di CI Schema del comportamento caratteristico
condivisione di apprendimento
Sperimentazione su larga scala in maniera autonoma, ma 
controllata.
 
Classificando l’evoluzione del CI in questi termini le aziende possono essere aiutate a capire dove si 
posizionano in relazione alle altre aziende e come possono sviluppare un piano per espandere le 
loro  abilità  di  CI  (Bessant  1998).  Possiamo  poi  correlare  il  possesso  di  capacità  con  il 
miglioramento di performance; per ogni livello infatti si possono individuare delle pratiche e delle 
performance (per il modello Bessant, Francis 1999)
Ad esempio la transizione dal livello 1 al livello 2 implica disporre un approccio sistematico che 
fornisce una struttura che fa in modo che i comportamenti di problem finding e solving mettano 
radici (Imai, 1987). La nostra ricerca suggerisce che lo sviluppo di comportamenti di CI a questo 
livello  può  prendere  un  lungo  periodo  di  tempo  (Bessant  Francis  1999).  Il  processo  di 
apprendimento è ciò che vari autori chiamano apprendimento “a anello singolo” o “adattativo”- 
essenzialmente apprendere a eseguire meglio i comportamenti specificati (Argyris e Schon, 1970; 
Stenge, 1990).
Comunque è chiaro che ad un certo punto nello sviluppo del CI c’è anche la necessità di riformulare 
il problema e introdurre nuovi target che estendano il range di comportamenti coinvolti.  Questo 
corrisponde  a  quel  che  può  essere  chiamato  apprendimento  a  “doppio  anello”  o  “generativo”. 
Gestire tutti  e due i tipi  di  cambiamento è una questione importante nello sviluppo di di lungo 
termine delle abilità di CI, dato che ai vari livelli ci srà una necessità di apprnedimento rinforzo 
(anello singolo) e di cambiamento di livello (anello doppio). Una delle transizioni chiave che molte 
aziende affrontano è quella dal livello 2 al livello 3, questo passaggio necessita sia apprendimento 
ad anello singolo che a livello doppio (Bessant Francis 1999).
La maggior parte delle aziende inglesi  si trova a livello  2 (Bessant, Francis 1999), idem per le 
aziende Svedesi (Dabhilkar, Bengtsson 2006). Quindi la sfida per il futuro è il passaggio al livello 
3,  cioè  nono  solo  mantenere  i  comportamenti  di  problem  finding-solvig  acquisti,  ma  anche 
agganciarli agli obiettivi strategici dell’organizzazione. Questo richiede lo sviluppo di meccanismi 
abilitanti  adeguati  allo  sviluppo e  alla  scomposizione  degli  obiettivi  aziendali  e  per fare  propri 
all’interno dell’organizzazione comportamenti di monitoraggio e misurazione.
Infine è necessario ricordare che, sebbene lo sviluppo del CI  comporta un processo apprendimento 
di comportamenti che necessita tempo, non c’è correlazione tra il tempo impiegato e il grado di 
successo. Piuttosto le variabili chiave sembrano essere lo sforzo che il management impiega per 
costruire e mantenere lo schema dei comportamenti di CI (Bessant, Caffyn, Gallager 2001).
1.4      La prospettiva integrata: CI come una parte 
dell’innovazione continua.
Se l’output primario del processo di CI è un flusso innovativo continuo e incrementale, è pur vero 
che un prezioso  by-product dello  stesso è  l’incremento  della  competenza  e  della  dedizione  del 
personale attraverso un processo sinergico di apprendimento e rinforzo. 
Da un lato (commitment  loop) questo modello  – che è una rielaborazione originale  da Peters e 
Waterman, (1984) e Argyris and Schön (1996) - evidenzia come i miglioramenti ottenuti rinforzino 
la  convinzione  (nei  fini)  di  dirigenti  e  dipendenti,  spingendoli  a  una  maggiore  applicazione. 
Dall’altro  (knowledge  loop),  esso  sottolinea  come  dall’esperienza  (non  solo  dei  miglioramenti 
ottenuti,  ma anche delle difficoltà incontrate) derivi una maggiore consapevolezza (dei mezzi)  e 
quindi una migliore applicazione. Al crescere di consapevolezza e convinzione si dovrebbe inoltre 
osservare una transizione  rispettivamente  da  routine  difensive (O-I)  a  routine  costruttive  (O-II) 
(perché aumenta la consapevolezza di come allineare la struttura, i sistemi informativi e i sistemi 
premianti in modo da implementare un sistema di apprendimento organizzativo produttivo) e da 
schemi mentali difensivi (M-I) a schemi mentali costruttivi (M-II) (perché aumenta la fiducia dei 
dipendenti  nelle  intenzioni  e  nelle  capacità  del  management),  con  l’effetto  di  favorire  un 









Poiché  competenza  e  dedizione  sono  i  due  input fondamentali  del  processo  di  miglioramento 
continuo,  questo  modello  evidenzia  la  doppia  natura  cognitiva  (apprendimento)  e  psicologica 
(rinforzo) del feedback che chiude i cicli di problem finding – problem solving con cui opera il CI. 
Esso chiarisce  inoltre  il  legame esistente  tra  il  processo di  miglioramento  continuo e  quello  di 
apprendimento  organizzativo,  superando  la  tradizionale  equivalenza  “miglioramento  continuo  = 
apprendimento  a  loop  singolo”.  In  realtà  il  CI,  oltre  ad  accelerare  questa  forma  minore  di 
apprendimento, contemporaneamente migliora le  routine e gli schemi mentali,  favorendo così la 
transizione verso un sistema di apprendimento organizzativo a doppio loop.
Quindi le due interpretazioni del CI sono complementari: attraverso il processo di CI genera una 
capacità di CI che, a sua volta, migliora la efficacia del processo di CI nutrendo un circolo virtuoso 
di apprendimento e rinforzo.
Dal 1998 ad ora vi è stata una diminuzione radicale nel numero di contributi che si riferiscono al 
concetto Giapponese di management e al lavoro di Imai sul Kaizen (che è la prospettiva ‘hard’), 
mentre il numero di articoli che si riferiscono al lavoro di Bessant e dei suoi colleghi al CENTRIM 
(la prospettiva ‘soft’) è molto aumentato (Boer e Gertsen, 2003).  CI è sempre di più considerato 
come un processo di apprendimento e la prospettiva hard ( o ‘CI di fabbrica’ come è stato chiamato 















Basandoci sul frame work rappresentato in figura 3, possiamo riesaminare la letteratura  sul CI, 
tracciando come si è evoluto attraverso una prospettiva integrativa fra due dimensioni:
         i.      Il focus sull’apprendimento
       ii.      L’allestimento delle attività di CI.
La prima dimensione ha a che fare col focus dell’apprendimento in attività di CI.
Oggi industrie eccellenti si stanno misurando con una pressione più forte che mai. Questo è dovuto 
essenzialmente alle performance che i loro prodotti devono possedere per incontrare le eseigenze 
dei consumatori, ad esempio i bisogni dei clienti di oggi e di domani (Boer & Gertsen, 2003). Infatti 
se posiamo la nostra attenzione sui primi, è evidente che i clienti di oggi chiederanno di essere 
soddisfatti  in  termini  di  funzioni,  prezzo,  tempo,  quantità,  servizio  e  distribuzione  dei  prodotti 
esistenti.  Questo  richiede  che  le  aziende  siano  eccellenti  nelle  capacità  di  sfruttamento  (‘ 
Sfruttamento  include  attività  come  il  miglioramento,  scelta,  produzione,  efficienza,  selezione,  
implementazione,  esecuzione’,  March,  1991,  p  71;  ‘La  essenza  dello  sfruttamento  è  il  
miglioramento  e  la  estensione  delle  competenze,  tecnologie  e  paradigmi  esistenti.  Le  sue  
ricompense sono positive, prossime e predicibili’, March 1991, p 85). Quindi se portiamo la nostra 
attenzione sulle seconde, avere cura dei clienti di domani significa guardare a nuove configurazioni 
di prodotti,  approcci al mercato,  processi,  tecnologie e competenze ,  sistema organizzativo e di 
managment; per soddisfare questi requisiti le aziende devono essere eccellenti nelle potenzialità di 
sfrutamento  (‘  lo  sfruttamento  include  cose  catturate  da  termini  come  ricerca,  variazione,  
asunzione di rischio, sperimentazione, azione, flessibilità , ricerca innovazione’ March 1991, p.71; 
‘  La essenza dello sfruttamento è la sperimentazione con nuove alternative. I suoi risultati sono 
incerti, distanti, e spesso negativi’, March,1991, p. 85).
Focalizzandosi sulle capacità di sfruttamento o esplorazione,  quindi, richiede differenti  capacità, 
attitudini, e stili di managment che sono stati tradizionalmente difficili da combinare.
Con poche eccezioni (il  paradigma della produzione strategicamente flessibile),  la letteratura ha 
suggerito  che queste attività  richiedono strategie  e soluzioni  organizzative  differenti,  e che non 
possono  essere  combinate  con  successo  all’interno  di  una  singola  organizzazione.  Comunque, 
portiamo la testimonianza di aziende che anche in una periodo più esteso sembrano gestire queste 
attività  incompatibili  e  rivelano sia  alta  efficienza,  che  comportamento  innovativo.  Gli  studiosi 
hanno  progressivamente  spostato  l’attenzione  dalle  posizioni  tradizionali  che  considerano 
sfruttamento e esplorazione antitetiche – perciò ognuna analizzata separatamente – a una che le 
considera affiancabili. Dal 2003 un crescente numero di autori ha anche supportato la fattibilità di 
un sinergico e continuo bilanciamento tra questi due processi (Schonberger e Knod jr, 1997; Boer e 
Gertsen, 2003, Magnusson e Martini, 2008).
La seconda dimensione il livello  al quale i contributi in letterature progressivamente espandono i 
confini delle attività di CI: dal prodotto/processo al contesto delle unità inter-organizzative.
La combinazione di queste due dimensioni produce uno spazio bi-dimensionale dove l’evoluzione 
del CI può essere mappata.
Figura 1-3 Evoluzione del CI
 
L’Evoluzione fluisce nel CI e nelle teorie dell’innovazione
Fino  all’inizio  degli  anni  90  le  pubblicazioni  avevano  a  che  fare  col  CI  a  livello  di  fabbrica 
nell’industria manifatturiera: “ La maggior parte di questa letteratura è Giapponese o dell’Ovest,  
per la maggior parte pubblicazioni americane sul Kaizen o sulla comparazione tra kaizen e stile di  
CI nell’occidente” (Boer e Gertsen 2003). La più grande parte del contributo sul CI omette  gli 
aspetti comportamentali del CI. In particolare, come suggerito da Bessant et al (2001) due sono i 
maggiori criticità nella letteratura: prima di tutto la letteratura è di solito prescrittiva e non considera 
la fase di implementazione o, quando lo fa, assume una correlazione diretta tra l’utilizzo delle leve e 
il miglioramento delle performance, mentre ignora del tutto l’aspetto connesso alla creazione delle 
abilità; in secondo luogo, gli approcci della letteratura al CI come variabili binarie (si/no) più che 
interpretarla come un modello comportamenti appresi che evolve nel tempo.
Dalla metà degli anni ’90, sono emersi tre nuovi argomenti. Prima di tutto le applicazioni di CI si 
sono  estese  alle  attività  di  no  routine,  includendo  l’innovazione  di  prodotto  e  processi 
amministrativi (Boer e Caffyn 1994; Caffyn 1996; Bartezzaghi et al. 1997) e successivamente a 
scenari  inter  organizzativi,  dove  è  diventato  miglioramento  collaborativo  (Middle  et  al.  2007; 
Cagliano et al. 2005; Kaltoft et al. 2007). Un altro trend di ricerca è stata l’attenzione sui problemi 
di  implementazione,  come fattori  di  successo/fallimento,  fattori  abilitanti/non abilitanti,  il  ruolo 
degli action learning e della sperimentazione (Corso e Pavesi 2000; Boer e Gieskes 2001). Il terzo 
elemento emergente è la integrazione del CI e l’apprendimento organizzativo (Mitki, Shani e Meiri 
1997).
Se  focalizziamo  la  nostra  attenzione  sulla  teoria  dell’innovazione,  la  letteratura  ha  analizzato 
separatamente innovazioni incrementali e radicali, ma le innovazioni in condizioni di discontinuità 
sono state investigate solo di recente (Corso e Pellegrini 2008).
Le innovazioni incrementali consolidano la conoscenza esistente, sia nei processi che nei prodotti.
Finchè  ci  si  occupa  di  processi,  è  importante  mensionare  il  BPR  che  tenta  di  contribuire  al 
miglioramento delle performance, ma, in contrasto con il CI, attraverso cambiamenti non lineari e 
senza coinvolgimento diffuso dei dipendenti (Boer et al, 2000).
Se  ci  si  occupa  di  prodotti,  dal  1980  sono  emersi  tre  correnti  principali  dalla  letteratura  di 
management  riguardo  allo  sviluppo  dei  nuovi  prodotti  (New  Product  Development  NPD): 
concurrent  engineering,  multi  project  management  e  apprendimento  organizzativo.  Da  una 
prospettiva  di  apprendimento,  queste  correnti  spostano  il  focus  dalla  socializzazione  della 
conoscenza  veloce  e  intensa  in  team inter-funzionali  e  spesso co-locati,  alla  condivisione  della 
conoscenza attraverso  la  comunione  e il  riuso di  soluzioni  di  progettazione,  fino alle  dinamica 
generale di creazione e trasferimento di conoscenza, anche in forma tacita o embedded nei processi 
e nelle routines organizzative (Corso et al., 2001)
Dato che molti contributi  condividono la supposizione che la innovazione di prodotto è il risultato 
del progetto di NPD nel tempo, dunque, considerando le fasi a valle solo una fonte di informazione 
per  nutrire  lo  sviluppo  dei  prodotti  di  nuova generazione,  o  anche  vincoli  da  essere  anticipati 
durante lo sviluppo (Clark e Fujimoto, 1991) altri evidenziano la necessità di estendere lo sforzo 
innovativo a tutto il  ciclo di vita del prodotto (Itami,  1987: Bessant et al.,  1994; Caffyn,  1997; 
Bartezzaghi, Corso e Verganti, 1998; Corso 2002). 
Innovazione radicale è innovazione in territori nuovi e inesplorati (Bessant, 2008). Ha a che fare 
con  le  discontinuità,  caratterizzate  da  alta  instabilità  e  alta  incertezza.  Queste  discontinuità 
reincorniciano lo spazio e le condizioni al contorno e aprono nuove opportunità, insieme al dovere 
di creazione di nuove routines per far fronte alle innovazioni discontinue.  
Mentre  nel  passato  le  compagnie  research-intensive  pensavano  che  la  ricerca  nella  area  core 
dell’expertise dell’organizzazione dovesse rimanere all’interno,  con outsiders che fornivano solo 
attività  di  supporto meno importanti,  oggi  le  ditte  stanno usando fonti  esterne per ogni  fase di 
innovazione, dalla scoperta e lo sviluppo alla commercializzazione e anche alla manutenzione del 
prodotto. Questa evoluzione che da all’organizzazione la possibilità di accedere a nuove idee in 
maniera  indisciplinata,  implica la  necessità  di  spiegare una strategia  di  approvvigionamento per 
gestire  l’innovazione  in  maniera  olistica,  in  opposizione  alla  maniera  transazionale  di  gestire 
l’innovazione,  i  cui  maggiori  difetti  sono  la  mancanza  di  influenza  nell’apprendimento 
organizzativo (nessun metodo per applicare le lezioni apprese da un relazione esterna alle altre) e, 
più importante, perdite non intenzionali di conoscenza (Linder, Jarvenpaa e Davenport, 2003):
 Lo sfruttamento delle relazioni del network, che è radicato nel flusso di design inter-organizzativo 
(Corso et al., 2001), sembra essere l’area più indagata con attenzione particolare al ruolo giocato 
dagli acquirenti come fonti di innovazione.
Per  sostenere  la  competizione  è  richiesto  alle  aziende  di  essere  eccellenti  sia  nelle  inovazioni 
incrementali che in quelle radicali. (Boer 2001; Bessant, de Weerd- Nederhof e Fisscher, 2006). La 
situazione  risultante  richiede  nuove  abilità  (Day  e  Schoemaker,  2000;  Leifer  McDermott, 
O’Conner,  Peters,  Rice,  Veryzer,  2000),  vale  a  dire  simultaneamente  in  condizioni  di  bassa 
complessità (innovazione in stato stabile) e di instabilità (innovazione discontinua). In altre parole, 
le aziende devono gestire simultaneamente due ‘spazi’ – uno definito dalle traiettorie tecnologiche e 
di marketing nelle quali  l’innovazione è concepita come routines per “fare quello che facciamo 
meglio”, e un’altra, con uno spazio di risultato aperto, nella quale una serie differente di routines 
sono per raggiungere l’obiettivo di “ fare differentemente” (Bessant). 2002. 
Questa recensione della letteratura sul CI e innovazione mette in evidenza alcuni punti rilevanti:
•                    L’allargamento  dei  confini  dell’ambientazione  sia  per  il  CI  che  per  le  teorie  di 
innovazione.
•                    La integrazione del CI con le teorie d’apprendimento: CI è sempre di più considerato 
come un processo di apprendimento. Come conseguenza, diventa evidente che il CI fa riferimento 
non solo ad apprendimento ad anello singolo, ma anche ad anello doppio;
•                    Aziende che anche in un periodo molto esteso sembrano gestire attività incompatibili 
– esplorazione/sfruttamento e innovazioni di stato continuo/discontinuo – e rivelano comportamenti 
sia di alta efficienza, che innovativi. Come una conseguenza, nella letteratura un numero crescente 
di  autori  supporta  anche  la  fattibilità  di  un  bilanciamento  continuo  e  sinergico  tra  questi  due 
processi.
Basata  su  queste  sfide  possiamo  derivare  una  richiesta  di  combinare  contemporaneamente  la 
eccellenza operativa nel soddisfare le necessità dei clienti di oggi e la innovatività, sia incrementale 
che radicale, che è necessaria per soddisfare i clienti di domani. In altre parole, le aziende devono 
bilanciare sfruttamento e esplorazione. Questa necessità di cambiare nel tempo introduce la visione 
dinamica delle potenzialità dell’innovazione, nella quale sono coinvolte non solo apprendimento e 
routines, ma anche abilità di gestire (integrare, riconfigurare, rinnovare e creare) la trasformazione 
delle routines (Nelson e Winter,1982; Collis, 1994; Grant 1996; Winter, 2003). Le aziende hanno 
sviluppato routines ‘parallele’ per affrontare sia il contesto instabile – attua ruotines ‘differenti’ – 
che stabile  – fai  innovazione ‘migliore’  (Bessant et  al.  2005).Maneggiare  questo equilibrio  – e 
superarlo- è al cuore dell’Innovazione Continua (Magnusson e Martini 2007).
In  sintesi  ,  la  comunità  del  miglioramento  continuo  è  diventata  una  disciplina  di  innovazione 
continua. Adottiamo un approccio più comprensibile in termini sia del concetto che del contenuto 
della ricerca.
Per quanto riguarda il concetto, il nostro lavoro si snoda dalle complementarietà offerte dalle due 
prospettive attraverso le quali il CI può essere interpretato(che è la prospettiva integrativa): le leve/
metodi e le abilità/routines.
Per quanto riguarda i contenuti, la letteratura sul CI approfondisce più aspetti: le leve, le capacità 
che permettono all’organizzazione di imparare, innovare e rinnovare, l’impatto che il CI produce 
sulle performance, e l’influenza esercitata da fattori contestuali.
Per le ragioni citate, la intenzione di questa tesi è di testare empiricamente la validità del modello di 
CI  attraverso  la  verifica  simultanea  di  abilità,  leve,  variabili  contestuali  e  performance.  La 
valutazione  è  stata  attuata  usando  la  tecnica  statistica  di  analisi  SEM  (Structural  Equation 
Modeling)  e i dati empirici sono stati raccolti dalla seconda survey di CI internazionale.
 2         Modello teorico
L’obiettivo  di  questo  paragrafo  è  di  stabilire  il  framework  teorico,  fornendo  i  costrutti  e  le 
proposizioni, inteso come la discussione dei legami tra i costrutti e la indicazione della natura e 
direzione delle relazioni. 
La Figura 2-1 rappresenta il frame work teorico basato sulla revisone interpretativa della letteratura 
sul CI. Mostra i quattro costrutti – Capacità di CI (abilities),  Leve (o strumenti) del CI (Tools), 












Le leve sono sia generiche – per la promozione, controllo e implementazione del CI (per esempio, 
ISO  9000,  uso  di  slogans,  lavoro  in  team)  –  e  specifiche  –  per  il  processo  di  problem 
finding/solving (per esempio, QFD, sei sigma, strumenti di creatività).
Le capacità di CI sono definite da otto gruppi di abilità, come identificate dal modello di maturità 
del CI di Bessant et al (2001), che sono volte a cambiare i comportamenti organizzativi. Le aziende 
migliorano le loro capacità di CI sviluppando queste abilità. Ogni abilità è formata da uno specifico 
cluster di comportamenti che si rinforzano l’un l’altro. Sviluppare una abilità significa cambiare nei 
suoi comportamenti costitutivi.
Le performance riguardano  I benefici operativi del  operativi delle pratiche di CI (i.e. uso di leve, 
abilità acquisite).
Dall’analisi  della letteratura assumiamo che le leve e le abilità sono influenzate dal conteso nel 
quale una azienda opera (Boer e Gersen 2003; Organizzazione europea per la qualità, 2001).
Prendiamo, ad esempio, il TQM. All’inizio vi era un certo scetticismo sulla possibilità di poterlo 
applicare al di fuori del Giappone perché si pensava che le barrire culturali fossero insormontabili. 
Dopo i  primi  successi  ottenuti  dalle  imprese occidentali  che hanno implementato questo nuovo 
approccio, il movimento per la Qualità Totale iniziò a sostenere la tesi che i principi, le pratiche e 
gli  strumenti  del  TQM  erano  universalmente  applicabili  con  la  stessa  efficacia.  Oggi,  è  stato 
riconosciuto  che  non  esiste  un  singolo  modello  dominante  e  che  nessuna  pratica,  tecnica  o 
strumento ha una validità assoluta. L’attenzione perciò, si è mossa verso la identificazione delle best 
practice in un certo campo di applicazione dato.
La  variazione  degli  eventi  contestuali  non  sono  di  per  sé  fattori  causa,  ma  piuttosto  fattori 
condizionanti  nelle  relazioni  tra  leve,  abilità  prestazioni  ed  è  esattamente  a  causa  di  questo 
condizionamento che l’ efficacia di ogni pratica deve essere contestuale.
 
Le proposizioni
Alla base del framework raffigurato in figura 4 analizzeremo la relazione (a) tra leve ed abilità, (b) 
tra leve e performance, (c) tra abilità e performance, in fine, approfondiremo l’influenza esercitata 
delle variabili di contesto.
Nell’analizzare  queste  relazioni  sono  citati  gli  articoli  che  le  trattano;  è  importante  fare  una 
premessa metodologica: prendiamo come esempio l’articolo di Kaynak (2003), che ha analizzato la 
relazione tra TQM e performance. Nel suo lavoro ha fornito una completa revisione letteraria di 
studi antecedenti sugli argomenti pubblicati nei maggiori giornali Europei e Americani. Da questi 
ultimi  si  è  appreso che gli  studi  precedenti  hanno prodotto  risultati  misti  come conseguenza  è 
importante definire i seguenti tre aspetti. Il primo è di specificare la operalizzazione del TQM  cioè 
se è stato usato un singolo costrutto, come la vincita di un premio per la qualità, come nel caso dello 
studio di Hendricks e Singhal (2001), o se è stato usato un costrutto multidimensionale come in 
Anderson et al (1995). In secondo luogo le performance devono essere definite,  se per esempio 
sono usate performance finanziarie dell’azienda come in Easton e Jarrell (1998) o se si  misurano 
performance operative dello stabilimento come in Ahire e O’Saughnessy (1998). In terzo luogo 
deve essere definito il framework analitico, se viene usato il metodo Structural Equation Modeling, 
come nel  lavoro di  Kaynak (Kainak 2003),  o se per predirre  l’impatto  sulle  performance  delle 
differenti pratiche è usata l’analisi di regressione multipla, come nel lavoro di Samson Terziovski 
(1999).
Relazione a) leve ed abilità.
Per quanto riguarda questa relazione, lo stato dell’arte della letteratura è unanime nell’affermare che 
le leve possono essere usate per sviluppare le abilità di CI: da un lato una diffusione più intensa e 
diffusa  delle  leve  accelera  il  processo  di  apprendimento  attraverso  il  quale  sono  sviluppate  e 
consolidate le routines – sulle quali sono basate le abilità di CI – (Fuellerton e McWatters, 2002); 
dall’altra parte le organizzazioni con una maggiore capacità di CI fanno un migliore uso delle leve 
(Fok, Fok e Hartman 2001; Chin, Pun, Xu e Chan 2002; Taylor e Wright, 2003; Corso et al., 2007a)
Relazione b): leve e performance
Diversi  studi  (De toni  e  Nassimbeni,  2000;  Cua,  Mc Kone e  Schroeder  2001;  Dong,  Carter  e 
Dresner 2001; Hendricks e Singhal, 2001; Ahmad, Schroeder e Sinha 2003; Fullerton, McWatters e 
Fawson  2003;  Gonzalez-Benito,  Martinez-Lorente  e  Dale  2003;  Kaynak,  2003;  Rabinovich, 
Dresner e Evers 2003; Shah e Ward, 2003; Taylor and Wright, 2003; Corso, Giacobbe, Martini and 
Pellegrini 2007; Hyland, Mellor Sloan 2007) hanno contribuito alla comprensione generale del fatto 
che le leve hanno una relazione positiva con le performance.
Inoltre, è stato dimostrato che questa relazione è influenzata dalle capacità di CI (Corso et al., 2007)
Relazione c): abilità e performance
Quando si  considera  la  relazione  tra  abilità  e  performance,  la  letteratura  presenta  tre  problemi 
principali: gap nelle attuali conoscenze, mancanza di conferma di ciò che la letteratura presenta e 
contraddizioni tra diverse teorie.
Per  quanto  riguarda  il  primo  problema –  gap  nelle  conoscenze  attuali  –  Bessant  et  al.  (2001) 
denunciano che la maggior parte dei contributi sul CI omette l’aspetto comportamentale del CI. In 
particolare. Vi sono due critiche allo stato attuale della letteratura: per prima cosa tutta la letteratura 
è di solito prescrittiva e non considera la fase di implementazione,  o, quando lo fa assume una 
diretta  correlazione  tra  l’utilizzo  delle  leve  e  l’aumento  delle  performance,  mentre  ignora 
completamente gli aspetti di creazione delle abilità; in secondo luogo la letteratura si affianca al CI 
come una variabile binaria (si/no) più che interpretandola come un modello di atteggiamenti appresi 
che evolve nel tempo, Jørgensen et al. (2006) mette in evidenza le implicazioni di questo gap nella 
letteratura delle pratiche manageriali e aggiunge che “ le aziende hanno adottato il CI ,e continuano 
a farlo, perciò,sulla premessa non dimostrata che CI aumenta le performances” (p 334).
Per quanto riguarda il secondo problema – mancanza di conferma di ciò che la letteratura presenta - 
Jorgensen,  Boer  e  Timenes-Laugen  (2007),  sebbene  partono  affermando  che  “è  generalmente 
accettato  che  aumenti  nella  maturità  del  CI  possono  corrispondere  con  miglioramenti  nelle 
performance  operative”  (p.  329),  aggiungono  che  il  supporto  empirico  a  questa  relazione  è 
mancante.
Infine il terzo problema – contraddizioni tra differenti teorie – sebbene il modello di anzianità del 
CI  (Bessant  e  Caffyn,  1997)  assume  una  relazione  lineare  tra  abilità  e  il  loro  impatto  sulle 
performance  (dato  che  tutte  le  abilità  di  CI  sono  ugualmente  importanti  per  migliorare  le 
performance una organizzazione può sviluppare tutte le abilità di CI approssimativamente insieme – 
Bessant 2003) alcuni articoli sono in favore della relazione non lineare (Savolainen, 199; Jorgensen, 
2003 Rijnders, 2002; Jorgensen et al., 2006; Bengtsson e Dabhilkar, 2007): cioè hanno ossevato che 
i  comportamenti  non  sono  importanti  in  maniera  uguale  e  che  specifici  comportamenti  hanno 
relazioni più forti con alcune aree di performance. Dabhilkar et al. sostengono e che il livello di 
maturità cresce in modo lineare fra tutte le abilità. La questione della progressione del CI è sotto 
dibattito e richiederà ricerche future.
Dato che una parte consistente di come le abilità di CI influiscano sulle performance deve ancora 
emergere, secondo le nostre migliori conoscenze, nel tempo vi è stato uno spostamento verso le 
scoperte  empiriche  che  indicano che le  abilità  hanno una influenza  positiva  sulle  performance: 
Bessant e Caffyn (1997) con il loro modello  di maturità del CI; Jorgensen, Boer and Timenes-
Laugen  (2006)  che  hanno  messo  in  evidenza  con  la  loro  ricerca  empirica  che  “una  maggiore 
implementazione dei comportamenti di CI è significativamente correlata a maggiori miglioramenti 
di performance” (p333); Bessant (2006); Bengtsson and Dabhilkar (2007); Dabhilkar, Bengtsson 
and Bessant (2007); Dabhilkar and Ahlstrom (2008). 
Inoltre la relazione tra abilità e performance è stata anche analizzata in relazione ad altri aspetti 
come l’ HRM (Jorgensen, Boer, Laugen 2007) e la lean production (Dabhilkar and Ahlstrom 2008).
Corso et al., 2007a hanno scoperto che sebbene le capacità e le leve del CI sono in relazione diretta 
con  le  performance,  la  relazione  tra  leve  e  performance  è  modulata  delle  capacità  di  CI.  Più 
esattamente, cosa è accaduto è un parziale effetto mediazione nel quale le leve non hanno solo un 
effetto diretto sulle performance ma anche, e nello stesso tempo influenzano le abilità che, a loro 
volta, influenzano le performance.
Inseguito è riportato un sunto delle ricerche basate sulla 2nd CINet survey. È stata posta particolare 
enfasi sui risultati che riguardano la relazione tra abilità e perfomance e la linearità del modello del 
continuous improvement.
Dabhilkar e Bengtsson, che hanno analizzato i dati  della 2nd CINet survey relativi  alla Svezia, 
studiano la relazione di costrutti multidimensionali tra abilità e performance operative  attraverso 
un’analisi  di  regressione  mutipla.  Una  factor  analysis  ha  individuato  cinque  fattori  reali  che 
rappresentano sei delle otto abilità originali di CI di Bessant. Per quanto riguarda le performance 
operative di stabilimento questi autori affermano che la relazione non è lineare: La ragione è che 
ognuna delle abilità  indotte empiricamente corrisponde più di altre  ad uno dei cinque livelli  di 
capacità. Questo significa che uno stabilimento può aspettarsi un’impatto sulle performance molto 
alto come conseguenza di un pieno stabilimento del secondo livello di capacità, mentre continuando 
a progredire nella via del CI verso i livelli 3, 4 e 5 avrà ancora benefici, ma non così evidenti come 
ai livelli inferiori del modello. Questi autori si chiedono inoltre quali siano i benefici nello stabilire 
livelli  di  CI  più  alti.  La  risposta  sta  nel  fatto  che  questi  livelli  continuano  ad  aumentare  le 
performance,  ma  nell’area  strategica,  oltre  che  in  quella  dell’efficienza  operativa,  anche  se 
quest’ultima affermazione non è stata ancora dimostrata empiricamente.  
Dabhilkar Bengtsson Bessant Borg nel 2007 hanno testato per la prima volta il modello di maturità 
del CI su i dati raccolti in tutte le nazioni con più di 50 risposte. È stata testata l’ipotesi ‘lo sviluppo 
di abilità di CI è correlato a miglioramenti nelle performance del business. I costrutti sono stati 
operazionalizzati attraverso una analisi delle componenti principali che ha portato a tre capacità: CI 
sistematico e strategico; Tracciare la rotta; problem solving condiviso. Nello stesso modo sono state 
trattate le performance da cui sono risultate tre componenti: Efficienza operativa dello stabilimento; 
Soddisfazione dei clienti; Condizioni di lavoro. Dopo una analisi di regressione tutte e tre le abilità 
di CI estratte si sono dimostrate correlate positivamente agli indicatori.
Acuni case studi es  (e.g. Rijnders, 2002; Savolainen, 1999; Jorgensen 2003) suggeriscono che le 
aziende  implementano  i  comportamenti  di  CI  in  una  maniera  molto  meno  lineare  di  quanto 
suggerisca  il  CI  maturity  model  .  In  aggiunta  questi  studi  suggeriscono che  varii  elementi  per 
esempio quelle relative alla cultura e allo stile di leadership (Jorgensen 2003)  devono essere trattati 
prima  di  iniziare  la  gestione  del  CI.  Infine questi  studi  empirici  indicano che  le  caratteristiche 
specifiche dell’organizzazione possono rendere alcuni comportamenti di CI più importanti di altri in 
termini di performance di miglioramento. 
Dabhilkar et al. sostengono che esistono diversi livelli di maturità e che il livello di maturità cresce 
in modo lineare fra tutte le abilità. Inoltre gli stessi autori hanno creato un indice di maturità del CI, 
dove viene fatta la media di tutti i 32 comportamenti di CI che costituiscono le sei abilità di CI.
Jorgensen, Boer e Laugen nel 2006 hanno analizzato i dati della 2nd CINet survey, aggregando tutte 
le  nazioni.  Per  l’analisi  sono  stati  utilizzati  costrutti  multidimensionali  corrispondenti  alle  6 
categorie  individuate  da  Bessant  e  Caffyn  (1997).  Le  performance  sono  state  anch’esse 
operazionalizzate  con  variabili  multidimensionali  chiamate  performance  di  velocità/costo, 
performance di relazione, performance organizzative. È stata effettuata l’analisi di regressione. Per 
prima cosa gli autori hanno testato che ad aumenti  nella maturità del CI, misurati  in termini di 
livello  di  adozione  dei  comportamenti  di  CI  corrispondono  miglioramenti  nelle  performance. 
Quindi è stata testata una seconda ipotesi che solo aumenti in tutte le capacità avrebbero portato 
aumenti  di  performance.  I  risultati  mostrano  che  i  comportamenti  non  sono  tutti  ugualmente 
importanti e che comportamenti specifici hanno relazioni più forti con alcune aree di miglioramento 
di performance. Queste scoperte sono in contrasto col CI maturity model in quanto indicano che 
possono esistere differenti strategie per sviluppare il CI.. In particolare le analisi mostrano che i 
comportamenti associati con la ‘abilità di gestire strategicamente il CI’ gruppo B hanno influenza 
più forte sulle performance di velocità/costo. E su quelle organizzative. I comportamenti correlati 
alla  ‘abilità  di  spostare  il  CI  attraverso  i  confini  organizzativi’  (Gruppo  D)  sono  fortemente 
correlati,  e  spiegano  la  maggior  parte  della  varianza  di  miglioramenti  nelle  performance  di 
relazione. Tuttavia anche il gruppo B ed F e il set totale di variabili mostrano una relazione simile. 
I risultati  di queste analisi  suggeriscono fortemente che la maturità del CI non necessita di una 
progressione  lineare  per  impattare  positivamente  sulle  performance  e  che  lo  sviluppo  di  certe 
capacità può portare miglioramenti a certe specifiche misure di performance. Quindi, gli obiettivi 
delle singole imprese possono essere usate per determinare dove gli sviluppo degli  sforzi  di CI 
possono essere calibrati (Jorgensen Boer Laugen 2006).
Dabhilkar e Ahlström Puntano l’attenzione sulle relazioni tra CI e Produzione snella. Attraverso 
un’analisi di 127 aziende manifatturiere Svedesi questi due autori dimostrano che è importante sia 
implementare  pratiche  snelle,  che  cambiamenti  nei  comportamenti  di  CI  per  massimizzare  le 
capacità di CI. Per di più, lo sviluppo delle capacità di CI ha un effetto diretto positivo significativo 
sulle performance operative di stabilimento.  Infine, mentre l’adozione di pratiche di produzione 
snella  ha  un  effetto  diretto  sulle  performance  operative  di  stabilimento,  i  cambiamenti  nei 
comportamenti di CI no. Qusti ultimi aiutano solo a massimizzare le capacità di CI della impresa 
(Dabhilkar e Ahlström 2007).
Infine  Jorgensen;  Timenes,  Laugen  e  Boer  hanno  investigato  la  relazione  tra  HRM,  CI  e 
performance operative.  Basandosi sui dati  relativi  alla  2nd CINet survey e prendendo in esame 
l’intera popolazione che ha risposto la questionario hanno le abilità in due gruppi il primo costituito 
da  20  comportamenti  di  CI;  il  secondo  da  13  comportamenti  di  HRM  divisi  a  loro  volta  in 
meccanismi orientati alle persone e meccanismi orientati alla organizzazione. Le performance sono 
state anch’esse suddivise in performance di velocità/costo, di relazione e organizzative. Su questi 
dati è stata effettuata una anlisi di regressione. I risultati dell’analisi dimostrano che l’HRM ha un 
effetto significativo sui comportamenti di CI e sulle performance dell’azienda; dove la relazione più 
forte è tra HRM,  CI e performance si ha quando le aziende allineano le attività di CI coi loro 
obiettivi strategici ed usano procedure e processi per misurare i risultati delle loro attività di CI 
(Jorgensen, Timen Lugen e Boer).
d) Influenza dalle variabili contestuali
Anche quando si analizza l’impatto delle variabili contestuali sul contributo che danno al CI nel 
migliorare le performance la letteratura non è decisiva. Questa mancanza è soprattutto dovuta a due 
problemi: i gap nelle conoscenze attuali e le contraddizioni tra teorie differenti.
Per quanto riguarda il gap nelle conoscenze attuali, parte della letteratura evidenzia che lo sviluppo 
di contingenze basate sul processo di innovazione continua è una delle sfide maggiori per il futuro 
in questo campo: “ La sfida è di continuare a lavorare sull’influenza delle contingenze[..], e anche 
collegare questa ricerca alle perfomance del CI, dell’apprendimento e dell’innovazione continua e 
agli effetti di più lungo termine sulle performance operative” (Boer and Gertsen, 2003, p. 821).
Per quanto riguarda il  secondo problema – contraddizioni tra differenti  teorie  – la mancanza di 
risultati consistenti in letteratura è dovuta alla differente operativizzazione delle variabili contestuali 
che  gli  autori  propongono.  Jørgensen  et  al.  (2006),  considerano  tre  ‘variabli  di  controllo’  – 
importanza delle attività di CI, grandezza della dell’impresa e tipo di processo di produzione- e 16 
items che riguardano le performance operative raggruppate in tre dimensioni principali (per fornace 
di  velocità/costo;  performance  di  relazione;  performance  organizzative).  Ha  mostrato  che 
l’importanza delle attività di CI ha una relazione significativa e positiva con tutte le dimensioni di 
performance che ha testato, la grandezza delle imprese sembra essere correlata alle performance di 
velocità/costo  (ma  non  riguarda  le  altre  dimensioni  di  performance),  e  non  ci  sono  relazioni 
significative tra il tipo di processo di produzione e qualsiasi altra misura di performance, Dabhilkar 
and Ahlstrom (2008) hanno aggiunto la pratica di evasione dell’ordine ai tre fattori precedenti; per 
quanto riguarda le performance analizzate, si focalizzano sulla produttività, qualità, affidabilità e 
velocità.  Inoltre Dabhilkar  et  al.  (2007) ha aggiunto il  fattore  nazione  alle  variabili  di  contesto 
esaminate da Jørgensen et al. (2006): I risultati mostrano che, eccetto per l’importanza delle attività 
di CI, tutte le contingenze – Grandezza dell’azienda, tipo di sistema di produzione e specificità  
nazionale – sono di importanza limitata. Al contrario, Corso, Giacobbe,Martini, Pellegrini (2007) 
hanno dimostrato che l’ efficacia delle leve è influenzata da fattori contestuali, come grandezza, 
Sito di approvvigionamento, sistema di produzione e sistema di evasione dell’ordine; anche Boer e 
Gertsen,  2003 affermano  che  le  pratiche  di  CI  sono influenzate  dal  contesto  in  cui  le  aziende 
operano (Organizzazione europea per la qualità 2001). 
Una questione da tenere conto è quella delle differenze nazionali. Dabhilkar, Bengtsson, Bessant, 
Borg nel 2007, dopo aver studiato una popolazione proveniente da più nazioni affermano in accordo 
con Verma che aggregare dati di differenti popolazioni deve essere fatto con cautela. Una questione 
centrale per l’approccio aggregato in questo studio è se il CI è praticato uniformemente in tutte le 
nazioni. Le due ipotesi principali che hanno a che fare con la questione, ‘la ipotesi di convergenza’ 
e ‘la ipotesi di specificità nazionale’ sono descritte brevemente da Rungtusanatham et al (2004). In 
accordo con l’ipotesi di convergenza le pratiche di TQM devono convergere fra le diverse culture, 
mentre l’argomento della specificità nazionale predice che le differenze inter-nazionali impediranno 
la  applicabilità  del  TQM all’interno  delle  organizzazioni.  La  2nd CINet  survey si  limita  a  sei 
nazioni, ci si potrebbe aspettare un maggiori  differenze nelle pratiche di CI se venissero inclusi 
paesi provenienti dall’Asia e dall’America. Secondo Dickson, Den Hartog & Mitchelson (2003), le 
sei  nazioni  che sono incluse nello  studio appartengono a quattro gruppi differenti  per clutura e 
leadership:  Europa del  Nord (Svezia),  Germanico  (Paesi  Bassi),  Europa  Latina  (Italia,  Spagna) 
Anglo (Inghilterra e Australia). Successivamente il questionario è stato ripetuto in Brasile e in Cina.
Prima della aggregazione dei dati sono state eseguite factor analisi separate per Svezia, Australia e 
Spagna. Il modo in cui i comportamenti di CI si aggregano per formare le abilità, e gli indicatori di 
performance,  è molto simile  tra le  nazioni.  Questo ci  ha permesso di concludere  che differenti 
contesti nazionali hanno limitata influenza su come si formano i comportamenti di CI. L’ipotesi di 
convergenza è supportata  da Sila  (2006) e Rungtusanathamet  al  (2004).  (Dabhilkar,  Bengtsson, 
Bessant, Borg 2007).
Dabhilkar,  Bengtsson e  Bessant  (2007)  hanno affrontato  il  problema della  convergenza  e  della 
specificità  nazionale  Confrontando  il  livello  di  maturità  delle  nazioni  appartenenti  alla  CINet 
survey. I risultati sono a favore dell’ipotesi di convergenza ,anche se differenze minori tra nazioni 
esistono.  L’unica  anomalia  è  rappresentata  dalla  Spagna che ha riportato  un livello  di  maturità 
maggiore delle altre nazioni. Piuttosto che suggerire che la cultura di impresa Spagnola facilita un 
livello di maturità di CI più alto, si congettura che  le differenze indicate per il  Cluster 4 siano 
causate da differenze nelle tecniche di campionamento. Il campione spagnolo è stato estratto da vari 
database  pubblici  e  privati,  che  raccoglievano  una  popolazione  di  aziende  già  interessate  nella 
pratica di procedure sulla qualità (Albors & Hervàs, 2007 p. 335) mentre la survey Svedese, per 
esempio,  è  stata  estratta  da  un  campione  rappresentativo  del  settore  manifatturiero  Svedese 
(Dabhikàr & Bentsson, 2007, p 278).
Per una comparazione a livello nazionale sull’uso degli strumenti si veda il paragrafo 1.2.
 
Secondo i risultati della prima CINet survey le differenze nazionali sono poco marcate e non hanno 
un grande impatto sulle performance di CI. Bisogna tener conto che in quello studio è stata usata 
una versione meno sviluppata del CI maturity model. Fa eccezione la Norvegia dove le aziende 
dichiarano di essere in uno stato più avanzato del CI, ma il campione di aziende tende ad essere  
polarizzato  verso  compagnie  più  aperte  al  CI  e  ad  approcci  simili.  L’Australia  si  differenzia 
dall’Europa nella pratica del CI per il numero di anni di pratica, per un uso meno frequente di molti  
strumenti di CI, per un uso maggiore di straordinari non pagati e per la minore importanza data al 
coinvolgimento  dei  dipendenti.  Queste  differenze  sono  dovute  alla  vicinanza  geografica  col 
Giappone, che l’ha esposta maggiormente ai competitori Giapponesi. Quando però si comparano 
gruppi di nazioni con caratteristiche culturali simili, emergono alcune differenze nel modo in cui il 
CI è organizzato. Secondo gli autori quindi vi sono poche differenze nazionali, mentre il fattore che 
ha maggiore influenza è il grado di maturità del CI (Boer e Gertsen, 2003).
 Comunque – Come può essere visto dalle linee precedenti – I risultati contraddittori possono essere 
in qualche modo attribuiti alle differenze negli studi attuali: il disegno di ricerca negli studi attuali 
ha avuto un grande impatto sui risultati e perciò la abilità dei ricercatori di capire l’impatto sulle 
variabili  di  contesto.  Più  esattamente,  gli  studi  empirici  esaminano  gli  effetti  delle  variabili 
contestuali  sui  contributi  di  CI  per  migliorare  le  performance  che hanno indirizzato  più aspetti 
differenti sia di variabili contestuali, che di performance e, in particolare le performance sono state 
misurate in più modi, quindi, non è sorprendente che questi studi abbiano portato a risultati misti.
In breve, gli studi che riguardano gli effetti esercitati dalle variabili di contesto sono quindi limitati 
e non hanno ancora dato una risposta definitiva.
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3         Survey internazionale CINet
La presente tesi di laurea si colloca nel quadro di un progetto internazionale condotto dal Global  
Continuous Innovation Network (CINet), un network di ricerca nato nel 1999 come estensione 
dell’European Continuous Innovation Network (EuroCINet) e che attualmente comprende membri 
appartenenti a diciannove Paesi in tutto il mondo. Gli enti che in Italia aderiscono a tale rete sono 
l’Università di Pisa, il Politecnico di Milano e il Politecnico di Torino.  
Nel 2003 il CINet ha condotto una survey nell’ambito del Continuous Improvement. Lo studio ha 
coinvolto 544 imprese operanti in trenta diversi settori (designati secondo la codifica ISIC a 2 cifre). 
Al progetto, cui fa riferimento la presente tesi di laurea, hanno partecipato Australia, Hong Kong, 
Italia, Irlanda, Norvegia, Olanda, Regno Unito, Spagna, Svezia e Svizzera. Il CINet ha redatto un 
questionario standardizzato, la responsabilità della cui traduzione e somministrazione è stata 
decentralizzata a livello di singolo Paese.
 
3.1      Campionamento
In Italia il Politecnico di Torino, in collaborazione con il Politecnico di Milano e l’Università di 
Pisa, ha selezionato dal database AIDA una lista di 445 imprese operanti nell’industria 
manifatturiera. L’unità di analisi sono le industrie manifatturiere che vanno da medie a grandi 
dimensioni. Queste sono state scelte in modo che fossero disponibili dati oggettivi relativi alle loro 
performance economiche nel triennio 2000/2001/2002, lasso di tempo cui fanno riferimento le 
domande del questionario. 
Per selezionare il campione:
•                    Sono stati usati i codici ISIC 23, 24, 26, 27, 28, 34 (manifattura del carbone, prodotti 
del petrolio raffinato e carburante nucleare, chimica e chimici, manifattura di prodotti minerali non 
metallici, prodotti metallici basici, prodotti metallici fabbricati, eccetto macchinari ed accessori, 
veicoli a motore, rimorchi e semi rimorchi
•                    Le aziende sono state selezionate in maniera casuale dal database AIDA (Bureau van 
Dijk 2003 database), fra quelle con un numero di dipendenti che va da 100 a 1000[2];
•                    Tutte le nazioni hanno usato gli stessi codici
Ogni gruppo di ricerca nazionale nel CINet ha indagato lo stato dell’arte del CI nella sua nazione 
come primo passo, per capire successivamente se vi fosse convergenza al di fuori dei confini 
nazionali, o piuttosto, se vi fossero differenze dovute agli specifici paesi[3]. (Martini e pellegrini 
2008)
3.2      Questionario
Il questionario comprende quattro sezioni:
• L’impresa e il miglioramento continuo.
• Il supporto alle attività di miglioramento e gli strumenti impiegati.
• Gli effetti delle attività di miglioramento.
• Caratteristiche generali dell’impresa.
L’impresa e il miglioramento continuo
La prima sezione indaga l’approccio adottato dall’impresa nell’impostazione generale del
proprio programma di miglioramento continuo. Gli aspetti esaminati sono:
• le attività di miglioramento svolte;
• il loro contesto di svolgimento;
• il loro grado di diffusione all’interno delle diverse funzioni aziendali;
• le motivazioni che hanno spinto all’introduzione di un programma di CI;
• il periodo di tempo trascorso dall’avvio del programma;
• il grado di difficoltà sperimentato in alcune aree critiche;
• la frequenza con cui sono stati incontrati alcuni problemi tipici.
Il supporto alle attività di miglioramento e gli strumenti impiegati
La seconda sezione indaga gli strumenti utilizzati per promuovere, supportare e realizzare le
attività di miglioramento:
• l’importanza attribuita e la frequenza d’impiego di alcuni strumenti generici;
• l’importanza attribuita e la frequenza d’impiego di alcuni sistemi d’incentivazione;
• l’importanza attribuita e la frequenza d’impiego di alcuni strumenti specifici per il problem
finding – problem solving.
Gli effetti delle attività di miglioramento
La terza sezione indaga gli effetti prodotti dalle attività di miglioramento:
• il contributo fornito alle prestazioni aziendali;
• l’importanza attribuita alle attività di miglioramento.
Caratteristiche generali dell’impresa
La quarta sezione raccoglie alcune informazioni sulle caratteristiche generali dell’impresa:
• la struttura proprietaria;
• le principali funzioni aziendali;
• la principale linea di prodotti;
• le dimensioni;
• il livello d’internazionalizzazione;
• l’importanza e la variazione nel tempo di alcuni fattori competitivi;
• il mix produttivo;
• il tipo di sistema produttivo;
• il modo di rispondere alla domanda.
In allegato è riportata una copia della versione tradotta in italiano.
 3.3      Raccolta dati
Lo sviluppo della survey è stato diviso in tre fasi differenti:
1. Il contatto telefonico – quattro operatori qualificati di un call center sono stati coinvolti per 
mettersi in contatto con i responsabili della produzione dell’azienda e spiegare gli obiettivi 
della survey: sono state contattate in maniera casuale 440 aziende. 
2. Il questionario postale- A ogni impresa è stato quindi inviato via fax o posta elettronica un 
fascicolo comprendente una lettera di presentazione con le istruzioni per la compilazione e 
la restituzione del questionario e una copia del questionario stesso. La survey si occupa di 
organizzazione e operations di CI, sostegno al CI e strumenti usati per le attività di CI, 
l’effetto delle attività di CI, storia dell’azienda e caratteristiche generali dell’organizzazione. 
Non sono state aggiunte domande specifiche per il paese. 
3. Richiami - In seguito, scaglionati nell’arco di più mesi, sono stati effettuati quattro cicli di 
solleciti telefonici. In totale hanno restituito il questionario compilato 61 imprese, facendo 
registrare un tasso di risposta pari al 13,7%. Per quanto modesto, si tratta pur sempre di un 
risultato accettabile, comparabile agli standard tipici di questa tecnica di rilevazione. Le 
dimensioni del questionario (lunghezza: 9 pagine; tempo di compilazione stimato: 45 
minuti) hanno probabilmente scoraggiato numerosi referenti: i commenti raccolti in 
occasione dei solleciti telefonici indicano proprio nella scarsa disponibilità di tempo il 
principale motivo del rifiuto a partecipare. A ogni modo, l’esame delle risposte non ha 
evidenziato alcuna differenza statisticamente significativa tra la prima metà di imprese a 
restituire il questionario compilato e la seconda metà. Si è perciò proceduto assumendo il 
campione come rappresentativo delle imprese manifatturiere italiane impegnate in un 
programma di miglioramento continuo, cosicché le conclusioni tratte dall’analisi dei dati 
fossero generalizzabili all’intera popolazione. 
(Martini, Pellegrini et al.)
Utilizzando il database AIDA è stato anche possibile integrare le rilevazioni con dati di natura 
contabile come intensità di capitale e impatto economico.
 
 
4         Metodologia SEM
Structural Equation Modeling  SEM come metodo per misurare le relazioni tra variabili latenti è 
stato creato all’incirca agli inizi del ventesimo secolo grazie al lavoro di Sewall Wright ( Bollen 
1989).  Nonostante una crescita lenta, ma costante è stato grazie alla monografia di Bagozzi nel 
1980 che questa tecnica è stata portata all’attenzione di un pubblico più amplio di ricercatori di 
marketing e di ricrhe di consumo. Gli ambiti in cui questa tecnica si è  sviluppata maggiormente 
sono però la psicologia le scienze sociali. 
Attualmente SEM  è diventato uno dei metodi preferiti di analisi di dati empirici nelle ricerche di 
gesttione operativa (OM).
Una ragione  della  diffusione  della  tecnica  SEM che  essendo un  metodo  confermativo  (Bentler 
1983;  Brownw 1984;  joreskog  1978)  fornisce  un  mezzo  per  confermare  e  modificare  modelli 
teorici.
La tecnica SEM permette di lavorare con un gran numero di variabili endogene ed esogene , come 
con variabili latenti (non osservate ) specificate come combinazione lineare (media pesata) delle 
variabili osservate (Golob, 2003).
Il termine SEM include vari metodi (Rigdon 1998), come modelli causali (Hullnad et al., 1996) 
Analisi  della  struttura  della  covarianza,  analisi  delle  variabili  latenti  (Dunn e  al..,1994),  analisi 
fattoriale confermativa, path analysis, e analisi LISREL  (il nome di uno dei pacchetti software che 
implementa l’analisi SEM)
Nelle ricerche di OM c’è la tradizione di incorporare parametri derivanti dal giudizio delle presone 
in modelli operazionali.
All’inizio è possibile usare parametri derivati da opinioni sulla gestione fissando specifici parametri 
strutturali  o  di  misura  su  alcuni  valori  determinati  dal  giudizio  dei  manager.  Valutazioni  più 
complesse  possono  essere  considerate  per  valutare  l’effetto  relativo  su  più  variabili.  Un’utile 
cartteristica  della  SEM  è  che  fornisce  per  ogni  parametro  stimato  da  giudizio  un  test  di 
significatività della sua appropriatezza e una stima dei cambiamenti possibili del parametro nel caso 
sia stimato indipendente. Questo permettere ai manager di valutare in che modo il loro giudizio è 
coerente coi dati.
In linea con l’approccio di calcolo alle decisioni, queste informazioni possono portare a un nuovo 
giudizio  da  parte  del  managment,  una  nuova  stima  del  modello  e  una  nuova  valutazione 
dell’accuratezza delle stime del managment (Steenkamp and Baumgarrtner, 2000). Quindi SEM ha 
un  potenziale  per  il  supporto  alle  decisioni  e  modellazione  operativa.  E’  utile  nelle  ricerche 
gestionali per sviluppare modelli operativi.
SEM è visto come una procedura confermativa piuttosto che esplorativa.
In seguito è riportata una breve spiegazione delle tecniche SEM, Per una spiegazione più dettagliata 
si  possono  consultare  libri  (Maruyama,  1998,  Bollen,  1989)  e  articoli  che  trattano  delle 
caratteristiche matematiche (Anderson and Gerbing,1988), termini chiave della specificazione del 
modello (Bagozzi and Yi, 1988; Fornell,1983) e altre tecniche di valutazione e fit(Mac Callum, 
1986; Mc Callum et al, 1992) 
4.1      Tecniche SEM
(Shah, Meyer Goldstein)
Per prima cosa è necessario inquadrare i termini Covariance Structure Modeling (CSM) e Structural 
Equation Modeling (SEM). Seguendo Shah, Meyer Goldstein 2005,  Della prima daremo solo dei 
brevi cenni poiché è poco usata in OM.
CSM rapprsenta una classe generale di modelli che include ARMA (auto regressive and moving 
average)  serie  storiche,  modelli  moltiplicativi  per  dati  multi-variabile,  modelli  circumplex 
(Long,1983). Quindi i modelli SEM sono un sottoinsieme dei dei modelli CSM.
SEM è una tecnica per specificare, stimare, e valutare modelli di relazioni lineari fra una serie di 
variabili osservate in termini di un numero generalmente più piccolo di variabili non osservate.
I modelli SEM sono costituiti da :
•                    variabili osservate, chiamate anche manifeste o misurate MV 
•                    variabili non osservate, chiamate anche sottostanti (underlying) o latenti LV. Che a 
loro volta in natura possono essere
o                  Indipendenti (esogene)
o                  Dipendenti (endogene) 
Le LV sono costrutti  ipotetici che non possono essere misurate direttamente, e nella SEM sono 
tipicamente rappresentate come MV multiple che rappresentano indicatori di costrutti sottostanti. Il 
modello SEM è una ipotesi a priori di uno schema di relazioni fra una serie di variabili osservate e 
non osservate.  L’obiettivo  nell’uso della  SEM è determinare  se il  modello  a  priori  è  valido,  o 
trovare un modello adatto (Gefen et al., 2000). Figura 4-1indica le varie tecniche SEM e CSM
 
Figura 4-1Tecniche SEM e CSM
La Path analysis (PA) e la analisi fattoriale confermativa (CFA) sono due specifici casi di SEM che 
sono regolarmente usati in OM. 
I  modelli  PA specificano schemi di relazioni direzionali  e non tra MVs. Le uniche LVs in tali 
modelli  sono  sono  gli  errori  (Hair  et  al.,  1998).   Così  questi  modelli  forniscono  la  relazione 
strutturale tra MVs quando le MVs sono di l’interesse primario o quando indicatori multipli per 
LVs non sono disponibili.
CFA richiede che i LVs e le loro associate MVs siano specificate prima di analizzare i dati. Questo 
è realizzato restringendo le MVs per caricarle su specifiche LVs e designando quali LVs possono 
correlare. Un modello CFA permette influenze direzionali tra LVs e le loro MVs e  collegamenti 















dettagliata per ognuna di queste tecniche. Figura 4-2 mostra illustrazioni grafiche di modelli SEM, 
PA e CFA. A volte viene usato il termine SEM per indicare tutti e tre i modelli.
Altre tecniche comprese nell’analisi SEM sono la structural regression models e la latent change 
models.  La  structural  regression  models  è  simile  alla  CFA,  ma  postula  specifiche  relazioni 
esploratorie  (regressioni  latenti)  fra  costrutti.Il  modello  può  essere  usato  per  testare  o  negare 
relazioni esplicative fra modelli latenti. La latent change models rappresenta un modo di studiare 
cambiamenti  nel  tempo. Il modello si focalizza in primo luogo su schemi di crescita, declino o 
entrambi in dati longitudinali e consente ai ricercatori di esaminare le differenze inter-individuali in 
schemi di crescita.
 
Figura 4-2 Illustrazione di modelli PA,CFA e SEM (tratto da Shah, Meyer Goldstein 2005)
 























































4.2      Approcci complementari fra validazione di teorie e 
predizione
È necessario fare una distinzione fondamentale tra l’uso della SEM per testare e sviluppare teorie e 
quello per applicazioni di previsione (Fornell & Bookstein, 1982; Joreskog & Wold,1982). Questa 
distinzione è le sue implicazioni  sono alla  base della scelta  del metodo di stima e del modello 
sottostante. Precisamente , si può dividere questa scelta tra un approccio Maximum likelihood  ML 
o generalized least square GLS caratterizzato da una stima dell’ informazione completa (e.g.Bentler 
1983; Joreskog 1978), usato insieme a modelli  common factor (Harman,1976)  e un modello  di 
stima  partial  least  square  PLS  (e.g.,  Wold,  1982)  insieme  a  un  modello  principal  component 
(Harman 1976). Andesono e Gerbing (1988) riassumono così i due metodi
Per lo sviluppo e validazione di teorie l’approccio ML o GLS ha diversi punti di forza.  Nel 
modello  common  factor,  si  assume  che  l’errore  della  varianza  delle  variabili  osservate  abbia 
caratteristiche  random  e  la  varianza  della  componente  di  una  specifica  misura  (chiamate 
nell’insieme  uniqueness,Harman 1976) che non sia di interesse teorico. Questa parte indesiderata 
delle misure osservate esclusa dalla definizione di del costrutto latente e modellata separatamente. 
Coerentemente  con  questo,  le  covarianze  tra  costrutti  latenti  sono  regolate  per  riflettere 
l’attenuazione nella covarianza osservata dovuta a queste componenti  di varianza non volute. A 
causa di queste ipotesi, la quantità di varianza spiegata nell’insieme di misure osservate non è di 
primario interesse.  Quindi  i  metodi  caratterizzati  da completa  informazione  forniscono stime di 
parametri che spiegano meglio le covarianze osservate. 
Altri due punti di forza relativi di questi approcci sono che forniscono la più efficiente stima dei 
parmetri (Joreskog &Would,1982) e un test complessivo di come si adatta il modello. A causa della 
ipotesi sottostante di errore random e specificità della misura, comunque vi è una indeterminatezza 
intrinseca nella stima dei pesi  dei  fattori  (cf.  Lawley & Maxwell  1971; MacDonald & Mulaik, 
1979;strige,1979). Questo non è un problema quando si va a testare una teoria, mentre nella stima di 
previsioni questo probabilmente porterà alla perdita di accuratezza della previsione.
Per l’applicazione e la predizione, PLS ha dei relativi punti di forza. In questo approccio si può 
assumere che tutta la varianza è varianza utile che deve essere spiegata. Sotto un modello principal 
component,  nessuna varianza con errore random o varianza specifica della  misurazione (unique 
variance)  è  assunta.  I  parametri  sono  stimati  così  per  massimizzare  la  varianza  spiegata  o 
nell’insieme  di  variabili  osservate  (modalità  rifletteva)  o  nel  set  di  variabili  latenti  (modalità 
formativa; fornell e Bookstein 1982). Il fit è valutato sulla base della percentuale della varianza 
spiegata nella regressione specificata. Dato che un approccio PLS stima le variabili latenti come una 
esatta combinazione lineare di misure osservate offre il vantaggio della definizione esatta dei pesi 
delle componenti.  Questa esatta definizione  insieme alla spiegare larghe percentuali di varianza 
nelle misure osservate è utile nella predizione accurata.
Le due tecniche sono messe a confronto in Tabella 4-1.
Tabella 4-1 SEM vs PLS (adattato dall’articolo di Anderson e Gerbing 1988)
 Approccio  ML,  GLS  (full 
information)
Approccio PLS
Ambito Sviluppo e validazione di teorie Applicazioni e predizione
Modello Common factor model Principal component model
Varianza Random
Non è di interesse teorico
Tutta la varianza è interessante
Punti di forza •                    Migliore  spiegazione 
della covarianza osservata
•                    Stima  più  efficiente  dei 
parametri
•                    Test  complessivo  del 
model fit
•                    Spiega  una  gran 
percentuale della varianza
•                    Stima esattamente i 
pesi  delle  componenti  (variabili 
latenti come esatta combinazione 
lineare delle misure osservate)
Punti di debolezza Indeterminatezza intrinseca nella stima 
dei pesi dei fattori
 
4.3      Mesurement model e Structural model
Un modello SEM può essere diviso in due parti
•                    Mesurement model
•                    Structural model
Queste due parti devono essere analizzate e validate indipendentemente
4.3.1          Mesurement model
È quella parte di un modello SEM che ha a che fare con le variabili latenti e i loro indicatori (può 
essere anche tutto il modello).Un mesured model puro è il modello di analisi fattoriale confermativa 
(CFA).  È  vlutato  attraverso  indici  di  bontà  di  fit  e  deve  essere  validato  prima  di  passare  alla 
valutazione dello structural model.
Null model. (modello nullo) Il mesurement model è spesso usato come “null model”, le differenze 
con  quest’ultimo  devono  essere  significative  se  uno  structural  model  proposto  dovrà  essere 
esaminato in seguito.  Nell  null  model  le covarianze nella  matrice di  covarianza per le variabili 
latenti si assumono uguali a zero. Sette misure di fit (NFI, RFI, IFI, TLI = NNFI, CFI, PNFI e 
PCFI) richiedono un modello nullo o in linea di base (baseline) con il quale i modelli di default dei 
ricercatori devono essere comparati. 
4.3.2      Structural model
Lo structural model può essere vincolato al mesurement model. É l’insieme di variabili esogene e 
endogene  nel  modello,  insieme  a  gli  effetti  diretti  (frecce  dritte)  che  li  connettono,  alcune 
correlazione tra variabili esogene o indicatori e i termini di dispersione per queste variabili (che 
riflettono l’effetto  di  variabili  non misurate  non presenti  nel  modello).  A volte  le  frecce  dalle 
variabili latenti esogene a quelle endogene sono chiamate γ, e quelle che connettono una variabile 
endogena a un’altra sono chiamate β. SPSS fornisce misure di bontà del fit per tre diversioni dello 
structural model:
•                    Saturated moedel: Questo è il modello inutile ma pienamente eplicativo nel quale ci 
sono tanti parametri stimati quanti sono i gradi di libertà. La maggior parte degli indici di bontà di 
fit saranno uguali a 1 per questo modello, ma essendo i modelli meno parsimoniosi possibili, i fit 
basati  sulla  parsimonia  saranno uguali  a  0.  Alcune misure,  come RMSEA, non possono essere 
calcolate per il saturated model.
•                    Indipendence  model.  È  un  modello  in  cui  si  assume  che  tutte  le  relazioni  tra  le 
variabili misurate siano 0. Questo implica che le correlazioni fra le variabili latenti sono anch’esse 
uguali a 0 (Cioè è il Null model). In questo caso il rapporto di parsimonia è 1. La maggior parte 
degli  indici  sarà  uguale  a  zero,  ma  alcuni  avranno  valori  diversi  da  zero  a  seconda  dei  dati 
(RMSEA, GFI).
•                    Il  default  model.  Questo  è  il  modello  strutturale  dei  ricercatori,  sempre  più 
parsimonioso del saturated model  e quasi  sempre che si  adatta  meglio  rispetto  all’indipendence 
model con il quale è comparato usando le midure di bontà di fit. Perciò il default model avrà una 
bontà  di  fit  a  metà  tra  fra  la  spiegazione  completa  del  modello  saturo  e  il  pessimo  potere  di 
spiegazione dell’indipendence model, che assume nessuna relazione.
4.4      Il processo di structural equation modeling
Questo processo è centrato su due step:Validare il mesurement model e adattare lo structural model. 
Il primo è realizzato attraverso la analisi fattoriale, mentre il secondo necessita di path analysis con 
variabili latenti.
Il  primo passo consiste  nello  specificare  un modello  sulla  base della  teoria.  Ogni  variabile  nel 
modello è concettualizzata come latente, misurata da più MVs. Ogni variabile latente deve avere 
almeno  3  MVs dopo  l’analisi  fattoriale  confermativa.  Quest’ultima  è  usata  per  stabilire  se  gli 
indicatori sembrano misurare la corrispondente variabile latente, rappresentata dai fattori. L’analisi 
fattoriale deve essere portata su un campione amplio (n>100) e rappresentativo; i metodi usati sono 
la common factor analysis o la principal axis factoring, da evitare la principal component analysis.
La  ricerca  procede  solo  quando  il  mesurement  model  è  stato  validato.  Due  o  più  modelli 
alternativi ,uno dei quali può essere il modello nullo (null model) sono quindi comparati in termini 
di “model fit”,che misura quanto le covarianze predette nel modello corrispondono alle covarianze 
osservate nei dati raccolti..
Modification index e altri coefficienti possono essere usati dai ricercatori per cambiare uno o più 
modelli per migliorarne l’adattamento, in questo caso si attua una rispecificazione del modello. 
Infine il  modello  deve  essere  testato  su un nuovo campione  di  dati  in  modo da assicurarne  la 
generalità. In Figura 4-3 è riassunto lo schema operativo per l’analisi SEM.
Figura 4-3:Schema operativo SEM analisi  (adattato da Lu et al 2007 e Shah Meyer Goldstein 2006)
4.5      Problemi relativi alla fase di pre analisi
Secondo Shah, Meyer Goldstein (2006) i problemi relativi alla fase di pre analisi devono essere 
considerati prima di condurre l’analisi SEM e includono:
•    Questioni concettuali
•    Problemi riguardanti la grandezza del campione
•    Specifiche del mesurement model
•    Specifiche del latent model
•    Problemi riguardanti i gradi di libertà.
•    Uso delle scale di likert
Vengono ora trattati questi problemi in maniera più dettagliata, mentre uno schema della fase di 
preanalisi è illustrato in Tabella 4-2
Tabella 4-2 Criticità fasi di pre analisi (tratto dall’articolo si Shah Meyer Goldstein  2005)
PRE ANALISI
QUESTIONI CONCETTUALI
•                    Misure formative/causali
•                    Analisi confermativa e analisi predittiva
GRANDEZZA DEL CAMPIONE
GRADI DI LIBERTA’ E IDENTIFICAZIONE DEL MODELLO
•                    Calcolo dei gradi di libertà
•                    Modelli  just  identified,  under  identified  e  over 
identified
•                    Identificazione
MESUREMENT MODEL
•                    Numero di items per LVs
•                    Costrutti con un singolo indicatore
•                    Misure di errore correlate
LATENT MODEL
•                    Modelli ricorsivi/non ricorsivi
4.5.1      Questioni concettuali
(Shah, Meyer Goldstein 2006)
Un presupposto sottostante la analisi SEM è che gli items o gli indicatori usati per misurare una LV 
siano riflettenti (reflective) (i. e. causati dalla stessa LV sottostante) in natura. Tuttavia i ricercatori 
applicano  la  SEM a  indicatori  formativi  (formative).  Gli  indicatori  formativi  (chiamati  anche 
causali) sono indicatori che formano o causano la creazione di una LV (Mac Callum e Browne 
1993; Bollen 1989).  Un esempio di misure formative la quantità  di  vino,  birra e superalcoolici 
consumati  per  indicare  il  consumo  di  ebbrezza  mentale(Chin  1998).  Può  essere  difficilmente 
pensato  che  l’ebbrezza  mentale  causi  la  quantità  di  birra  vino  o  superalcolici  consumati.  Al 
contrario,  l’ammontare  di  ogni  tipo  di  alcolico  influenza  il  livello  di  ebbrezza  mentale.  Gli 
indicatori formativi non hanno bisogno di essere molto correlati o di avere una gran consistenza 
(Bollen 1989). In questo esempio  un aumento di consumo di birra non porta a un aumento del 
consumo di vino o superalcolici. Le misure di indicatori formativi richiedono un indice (all’opposto 
viene sviluppata una scala quando si usano gli indicatori riflettevi) e possono essere misurati usando 
SEM, ma richiedono vincoli addizionali ( Bollen, 1989, MacCallum e Browne 1993). Usando SEM 
senza vincoli addizionali i risultati della stima non saranno validi. (bollen e Lennox 1991).
Come già detto l’analisi SEM non è adatta per la ricerca esplorativa o per testare modelli il cui 
mesurement model non è ben definito o quando le relazioni tra LVs non sono stabilite precisamente. 
In questi casi si consigliano altre tecniche come la PLS e la EFA
4.5.2      Problemi riguardanti la grandezza del campione
(Shah, Meyer Goldstein 2006)
L’adeguatezza  della  grandezza  del  campione  ha  un  significativo  impatto  sull’affidabilità  dei 
parametri  stimati,  il  model  fit  e  la  potenza  statistica.  Usando  un  esperimento  simulativo  per 
esaminare l’effetto della variazione della grandezza del campione sul parametro stimato,  Jakson 
(2003) riporta che campioni più piccoli sono caratterizzati da bassa affidabilità, maggiore polarità 
negli indici statistici di fit χ2 e RMSEA e maggiore incertezza nella possibilità futura di replica. 
Quanto deve essere grande un campione per la SEM è ingannevolmente difficile da determinare 
perché è  dipendente  da diverse caratteristiche  come il  numero  di  MVs per LV (MacCallum et 
al,1996), grado di normalità multivariata (West e al. 1995) e metodo di stima (Tanaka 1987). Gli 
approcci suggeriti per stabilire la numerosità del campione includono stabilire un numero minimo 
(e.g. 200), avere un certo numero di osservazioni per MV, avere un certo numero di osservazioni 
per parametri stimati (Bentler e Chou,1987; Bollen,1989; Marshal et al., 1988), condurre analisi di 
potenza.  Mentre  le  prime  due  sono  semplici  regole  pratiche,  le  altre  sono  state  studiate 
estensivamente.
Il potere statistico (i. e. l’abilità di investigare e rifiutare un semplice modello) è critica nell’analisi 
SEM perché, in contrasto con il modo tradizionale di testare le ipotesi, l’obiettivo nella analisi SEM 
è di produrre  un risultato  non significativo  fra  il  campione  dei  dati  e la  matrice  di  covarianza 
implicita derivata dai parametri stimati. Comunque, un risultato non significativo può essere anche 
dovuto a una mancanza di abilità (i.e. potenza) di indagare la specificazione erronea del modello. 
Secondo MacCallum et al (1996) la numerosità minima del campione deve essere una funzione dei 
gradi di libertà; questa deve corrispondere almeno a 0,8 per assicurare una potenza adeguata di fit 
del modello con quel il campione di dati.
4.5.3      Gradi di libertà e identificazione del modello
(Shah, Meyer Goldstein 2006)
I gradi di libertà d.f. di un modello sono calcolati in questo modo: d.f = p(p+1)/2-q. Dove il  Il 
primo termine rappresenta il numero dei  sample moments ed è uguale  al numero delle varianze 
più le  covarianze  delle  MVs (che hanno numero  p) ;  è  quindi  il  numero  delle  equazioni  o in  
alternativa il numero degli elementi distintivi nella matrice in input “Σ”. Il numero di parametri 
liberi rappresentato con q è uguale alla 
•                    somma delle varianze degli errori 
•                    più il numero delle varianze fattori (variabili latenti) 
•                    più la somma dei coefficienti di regressione (senza contare quelli imposti ad 1.
Quindi è il numero di parametri lasciati liberi tolto il numero di varianze implicite. Come la formula 
indica i gradi di libertà sono una funzione della specifica del modello e in termini di numero delle 
equazioni e di effettivo numero di parametri liberi che devono essere stimati.
Quando l’effettivo numero di parametri è esattamente uguale al numero di equazioni (e quindi i 
gradi di libertà sono zero), il modello si dice “appena identificato” o “saturato”. Questi modelli 
forniscono una soluzione esatta per i parametri (i.e. stime puntuali senza intervalli di confidenza). 
Quando il numero effettivo di parametri è maggiore del numero di equazioni (i gradi di libertà sono 
minori di zero) il modello si dice “sotto identificato” e non sono disponibili sufficienti informazioni 
per stimare in maniera univoca i parametri. I modelli sotto identificati non convergono durante la 
stima del modello, e quando lo fanno le stime dei parametri che forniscono non sono affidabili e i 
generali fit statistici non possono essere interpretati (Rigdon,1995). Per modelli in cui ci sono meno 
parametri sconosciuti che equazioni (i gradi di libertà sono uno o più), il modello è “sopra 
identificato”. Un modello sovra identificato è fortemente desiderabile perché più di una equazione è 
usata per stimare  almeno alcuni dei parametri, aumentando significativamente la affidabilità della 
stima (Bollen).
L’identificazione del modello è una questione complessa, una prima condizione necessaria sono 
gradi di libertà non negativi, spesso sono richieste condizioni aggiuntive come stabilire una scala 
per ogni LV (vedi anche Long,1983; Bollen 1989). L’identificazione del modello ha un impatto 
significativo sui parametri stimati: in un modello non identificato, più di una serie di parametri 
stimati può generare i dati osservate e un ricercatore non ha modo di scegliere fra le varie soluzioni 
perché sono ugualmente valide (o non valide, se desiderate). I gradi di libertà sono collegati 
criticamente alla grandezza minima del campione richiesta per un adeguato model fit (MacCallum 
et al., 1996). È fortemente consigliato di calcolare e riportare i gradi di liberà.
4.5.4      Uso delle scale di Likert 
Per campioni ragionevolmente grandi, quando il numero di categorie di Likert è 4 o maggiore e 
Skew e Kurtosi sono nei limiti normali, l’uso della maximum likelihood estimation (di default per 
la SEM) è giustificato. In altri casi alcuni ricercatori usano i weighted least square(WLS) pasati 
sulle  correlazioni  policroniche.  Jöreskog e  Sörbom (1988),  in  una  simulazione  di  Monte  Carlo 
hanno trovato phi, classifica di correlazione di sperma,  e correlazione Kendall tau-b con poveri 
risultati considerando che le correlazioni tetra croniche con i dati ordinali sono robuste e rendono un 
fit maggiore.
Tuttavia  ,  WLS  richiede  una  grandezza  del  campione  molto  elevata  (>20000  in  uno  studio 
simulativo)  per  avere  risultati  soddisfacenti.  Inoltre  studi  empirici  suggeriscono  che  WLS 
tipicamente  porta  a  risultati  simili  che  stime  di  maximum  likelihood  e  nessuna  differenza 
nell’interpretazione
4.5.5      Specifiche del mesurement model
Le  specifiche  del  mesurement  model  possono  presentare  tre  tipi  di  problemi  (Shah,  Meyer 
Goldstein)
•                    Numero di Items per LV
•                    Costrutti con singolo indicatore
•                    Misure di errore correlate
Analiziamo in dettaglio
Per quanto riguarda il  Numero di items (MVs) per LV è accettato universalmente che più MVs 
devono misurare ogni LV ma il numero di MVs da adottare è meno chiaro. Una quota minore di tre 
MVs  per  LV  può  destare  preoccupazione  perché  il  modello  è  statisticamente  non  identificato 
nell’assenza  di  vincoli  addizionali  (Long  1983).  Un  gran  numero  di  MVs  per  LV può  essere 
vantaggioso se aiuta a compensare un campione piccolo (Marshal et al.  1998) ma svantaggioso 
perché significa più parametri  da stimare che richiedono un campione più grande per avere una 
potenza adeguata. Un gran numero di MVs per LV rende anche difficile rappresentare in maniera 
parsimoniosa la mesurement structure che costituisce il set di MVs (Anderson e Gerbing 1984). In 
casi in cui è necessario un gran numero di MVs per rappresentare un   LV Bagozzi e Heatherton 
(1994) suggeriscono quattro metodi per ridurre il numero di MVs per LV.
Nell’analisi  CFA la  presenza  di  costrutti  con un singolo  indicatore non  preoccupa,  dato  che 
l’obiettivo centrale del CFA è la misura del costrutto. Nella SEM invece costrutti con un singolo 
indicatore sono importuni perché ignorano l’affidabilità della misura, una delle sfide che SEM è 
programmato ad aggirare (Bentler e Chou,1987).La questione degli indicatori singoli è anche legata 
all’identificazione del modello come discusso sopra. Gli indicatori singoli sono sufficienti solo nel 
caso  in  cui  una  misura  rappresenti  perfettamente  un  concetto,  una  situazione  rara,  o  quando 
l’affidabilità della misura non è un problema. Generalmente un singolo MVs può essere modellato 
come una MVs piuttosto che MVs
Gli errori di misura possono essere modellati come correlati, in uno studio longitudinale quando 
gli  stessi  items  sono misurati  in  due momenti  diversi  di  tempo  (Bollen,  1989 p232).  L’effetto 
statistico  di  termini  di  errori  correlati  è  lo  stesso  di  un  doppio  carico,  ma  il  significato  è 
sostanzialmente  differente.  Doppi  carichi  implicano  che  ogni  MV  è  influenzata  da  due  LVs 
sottostanti. È fondamentale per l’unidimensionalità che ogni MV che appartiene a una LV abbia 
coefficienti uguali a zero per le atre LVs. Poiché aggiungere misure di errore collegate in modelli 
SEM quasi sempre migliora il fit del modello, spesso vengono inserite post hoc senza migliorare la 
sostantiva interpretazione del modello e (Fornell, 1983; Gerbing e Anderson, 1984) e rendento le 
misure di stima ambigue (Bollen, 1989 p222). Quindi misure di errore correlate possono essere 
usate  solo  se  autorizzate  su  basi  teoretiche  o  metodologiche  (Fornell  1983)  e  il  loro  impatto 
statistico e sostantivo può essere discusso esplicitamente.
4.5.6          Specifiche del latent model
Modelli ricorsivi  o non ricorsivi (Shah, Meyer Goldstein)
I  modelli  sono non ricorsivi  quando contengono cause reciproche,  feedback,  loop,  o termini  di 
errori  correlati  (Bollen,  1989,  p  83):  In  questi  modelli,  la  matrice  che  rappresenta  le  variabili 
esogene latenti (B, vedi il paragrafo riguardante le specifiche matematiche della SEM per maggiori 
informazioni)  ha  elementi  diversi  da zero  sia  sopra che  sotto  la  diagonale.  Se  B è  triangolare 
inferiore  e  gli  errori  nelle  equazioni  non sono correlati  allora  è chiamata ricorsiva (Hair  et  al., 
1998). Modelli non ricorsivi richiedono ulteriori limitazioni per essere identificati, per la stabilità 
degli effetti reciproci, e per l’interpretazione di misure di variazione rappresentate nelle variabili 
endogene (per una trattazione più dettagliata dei modelli non ricorsivi, vedi Long,1983; Teel et al, 
1986). 
Nel caso si  analizzino  modelli  non ricorsivi  è necessario  che siano dichiarate  esplicitamente le 
restrizioni addizionali.
 
4.6      ANALISI  ESPLORATIVA
4.6.1      Scale di Likert
Tipicamente  la  scala  di  Likert  è  formata  da  una  serie  di  affermazioni  per  ognuna  delle  quali 
l’intervistato deve dire se e in che misura ò d’accordo. Normalmente vengono proposte cinque o 
sette alternative, variabili da “totalmente d’accordo” a “totalmente contrario”.
Il presupposto che sta alla base della scala di Likert è che tutti gli item componenti la batteria diano 
correlati alla medesima variabile latente ed è in questa prospettiva che gli elementi devono essere 
scelti nella fase di costruzione della scala. Una volta somministrato lo strumento agli intervistati, 
occorre valutare che tale requisito sia effettivamente riconoscibile anche nella percezione di questi 
ultimi.
4.6.2      La correlazione item-scala e il coefficiente alfa di Cronbach
In  termini  tecnici  occorre  accertarsi  dell’unidimensionalità  della  scala.  Le  misure  utilizzabili  a 
questo scopo sono due (Corbetta, 1999):
•                    La correlazione item-scala, che serve per individuare gli item non coerenti con gli 
altri;
•                    Il  coefficiente  alfa  di  Cronbach,  che  serve  per  valutare  il  grado  complessivo  di 
coerenza interna della scala. 
La correlazione item-scala è il coefficiente di correlazione tra l’item e il punteggio derivante dalla 
somma (o dalla media) di tutti gli item della scala (correlazione completa) o di tutti quelli restanti 
(correlazione corretta)..
L’indice alfa di Cronbach si calcola invece come:
α=(n*r)/(1+r*(n-1))
dove n è il numero degli item e r è il coefficiente di correlazione medio. Alfa misura la frazione 
della varianza totale della scala che può essere attribuita a una fonte comune a tutti gli item (la 
variabile latente che li sottende ) Esso assume normalmente un valore compreso tra 0 e 1. Più alto è 
il valore, maggiore è la coerenza interna della scala. Tradizionalmente si adotta la soglia di 0,65 per 
accettare la scala.
In primo luogo occorre eliminare dalla scala gli elementi con minore correlazione item-scala finchè 
questa operazione produce un aumento di alfa, arrestandosi non appena questo intervento produce 
una sua diminuzione. Questa procedura non è però sufficiente a garantire l’unidimentsionalità della 
scala in quanto gli item potrebbero sottendere variabili latenti concettualmente differenti ma fra loro 
correlate. Una tecnica assai efficace al fine del controllo di unidimensionalità è l’analisi fattoriale.
4.6.3      Analisi fattoriale
Obiettivo dell’analisi fattoriale è ridurre un insieme di variabili (osservate) fra loro correlate a un 
numero inferiore di variabili (latenti) fra loro incorrelate (Corbetta, 1999).
L’analisi fattoriale può essere applicata con tre diversi scopi, che rispecchiano disegni di ricerca
differenti:
•                    da un lato può essere utilizzata per valutare l’unidimensionalità delle scale elaborate a 
priori
dai ricercatori (approccio tipico della ricerca quantitativa classica nelle scienze sociali);
•                    dall’altro  può  essere  utilizzata  per  individuare  direttamente  a  partire  dai  dati  la 
struttura
latente che spiega le relazioni esistenti tra un insieme di variabili osservate (approccio
ispirato alla grounded theory4);
•                    infine può essere utilizzata per ridurre un insieme di variabili ridondanti (in quanto
altamente correlate) a un numero inferiore di variabili latenti fra loro ortogonali (in questo
caso costituisce una tecnica di “raffinamento” dei dati in vista di successive analisi).
Nel  caso della  analisi  SEM serve a  verificare  l’unidimensionalità  di  una scala  perciò  verranno 
eliminati i fattori con valore minore di 0,5.
Metodi di estrazione
La procedura di Factor Analysis messa a disposizione dal pacchetto SPSS v11.0 consente di
selezionare sette differenti metodi di estrazione delle variabili latenti. Tra questi i due più utilizzati
sono:
•                    principal components;
•                    principal axis factoring.
Il primo metodo assume che tutta la varianza delle variabili osservate possa essere spiegata da
altrettante variabili latenti (componenti) tra loro incorrelate.
Il secondo metodo assume invece che solo una parte della varianza delle variabili osservate
(varianza comune) possa essere spiegata da altrettante variabili latenti (fattori) tra loro incorrelate.
Normalmente vengono estratti solo i componenti/fattori con autovalori maggiori di uno
(componenti/fattori principali). In questo modo si riesce a ridurre un insieme di variabili ridondanti
(in quanto altamente correlate) a un numero inferiore di componenti/fattori tra loro incorrelati,
contenendo al contempo la perdita d’informazione. Questa può essere valutata misurando la
percentuale della varianza totale non spiegata dai componenti/fattori estratti.
4.7              ANALISI CONFERMATIVA
L’analisi confermativa si divide in più sezioni:
•                    Analisi dei dati
•                    Fasi di post analisi
•                    Indici utilizzati
In  Tabella  4-3,Tabella  4-4  sono  schematizzate  alcune  criticità  criticità  della  fase  di  analisi 
confermativa
Tabella 4-3 Criticità fase di analisi (tratto dall’articolo si Shah Meyer Goldstein  2005)
ANALISI
SELEZIONE DEI DATI
•                    Dati mancanti
•                    Influential outliers
•                    Caratteristiche della distribuzione
TIPI DI MATRICE IN INPUT
•                    Matrice di covarianza S
•                    Matrice di correlazione R
METODI DI STIMA
•                    Maximum likelihood (ML)
•                    Generalised least square (GLS)
•                    Asymptotically distribution free (ADF)
•                    Ordinary least square (OLS)
 
Tabella 4-4: Criticità fasi di post analisi (tratto dall’articolo si Shah Meyer Goldstein  2005)
POST ANALISI
MODEL FIT GENERALE
•                    Misure assolute χ2-statistics, RMSEA, RMR o SRMR, GFI, AGFI.
•                    Misure incrementali: modello nullo, modello ideale, NFI, NNFI o TLI, CFI, IF o 
BL89, normed χ2
MISUREMENT MODEL FIT
•                    Valutazione  della  affidabilità  ,  convergenza  dei  costrutti  e  validità  della 
discriminante, 
•                    Esaminare la stima del path individuale
STRUCTURAL MODEL FIT
•                    Fit di varianza
•                    Fit di covarianza








4.8      Problemi riguardanti l’analisi dei dati
I problemi riguardanti l’analisi dei dati sono (Shah,  Meyer Goldstein, 2006):
•    Selezione dei dati
•    Tipo di matrice in input
•    Metodi di stima
La Tabella 4-3 mostra un riassunto delle criticità di questa fase
La selezione dei dati è critica per preparare all’analisi SEM (Hair et al., 1998). Screening attraverso 
l’analisi esplorativa dei dati include investigare su
•                    dati mancanti
•                    valori errati influenti (influential outlier)
•                    caratteristiche della distribuzione
Un numero significativo di dati mancanti da come risulatato una mancanza di convergenza, stima 
polarizzata dei parametri e indici di fit gonfiati(Brown 1994; Muthen et al., 1987). Gli  influential  
outlier sono collegati  a  problematiche  di  normalità  e  skewness  attraverso  le  MVs.  Valutare  la  
normalità dei dati (con skewness e curtosi) è importante perché molti modelli di stima sono basati 
su assunzioni di normalità dei dati. Dati non normali risultano in statistiche di bontà di fit gonfiate e 
errori standard sottostimati ( Mac Callum et al., 1992), sebbene questi effetti siano diminuiti con un 
campione  molto  numeroso  (Lei  e  Lomax  2005).I  metodi  per  trattare  i  dati  mancanti  che  si 
rintracciano nella letteratura psicologica sono:
•                    listwise deletion
•                    pairwise deletion
•                    data imputation
•                    Full information maximum likehood (FIML)
(Marshal 1998).
Questi quattro metodi sono stati analizzati attraverso una simulazione Monte Carlo e il migliore è 
risultato  il  FIML,  che  conduce  per  più  bassa  percentuale  di  non  convergenza,  minima 
polarizzazione nella stima dei parametri, indici di bontà di fit meno gonfiati (Enders e Bandalos; 
2001; Brown,1994).Il metodo FIML è attualmente disponibile si LISRLEL (versione maggiore di 
8.5), SYSTAT (RAMONA) e AMOS.
I metodi di stima che presuppongono la normalità dei dati sono:
•                    maximum likelihood 
•                    gelneralized least square presuppongono la normalità, 
sebbene alcune non normalità possono essere accomodate (Hu e Bentler, 198; Lei e Lomax,2005). 
I metodi che non richiedono la normalità della distribuzione sono:
•                    Weightede least square
•                    Ordinary least square
•                    Asyptotically distribution free estimates
•                    “ML robust” (nel softaware EQS)
Infine  i  ricercatori  possono  trasformare  dati  non  normali,  sebbene  sono  stati  riscontrati  serii 
problemi con le trasformazioni di dati (cf. Satorra, 2001).  
È quindi consigliato includere alcune discussioni generali sui metodi di selezione dei dati, e una 
discussione specifica della normalità in relazione alla scelta del metodo di stima. 
Un altro problema molto frequente è il  tipo di matrice in input:Anche se i dati grezzi possono 
essere usati  come input per la SEM analisi,  in generale  si  usa una matrice di  covarianza (S) o 
correlazione (R). È opportuno riportare la matrice di input così da poter replicare i risultati degli 
autori.
Mentre metodi di stima convenzionale della SEM sono basati su teorie di distribuzione statistica per 
cu è appropriata S, ma non R, esistono vantaggi di interpretazione nell’uso di R: se le MVs sono 
standardizzate e  il modello è adattato ad R, i parametri stimati possono essere interpretati in termini 
di variabili standardizzate. Non è corretto il fit di un modello su R, trattando R come se fosse una 
matrice di covarianza. Cudeck (1989) ha condotto una analisi esaustiva sulle implicazioni di trattare 
R come se fosse  S e  ha concluso che le  conseguenze  dipendono dal  modello  che  deve  essere 
adattato: gli errori standard, gli intervalli di confidenza e i test statistici per la stima dei parametri 
non sono mai corretti. 
Sono disponibili un gran numero di metodi di stima tra cui:
•                    Maximum likelihood (ML)
•                    Generalised least square (GLS)
•                    Weighted e unweighted least square (WLS ULS)
•                    Asymptotically distribution free (ADF)
•                    Ordinary least square (OLS)
Per  esempio,  ML assume  che  i  dati  abbiano  distribuzione  normale  univariata  e  multivariata  e 
richiede che le matrici in input siano positivamente definite, ma è relativamente non polarizzata in 
caso  di  violazioni  moderate  della  normalità  (Bollen  1989).  GLS impone  la  normalità,  ma  non 
impone la restrizione di una matrice in input positivamente definita. ADF ha minori presupposti di 
distribuzione,  ma  richiede  una  campione  di  dati  veramente  grande  per  stime  accurate.  OLS,  il 
metodo più semplice, non richiede presupposti sulla distribuzione, ma è invariante alla scala e non 
fornisce indici di fit o errori standard nella stima. La maggior parte degli articoli in letteratura usano 
il metodo ML.
In conclusione possiamo affermare che le questioni riguardanti il metodo di stima, la normalità dei 
dati l’ampiezza del campione e la specificazione del modello sono inestricabilmente collegate e 
quindi devono essere considerate simultaneamente dai ricercatori.
 
4.9      Questioni riguardanti la post analisi
Sempre  secondo  Shah,  Meyer  Goldstein,  2005  Le  questioni  riguardanti  la  fase  di  post  analisi 
includono 
•                    la valutazione della soluzione dalla stima del modello 
•                    Il model fit
•                    La rispecificazione del modello
In Tabella 4-4 sono riassunte le criticità di questa fase
4.9.1      Valutazione delle soluzioni
(Shah, Meyer Goldstein 2006)
Il discorso sulla valutazione è stato diviso in:
•                    Modelli di fit generali
•                    Fit del mesuremente model 
•                    Fit dello structural model
Spesso  i  ricercatori  si  focalizzano  soltanto  sul  model  fit  generale  trascurando  importanti 
informazioni sui parametri. Un modello con un model fit generale buono, ma che presenta stime di 
parametri senza senso non è un buon modello. Il fit del mesurement model è già stato discusso 
nell’anailsi esplorativa. In tabella Tabella 4-5 sono riassunte le questioni più importanti.




Questioni di validità (R2,varianza spiegata)
Path t-statistic (errori standard)
Informazione/analisi dei residui
Ricerche di specifiche condotte per la re specificazione del modello
Uso di indici di modifica per la specificazione del modello
Comparazione di modelli alternativi
Contraddizioni tra il modello descritto e il modello testato
Uso di un campione per la validazione incrociata
Approccio con campione spaccato
4.9.2      Model fit generale 
(Shah, Meyer Goldstein 2006)
Valutare  il  model  fit  generale  è  uno  degli  aspetti  più  complicati  nell’analisi  SEM,  perché  al 
contrario degli altri metodi statistici conta sulla non significatività. Storicamente l’indice più usato 
per per valutare la bontà di fit è stato il χ2 -statistico, anche se le sue conclusioni a proposito della 
significatività del modello sono generalmente ignorate. Il χ2 –statistico è inerentemente polarizzato 
quando il campione è grande, ma dipende da assunzioni di distribuzione con campioni grandi. In 
più questo indice offre una strategia di  decisione dicotomica (accettare/rigettare) per valutare  la 
adeguatezza del fit implicata da una regola di decisione statistica (Bollen 1989). Alla luce di questi 
problemi,  sono stati  quantificati  numerosi  indici  di  fit  per  quantificare  il  grado di  fit  lungo un 
continuum (per una rassegna completa vedi Jöreskog,1993; Tanaka,1993; Bollen,1989, pp256-289; 
Mulaik  et  al.,  1989).  Gli  indici  di  fit  sono  comunemente  distinti  in  assoluti e  incrementali 
(Bollen,1989). In generale, gli indici di fit assoluti indicano il grado in cui il modello ipotizzato 
riproduce  il  campione  dei  dati,  e  gli  indici  di  fit  incrementali  misurano  il  miglioramento 
proporzionale nel fit quando il modello ipotizzato è comparato in un modello di base ristretto, a 
livelli (Hu e Bentler,1998).
Le misure di fit assolute: La più basilare misura di fit assoluto è il χ2-statistico. Altre misure usate 
comunemente includono la radice media dell’errore quadratico dell’approssimazione (root mean 
square  error  of  approximation  RMSEA),  errore  quadratico  medio  dei  residui  (RMR o SRMR) 
indice di bontà del fit (GFI goodness of fit index) e bontà del fit aggiustata (AGFI aduste goodness 
of  fit  index).  GFI  e  AGFI  aumentano  quando  la  bontà  dell’indice  aumenta  e  sono  limitate 
superiormente  dal  valore  1,00;  mentre  RMSEA e  RMR diminuiscono  quando  la  bontà  del  fit 
diminuisce e sono limitate inferiormente dal valore 0 (Browne e Cudeck,1989). 
Misure incrementali di fit: Le misure incrementali di fit compaiono nel modello attraverso lo studio 
di due modelli di riferimento:
1.                 Un caso peggiore o modello nullo
2.                 un  caso  ideale  che  rappresenta  perfettamente  i  fenomeni  modellati  nella 
popolazione studiata. 
Dato che esistono molti indici incrementali di fit, alcuni dei più popolari sono il normed fit index 
(NFI),  il  non normed fit  index (NNFI o TLI),  l’indice  comparativi  di  fit  (CFI,  comparative  fit 
index),  e  l’indice  incrementale  di  fit  (IFI  o  BL89).Un  ulteriore  indice  di  fit  che  è  usato 
frequentemente è il normed χ2. Dato che il χ2statistico di per se è affetto da problemi, il rapporto fra 
χ2 e gradi di libertà (χ2/d.f) è informativo perché corregge la grandezza del modello. Piccoli valori 
di normed χ2 (<1.0) possono indicare un modello sovra adattato, mentre valori più alti (>3.0-5.0) 
possono indicare un modello sotto parametrizzato (Jöreskog,1969).
Un breve riassunto degli  effetti  sugli  indici  di  fit  di  campioni  piccoli,  violazioni  di  normalità  , 
erronea specificazione del modello, e metodi di stima sono riportati nella Tabella 4-6 . Un dibattito 
continuo sulla superiorità e appropriatezza di un indice su un altro rende la questione di come di 
quale usare per valutare il fit molto complessa. Per esempio, Hu e Bentler (1998) consigliano di non 
usare GFI e AGFI perché sono influenzati significativamente dalla grandezza del campione e non 
sono sufficientemente sensibili a catte specificazioni del modello. La maggior parte degli indici di 
fit  sono  influenzati  dalla  grandezza  del  campione  e  non  possono  essere  interpretati 
indipendentemente da essa (Hu e Bentler,1998; Marsh et al., 1988). Quindi nessun criterio costante 
(i. e. di soglia) può essere definito per essere applicato in tutte (o la maggior parte) dei casi (Marsh 
et. Al., 1998).
Finchè non saranno sviluppati degli indici di fit definitivi, i ricercatori dovrebbero riportare misure 
multiple di indici di fit così che i critici e i lettori  possano avere l’opportunità di valutare il fit 
sottostante  ai  dati  del  modello  da  più  prospettive.  Il  χ2 dovrebbe  essere  riportato  con  i  suoi 
corrispondenti gradi di libertà in modo da essere pienamente comprensibile. RMR e RMSEA, due 
misure che riflettono le differenze residue tra le matrici di input e le matrici implicite (implied) 
(riprodotte), indicano quanto bene i termini della matrice di covarianza sono riprodotti dal modello. 
RMR in particolare lavora bene sotto alcune condizioni (Hu e Bentler,1998 Marsh et al., 1998). I 
ricercatori possono anche riportare un riassunto dei residui (residual) standardizzati (correlazioni) 
perché  quando la  maggior  parte  o  tutti  sono “abbastanza  piccoli”  rispetto  alle  correlazioni  nel 
campione testato(Browne et al., 2002, p 418), indicano un buon model fit (Bollen,1989, p.258).
Tabella 4-6 Influenza del campione e del tipo di stima sugli indici di fit dei modelli (shah goldstein 
2005)
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4.9.3      Structural model fit 
(Shah Meyer Goldstein 2006)
Nei modelli SEM il modello delle variabili latenti rappresenta il fit del modello strutturale, e in 
generale le ipotesi di interesse. Nella PA i modelli che non hanno LVs, le ipotesi di interesse sono 
generalmente rappresentate dai path tra MVs. Il segno, la grandezza e la significatività statistica 
degli structural coefficients  e path coefficients  sono esaminati  nel testare le ipotesi.  I ricercatori 
devono riconoscere l’importante distinzione fra il fit della varianza (che spiega la varianza fra le 
variabili endogene misurata dall’R2 per ogni equazione strutturale ) e il fit della covarianza (indice 
di bontà generale come quello testato dal test del χ2). Gli autori generalmente danno più enfasi agli 
indici di covarianza che di varianza. È comunque importante distinguere tra questi due tipi di fit 
perché un modello può adattarsi bene, ma non spiegare una quantità significativa di variazione nelle 
variabili endogene o per contro, dare un fit povero e spiegare una grande quantità di variazione 
nelle variabili endogene (Fornell,1983).
In breve, suggeriamo che le misure di fit non siano viste come misure di utilità di un modello. 
Ognuna  contiene  alcune  informazioni  sul  fit  del  modello,  ma  nessuna  sulla  plausibilità  di 
quest’ultimo (Browne e Cudeck,1993). Piuttosto che stabilire se gli indici di fit rientrano in soglie 
prestabilite,  le  ricerche  future  dovranno  comprendere  una  varietà  di  indici  di  fit  assoluti  e 
incrementatali  e  per  i  modelli  mesurement,  structural  e  genrali  e  includere  una  discussione 
dell’interpretazione degli indici di fit relativamente al disegno di studio. I incontrano articoli dove il 
ricercatore conclude che un particolare modello ha un adattamento migliore di un altro comparando 
gli indici di fit. Anche se alcuni di questi indici possono essere usati per una tale comparazione, i 
più comuni indici di fit utilizzati non possono essere comparati tra modelli in questa maniera (e.g. 
un modello con RMSEA. non indica un fit migliore di uno con un RMSEA più alto) per modelli 
alternati annidati  può essere usato il test della differenza del χ2 o il Target coefficient (Marsh e 
Hocevar,1985). Per modelli  alternati che non sono annidati,  misure di parsimonia di fit  come il 
Parsimoious  NFI,  Parsimonious  GFI,  Akaike  information  criterion  (AIC) e  normed  χ2 possono 
essere usati (Hair et al., 1998).
4.9.4      Discriminant validity
Assumendo un model fit adeguato, altre analisi psicometriche per scale composite possono essere 
effettuate con il mesuremente model. Il  test di discriminant validity  è una analisi importante da 
essere svolta (Koufteros,1999). In accordo con gli studi di Abuckle (1997), i modelli sono costruiti 
con  correlazioni  tra  ogni  paio  possibile  di  varibili  latenti  entro  ogni  costrutto  (contenente  i 
mesurement items). Questi modelli sono fatti
1.                 Con le correlazioni fra varibili latenti fissate ad 1
2.                 Con le correlazioni fra le variabili latenti libere di assumere qualsiasi valore.
La differenza nei valori del chi-quadro per le soluzioni vincolate e quelle libere. Indicano se un 
modello un modello con dimensione 1 può essere sufficiente a rappresentare le intercorrelazioni fra 
i costrutti osservati fra ogni paio. Un valore del chi quadro significativamente più basso nel modello 
in cui le correlazioni caratteristiche non sono vincolate ad uno deve indicare che le caratteristiche 
non sono correlate perfettamente e che la discriminant validity può essere arguita (Anderson 1987).
È  anche  possibile  testare  la  discriminant  validity  comparando  la  varianza  media  estratta  AVE 
(average varance extracted) con le correlazioni al quadrato tra costrutti. La Discriminant validity 
esiste se gli items condividono più varianza comune comune con i loro rispettivi costrutti che la 
varianza che i costrutti condividono con ogni altro costrutto (Fornell e Larcker, 1981b; Koufteros, 
1999). Per il calcolo della varianza estratta si trova in Equazione 4-2.
Nel caso si riscontri una mancanza di evidenza a supporto della discriminant validity, è necessaria 
una revisione delle scale insieme a  una raccolta di nuovi dati prima che ulteriori analisi possano 
essere intraprese con affidabilità (Koufteros 1999)
4.9.5      Loadings e affidabilità dei costrutti
Le variabili  latenti  nella  SEM sono simili  a fattori  nella  analisi  fattoriale,  e gli  indicatori  delle 
variabili inoltre hanno loadings (carichi) sulle loro rispettive variabili latenti.  Come nella analisi 
fattoriale, i loadings possono essere usati per capire il significato dei fattori (variabili latenti). La 
somma dei quadrati dei loadings per tutti gli indicatori è uguale alla correlazione multipla quadrata 
(squared multiple correlations) per la variabile latente X o Y (vedi sotto).  I loadings sono anche 
usati per verificare l’affidabilità delle variabili latenti, come descritto sotto:
•                    Testare per misure di invarianza fra gruppi (modellazione multi gruppo)
•                    Testare per invarianza strutturale fra gruppi
•                    Affidabilità  dei  costrutti  (construct  reliability).  Per  convenzione  deve  essere 
almeno .70 per i factor loadings. Se chiamiamo sli gli standardized loadings per gli indicatori di una 
particolare  variabile  latente  e  ei i  corrispondenti  termini  di  errore,  dove l’errore è 1-affidabilità 




2 + SUM(ei))]. 
•                    Varianza estratta.  Per convenzione deve essere almeno .50 la sua formula è una 
variazione sulla affidabilità del costrutto (Equazione 4-2):
Equazione 4-2 varianza estratta AVE
varianza estratta = [(SUM(sli
2)]/[(SUM(sli
2) + SUM(ei))]. 
Stime  di  affidabilità  dei  costrutti  e  di  varianza  estratta  per  ogni  costrutto  sono  necessarie  per 
verificare  se  un  item  specifico  rappresenta  sufficientemente  un  costrutto.L’affidabilità  di  un 
costrutto può essere stimata usando i risultati di AMOS. Affidabilità di un costrutto significa che 
una serie di indicatori sono coerenti nelle loro misurazioni. In termini più formali questa affidabilità 
è il grado in cui un gruppo di 2 o più indicatori condividono la misura di un costrutto. Costrutti 
altamente affidabili  sono quelli  in cui gli indicatori  sono latamente intercorrelati,  indicando che 
stanno misurando tutti lo stesso costrutto latente. Il range di valori dell’affidabilità va da 0 a1. 
L’AVE  (average  variance  entracte)  misura  la  quantità  di  varianza  nell’indicatore  specificato 
calcolata per costrutto latente. Valori più alti di  varianza estratta si incontrano quando gli indicatori 
sono veramente rappresentativi  del costrutto latente.  Il valore della varianza estratta è la misura 
complementare del valore dell’affidabilità del costrutto (Koufteros).
4.10 Indici utilizzati nell’analisi esplorativa
I coefficienti strutturali nella SEM possono essere calcolati in molti modi. Di solito si dovrebbero 
avere stime simili con ogni metodo. Iniziamo la trattazione con la spiegazione di alcuni elementi 
teorici essenziali per capire l’analisi. Gli indici utilizzati nell’analisi esplorativa sono:
•                    Indici di normalità dei dati
•                    Indici di convergent validity
•                    Indici di fit e valutazione dell’unidimensionalità
•                    Indici di fit basati sul confronto fra covarianze prdette ed osservate
•                    Test di bontà di fit che comparano il modello dato con uno alternativo
•                    Indici di bontà di fit basati sulle covarianze predette vs quelle osservate, ma 
penalizzati per il grado di parsimonia
•                    Misure di bontà di fit basate sulla teoria delle informazioni
4.10.1 Indici di normalità dei dati
La normalità dei dati è un presupposto nell’analisi ML. Gli indici utilizzati per testarla sono:
•                    Kurtosi
•                    Simmetria
4.10.1.1               Kurtosi
La curtosi (nota anche come kurtosi), nel linguaggio della statistica, è un allontanamento dalla 
normalità distributiva, rispetto alla quale si verifica un maggiore appiattimento (distribuzione 
platicurtica) o un maggiore allungamento (distribuzione leptocurtica). 
La più nota misura della kurtosi è l'indice di Fisher, ottenuto facendo il rapporto tra il momento 
centrato di ordine 4 e la varianza alla quarta. Il valore dell'indice corrispondente alla distribuzione 
normale (gaussiana) è 0 (qualora si utilizzi l'indice qui sotto mostrato che, come si vede, è centrato 
in zero poiché viene sottratto 3). 
Il coefficiente di curtosi è dato dalla formula:
Equazione 4-3: Kurtosi
Dove:
è l'indice di curtosi, dove  m4 e  m2 sono rispettivamente il  momento centrale di ordine 4 e 2. Nel 
caso di una variabile casuale normale, β2 = 3, così che il coefficiente di curtosi γ2 risulta pari a zero.
Se il coefficiente di curtosi è:
•                    >0 la curva si definisce leptocurtica, cioè più "appuntita" di una normale.
•                    <0 la curva si definisce platicurtica, cioè più "piatta" di una normale.
•                    =0 la curva si definisce normocurtica, cioè "piatta" come una normale.
Il calcolo del coefficiente di curtosi ha senso solo nelle distribuzioni unimodali.
Il coefficiente di curtosi (così come quello di simmetria), non rappresenta una buona stima del 
corrispondente parametro della popolazione se calcolato su piccoli campioni. Ciò nonostante, anche 
in presenza di piccoli campioni, valori elevati di tali indicatori devono far insorgere nel ricercatore 
il dubbio che le eventuali ipotesi di normalità non siano verificate.
Il presente approfondimento è stato tratto da wikipedia
4.10.1.2               Simmetria
In statistica una distribuzione, una funzione di probabilità, una funzione di densità o comunque una 
variabile  casuale si dicono  simmetriche (in inglese skewness)  quando esiste  un valore  Xm (che 
coincide con la media aritmetica ovvero con il valore atteso) per il quale a tutti i valori minori  Xa 
(con Xa = Xm − Δ, Δ > 0) corrisponde una frequenza o funzione di probabilità o funzione di densità 
identica a quella che corrisponde al valore Xb = Xm + Δ. In altre parole, ciò è verificato laddove vale 
l'uguaglianza f(Xm + Δ) = f(Xm − Δ), dove denota la funzione di densità di probabilità (nel caso 
di variabili  casuali  continue) o la funzione di massa di probabilità (nel caso di variabili  casuali 
discrete).In generale viene usato la statistica di simmetria:
Equazione 4-4 Simmetria
ove m3 e m2 sono rispettivamente il momento centrale secondo e terzo. Tale indicatore è:
=0, nel caso di perfetta simmetria;
<0, per l'asimmetria a destra;
>0, per l'asimmetria a sinistra.
Figura 4-4 Dati con simmetria diversa da zero
Il presente approfondimento è stato tratto da wikipedia
4.10.2 Indici di convergent validity
•                    Termini di errore
Un termine di errore di misura (mesurement error term) si riferisce a un fattore di errore associato 
ad un indicatore dato. Un tale termine di errore è comunemente indicato con la lettera δ per gli 
indicatori  di  variabili  latenti  endogene  e  ε  per  gli  indicatori  di  variabili  endogene  latenti. 
Considerando che i modelli di regressione assumono implicitamente uguale a zero il mesurement 
error ( Cioè, i coefficienti sono attenuati nella misura in cui esiste tale errore), i termini di errore 
sono esplicitamente modellati nella SEM e come riultato i path coefficient non sono polarizzati da 
termini  di  errore,  mentre  i  coefficienti  di  regressione  lo  sono.  Benchè  statisticamente  non 
polarizzati, i path coefficient della SEM saranno meno affidabili quando il mesurement error è alto.
Nel caso vi siano misure con un singolo indicatore, questo avrà errore con media e varianza uguale 
a 0. 
Gli errori strutturali (structural error terms,  o  residual error terms or  disturbance terms ), non 
vanno confusi  con gli  errori  di  misura.  Riflettono invecela  varianza non spiegata  nelle  variabili 
endogene  latenti  dovuta  alle  cause  non misurate.  Questi  errori  sono a  volte  rappresentati  dalla 
lettera greca ζ
•                    Standardized structural (path) coefficients
Quando i  ricercatori  parlano di  structural  path  coefficients  in  SEM, di  solito  intendono  quelli 
standardizzati. Le stime dei coefficienti strutturali standardizzati sono basate su dati standardizzati, 
che icludono le matrici di correlazione. Le stime standardizzate sono usate per esempio quando si 
confrontano gli effetti diretti su una variabile endogena data in un singolo gruppo di studio. Questa 
è una regressione OLS, gli  standardized weights sono usati per comparare l’importanza relativa 
delle  variabili  indipendenti.  L’interpretazione  è  simile  alla  regressione:  se  uno  standardized 
structural  coefficient  è  2.0,  la  variabile  latente  dipendente  deve  essere  incrementa  di  2.0  unità 
standard per ogni unità che aumenta la variabile latente indipendente. In AMOS gli standardized 
structural coefficient sono chiamati “standardized rgression weights,” che è quello che sono
•                    La Critical Ratio 
Quando la Critical Ratio (CR) è >1.96 per una regression weight vuol dire che il path è significativo 
a livello di.05 (cioè che il path del parametro stimato è significativo). La significatività delle stime 
standardizzate e non è la stessa.
La significatività delle covarianze stimate fra le variabili latenti è valutata nella stessa maniere: se 
hanno un c.r.>1.96 sono significative
•                    Unstandardized structural (path) coefficients.
Le stime non standardizzate sono basate su dati grezzi o matrici di covarianza. Quando compaiono 
fra i gruppi,  gli indicatori  possono avare differenti  varianze,  come le possono avere le variabili 
latenti, termini di errori di misura, e termini di disturbo. Quando i gruppi hanno varianze differenti è 
preferibile  la comparazione non standardizzata.  Per stime non standardizzate,  coefficienti  uguali 
significano  uguali  effetti  assoluti  su  y,  considerando  che  per  stime  standardizzate,  coefficienti 
uguali  significano  effetti  uguali  su  y  relativi  a  differenze  nelle  medie  e  varianze.  Quando  si 
comparano  gli  stessi  effetti  tra  gruppi  con  differenti  varianze,  i  ricercatori  vogliono  di  solito 
comparare gli effetti assoluti e questi si basano sulle stime non standardizzate
•                    R-squared la correlazione multipla quadrata (squared multiple correlation)
C’è una R-squared o squared multiple correlation (SMC) per ognuna delle variabili endogene nel 
modello. È la percentuale di varianza spiegata in quella variabile.
 
4.10.3 Indici di fit e valutazione dell’unidimensionalità
Nei prossimi paragrafi verranno analizzati gli indici usati per misurare il fit del modello. Questi si 
dividono nelle seguenti categorie.
•                    Indici di bontà di fit basati sul confronto tra covarianza predette e osservate
•                    Indici di bontà di fit che comparano il modello con uno alternativo
•                    Indici penalizzati dal grado di parsimonia
•                    Indici di bontà di fit basate sulla teoria delle informazioni: 
Nel riportare le formule matematiche si farà uso della seguente notazione Tabella 4-7: 
Tabella 4-7 Notazioni matematiche
chisq χ2
Df Gradi di libertà
N Numero di osservazioni (subject)
P Numero di parametri
Chisqn χ2 null model
Dfn Gradi di libertà null model
V Numero di variabili
K (.5v(v+1))-df
DK Mc Donald non centrality index
4.10.4 Indici di bontà di fit basati sul confronto fra covarianze predette e 
osservate
Questo gruppo di indici di bontà di fit sono basati sull’adattamento del modello ai momenti del 
campione,  il  che  significa  comparare  la  matrice  di  covarianza  osservata  a  quella  stimata 
nell’assunzione  che il modello che viene testato sia vero. Le misute perciò usano la convenzionale 
discrepancy function. 
•                    χ2 del modello.
È anche chiamato  discrepancy o o  discrepancy function, è il più comune test di fit  chiamato in 
AMOS CMIN. Questo valore non deve essere significativo se c’è un buon model fit, mentre un chi-
quadro significativo indica una mancanza di fit del modello, cioè la struttura delle covarianze del 
modello è significativamente diversa da quella osservata nella matrice di covarianza.
.Il  chi  quadro  del  modello  approssima  per  grandi  campioni  quello  che  in  piccolo  campioni  e 
nell’analisi loglineare è chiamato G2, the generalized likelihood ratio. 
Ci sono tre circostanze in cui il chi quadro può trarre in errore. Perciò con un campione abbastanza 
grande e una buona approssimazione del fit indicata da altri test (NNFI, CFI, RMSEA ETC..) La 
significatività del chi-quadro può essere ignorata e quindi un chi quadro significativo non è una 
ragione di per se per modificare il modello. 
1.                 Più un modello è complesso, maggiore sarà la sua bontà di fit. Un modello con 
un maggior numero di parametri infatti si avvicinerà di più al modello just identified.
2.                 Più è grande il campione, più è probabile che venga rigettato il modello e che si 
verifichi un errore di tipo 2 (rigettare qualcosa di vero). 
3.                 Il  chi-quadro è  molto sensibile  alla  violazione delle  assunzioni  di  normalità 
multivariata. Quando si sa che questa ipotesi è violata i ricercatori preferiscono il Satorra 
Bentler chi quadro per non normalità
•                    N critica di Hoeltler
È la grandezza che deve raggiungere il campione perché sia accettato il χ2 a .05 o .01. Questo indice 
deve avere un valore maggiore di 200. Un N di holter minore di 75 è considerato inaccettabilmente 
basso per accettare il chi-quadro di un modello. 
Equazione 4-5 N di Hoeltler 
(((2.58+(2df - 1)**2)**.5)/((2chisq)/(n-1)))+1, 
•                    Satorra-Bentler scaled chi-square
A volte è chiamato Bentler-Satorra chi-square, questo è un adattamento al chi-quadro che penalizza 
il chi-quadro per la quantità di kurtosi nei dati. Questo indice cerca di correggere il chi-quadro dalle 
polarizzazioni  introdotte  quando i  dati  sono distribuiti  fortemente non normali.  Questo indice è 
presente in EQS, ma non in AMOS (2006).
•                    Normed χ2
Chiamato anche chi quadro relativo, è l’indice chi quadro diviso per i gradi di lbertà, per tentare di 
renderlo  meno  dipendente  dalla  grandezza  del  campione.  Carmines  and  McIver  (1981:  80) 
affermano che il chi quadro relative debba avere un range di 2:1 o 3:1 per un modello accettabile. 
Ullman (2001) dice minore di 2 riflette un buon fit. Kline (1998) dice 3 o minore. Alcuni studiosi 
adottano addirittura una soglia di 5. AMOS segna il chi quadro relativo come CMIN/DF.
•                    FMIN 
è la funzione di fit minima. Può essere usata come alternativa al CMIN per calcolare CFI, NFI, 
NNFI, IFI e altre misure di fit. Era usata nelle prime versioni di LISREL ma adesso è poco usata.
•                    Goodenss of fit index GFI
(Jöreskog e Sörbom GFI) 
Equazione 4-6 GFI
GFI = FML/FO
Dove  FO  è  la  funzione  di  fit  dove  ogni  parametro  del  modello  è  0.  GFI  varia  tra  0  e  1,  ma 
teoricamente può assumere valori negativi senza valore. Un grande campione fa aumentere il GFI. 
In analogia con l’R-quadro GFI non può essere interpretato come la percentuale di errore spiegata 
da  un  modello.  Piuttosto  è  la  percentuale  delle  covarianza  osservata  che  viene  spiegata  dalle 
covarianze inplicate dal modello.  Per il GFI è suggerita la soglia di .90 per accettare un modello, 
ma alcuni alsano addirittura questa soglia a .95. A causa di problemi associati alle misure GFI non è 
la misura di fit preferita.
•                    Adjusted goodness of fit index AGFI
È una variante del GFI che aggiusta il GFI per i gradi di libert. AGFI può assumere valori minori di 
0, che non hanno significato. Un AGFI>1.0 è associato a un modello just identified e modelli con 
un fit  quasi  perfetto.  AGFI<0 è associato  a modelli  con fit  estremamente  basso o basati  su un 
campione troppo piccolo. Ache AGFI può assumere un valore minimo di .90. Come GFI, AGFI è 
anche polarizzato verso il  basso quando i gradi di libertà aumentano rispetto alla grandezza del 
campione; perciò AGFI può sottostimare il fit per campioni troppo piccoli.AGFI è legato a GFI: 
Equazione 4-7 
AGFIGFI = 1 - [ (1 - GFI) * ( p * (p + 1) / 2*df ) ]
•                    Root mean square residuals, o RMS residuals, o RMR
Più l’RMR è vicino a 0 per un modello che deve essere testato, migliore è il model fit. RMR è il 
coefficiente che risulta dal prendere la radice quadrata della media dei residui quadrati, che sono la 
quantità dalla quale le varianze e covarianze del campione si scostano dalle corrispondenti varianze 
e  covarianze  stimate  nell’assunzione  che  il  modello  sia  corretto.  I  Fitted  residuals  si  trovano 
sottraendo  la  matrice  di  covarianza  del  campione  dalla  matrice  di  covarianza  fitted  o  stimata. 
AMOS chiama RMSR col termine RMR
•                    Standardized root mean square residual, Standardized RMR (SRMR): 
SRMR è la media delle differenze tra le varianze e covarianze predette e osservate nel modello, 
basato  sugli  standardized  residuals.  Gli  Standardized  residuals sono  risultati  adattati  (vedi  più 
avanti) divisi dall’errore standard dei residui (questo assume avere un campione abbastanza grande 
per  assicurare  la  stabilità  dell’errore  standard).  Più  è  piccolo  l’SRMR, migliore  è  il  model  fit. 
SRMR=0 indica un fit perfetto. Un valore minore di .08 è considerato un buon fit.  Si noti che 
l’SRMR tende ad essere più basso semplicemente a causa della maggiore grandezza del campione o 
più parametri nel modello. Per calcolare SRMR in AMOS, selezionare analyze, Calculate estimates 
come al solito. Poi selezionare Plugins, Standardized RMR.
•                    Centrality indrex, CI.
È una funzione del chi-quadro del modelle, gradi di libertà nel modello, e grandezza del campione. 
Per convenzione, CI deve essere .90 o maggiore per accettare il modello. 
•                    Noncentrality parameter NCP
È anche chiamato il parametro indice di non centralità di McDonald e DK, è chi-quadro penalizzato 
per la complessità del modello. È calcolato come 
Equazione 4-8 NCP
(chisqn-dfn)-(chisq-df))/(chisqn-dfn), 
Per forzarlo a scalare a 1, la conversione è exp(-DK/2). NCP è usato con una tabella di distribuzione 
non  centrale  del  chi-quadro  per  valutare  il  potere.  RMSEA,  CFI,  RNI,  e  CI  sono  correlati  al 
parametro di non centralità. Raykov (2005) ha discusso che queste misure di fit basate sulla non 
centralità sono polarizzate.
•                    Relative non-centrlity index RNI
Penalizza per grandezza del campione , e per la complessità del modello. Deve essere maggiore 
di .9 per un buon fit. Si calcola come:
 Equazione 4-9 RNI
((chisqn/n -dfn/n)-DK)/(chisqn/n-dfn/n) 
Esiste anche un McDonald relative non-centrality index, calcolato come:
Equazione 4-10 MacDonald relative non-centrality index
1 - ((chisq-df)/(chisqn-dfn))
4.10.5 Test di bontà di fit che comparano il modello dato con uno 
alternativo
Questo insieme di misure di bontà di fit compara il tuo modello con un altro modello. Questo è bene 
se vi è un secondo modello. Quando questo non c’è i pacchetti statistici di solito comparano di 
default il tuo modello con l’indipendence model, o anche lo permettono come unica opzione. Dato 
che il fit dell’indipendence model di solito è terribile, comparare il tuo modello con questo di solito 
porterà  il  tuo  modello  a  sembrare  buono,  ma  non servirà  allo  scopo della  tua  ricerca.  AMOS 
produce tutte le misure in questo modo.
 
•                    L’indice comparativo di fit, CFI
È anche conosciuto come Indice di Fit Comparativo di Bentler. Il CFI compara il fit del modello 
esistente con un modello nullo che assume che le variabili latenti nel modello siano non correlate 
(l’”indipendence model”). Cioè compara la matrice di covarianza predetta dal modello con quella 
osservata nella matrice di covarianza e compara il null modell (matrice di covarianza di 0) con la 
matrice di covarianza osservata,  per misurare la percentuale  di  mancanza di fit  che è verificata 
andando dal  modello  nullo  al  modello  SEM dei  ricercatori.  Bisogna tenere  presente  che  se  la 
matrice di  covarianza osservata  si avvicina a 0,  non ci  saranno correlazioni  diverse da zero da 
spiegare  e il  CFI  perde la sua significatività.  Il  CFI ha un significato  simile  all’NFI (vedi  più 
avanti), ma è penalizzato per la grandezza del campione. CFI e RMSEA sono fra le misure meno 
affette dalla grandezza del campione (Fan, Thompson e Wang,1999). CFI varia tra 0 e 1, (se sta al 
di fuori del  range viene resettato a 0 o 1). Un CFI vicino ad 1 indica un fit  molto buono. Per 
convenzione CFI deve essere uguale o maggiore di .90 per accettare il modello, e indica che il 90% 
della covariazione nei dati può essere riprodotta dal modello dato. 
Equazione 4-11 CFI 
(1-max(chisq-df,0))/(max(chisq-df),(chisqn-dfn),0))
•                    L’indice di fit incrementale, IFI 
Detto anche  DELTA2: Per convenzione, IFI deve essere maggiore o uguale a .90 per accettare il 
modello. In certe circostanza IFI può essere maggiore di 1.0
•                    Il Normed fit index NFI 
Detto anche  Bentler-Bonett normed fit index, or semplicemente  DELTA1. NFI è stato sviluppato 
come alternative al CFI, come indice che non richiede rimarcare le assunzioni del chi-quadro. Varia 
tra 0 e 1, con 1= fit perfetto. NFI riflette la proporzione con la quale il  modello dei ricercatori 
migliora il fit comparato con il modello nullo (variabili random). Per esempio, NFI=.50 significa 
che il modello del ricercatore migliora del 50% il fit del modello comparato col modello nullo. 
Visto da un altro punto di vista il modello dei ricercatori ha il 50% della strada fra quello nullo 
(indipendence baseline) e quello saturated. Per convenzione valori di NFI
•                    Sopra .95 sono buoni
•                    Fra .90 e .95 sono accettabili 
•                    Sotto .90 indicano un bisogno di rispecificare il modello.
•                    Alcuni autori hanno usato la sogli più liberale di .80
NFI può sottostimare il fit per piccoli campioni, secondo Ullman (2001). Inoltre, NFI non riflette la 
parsimonia: maggiore è il numero di parametri nel modello, maggiore sarà il coefficiente NFI, ecco 
perché viene preferito il coefficiente NNFI 
•                    Il non-normed fit index NNFI 
Chiamato anche Bentler-Bonett non-normed fit index, il  Tucker-Lewis index, TLI (così è chiamato 
in AMOS), or  RHO2,  NNFI è simile  a NFI, ma penalizzato per la complessità  del modello.  Si 
calcola come
Equazione 4-12 TLI
(chisqn/dfn - chisq/df)/(chisqn/dfn - 1)
Non è garantito che NNFI vari tra 0 e , ma se sta fuori da 0-1 può essere arbitrariamente posto a 0 
o1. è uno degli indici di fit meno influenzato dalla grandezza del campione. Un NNFI negativo 
indica che il rapporto chi-quadro/df per il modello nullo è più piccolo che il rapporto per il modello 
dato, il che può accadere se il modello dato ha pochi gradi di libertà e le correlazioni sono basse.
NNFI vicino ad 1 indica un buon fit. Raramente gli autori usano soglie basse come .80 dato che il 
TLI tende  a  essere  più basso del  GFI.  Tuttavia,  più  recentemente,  Hu e  Bentler  (1999)  hanno 
suggerito  NNFI≥.95 come soglia  limite  per un buon model  fit  e  questa  è largamente  accettata. 
Valori di NNFI più bassi indicano una rispecificazione del modello.
•                    Il Bollen86 Fit Index
È identico al NNFI eccetto che il termine “-1” è omesso nella precedente equazione.  Deve essere 
più grande di .9 per un buon fit
•                    Il relative fit index RFI
Conosciuto anche come RHO1, non è garantito che vari tra o e 1. RFI vicino a 1 indica un buon fit. 
4.10.6 Indici di bontà di fit basati sulle covarianze predette vs quelle 
osservate ma penalizzati per il grado di parsimonia
Queste misure penalizzano la mancanza di parsimonia, dato che modelli più complessi,  a parità 
degli altri parametri, genereranno fit migliore di quelli meno complessi. . Non usano le stesse soglie 
delle  loro  controparti  (x  es,  PCFI  non  usa  la  stessa  soglia  di  CFI)  ma  piuttosto  saranno 
notevolmente più basse nella maggioranza dei casi.  Usata per comparare modelli il la maggiore 
misura di parsimonia rappresenta un fit migliore. 
•                    Il rapporto di parsimonia (PRATIO parsimony ratio)
È il rapporto fra i gradi di libertà del tuo modello e i gradi di libertà dell’indipendence (null) model. 
PRATIO non è un test della bontà di fit di per se, ma è usto in misure di bontà di fit come PNFI e 
PCFI  che  ricompensano  i  modelli  parsimoniosi  (modelli  con  relativamente  pochi  parametri  da 
stimare  in  relazione  al  numero  di  variabili  e  ralazioni  nel  modello).  Vedi  anche  l’indice  di 
parsimonia sotto
•                    L’indice di parsimonia
È il rapporto di parsimonia per il BBI, (Bentler/Box index) discusso più avanti. Deve essere più 
grande di .9
•                    Root mean square error approximation, RMSEA
È anche chiamato RMS o RMSE o  discrepanza per gradi di libertà. Per convenzione si ha unuon 
model fit se:
o                  Un buon model fit se RMSEA ≤0,5
o                  Un model fit adeguato se RMSEA  ≤0,8
Più recentemente Hu e Bentler hanno suggerito come soglia RMSEA≤0,6
RMSEA è una misura di fit popolare in parte perché non richiede comparazione con un modello 
nullo e quindi non richiede che gli autori presuppongano come plausibile un modello nel quale vi è 
una  completa  indipendenza  delle  variabili  latenti,  come succede,  per  esempio,  col  CFI.  Inoltre 
RMSEA  ha una distribuzione conosciuta, relativa alla distribuzione non centrale del chi-quadro, e 
così non richiede bootstrapping per stabilire l’intervallo di confidenza.È uno degli indici di fit meno 
danneggiati dalla grandezza del campione, benché per campioni più piccoli sovrastima la bontà del 
fit (Fan, Thompson, and Wang, 1999).
RMSEA è calcolato come: 
Equazione 4-13 RMSEA 
((χ2/((n-1)df))-(df/((n-1)df)))*.5
È necessario  precisare  che  RMSEA viene  corretta  dalla  complessità  del  modello,  come si  può 
vedere  dal  fatto  che  i  DF  sono  al  denominatore.  Tuttavia,  i  gradi  di  libertà  sono  una  misura 
imperfetta della complessità del modello.
Finchè  RMSEA calcola  la  media  della  mancanza  di  fit  per  grado di  libertà,  si  può avere  una 
mancanza di fit vicinoa zero sia in modelli complessi che in modelli semplici e RMSEA avrà un 
valore vicino a zero in entrambi, già la maggior parte dei metodologi giudicano metodi più semplici 
migliori sul terreno della parsimonia. Di conseguenza la comparazione di modelli usando RMSEA 
deve essere interpretata alla luce del rapporto di parsimonia, che riflette la complessità del modello 
in accordo con la sua formula,
Equazione 4-14Indice di parsimonia 
PR = df(modello)/df(massimi df possibili)
Inoltre RMSEA è di solito riportato con i suoi intervalli di confidenza. In un modello che si adatta 
bene l’intervallo di confidenza inferiore al 90% ha un limite che include o è vicino a 0, mentre il 
limite superiore è meno di 0,8. 
•                    PCLOSE
Testa l’ipotesi nulla che RMSEA è minore di .05 Se PCLOSE è meno di .05, si rigetta l’ipotesi 
nulla e si conclude che l’ RMSEA calcolato è più grande di .05, che indica una mancanza di stretto 
fit
 
•                    Il parsimony goodness of index, PGFI.
Il PGFI è una variante del GFI che penalizza GFI moltiplicandolo  per il rapporto formato dai gradi 
di libertà nel tuo modello divisi per i gradi di libertà nell’indipendence model. AMOS calcola PGFI.
•                    Il parsimony normed fit index PNFI,
è uguale al PRATIO volte l’NFI (vedi più avanti).  Più il tuo modello è vicino al satured model 
(totalmente  esplicativo  ma  insignificante),  più  l’NFI  è  penalizzato.  Non  vi  è  una  soglia 
comunemente accettata.
•                    Il parsimony comparative fit index, PCFI
È uguale al PRATIO volte il CFI (vedi più avanti). Più il modello è simile al saturated model, più il 
CFI è penalizzato. Anche in questo caso non vi sono soglie comunemente accettate.
4.10.7 Misure di bontà del fit basate sulla teoria delle informazioni
Le misure in questo insieme sono appropriate quando si comparano modelli che sono stati stimati 
usando il metodo ML. Come gruppo questo insieme di misure è meno comune nella letteratura ma 
sta cabiando. Tutte sono misurate da AMOS. Non hanno soglie come .90 o .95. Piuttosto sono usate 
per compare I modelli, con il modello più basso che rappresenta il fit migliore
•                    AIC
È il criterio di informazione di Akaike. AIC è una misura di bontà di fit che corregge il chi quadro 
del modello per penalizzarlo per la complessità del modello (cioè, per la sovra parametrizzazione). 
Così AIC riflette la differenza tra le matrici di covarianza dell’implied model e osservate. AIC è 
usato per comparare modelli e non è interpretato per un modello singolo. Il valore assoluto dell’AIC 
non ha un valore intutitivo eccetto nella comparazione con un altro AIC, in questo caso un AIC più 
basso riflette un modello con migliore fit. Al contrario del chi quadro, l’AIC è usato per comparare 
modelli sia non gerarchici che gerarchici (annidati) basati sullo stesso insieme di dati, (il chi quadro 
invece è usato solo nel secondo caso). È possibile ottenere valori di AIC<0. Un AIC vicino a 0 
riflette un buon fit e fra a misure di AIC quella più bassa riflette un fit migliore. AIC può essere 
usato anche per modelli gerarchici (annidati), come nel caso vengano comparate modifiche annidate 
dei modelli. In questo caso si smette di modificare quando AIC inizia a salire. AIC si calcola nel 
seguente modo(Equazione 4-15):
Equazione 4-15 AIC 
(chisq/n) + (2k/(n-1))
Vedi Burnahm e Anderson (1998) per ulteriori informazioni sull’ AIC e le informazioni correlate 
alle misure teoriche.
Altri indici correlati all’AIC
•                    AIC0.  Seguendo  Burnham  e  Anderson  (1998:128),  gli  strumenti  di 
Specification Search di AMOS di default riscala AIC quindi quando si comparano modelli la 
interpretazione di Burnham-Anderson è 
o                  AIC0≤2 non c’è  una evidenza  credibile  che  il 
modello debba essere cambiato.
o                  2≤ AIC0≤4 debole evidenza che il modello debba 
essere modificato
o                  4≤  AIC0≤7  Evidenza  definita  che  il  modello 
debba essere modificato
o                  4≤ AIC0≤7 Evidenza alta che il modello debba 
essere modificato
o                  AIC0≥10 Evidenza  molto  forte  che  il  modello 
debba essere modificato
•                    AICC è una vesrione dell’AIC corretto per piccole grandezze del campione 
•                    CAIC (Consistent AIC), che corregge per la grandezza del campione e per la 
complessità del modello (mancanza di parsimonia). La correzione è maggiore che per l’AIC 
o BCC ma minore del BIC, Come don l’AIC, minore è la misura del CAIC, migliore è il fit
•                    BCC
È il Browne-Cudeck Criterion (criterio di Browne e Cudeck), chiamato anche indice di validazione 
incrociata di un campione singolo di Cudeck & Browne. Deve essere vicino a .9 per considerare il 
fit buono. È calcolato come(Equazione 4-16).
Equazione 4-16 BCC
 (chisq/n) + ((2k)/(n-v-2)), 
BCC penalizza per complessità del modello (mancanza di parsimonia) più dell’AIC
•                    Indice di validazione incrociata atteso ECVI (Expected Cross- validation index)
Nella sua variante usuale è equivalente al BCC ed è utile per comparare modelli non innidati. Come 
l’AIC, riflette le discrepanze tra le matrici  di coavarianza del model implied e della  matrice di 
covarianza osservata. Un ECVI più basso è un fit migliore. Quando si comparano modelli annidati 
di solito si usa la differenza di chi-quadro. La differenza tra chi-quadro e ECVI in modelli annidati è 
che il secondo corregge per i gradi di libertà dei parametri liberi. Questa differenza tra ECVi e chi-
quadro può influenzare le conclusioni se la differenza di chi-quadro è sostanzialmente relativa ai 
gradi di libertà.MECVI è una variante del BCC, che differisce nel fattore di scala.
•                    BIC
È  il  Bayesian  Information  Criterion,  conosciuto  anche  come  Akaike’s  Bayesian  Information 
Criterion (ABIC) e Schwarz Bayesian Criterion (SBC). Come il  CAIC, il  BIC corregge sia per 
grandezza del campione che per la complessità del modello. Precisamente, BIC corregge i parameri 
addizionali del modello in maniera più severa di quanto lo faccia l’AIC. In generale il BIC ha una 
polarizzazione conservativa che lo fa tendere verso l’errore di tipo II (che fa credere che vi sia uno 
scarso  fit  quando  vi  è  una  reale  relazione).  Quindi,  comparato  con  AIC,  BCC,  o  CAIC,  BIC 
favorisce i modelli parsimoniosi, con un numero minore di parametri. BIC è raccomandato quando 
la grandezza del campione è grande o il numero di parametri nel modello è piccolo.
BIC è  una  approssimazione  di  un  fattore  di  Bayes  per  il  modello  di  interesse  comparato  col 
saturated model. BIC è diventato famoso in sociologia dopo che è stato reso popolare da Raftey nel 
1980. Vedi Raftery (1995) sulla derivazione del BIC. Recentemente però sono state sottolineate le 
limitazioni del BIC. Vedi Winship ed. (1999), sulle controversie che circondano il BIC. BIC usa la 
grandezza del campione n per stimare la quantità di informazioni associate con un dataset dato. Un 
modello basato su un n grande, ma che ha poca varianza nelle sue variabili e/o grandi col linearità 
indipendenti può produrre usando il bic fit del modello che portano in errore
•                    BIC0.  Seguendo  Burnham  e  Anderson  (1998:128),  gli  strumenti  di 
Specification Search di AMOS di default riscala AIC quindi quando si comparano modelli la 
interpretazione di Burnham-Anderson è 
a.                 AIC0≤2 non c’è  una evidenza  credibile  che  il  modello  debba 
essere cambiato.
b.                 2≤  AIC0≤4  debole  evidenza  che  il  modello  debba  essere 
modificato
c.                 4≤  AIC0≤7  Evidenza  definita  che  il  modello  debba  essere 
modificato
d.                 4≤ AIC0≤7 Evidenza alta che il modello debba essere modificato
e.                 AIC0≥10  Evidenza  molto  forte  che  il  modello  debba  essere 
modificato
•                    BICp.  BIC può essere riscalato così che la somma dei pesi di Akaike/ Fattori 
di  Bayes  faccia1.0.  Nella  specification  search  di  AMOS  questo  è  fatto  sotto  Opzioni, 
pulsante Current results. I risultati di BICp rappresentano stime a posteriori delle probabilità 
che il modello abbia probabilità uguali a quelle stimate a priori. Così se BICp =.60 per un 
modello, è il modello corretto con il 60% delle probabilità. La somma dei valori dei BICp 
deve essere il 100%, ciò significa 100% di probabilità che il modello corretto sia uno di 
quelli, un risultato benale, ma che mette in evidenza che le supposizioni sottostanti che la 
specificazione adatta del modello è uno dei default models nel gruppo. Detto in un altro 
modo, “il modello corretto” in questo contesto significa “ la più corretta delle alternative”
•                    BICL. L’indice BIC può essere riscalato così che la somma dei pesi di Akaike/ 
Fattori di Bayes faccia1.0. Nella specification search di AMOS questo è fatto sotto Opzioni, 
pulsante  Current  results.  Valori  di  BICL di  .05 o maggiori  possono essere  considerati  I 
modelli  più  probabili  nella  “finestra  di  Occam”,  un  criterio  di  filtraggio  di  un  modello 
proposto da Madigan e Raftery (1994)
•                    Quantile o Q-Plots
Ordina  gli  standardized  residuals  per  grandezza  e  sono  calcolati  i  loro  punti  percentuali  nella 
distribuzione del campione. Quindi i residui sono tracciati contro la curva nurmale corrispondenti a 
questi punti percentuali, chiamati quantili normali.
•                    Interation effect size, IES
IES è una misura di grandezza di un effetto di interazione (l’effetto di aggiungere un termine di 
interazione al modello). Nella regressione OLS questo sarà il cambiamento incrementale nelle R2 
dall’aggiunta di interazioni in termini di equazioni. Nella sem IES è un criterio analogo basato sulla 
bontà di fit del chi-quadro. Richiama che più piccolo è il chi-quadro, migliore è la bontà di fit. IES è 
la percentuale di chi-quadro che è ridotto (rispetto a un fit migliore) aggiungendo interazioni di 
variabili al modello
Tabella 4-8 Indici più comuni e soglie
INDICE SOGLIA













Indici di bontà di fit che comparano il modello con uno alternativo
CFI ≥.90
IFI ≥.90
NFI ≥.90 (un buon valore è .95)
TLI (NNFI) ≥.80 (un buon valore è .95)
Bollen86 fit index ≥.90
RFI RFI vicino ad 1 indica un buon fit
Indici penalizzati dal grado di parsimonia
PRATIO  
INDICE DI PARSIMONIA ≥.90
RMSEA ≤.60,calcolato  tenendo  conto  dell’indice  di  parsimonia 
l’intervallo di confidenza al 90% ha limite inferiore vicino a 0 e 
superiore meno di 0,8
PCLOSE ≥0.05
PGFI Non vi è una soglia comunemente accettata
PNFI Non vi è una soglia comunemente accettata
PCFI Non vi è una soglia comunemente accettata
  
Indici di bontà di fit basate sulla teoria delle informazioni: 
Usati con  la tecnica ML, per comparare i modelli (migliore quello che ha indice più basso)
AIC Migliore quello che si avvicina di più a 0
AIC0  




(Shah, Meyer Goldstein 2006)
Anche se nessun modello si adatta esattamente alla realtà, un risultato desiderabile nella analisi 
SEM è di mostrare che un modello ipotizzato fornisce una buona approssimazione dei fenomeni del 
mondo reale come rappresentato in un insieme di dati  osservati.  Quando un modello iniziale di 
interesse non soddisfa questo obiettivo i ricercatori spesso alterano il modello per migliorare il suo 
fit  ai  dati.  Modifiche di  un modello  ipotizzato  per  migliorare  la  sua parsimonia  sono chiamate 
“Ricerca di specifiche”(specification search) (Leamer 1978; Long,1983). Una ricerca di specifiche è 
progettata per identificare e eliminare gli errori dalla originale specifica delle ipotesi del modello. 
Jöreskog e Söborn (1996) descrivono tre strategie nella specificazione (e valutazione) del modello: 
1.                  Strettamente confermativa, dove un singolo modello a priori è studiato
2.                  Generazione  del  modello,  dove  un  iniziale  modello  è  adattato  ai  dati  e  quindi 
modificato (frequentemente con l’uso di indici di modifica)
3.                  Modelli alternativi, dove più modelli a priori sono studiati
Anche se non è improprio un approccio strettamente confermativo è altamente restrittivo e e non 
lascia ai ricercatori nessuno spazio se il modello non funziona. L’approccio alla generazione del 
modello è noioso a causa dei possibili abusi e potenziali, che risultano in mancanza di validità e 
(MacCallum, 1986) e alta suscettibilità a capitalizzazione sulla probabilità (MacCallum et al 1992). 
Un lavoro simultaneo di MacCallum (1990) e Homburg Dobartz (1992) indica che solo la metà 
delle ricerche di specifiche (anche con restrizioni corrette e grandi campioni) hanno successo nel 
recuperare il corretto modello sottostante.
Si raccomanda ai  ricercatori  di  comparare  modelli  a  priori  alternati  (sia  annidati  che non )  per 
scoprire il modello che i dati osservati supportano in maniera migliore piuttosto che usare la ricerca 
delle specifiche (Browne e Cudeck,1989). Queste pratiche possono avere una probabilità più bassa 
di identificare modelli con gran fit,  ma aumentano l’allineamento dei risultati di modellazione con 
le conoscenze esistenti e le teorie. 
Metodi usati nella re specificazione del modello sono:
•                    Standardazed residuals 
•                    Modification index <4,0
•                    Cambiamenti complatemente standardizzati in Λx
 
4.11.1 Correlation residuals 
(Shah, Meyer Goldstein 2006)
Sono le  differenze  tra  le  correlazioni  stimate  nel  modello  e  quelle  osservate.  Le  variabili  che 
avranno con più probabilità bisogno di essere rispecificate nel modello saranno quelle con maggiore 
correlation residual (la soglia di cutoff è>.10). Se si hanno tutti i correkation residuals <.10 a volte è 
usata, insieme agli indici di fit per definire un “fit accettabile” per il modello.
4.12Validazione incrociata
Dopo che il modello è stato validato è necessario che venga testato su un altro campione di dati 
per verificarne la validità.
4.12.1 Cluster analysis
Il Clustering o analisi dei cluster (dal termine inglese cluster analysis introdotto da Robert Tryon 
nel 1939), o analisi di raggruppamento, è un insieme di tecniche di analisi multivariata dei dati 
volte alla selezione e raggruppamento di elementi omogenei in un insieme di dati. Tutte le tecniche 
di clustering si basano sul concetto di distanza tra due elementi. Infatti la bontà delle analisi 
ottenute dagli algoritmi di clustering dipende essenzialmente da quanto è significativa la metrica, e 
quindi da come è stata definita la distanza.
La distanza è un concetto fondamentale, dato che gli algoritmi di clustering raggruppano gli 
elementi a seconda della distanza, e quindi l'appartenenza o meno ad un insieme dipende da quanto 
l'elemento preso in esame è distante dall'insieme.
Le tecniche di clustering si possono basare principalmente su due "filosofie":
•                    Dal basso verso l'alto (Bottom-Up): Questa filosofia prevede che inizialmente 
tutti gli elementi siano considerati cluster a sé, e poi l'algoritmo provvede ad unire i cluster 
più vicini.  L'algoritmo continua ad unire elementi  al  cluster fino ad ottenere un numero 
prefissato di cluster, oppure fino a che la distanza minima tra i cluster non supera un certo 
valore.
•                    Dall'alto verso il basso (Top-Down): All'inizio tutti gli elementi sono un unico 
cluster, e poi l'algoritmo inizia a dividere il cluster in tanti cluster di dimensioni inferiori. Il 
criterio che guida la divisione è sempre quello di cercare di ottenere elementi omogenei. 
L'algoritmo procede fino a che non ha raggiunto un numero prefissato di  cluster. Questo 
approccio è anche detto "gerarchico".
La tecniche di clustering vengono utilizzate generalmente quando si hanno tanti dati eterogenei, e si 
è alla ricerca di elementi anomali. 
Esistono varie classificazioni delle tecniche di clustering comunemente utilizzate. Una prima 
categorizzazione dipende dalla possibilità che ogni elemento possa o meno essere assegnato a più 
clusters:
•                    Clustering esclusivo, in cui ogni elemento può essere assegnato ad esattamente 
un solo gruppo. I clusters risultanti, quindi, non possono avere elementi in comune. Questo 
approccio è detto anche Hard Clustering.
•                    Clustering non-esclusivo, in cui un elemento può appartenere a più cluster con 
gradi di appartenenza diversi. Questo approccio è noto anche con il nome di Soft Clustering.
Un'altra suddivisione delle tecniche di clustering tiene conto della tipologia dell'algoritmo utilizzato 
per dividere lo spazio:
•                    Clustering Partitivo (detto anche k-clustering), in cui per definire l'appartenenza 
ad un gruppo viene utilizzata una distanza ed un punto rappresentativo del cluster (centroide, 
medioide ecc...).
•                    Clustering Gerarchico,  in cui viene creata una visione gerarchica dei cluster, 
visualizzando in un trellis i passi di accorpamento/divisione dei gruppi.
•                    Clustering density-based, in cui il raggruppamento avviene analizzando l'intorno 
di ogni punto dello spazio. In particolare, viene considerata la densità di punti in un intorno 
di raggio fissato.
Queste due suddivisioni sono del tutto trasversali, e molti algoritmi nati come "esclusivi" sono stati 
in seguito adattati nel caso "non-esclusivo" e viceversa.
Clustering partitivo
Gli algoritmi di clustering di questa famiglia creano la suddivisione dello spazio minimizzando una 
certa funzione di costo:
dove k è il numero dei clusters, Cj è il j − th cluster e è la funzione di costo 
associata al singolo cluster. L'algoritmo più famoso appartenente a questa famiglia è il k-means, 
proposto da MacQueen nel 1967. Un altro algoritmo abbastanza conosciuto appartenente a questa 
classe è il Partitioning Around Medioid (PAM).
Clustering gerarchico
Le tecniche di clustering gerarchico non producono un partizionamento flat dei punti, ma una 
rappresentazione gerarchica ad albero. 
Questi algoritmi sono a loro volta suddivisi in due classi:
•                    Agglomerativo- Questi algoritmi assumono che inizialmente ogni cluster (foglia) 
contenga un singolo punto; ad ogni passo, poi, vengono fusi i cluster più "vicini" fino ad 
ottenere un singolo grande cluster. Questi algoritmi necessitano di misure per valutare la 
similarità tra clusters, per scegliere la coppia di cluster da fondere ad ogni passo.
•                    Divisivo - Questi algoritmi, invece, partono considerando lo spazio organizzato 
in un singolo grande cluster contenente tutti i punti, e via via lo dividono in due. Ad ogni 
passo viene selezionato un cluster in base ad una misura, ed esso viene suddiviso in due 
cluster più piccoli. Normalmente viene fissato un numero minimo di punti sotto il quale il 
cluster non viene ulteriormente suddiviso (nel caso estremo questo valore è 1). Questi tipi di 
algoritmi necessitano di definire una funzione per scegliere il cluster da suddividere.
Una rappresentazione grafica del processo di clustering è fornita dal Dendrogramma.
Algoritmi di clustering molto usati sono:
•                    K-Means
•                    Fuzzy C-Means
•                    QT Clustering
4.12.2 K-means
L'algoritmo K-Means è un algoritmo di clustering che permette di suddividere gruppi di oggetti in 
K partizioni sulla base dei loro attributi. È una variante dell'Algoritmo di aspettazione-
massimizzazione il cui obiettivo è determinare i K gruppi di dati generati da distribuzioni gaussiane. 
Si assume che gli attributi degli oggetti possano essere rappresentati come vettori, e che quindi 
formino uno spazio vettoriale.
L'obiettivo che l'algoritmo si prepone è di minimizzare la varianza totale intra-cluster. Ogni cluster 
viene identificato mediante un centroide o punto medio. L'algoritmo segue una procedura iterativa. 
Inizialmente crea K partizioni e assegna ad ogni partizione i punti d'ingresso o casualmente o 
usando alcune informazioni euristiche. Quindi calcola il centroide di ogni gruppo. Costruisce quindi 
una nuova partizione associando ogni punto d'ingresso al cluster il cui centroide è più vicino ad 
esso. Quindi vengono ricalcolati i centroidi per i nuovi cluster e così via, finché l'algoritmo non 
converge.
L'algoritmo ha acquistato notorietà dato che converge molto velocemente. Infatti, si è osservato che 
generalmente il numero di iterazioni sono minori del numero di punti. Comunque, di recente, 
D.Arthur e S.Vassilvitskii ha mostrato che esistono certi insiemi di punti per i quali l'algoritmo 
impiega un tempo superpolinomiale - - a convergere.
In termini di prestazioni l'algoritmo non garantisce il raggiungimento dell'ottimo globale. La qualità 
della soluzione finale dipende largamente dal set di cluster iniziale e può, in pratica, ottenere una 
soluzione ben peggiore dell'ottimo globale. Dato che l'algoritmo è estremamente veloce, è comune 
applicarlo più volte e fra le soluzioni prodotte scegliere quella più soddisfacente.
Un altro svantaggio dell'algoritmo è che esso richiede di scegliere il numero di cluster(k) da trovare. 
Se i dati non sono naturalmente partizionati si ottengono risultati strani. Inoltre l'algoritmo funziona 
bene solo quando sono individuabili cluster sferici nei dati.
4.13 Presentazione e interpretazione dei risultati
Risultati di un modello, di un metodo o di una analisi, devono essere ben presentati e facilmente 
interpretabili da chi li legge. Errori che si riscontrano comunemente sono (Shah, Goldstein, 2005): 
•                    Non  si  capisce  l’intero  modello  (e.g.  le  misure  di  errore  correlate)  o  l’insieme 
completo di MVs. 
•                    Non è possibile accertare se il modello sia adattato a una matrice di correlazione o di 
covarianza.
•                    Le misure di fit riportate sono incomplete
•                    Cause della progettazione della selezione incrociata
•                    Generalizzabilità
•                    Conferma della polarità
Per quanto riguarda la causalità ogni applicazione usa un disegno di ricerca a sezione trasversale. Il 
dibattito se misure simultanee di variabili possono essere usate per arguire causalità è vibrante, ma 
non risolto (Gollob e Reichardt, 1991; Gollobe Reicardt,1987; Mac Callum e Austin, 2000). Un 
punto di accordo è che l’interpretazione causale deve essere basata su basi teoriche e sul supporto 
empirico per un modello  (Peart,2000).  Alla luce di  questo dibattito  irrisolto,  suggeriamo che la 
teoria che viene testata e i risultati aspettati il più chiaramente possibile prima di condurre l’ananlisi.
 
“La generalizzabilità dei risultati” fa riferimento all’applicabilità dello studio a un campione fini 
to e spesso piccolo a una popolazione (o a altre popolazioni). I risultati di singoli studi sono soggetti 
a limitazioni  dovute al  campione o a effetti  di  selezione e il  loro impatto  sulle conclusioni che 
devono essere testate. Gli effetti della selezione del campione sono controllati (ma non eliminati) 
dall’identificare  una specifica popolazione e selezionare da essa un campione selezionato che è 
appropriato  all’obiettivo  dello  studio.  Infatti  uno  structural  equation  model  è  una  ipotesi  sulla 
struttura delle relazioni fra MVs e LVs in una  specifica popolazione, e questa popolazione deve 
essere esplicitamente identificata.
Un altro aspetto della generalizzabilità riguarda la possibilità di replicare il risultato dello studio in 
un differente campione della stessa popolazione. Alcune ricerche usano la validazione incrociata, 
altre usano l’approccio a campione spaccato. Data la difficoltà nell’ottenere risposte da campioni 
multipli da una data popolazione , l’indice di aspettata validazione incrociata (ECVI Expected cross 
validation index), un indice calcolato da un singolo campione può indicare quanto una soluzione 
ottenuta  in  un  campione  può  adattarsi  a  un  campione  indipendente  dalla  stessa  popolazione 
(Browne e Cudeck,1989; Cudeck e Browne,1983).
La selezione del più appropriato insieme di items di misura per rappresentare il dominio sottostante 
le LVs è critico quando si usa la SEM. Tuttavia ci sono pochi strumenti standardizzati per LVs , 
rendendo i progressi nelle ricerche OM lenti e difficili. Una appropriata operazionalizzazione delle 
LVs è critica quanto il loro uso ripetuto (Per una discussione dettagliata e linee guida sulla selezione 
degli effetti collegati a buoni indicatori vedi Little et al. 1999; per scale di misura nella OM, vedi 
Roth e Schroeder, in press). Una questione che rappresenta una sfida si presenta quando i ricercatori 
non sono capaci di validare le scale usate un precedenza. In una tale situazione, suggeriamo una 
strategia a 2 punte. Per prima cosa i ricercatori devono esaminare a priori le assunzioni impiegate 
nello sviluppare le scale precedenti e verificare il loro impatto sulla replicazione. Secondo, se non 
sono state replicate con validità, il ricercatore deve usare una media esplorative per sviluppare scale 
modificate  che  dovranno  essere  validate  dai  futuri  ricercatori.  Tuttavia,  a  questo  modello 
rispecificato non può essere dato lo status di modello ipotizzato e ha bisogno di essere validato in 
futuro su un altro campione della stessa popolazione.
4.13.1 Conferma della polarità
(Shah, Meyer Goldstein 2006)
La conferma della  polarità  è  stata  definita  come un pregiudizio  in  favore del  modello  valutato 
(Greenwald et al., 1986). Una ricerca dimostra che i ricercatori in OM (come i ricercatori in altri 
campi)  sono fortemente  suscettibili  alle  polarità  di  conferma.  I  ricercatori  valutano un singolo 
modello,  danno una  spiegazione  positiva  al  model  fit,  e  sono riluttanti  a  dare  una  spiegazione 
alternativa dei dati. Un problema associato a questo contesto è la esistenza di modelli equivalenti, 
modelli  alternativi  che non si distinguono da quello originale  in termini  di bontà di  fit  dei  dati 
sostanzialmente significati differenti in termini di teoria sottostante (MacCallum et al., 1993). In 
uno studio di 53 applicazioni pubblicate in psicologia, MacCallum et al. (1993) hanno mostrato che 
modelli  equivalenti  esistono  quasi  sempre  in  gran  numero  e  sono  universalmente  ignorati  dai 
ricercatori. Per evitare problemi di polarità delle conferme si raccomanda che i ricercatori di OM 
generino modelli equivalenti multipli alternati a priori e se uno o più di questi modelli non può 
essere eliminato per ragioni teoriche o fit insufficiente, discutano esplicitamente le spiegazioni delle 
alternative  che  statnno sotto  i  dati,  piuttosto  che  confermare  e  presentare  risultati  di  un  unico 
modello definitivo
 
4.14Specificazioni matematiche della SEM
Uno structural equation model può essere definito come uno specifico schema di relazioni fra una 
serie  di  variabili  misurate  (MVs)  e  variabili  latenti  (LVs).  Le  tre  equazioni  sottostanti  sono 
fondamentali per la SEM:
Equazione 4-17 x=Λxξ+δ      
Equazione 4-18 y=Λyη+ε      
Equazione 4-19 η=Bη+Γξ+ζ  
dove:
x è la misura delle variabili esogene manifeste, 
Λx l’effetto delle LVs esogene sulla loro MVs (matrice),
δ errore di misurazione nelle variabili esogene manifeste,
y misure delle variabili endogene manifeste,
 Λy effetto delle LVs endogene sulla loro MVs (matrice),
ε errore di misura nelle variabili endogene manifeste
ξ il costrutto latente esogeno
η il costrutto latente endogeno
Γ l’effetto dei costrutti esogeni sui costrutti endogeni (matrice),
B l’effetto dei costrutti endogeni su ognuno su tutti gli altri costrutti endogeni (matrice)
ζ  è l’errore nell’equazione o residuali
Equazione 4-17 rappresenta la influenza direzionale delle LVs esogene (ξ) sui loro indicatori (x). 
Equazione 4-18 rappresenta la influenza direzionale delle delle variabli endogene LVs (η) sui loro 
indicatori (y). 
Così le equazioni (1) e (2) collegano le variabili  osservate (manifeste)  con quelle non osservate 
(latenti)  attraverso un modello analitico fattoriale  e costituisce la porzione “di misurazione” del 
modello. Dunque 
Equazione 4-19 specifica le relazioni all’interno di uno structural equation model e costituisce la 
porzione “strutturale” del modello.
E’ inoltre necessario definire le seguenti matrici di covarianza
a)  Φ = E(ξξ’) è una matrice di covarianza per i LVs esogeni
b) θδ = E(δδ’) è una matrice di covarianza per gli errori di misura nelle MVs esogene
c)  θε = E(εε’) è una matrice di covarianza per gli errori di misura nelle MVs endogene
d) ψ = E(ζζ’) è una matrice di covarianza per gli errori nell’ equazione per le LVs endogene
Data questa rappresentazione matematica , si nota che la matrice di covarianza della popolazione 
per i MVs è funzione di una matrice di otto parametri:  Λx,  Λy,B,  Γ, Φ, θδ, θε, ψ . Così, dato un 
ipotetico modello in termini di parametri  fissati o liberi  e è data una matrice di covarianza del 
campione per le MVs, si possono stimare i parametri liberi del modello. Il più comune approccio 
per il  fitting del modello ai dati è di ottenere una stima di massima verosimiglianza (maximum 
likelihood) dei parametri accompagnata da una stima di verosimiglianza del test χ2 dell’ipotesi nulla 
che il modello tiene nella popolazione.
La spiegazione usa SEM è tratta dall’articolo di Shah Meyer Goldstein ed è sviluppata come da 
Jöreskog (1974) e rappresentata in LISREL (Jöreskog e Sörbom, 1996)
5         Risultati SEM prima iterazione
5.1      Dal modello teorico alle ipotesi
Per formulare le ipotesi abbiamo considerato i seguenti passi (Forza 2002): definizione dell’unità di 
analisi,  sviluppo della definizione operativa per il  costrutto,  e traslazione delle  proposizioni che 
specificano le relazioni fra costrutti in ipotesi.
Unità di analisi
L’unità di analisi – che si riferisce al livello di aggregazione dei dati durante l’analisi seguente - è 
l’azienda a cui appartiene chi risponde
Operativizzazione
In questa sezione il nostro scopo è di dare dettagli sulla operazionalizazione dei costrutti che sono 
multidimensionali. Si parte dal frame work teorico del capitolo 2 e si definisce un modello SEM 










Figura 5-1 Framework teorico
 
Per prima cosa si descrivono le variabili:
 
LEVE possono essere due gruppi: strumenti generici e specifici. I primi hanno a che fare con la 
promozione  il  controllo  e  la  implementazione  del  CI  (vedi  questionario  nelle  Appendici).  Gli 
strumenti specifici hanno a che fare con i procesi di problem finding e problem solving. Ttti gli 
strumenti sono misurati da una scala di Likert a 5 punti che indica la frequenza d’uso, dove 1=molto 
frequentemente e 5 = raramente.
Le leve possono essere usate per sviluppare ipotesi di  abilità di CI (freccia H3 in Errore. L'origine 
riferimento non è stata trovata.): da una parte una più diffusa e intensa applicazione delle leve 
accelera il processodi apprendimento attraverso sono sviluppate e consolidate le routins (sulle quali 
sono basate le abilità di CI) dall’altro lato una organizzazione con una superiore capacità di CI fa un 
migliore uso delle leve. 
ABILITA’ è definito come gli otto gruppi di abilità come identificati da Bessant et al. (2001); per 
misurare il livello e l’uso dei comportamenti di CI gli intervistati sono stati chiamati  a indicare 
quanto erano d’accordo o in disaccordo con 34 affermazioni sulle attività di CI. Le affermazioni 
sono basate sui comportamenti individuati da Bessant e Caffyn (1997). Tutte le affermazioni sono 
misurate  misurati  con  una  scala  di  Likert  a  cinque  punti  per  indicare  il  grado di  accordo  nei 
comportamenti nell’organizzazione ( ai due estremi 1 = sono completamente d’accordo 5= non sono 
d’accordo)
PRESTAZIONI operativizzano  i  benefici  delle  attività  di  CI  in  termini  di  contributo  alle 
performance  di business;  la  questione nella  survey è  stata  posta  nel  seguente  modo:  “In quale  
misura il  continuous improvement ha contribuito alle seguenti  aree di performance di business  
negli scorsi tre anni?” Tutte le affermazioni sono misurate misurati con una scala di Likert a cinque 
punti per indicare il contributo delle performance di CI all’organizzazione ( ai due estremi 1 = in 
larga misura 5 = per niente).
CONTINGENZE Operativizzano le variabili connesse alle dimensioni contestuali della azienda ; 
sono:
•                    Grandezza dell’azienda; è stata verificata in accordo alla risposta all’item “ Quanti 
impiegati sono presenti nell’azienda?”
•                    Grado di internazionalizzazione: è stato verificato con le domande
                     i.      I prodotti sono venduti
                   ii.      I materiali le componenti sono acquistati
                  iii.      I semiassemblati/moduli sono acquistati
                 iv.      La forza lavoro è recrutata
Tutte le affermazioni sono misurate misurati con una scala di Likert a cinque punti per indicare con 
il seguente significato
1.      In una parte limitata di una singola nazione 
2.      In tutta una singola nazione 
3.      In poche nazioni in un singolo continente
4.      In poche nazioni in differenti continenti
5.      Globalmente in più nazioni in più continenti
Nell’analisi  SEM questi valori sono stati invertiti  per assicurare la unidimensionalità della scala 
contingenze
•                    Volume-Mix:  è  stato  verificato  attraverso  l’item  “Come  descriveresti  il  mix  dei  
prodotti per il prodotto più importante per la vostra organizzazione”. 
1.      Alto volume/alto mix
2.      Alto volume/basso mix
3.      Basso volume/alto mix
4.      Basso volume/basso mix
•                    Tipo di processo di produzione: è stato verificato attraverso l’item “Come potresti  
descrivere  il  sistema  di  produzione  per  la  unità  si  business  della  tua  linea  di  prodotto  più 
importante?” 
1.       Su progetto, 
2.       Su commessa, 
3.      A lotti, 
4.      Linea, 
5.      Continuo’.
•                    Processo di evasione dell’ordine:  è stato verificato secondo l’item “  Quale delle  
seguenti affermazioni descrive meglio il processo di ordine/ consegna del prodotto principale della  
vostra organizzazione?”:
1.      Produzione su previsione consegna a stock
2.      Assemblaggio su ordine
3.      Prodotto su ordine del cliente
4.      Configurazione/customizzazione su ordine del cliente
5.      Ingegnerizzazione su ordine
6.      Progettazione su ordine
•                    Cambiamenti  negli  obiettivo:  per ognuno dei seguenti  indicatori  è stato chiesto di 
valutare i cambiamenti negli ultimi tre anni:
                     i.      Prezzo del prodotto
                   ii.      Funzionalità del prodotto
                  iii.      Conformità a livello qualitativo
                 iv.      Affidabilità della distribuzione
                   v.      Velocità di consegna
                 vi.      Il time-to-market per i nuovi prodotti
                vii.      Design/innovazione di prodotto
              viii.      Customizzazione di prodotto
                 ix.      Servizio/supporto post vendita
                   x.      Gamma dei prodotti
                 xi.      Flessibiltà
                xii.      La reputazione dell’impresa
              xiii.      Prodotti attenti alle questioni ambientali
La scala di valutazione è:
1.      Sono diventati meno importanti
2.      Sono rimasti uguali
3.      Sono diventati meno importanti
In Tabella 5-1 sono riassunte le variabili analizzate, si noti che per ogni costrutto vi è un numero 
sufficiente di variabli (>4).















ABILITA’ 34 1a abilità 34
PERFORMANCE 16 11 performance 16
CONTINGENZE 21 Numero di dipendenti
Internazionalizzazione











 A questo punto i costrutti sono traslati i ipotesi:
In Figura 5-2Errore. L'origine riferimento non è stata trovata. è rappresentato il modello SEM 
(gli  errori  sono  stati  omessi).  In  rosso  è  evidenziato  lo  structural  model,  mentre  in  nero  è 



























Quindi abbiamo tre variabili esognene:
•                    Abilità
•                    Leve
•                    Contingenze
Una variabile esogena
•                    Prestazioni
Ipotesi
Le ipotesi da testare in questo modello sono le ipotesi  riguardanti  le correlazioni tra le variabli 
esogene e quelle endogene, riportiamo i costrutti e le ipotesi in cui sono stati traslati :
 
a) Relazione leve abilità H3: Le  leve e le abilità sono correlate
b) Relazione leve prestazioni H2: Le prestazioni sono influenzate dalle leve
c) Relazione abilità prestazioni H1: Le prestazioni sono influenzate dalle abilità
d) Influenza variabili di contesto H4: Le prestazioni sono influenzate dalle contingenze
H5: Le abilità sono influenzate dalle contingenze
H6: Le leve sono influenzate dalle contingenze
 
Nei prossimi paragrafi proveremo a testare il modello in questa conformazione, ma risulterà troppo 
complesso quindi sarà necessario cambiare le ipotesi: Le ipotesi riguardanti le H4, H5, H6 sono 
difficili da modellare attraverso l’analisi SEM andranno confluire nell’ipotsi
Hc: Influenza delle contingenze sugli altri costrutti
 Questa ipotesi verrà trattata spaccando il campione in cluster e vedendo l’influenza di Hc sulle altre 
ipotesi.
In questo capitolo si cercherà di testatre il modello generale nel capitolo 6 testeremo le ipotesi H1, 
H2, H3, mentre nel capitolo 7 studieremo l’ipotesi Hc come spiegato in Figura 5-3
Figura 5-3 Mappa dell'analisi e ipotesitestate 
 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Rispecificazione 
•  Ipotesi H1, H2, H3 
•  Analisi confermativa 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Cluster Analisys 
•  Ipotsi Hc 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Modello generale  
•  Analisi esplorativa 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Conclusioni 
5.1.1      Scelta del campione
In origine l’indagine doveva essere destinata  a un modello  solo italiano,  ma il  campione di 60 
imprese  risultava  troppo  piccolo.  Quindi  si  è  deciso  di  estendere  l’analisi  a  livello  mondo.  Il 
questionario  completo  comprende  543  aziende  provenienti  da  10  nazioni  in  Asia  Australia  e 
Europa. Tuttavia, secondo Dabhilkae, Bengtsson, Bessant e Borg Norvegia (N=14), Irlanda (N=21), 
Hong kong (N=29) e Svizzera (N=27) hanno fornito campioni  troppo piccoli,  perciò sono state 
rimosse  dall’analisi.  Sono  state  selezionate  solo  nazioni  con  più  di  50  risposte  (Tabella  5-2). 
Rimane così un campione di 452 elementi.









Quindi avremo un campione di 452 ossrevazioni, che pur essendo più di 200, non sono molte se si 
confrontano con le variabili osservate (n=100) infatti il rapporto è di circa 4,5  osservazioni per 
MVs. Per quanto riguarda il rapporto MVs/DF abbiamo un rapporto di circa 0,1; troppo basso per 
essere accattato. aspettiamo la validazione del mesuration model per poter ridurre il numero di gradi 
di libertà e rendere così il modello più affidabille
5.2      Analisi esplorativa
5.2.1      Analisi degli indici
Corrected total item correction
In Tabella 5-8 sono riportati i risultati numerici dell’analisi. Da una prima visione si nota che le 
abilità hanno tutte valori molto alti,  simbolo di grande coerenza interna,  mentre le contingenze 
hanno  valori  molto  bassi.  Settiamo  la  soglia  a  0,3  per  non  ridurre  troppo  il  numero  delle 
contingenze, ne rimangono solo 4: due riguardanti il grado di internazionalizzazione e due riguarda 
denti i miglioramenti relativi negli ultimi tre anni. Per il resto viene eliminata solo una delle leve 
riguardante l’uso di uno schema di suggerimento.
Analisi fattoriale all’interno dei blocchi
Per  ridurre  ulteriormente  le  variabili  abbiamo  attuato  una  analisi  fattoriale  all’interno  di  ogni 
gruppo. Il metodo di estrazione utilizzato è l’analisi degli assi principali, ma anche l’analisi delle 
componenti principali mostrava risultati simili.
Per quanto riguarda il numero di fattori estratti abbiemo preso come soglia gli auto valori maggiori 
di 1. le abilità e le performance sono state estratte tre componenti, mentre per quanto riguarda le 
contingenze e le leve sono state estratte 7 componenti. Di seguito riassumiamo la varianza estratta 
dalli vari fattori.
Tabella 5-3Abilità
Fattore Totale % della varianza % accumulato
1 19,2 56,5 56,5
2 1,2 3,6 60,1
3 1,1 3,1 63,2
Tabella 5-4 Leve
Fattore Totale % della varianza % accumulato
1 2,7 13,1 13,1
2 2,2 10,7 23,8
3 1,7 8,2 31,9
4 1,6 7,6 39,6
5 1,2 5,9 45,5
6 1,1 5,4 50,9
7 1,1 5,1 55,9
Tabella 5-5 Contingenze
Fattore Totale % della varianza % accumulato
1 2,7 13,1 13,1
2 2,2 10,7 23,8
3 1,7 8,2 31,9
4 1,6 7,6 39,6
5 1,2 5,9 45,5
6 1,1 5,4 50,9
7 1,1 5,1 55,9
Tabella 5-6 Prestazioni
Fattore Totale % della varianza % accumulato
1 6,9 43,2 43,2
2 1,6 9,7 52,8
3 1,1 6,8 59,6
 
Come criterio di estrazione abbiamo deciso di limitare l’analisi alla prima componente. Per l’analisi 
è stato utilizzato il software SPSS15.0In Tabella 5-7 è riportata la varianza spiegata dalla prima 
componente di ogni variabile
Tabella 5-7 varianza spiegata dalla prima componente di ogni variabile
 TOTALE







Mentre le abilità e le performance  spiegano alte percentuali di varianza, le contingenze hanno un 
valore modesto di varianza spiegata. Le leve si collocano invece in una porzione intermedia. 
Come è possibile vedere dalla Tabella 5-8 colonna PA si ha una maggiore omogeneità dei risultati, 
quindi abbiamo impostato la soglia a 0,5.Anche in questo caso si può notare grande coerenza delle 
abilità e delle performance, le prime non perdono nessun valore, mente le seconde perdono un solo 
item.  Le  contingenze,  presentano  la  stessa  situazione  del  TCIC.  Le  leve perdono  11  variabili 
nessuna di queste fa parte degli strumenti, fanno tutte parte delle attività di CI da compiere.Questi 
dati riflettono le percentuali di varianza spiegata per ogni gruppo.
Affidabilità attraverso l’alpha di Cronenbach
Per prima cosa è stata calcolata l’alpha di cronenbach all’interno dei blocchi con soglia 0,7 e in 
questo caso tutti  gli  item delle  contingenze  vengono scartate,  mentre  le  altre  variabili  vengono 
accettate completamente
Tabella 5-8 Coerenza delle variabili
ABILITA’ LEVE PRESTAZIONI CONTINGENZE
 CITC PA alpha  CITC PA Alpha  CITC PA
alph
a  CITC PA
alph
a
1.01 0,71 0,7 0,98 7.01 0,33 0,3 0,91 11.01 0,50 0,5 0,9 17 0,21 0,3 0,63
1.02 0,73 0,7 0,98 7.02 0,58 0,6 0,90 11.02 0,53 0,5 0,9 18.01 0,26 0,4 0,63
1.03 0,74 0,7 0,98 7.03 0,57 0,6 0,90 11.03 0,61 0,6 0,9 18.02 0,33 0,5 0,62
1.04 0,61 0,6 0,98 7.04 0,49 0,5 0,90 11.04 0,63 0,7 0,9 18.03 0,34 0,5 0,62
1.05 0,71 0,7 0,98 7.05 0,31 0,3 0,91 11.05 0,65 0,7 0,9 18.04 0,28 0,4 0,62
1.06 0,72 0,7 0,98 7.06 0,51 0,6 0,90 11.06 0,59 0,6 0,9 19.01 0,06 0,1 0,65
1.07 0,75 0,8 0,98 7.07 0,42 0,4 0,90 11.07 0,57 0,6 0,9 19.02 0,23 0,3 0,63
1.08 0,76 0,8 0,98 7.08 0,29 0,3 0,91 11.08 0,67 0,7 0,9 19.03 0,24 0,3 0,63
1.09 0,69 0,7 0,98 7.09 0,55 0,6 0,90 11.09 0,43 0,4 0,9 19.04 0,17 0,2 0,64
1.10 0,74 0,8 0,98 7.10 0,41 0,4 0,90 11.10 0,52 0,5 0,9 19.05 0,20 0,3 0,63
1.11 0,77 0,8 0,98 7.11 0,42 0,4 0,90 11.11 0,63 0,7 0,9 19.06 0,34 0,5 0,62
1.12 0,76 0,8 0,98 7.12 0,38 0,4 0,90 11.12 0,67 0,7 0,9 19.07 0,33 0,5 0,62
1.13 0,66 0,7 0,98 7.13 0,38 0,4 0,90 11.13 0,65 0,7 0,9 19.08 0,24 0,3 0,63
1.14 0,76 0,8 0,98 7.14 0,32 0,3 0,91 11.14 0,60 0,6 0,9 19.09 0,16 0,2 0,64
1.15 0,77 0,8 0,98 7.15 0,31 0,3 0,91 11.15 0,64 0,7 0,9 19.10 0,28 0,3 0,62
1.16 0,78 0,8 0,98 7.16 0,56 0,6 0,90 11.16 0,59 0,6 0,9 19.11 0,15 0,1 0,64
1.17 0,70 0,7 0,98 7.17 0,36 0,4 0,90     19.12 0,18 0,2 0,64
1.18 0,74 0,8 0,98 7.18 0,52 0,5 0,90     19.13 0,17 0,2 0,64
1.19 0,80 0,8 0,98 9.01 0,49 0,5 0,90     20 0,21 0,2 0,63
1.20 0,79 0,8 0,98 9.02 0,55 0,6 0,90     21 0,17 0,2 0,64
1.21 0,78 0,8 0,98 9.03 0,53 0,6 0,90     22 0,16 0,2 0,64
1.22 0,78 0,8 0,98 9.04 0,50 0,5 0,90         
1.23 0,71 0,7 0,98 9.05 0,48 0,5 0,90         
1.24 0,71 0,7 0,98 9.06 0,55 0,6 0,90         
1.25 0,80 0,8 0,98 9.07 0,55 0,6 0,90         
1.26 0,73 0,7 0,98 9.08 0,49 0,5 0,90         
1.27 0,77 0,8 0,98 9.09 0,53 0,6 0,90         
1.28 0,77 0,8 0,98 9.10 0,55 0,6 0,90         
1.29 0,71 0,7 0,98 9.11 0,46 0,5 0,90         
1.30 0,74 0,8 0,98 9.12 0,49 0,5 0,90         
1.31 0,64 0,6 0,98 9.13 0,53 0,6 0,90         
1.32 0,68 0,7 0,98             
1.33 0,73 0,7 0,98             
1.34 0,65 0,7 0,98             
 
5.2.2      Conclusioni sull’analisi esplorativa
Coerenza dei fattori
L’analisi esplorativa ha mostrato la coerenza delle variabili, di sicuro le abilità presentano una gran 
coerenza  interna  e  non  viene  scartato  alcun  item.  Al  contrario  le  contingenze  presentano  una 
coerenza molto bassa. In Tabella 5-8 sono indicate le variabili accettate (in grassetto) e quelle non 
accettate È necessario precisare che se una variabile non è coerente non significa che il concetto che 
rappresenta non è importate per il CI, ma solo che non fa parte di quella variabile. 
Analizziamo i vari blocchi separatamente:
•    Abilità:  presentano valori  alti  per tutti  e tre i coefficienti,  mantengono tutte le variabili 
intatte. Se si considerano gli auto valori maggiori di 1 vengono estratte solo tre componenti, e la 
prima componente raccoglie il 55% della varianza. Se questo è un bene dal punto di vista della 
coerenza, non porta alla riduzione di variabili che avevamo sperato in fase di pre analisi.
•    Leve: vengono scartati 11 item si passa perciò da 31 a 20 MVs. Secondo l’analisi fattoriale 
vengono estratti 7 fattori (contro i tre delle abilità), questo significa che la variabile latente potrebbe 
sottendere più costrutti.  Il  primo fattore inoltre spiega solamente il 25% della varianza. Le leve 
erano originariamente di 2 tipi: gli strumenti generici e quelli specifici, come si può notare l’analisi 
esplorativa ha premiato gli specifici (variabile 9), che sono rimasti intatti e quindi verranno inseriti 
interamente  nell’analisi  .  Per quanto riguarda  gli  strumenti  generici  saranno incluse nell’analisi 
l’addestramento  all’uso  degli  strumenti  di  problem  solving  e  il  loro  uso  (per  es  PDCA);  il 
monitoraggio delle attività di miglioramento; il supporto dallo staff manageriale; il supporto della 
leadership; l’ uso della total productive maintenance; politica di sviluppo formale. 
Mentre saranno escluse tra le altre i sistemi di incentivi; lavoro di gruppo; la promozione tramite 
qualsiasi mezzo; l’ISO 9000/2000 o qualsiasi altro standard e di premi di qualità.
•    Prestazioni: Anche qui vi è una coerenza molto alta e si ha una sola variabile scartata, cioè 
l’aumento delle assenze.
•    Contingenze:  presentano una coerenza molto bassa e non mantengono nessun item. Questo 
è  un problema per  l’analisi  infatti  viene a  mancare  una LV, Ci  è  sembrato  ragionevole  perciò 
adottare  una  soglia  di  0,6  e  non  0,7  così  da  salvare  quattro  variabili.  Di  queste  variabili  due 
riguardano il grado di internazionalizzazione degli  approvvigionamenti  e due i cambiamenti  nel 
mercato negli ultimi tre anni e in particolare il time to market e la velocità di consegna. Vengono 
quindi eliminate variabili quali:
o  Numero di dipendenti
o  Volume/Mix
o  Sistema di produzione
o  Sistema di evasione dell’ordine
o  Fattori di cambiamento del mercato
L’analisi fattoriale di questo costrutto individua 7 componenti e la prima componente spiega solo il 
13% della varianza. 
Per una migliore  analisi  delle  variabili  incluse e escluse dall’analisi  in  appendice  è  riportato  il 
questionario.
Tabella 5-9 Numero di item dopo l'analisi esplorativa






Scartati gli item con i coefficienti più bassi è stata calcolata l’alfa di cronbach per ogni gruppo.
Tabella 5-10 Alpha di cronbach all'interno dei gruppi





Le contingenze sono risultate inferiori alla soglia limite dello 0,7. Gli altri gruppi di variabili invece 
sono caratterizzati da alfa di cronenbach molto alta che denota una buona coerenza interna.
Adeguatezza del campione
A questo punto dell’analisi abbiamo 452 osservazioni e 1537 gradi di libertà, il loro rapporto è di 
circa 0,3 che rimane di gran lunga minore dello 0,8 richiesto per una buona affidabilità. 
5.3      Analisi confermativa
5.3.1      Selezione dei dati, matrice di input e metodi di stima
 
Il framework è stato testato tramite l’analisi SEM. Il programma utilizzato per la SEM è AMOS 
7.0.Per  quanto  riguarda  i  dati  mancanti  è  stato  usato  il  metodo  Full  Information  Maximum 
Likelihood presente  nel  software AMOS.In input sono stati  dati  i  dati  grezzi  senza riportare  la 
matrice delle covarianze o delle correlazioni, perché avendo molte variabili il calcolo sarebbe stato 
troppo dispendioso.
I metodi ML come sappiamo richiedono un campione di dati  con distribuzione normale,  quindi 
analizziamo la normalità delle variabili e la percentuale dei dati persi ricordando che:
Se il coefficiente di curtosi è:
 >0 la curva si definisce leptocurtica, cioè più "appuntita" di una normale. 
 <0 la curva si definisce platicurtica, cioè più "piatta" di una normale. 
 =0 la curva si definisce normocurtica, cioè "piatta" come una normale. 
Il coefficiente di skewes è:
=0, nel caso di perfetta simmetria;
<0, per l'asimmetria a destra;
>0, per l'asimmetria a sinistra.
Dai risultati dell’analisi nessuno degli indici supera il coefficiente soglia di non normalità 1,96 e 
tutte le distribuzioni tendono ad essere platicurtiche.
Abilità: tendono ad essere asimmetriche verso sinistra (il che significa che la maggior parte degli 
intervistati  ritiene  importanti  le  abilità).  Le  risposte  mancanti  variano  dal  2  all’8% tendono ad 
aumentare dal primo all’ultimo item
Leve:  In  questo  caso  vi  è  una  netta  asimmetria  a  destra  per  gli  strumenti  di  problem solving 
(domanda numero 9), il che significa che non sono usati molto spesso. Mentre le attività di problem 
solving (domanda 7) hanno valori varii di asimmetria il che dimostra un uso maggiore. Il tasso di 
risposte mancanti, in questo caso è all’incirca del 10% e anche qui cresce verso la fine.
Prestazioni:  dall’indice di  asimmetria  quasi  sempre maggiore di  zero sembra  che il  CI sia una 
panacea  per  tutti  i  mali  dell’impresa,  tranne  le  assenze  (risultato  in  cui  concorda  con l’analisi 
fattoriale). Anche in questo caso il tasso di risposte mancanti è del 10%
Contingenze: Rappresentano la maggior percentuale di dati persi, circa il 20% usualmente hanno 
valori maggiori di zero
 




1.01 0,58 -0,9 0,02
1.02 0,38 -0,5 0,02
1.03 0,44 -0,6 0,02
1.04 0,54 -0,2 0,02
1.05 0,30 -0,5 0,03
1.06 0,35 -0,6 0,02
1.07 0,48 -0,7 0,02
1.08 0,38 -0,8 0,02
1.09 0,22 -0,6 0,02
1.10 0,11 -0,6 0,02
1.11 0,11 -0,9 0,02
1.12 0,19 -0,9 0,02
1.13 0,05 -0,7 0,02
1.14 0,29 -0,4 0,03
1.15 0,35 -0,6 0,02
1.16 0,34 -0,7 0,02
1.17 0,36 -0,5 0,03
1.18 0,13 -0,7 0,02
1.19 0,38 -0,6 0,07
1.20 0,21 -0,6 0,06
1.21 0,15 -0,5 0,07
1.22 0,50 -0,4 0,06
1.23 -0,01 -0,9 0,08
1.24 0,15 -0,5 0,06
1.25 0,14 -0,8 0,07
1.26 0,41 -0,7 0,07
1.27 0,60 -0,4 0,08
1.28 0,28 -0,7 0,07
1.29 0,42 -0,9 0,07
1.30 0,16 -0,6 0,07
1.31 0,27 -0,9 0,07
1.32 0,69 -0,2 0,07
1.33 0,15 -1,0 0,08
1.34 0,44 -0,6 0,07
 
 
Tabella 5-12 Normalità delle leve
VARIABIL
E Asimetría Curtosis
%  dati 
mancanti
7.01 -0,78 -0,45 0,08
7.02 0,02 -0,63 0,08
7.03 0,44 -0,27 0,07
7.04 0,40 -0,41 0,08
7.05 -0,50 -0,85 0,08
7.06 0,28 -0,51 0,08
7.07 0,30 -0,56 0,08
7.08 -0,36 -0,93 0,08
7.09 -0,24 -0,80 0,09
7.10 -0,13 -1,01 0,08
7.11 -0,35 -1,07 0,09
7.12 -1,16 0,58 0,09
7.13 0,56 -0,12 0,09
7.14 0,39 -0,76 0,09
7.15 1,23 0,62 0,08
7.16 -0,23 -0,92 0,09
7.17 -1,29 0,80 0,09
7.18 -0,03 -0,95 0,09
9.01 0,39 -0,90 0,09
9.02 -0,29 -0,96 0,09
9.03 -0,87 -0,02 0,12
9.04 0,08 -1,03 0,11
9.05 -0,52 -0,87 0,11
9.06 -0,79 -0,29 0,14
9.07 -0,50 -0,78 0,12
9.08 -0,28 -0,93 0,12
9.09 -0,11 -1,05 0,13
9.10 -0,42 -1,01 0,11
9.11 -0,68 -0,54 0,13
9.12 -1,22 0,62 0,12
9.13 -0,14 -1,33 0,10
  
Tabella 5-13 Normalità delle contingenze
VARIABILE Asimetría Curtosis
%  dati 
mancanti
17 -1,12 0,46 0,09
18.01 0,63 -0,87 0,08
18.02 0,36 -0,67 0,09
18.03 -0,12 -0,98 0,20
18.04 -1,10 0,21 0,09
19.01 1,26 0,60 0,12
19.02 0,00 -1,28 0,16
19.03 1,06 0,01 0,14
19.04 0,75 -0,47 0,13
19.05 0,62 -1,07 0,16
19.06 0,41 -0,76 0,19
19.07 0,52 -0,69 0,19
19.08 -0,02 -0,71 0,19
19.09 0,00 -0,67 0,19
19.10 0,11 -0,73 0,19
19.11 0,07 -1,11 0,19
19.12 0,60 -0,93 0,17
19.13 0,14 -1,19 0,19
20 0,45 -0,83 0,13
21 -0,01 -1,00 0,11




Tabella 5-14 Normalità delle performance
VARIABILE Asimetría Curtosis
%  dati 
mancanti
11.01 0,29 -0,54 0,10
11.02 0,15 -0,42 0,10
11.03 0,48 -0,16 0,10
11.04 0,75 0,33 0,09
11.05 0,47 -0,39 0,10
11.06 0,06 -0,61 0,10
11.07 0,16 -0,60 0,09
11.08 0,55 -0,05 0,10
11.09 -0,47 -0,52 0,10
11.10 0,37 -0,41 0,10
11.11 0,29 -0,16 0,10
11.12 0,27 -0,07 0,09
11.13 0,39 -0,11 0,10
11.14 0,22 -0,22 0,10
11.15 0,55 0,13 0,09
11.16 0,18 -0,22 0,09
 
5.3.2      Analisi fattoriale confermativa



















Degrees of freedom = 1537
Probability level = ,000
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 173 3797,441 1537 ,000 2,471
Saturated model 1710 ,000 0   
Independence 
model 57 16129,355 1653 ,000 9,758
 
RMSEA
Model RMSEA LO 90 HI 90 PCLOSE
Default model ,057 ,055 ,059 ,000
Independence 
model ,139 ,137 ,141 ,000
 
RMSEA riguarda il numero di errori nel modello, e in questo caso rispetta la soglia stabilita che 
vede come valore massimo 0,06.
Tabella 5-15 Loadings covarianze
   Estimate S.E. C.R. P Correlations
Abilità <--> Leve 0,427 0,052 8,294 *** 0,646
Contingenze <--> Leve 0,122 0,041 2,988 0,003 0,19
Contingenze <--> Abilità 0,011 0,054 0,202 0,84 0,012
Solo fra abilità e leve e fra leve e contingenze si hanno dei risultati affidabili, mentre le contingenze 
non sembrano essere correlate alle abilità
Abbiamo quindi impostato tutte le covarianze a 1
CMIN (covarianze impostate a 1)
Model NPAR CMIN DF P CMIN/DF
Default model 171 3956,448 1539 ,000 2,571
Saturated model 1710 ,000 0   
Independence 
model 57 16129,355 1653 ,000 9,758
 
5.3.3      Risultati modello SEM
È stato quindi testato  il  modello  con l’analisi  SEM. Ma purtroppo non vi è stata  convergenza 
perché il modello era troppo complesso (probabilmente anche rispetto al numero di dati). Quindi 
per  questo  modello  l’analisi  esplorativa  si  arresta  qui,  nel  prossimo  capitolo  si  procederà  alla 
rispecificazione con nuove ipotesi.













Pensiamo che sia inutile 
5.4      Conclusioni
Alla luce dei risultati ottenuti riteniamo che il modello sia insoddisfacente e che vi sia la necessità 
di sviluppare un nuovo modello più affidabile. Abbiamo quindi deciso di eliminare dal modello le 
contingenze.  Queste  non  saranno  eliminate  del  tutto  dall’analisi  perché  verranno  usate  come 
variabili di clustering del campione successivamente nell’analisi. 
In definitiva le ipotesi H4, H5, H6, vengono eliminate e al loro posto verrà testata li l’ipotesi Hc 
attraverso la la cluster analysis.
6         Seconda iterazione
Abbiamo iniziato a muoverci col modello e subito sono sorte delle difficoltà, che ci hanno portato a 
doverlo rispecificare.
In questa fase verranno definite le nuove ipotesi, non c’è necessità di ripetere l’analisi esplorativa, 
quindi si passerà direttamente a quella confermativa.
 
Tabella 6-1 Mappa dei capitoli
6.1      Pre analisi
In questo caso lo structural model è il rappresentato Figura 6-1








Le ipotesi da rigettare in questo caso diventano 4:
H1: Le prestazioni sono influenzate dalle abilità
H1: Le prestazioni sono influenzate dalle leve
H3: Le e le abilità sono correlate
Hc: Le contingenze hanno effetto su tutti gli altri costrutti
Le ipotesi H1, H2 e H3 verranno testate di seguito, mentre la ipotesi Hc sarà testata nel prossimo 
capitolo.
Il come si nota dal disegno, il modello è ricorsivo
Il mesurement model è lo stesso della prima iterazione ad accezione delle contingenze, ovviamente.
Per quanto riguarda la scelta del campione anche in questo caso sono state eliminate le nazioni che 
avevano  presentato  un  numero  insufficiente  di  risposte.  Quindi  avremo  un  campione  di  452 
osservazioni, In questo caso il rapporto sale da 4,5 a 5,6 osservazioni per MVs. 
Il rapporto MVs/DF verrà calcolato dopo la validazione del mesurement model. 
6.2      Analisi esplorativa
Non vi sono cambiamenti nell’analisi esplorativa rispetto alla prima iterazione.
 






Senza le contingenze il numero dei gradi di libertà è sceso a 2207 Quindi abbiamo un rapporto gradi di 
libertà/numero di osservazioni di 0,2 ancora troppo basso per essere soddisfacente.
6.3      Analisi confermativa
Validato il mesurement model, possiamo passare all’analisi confermativa, che rappresenta il cuore 
di questo capitolo.











































































































































Il modello sottoposto ad analisi è rappresentato in Figura 6-2 ha le seguenti caratteristiche riportate 
in Tabella 6-2 e Tabella 6-3. Ricordiamo che il metodo di stima è sempre ML
Numero variabili
Tabella 6-2Numero variabili




Numero di variabili osservate 69
Numero  di  variabili  non 
osservate 73
Numero di variabili esogene 72










Fissate 73 0 0 0 0 73
Etitichettate 2 1 0 0 0 3
Non 
etichettate 66 0 72 0 69 207
Totale 141 1 72 0 69 283
Per quanto riguarda la selezione dei dati, la matrice di imput e i metodi di stima per   questa fase 
sono valide le stesse considerazioni fatte nella prima iterazione del modello. 
Durante l’analisi esplorativa verranno analizzati:
•    Convergent validity
•    Indici di fit e valutazione dell’unidimensionalità
•    Rispecificazione del modello
•    Discriminant validity
•    Test dello structural model 
6.4      Convergent validity
L’interfaccia del programma AMOS mostra i seguenti parametri principali
Tabella 6-4 Calcolo dei gradi di libertà
Number of distinct sample moments: 2484
Number  of  distinct  parameters  to  be 
estimated: 210




Degrees of freedom = 2274
Probability level = ,000
 
6.4.1      T-value per ogni loading, significatività
Covarianze
Tabella 6-5Covarianze
   Covarianza S.E. C.R. P Etichetta
Correlazion
e




Tabella 6-6 coefficienti di regressione




ni <--- Abilità ,164 ,037 4,466 *** H1 ,283
Prestazio
ni <--- Leve ,360 ,062 5,775 *** H2 ,435
   Stime  non standardizzate S.E. C.R. P Etichetta
Stime 
standardizzate
v11.01 <--- Prestazioni 1,000     ,503
v11.02 <--- Prestazioni 1,044 ,121 8,597 ***  ,567
v01a.01 <--- Abilità 1,000     ,719
v01a.02 <--- Abilità ,805 ,053 15,241 ***  ,720
v01a.03 <--- Abilità ,861 ,055 15,550 ***  ,735
v01a.05 <--- Abilità ,754 ,052 14,473 ***  ,687
v01a.06 <--- Abilità ,812 ,054 14,908 ***  ,705
v01a.07 <--- Abilità ,936 ,058 16,045 ***  ,757
v01a.08 <--- Abilità ,965 ,059 16,372 ***  ,772
v11.03 <--- Prestazioni ,996 ,113 8,812 ***  ,591
v11.04 <--- Prestazioni 1,168 ,121 9,660 ***  ,698
v11.05 <--- Prestazioni 1,257 ,135 9,292 ***  ,649
v11.06 <--- Prestazioni 1,165 ,130 8,964 ***  ,609
v11.07 <--- Prestazioni 1,017 ,118 8,621 ***  ,569
v11.08 <--- Prestazioni 1,236 ,125 9,868 ***  730
v11.10 <--- Prestazioni 1,057 ,125 8,477 ***  ,556
v01a.09 <--- Abilità ,748 ,052 14,339 ***  ,680
   Stime  non standardizzate S.E. C.R. P Etichetta
Stime 
standardizzate
v01a.10 <--- Abilità ,809 ,051 15,750 ***  ,744
v01a.11 <--- Abilità ,955 ,058 16,484 ***  ,778
v01a.12 <--- Abilità ,923 ,057 16,186 ***  ,764
v01a.13 <--- Abilità ,741 ,053 14,022 ***  ,665
v01a.14 <--- Abilità ,830 ,052 16,078 ***  ,761
v01a.15 <--- Abilità ,898 ,054 16,557 ***  ,782
v01a.16 <--- Abilità ,937 ,056 16,886 ***  ,796
v01a.17 <--- Abilità ,803 ,054 14,829 ***  ,704
v01a.18 <--- Abilità ,867 ,055 15,871 ***  ,750
v01a.19 <--- Abilità ,944 ,055 17,213 ***  ,819
v01a.20 <--- Abilità ,843 ,050 16,903 ***  ,803
v01a.21 <--- Abilità ,852 ,051 16,579 ***  ,789
v01a.22 <--- Abilità ,860 ,053 16,343 ***  ,779
v01a.23 <--- Abilità ,904 ,060 15,090 ***  ,725
v01a.24 <--- Abilità ,756 ,051 14,741 ***  ,706
v01a.25 <--- Abilità ,925 ,055 16,931 ***  ,806
v01a.26 <--- Abilità ,905 ,059 15,447 ***  ,739
v01a.27 <--- Abilità ,896 ,055 16,252 ***  ,776
v01a.28 <--- Abilità ,902 ,055 16,401 ***  ,781
v01a.29 <--- Abilità ,876 ,060 14,619 ***  ,701
v01a.30 <--- Abilità ,802 ,052 15,337 ***  ,735
   Stime  non standardizzate S.E. C.R. P Etichetta
Stime 
standardizzate
v01a.31 <--- Abilità ,808 ,062 13,121 ***  ,634
v01a.32 <--- Abilità ,751 ,053 14,056 ***  ,676
v01a.33 <--- Abilità ,943 ,062 15,144 ***  ,728
v01a.34 <--- Abilità ,739 ,056 13,114 ***  ,633
v11.11 <--- Prestazioni 1,109 ,115 9,611 ***  ,692
v11.12 <--- Prestazioni 1,163 ,119 9,805 ***  ,718
v11.13 <--- Prestazioni 1,190 ,121 9,821 ***  ,722
v11.14 <--- Prestazioni 1,109 ,119 9,312 ***  ,651
v07b.02 <--- Leve 1,000     ,627
v07b.03 <--- Leve ,965 ,087 11,047 ***  ,629
v07b.04 <--- Leve ,822 ,084 9,745 ***  ,542
v07b.06 <--- Leve ,785 ,084 9,367 ***  ,517
v07b.09 <--- Leve ,998 ,099 10,076 ***  ,566
v07b.16 <--- Leve ,962 ,100 9,603 ***  ,536
v07b.18 <--- Leve ,949 ,101 9,361 ***  ,520
v09b.01 <--- Leve 1,090 ,107 10,215 ***  ,576
v09b.02 <--- Leve 1,055 ,104 10,165 ***  ,573
v09b.03 <--- Leve ,838 ,080 10,467 ***  ,599
v09b.04 <--- Leve 1,057 ,105 10,079 ***  ,570
v09b.05 <--- Leve 1,003 ,105 9,521 ***  ,535
   Stime  non standardizzate S.E. C.R. P Etichetta
Stime 
standardizzate
v09b.06 <--- Leve ,937 ,090 10,366 ***  ,596
v09b.07 <--- Leve 1,064 ,100 10,666 ***  ,613
v09b.08 <--- Leve 1,011 ,102 9,860 ***  ,559
v09b.09 <--- Leve 1,034 ,100 10,324 ***  ,591
v09b.10 <--- Leve 1,131 ,110 10,316 ***  ,588
v09b.11 <--- Leve ,896 ,095 9,407 ***  ,530
v09b.12 <--- Leve ,855 ,092 9,299 ***  ,522
v09b.13 <--- Leve 1,266 ,119 10,604 ***  ,605
v11.15 <--- Prestazioni 1,171 ,121 9,713 ***  ,705
v11.16 <--- Prestazioni 1,082 ,116 9,306 ***  ,649
v01a.04 <--- Abilità ,622 ,047 13,205 ***  ,628
 
Come mostrano la Tabella 6-5 eTabella 6-6 tutti coefficienti rientrano nella soglia 
•                    CR>1,96; 
•                    p<0,005.
 
Intercette
Le intercette vengono calcolate automaticamente quando con la ML si inserisce un campione con 
dei dati mancanti. Anche in questo caso le soglie sono tutte rispettate i risultati sono riportati in 
Tabella 6-7
Tabella 6-7 Intercette
 Estimate S.E. C.R. P
v11.01 2,749 ,055 49,835 ***
v11.02 2,881 ,051 56,464 ***
v01a.0
























8 2,537 ,058 44,069
**
*
v11.03 2,404 ,047 51,466 ***
v11.04 2,106 ,046 45,576 ***
v11.05 2,542 ,054 47,403 ***
v11.06 2,837 ,053 53,489 ***
v11.07 2,603 ,049 52,633 ***
 Estimate S.E. C.R. P
v11.08 2,275 ,047 48,601 ***
v11.10 2,557 ,053 48,345 ***
v01a.0

















































2,925 ,050 58,232 **
 Estimate S.E. C.R. P
*
v01a.2
















































4 2,615 ,055 47,777
**
*
v11.11 2,692 ,044 60,750 ***
 Estimate S.E. C.R. P
v11.12 2,794 ,045 62,586 ***
v11.13 2,593 ,046 56,969 ***
v11.14 2,935 ,047 62,298 ***
v07b.0













































3,608 ,063 57,083 **
 Estimate S.E. C.R. P
*
v09b.0




























3 3,223 ,070 46,000
**
*
v11.15 2,400 ,046 52,386 ***
v11.16 2,689 ,046 58,460 ***
v01a.0





 Estimate S.E. C.R. P
Abilit ,944 ,108 8,723 **
 Estimate S.E. C.R. P
à *
Leve ,463 ,067 6,865 ***
error ,181 ,035 5,160 ***
11.01 ,936 ,067 13,874 ***
11.02 ,729 ,053 13,713 ***
1.01 ,882 ,061 14,488 ***
1.02 ,567 ,039 14,502 ***
1.03 ,596 ,041 14,451 ***
1.05 ,601 ,041 14,508 ***
1.06 ,629 ,043 14,539 ***
1.07 ,617 ,043 14,421 ***
1.08 ,594 ,041 14,344 ***
11.03 ,585 ,043 13,616 ***
11.04 ,455 ,035 13,151 ***
11.05 ,689 ,051 13,406 ***
 Estimate S.E. C.R. P
11.06 ,729 ,054 13,536 ***
11.07 ,685 ,050 13,738 ***
11.08 ,425 ,033 12,889 ***
11.10 ,793 ,058 13,692 ***
1.09 ,614 ,042 14,554 ***
1.10 ,499 ,035 14,448 ***
1.11 ,562 ,039 14,309 ***
1.12 ,573 ,040 14,355 ***
1.13 ,655 ,045 14,595 ***
1.14 ,472 ,033 14,284 ***
1.15 ,486 ,034 14,280 ***
1.16 ,481 ,034 14,255 ***
1.17 ,621 ,043 14,461 ***
1.18 ,551 ,038 14,382 ***
1.19 ,414 ,030 13,787 **
 Estimate S.E. C.R. P
*
1.20 ,368 ,026 13,923 ***
1.21 ,414 ,030 13,963 ***
1.22 ,454 ,032 14,019 ***
1.23 ,699 ,050 14,067 ***
1.24 ,542 ,038 14,205 ***
1.25 ,437 ,032 13,864 ***
1.26 ,642 ,046 14,100 ***
1.27 ,500 ,036 13,944 ***
1.28 ,490 ,035 13,993 ***
1.29 ,749 ,053 14,198 ***
1.30 ,517 ,037 14,077 ***
1.31 ,918 ,064 14,248 ***
1.32 ,633 ,045 14,224 ***
1.33 ,743 ,053 14,008 ***
 Estimate S.E. C.R. P
1.34 ,771 ,054 14,266 ***
11.11 ,424 ,032 13,150 ***
11.12 ,402 ,031 13,036 ***
11.13 ,411 ,032 12,945 ***
11.14 ,529 ,040 13,393 ***
7.02 ,715 ,053 13,488 ***
7.03 ,657 ,048 13,536 ***
7.04 ,752 ,054 13,844 ***
7.06 ,781 ,056 13,934 ***
7.09 ,981 ,072 13,711 ***
7.16 1,062 ,077 13,754 ***
7.18 1,125 ,081 13,813 ***
9.01 1,110 ,081 13,650 ***
9.02 1,053 ,077 13,629 ***
9.03 ,580 ,043 13,342 **
 Estimate S.E. C.R. P
*
9.04 1,075 ,079 13,563 ***
9.05 1,163 ,085 13,609 ***
9.06 ,738 ,056 13,246 ***
9.07 ,868 ,065 13,274 ***
9.08 1,043 ,077 13,489 ***
9.09 ,921 ,069 13,313 ***
9.10 1,122 ,084 13,431 ***
9.11 ,952 ,070 13,540 ***
9.12 ,903 ,066 13,595 ***
9.13 1,288 ,096 13,451 ***
11.15 ,439 ,033 13,116 ***
11.16 ,509 ,038 13,449 ***
1.04 ,562 ,038 14,630 ***
6.4.2      Squared multiple correlation R2
La squared multiple correlation viene calcolata per ogni variabile endogena ed è la percentuale di 
varianza spiegata in quella variabile.I risultati della squared multiple correlation sono riportati in. 
Tabella 6-9 La soglia di 0,5 considerata come ottima in letteratura è troppo alta per questo modello, 
infatti solo poche variabili potrebbero essere accettate, se si adotta invece la soglia di accettabilità di 
0,3 solo 8 variabili vengono scartate: sette leve e una prestazione. 
Tabella 6-9Squared multiple correlation
   Estimate
Prestazio
ni   ,430
v01a.04   ,394
v11.16   ,421
v11.15   ,497
v09b.13   ,366
v09b.12   ,272
v09b.11   ,281
v09b.10   ,346
v09b.09   ,350
v09b.08   ,312
v09b.07   ,376
v09b.06   ,355
v09b.05   ,286
v09b.04   ,325
v09b.03   ,359
   Estimate
v09b.02   ,329
v09b.01   ,331
v07b.18   ,270
v07b.16   ,287
v07b.09   ,320
v07b.06   ,268
v07b.04   ,294
v07b.03   ,396
v07b.02   ,393
v11.14   ,424
v11.13   ,522
v11.12   ,516
v11.11   ,479
v01a.34   ,401
v01a.33   ,530
v01a.32   ,457
v01a.31   ,402
v01a.30   ,540
v01a.29   ,492
v01a.28   ,611
v01a.27   ,603
   Estimate
v01a.26   ,546
v01a.25   ,649
v01a.24   ,499
v01a.23   ,525
v01a.22   ,606
v01a.21   ,623
v01a.20   ,646
v01a.19   ,670
v01a.18   ,563
v01a.17   ,495
v01a.16   ,633
v01a.15   ,611
v01a.14   ,580
v01a.13   ,442
v01a.12   ,584
v01a.11   ,605
v01a.10   ,553
v01a.09   ,462
v11.10   ,309
v11.08   ,532
v11.07   ,324
   Estimate
v11.06   ,371
v11.05   ,421
v11.04   ,487
v11.03   ,350
v01a.08   ,597
v01a.07   ,573
v01a.06   ,497
v01a.05   ,472
v01a.03   ,540
v01a.02   ,519
v01a.01   ,517
v11.02   ,321
v11.01   ,253
6.5      Indici di fit e valutazione dell’unidimensonalità
6.5.1      χ2 Hoelter e normed χ2 
Nella Tabella 6-10 è illustrato in chi quadro, che AMOS chiama CMIN e il normed chi quadro 
chiamato CMIN/DF. Quest’ultimo valore pur superando il rapporto di 2:1 rispetta la soglia di 3:1 
ritenuta buona da molti autori, bisogna anche considerare che il campione è molto grande supera le 
400 unità e questo influenza negativamente il calcolo del chi-quadro. In Tabella 6-11 è mostrato 
l’indice di Hoelter  che ha come soglia minima 200, quindi si può affermare che il campione è 
adeguato al chi quadro e che quest’ultimo può essere accettato sia a livello .05 che .01. In Tabella 
6-12 è riportato anche il valore dell’ FMIN con le relative soglie. Per la spiegazione degli indici si 
veda pagina 81 e seguenti.
Tabella 6-10 chi quadro e normed chi quadro
Model NPAR CMIN DF P CMIN/DF
Defalt model 210 5407,988 2274 ,000 2,378
Saturated model 2484 ,000 0   
Independence 















Model FMIN F0 LO 90 HI 90
Default model 11,965 6,934 6,466 7,417
Saturated model ,000 ,000 ,000 ,000
Independence 
model 44,880 39,537 38,539
40,54
9
6.5.2      GFI,AGFI,CFI e Baseline comparison> 0,9
AMOS, Nella anlisi ML non calcola gli indici GFI e AGFI, ma vengono invece calcolati nell’analisi 
GLS (vedi Tabella 6-27). I due indici non raggiungono la soglia di 0,9 ma si attestano sopra 0,7 
misura inadeguata. L’unica giustificazione che si può portare a loro favore è che questi indici hanno 









Default model ,733 ,717 ,826 ,814 ,825
Saturated model 1,000  1,000  1,000
Independence 
model ,000 ,000 ,000 ,000 ,000
In Tabella 6-13 sono indicati gli indici di comparazione tra modelli diversi la trattazione matematica 
di questi indici si trova a pagina 85. L’unico indice rispettato è il TLI anche se la soglia preso in 
questo caso è abbastanza bassa e per avere un buon valore si deve arrivare a 0.95. Tutti gli altri 
valori  hanno  come  soglia  .90  che  non  viene  mai  rispettata.  Questa  situazione  suggerisce  una 
rispecificazione del modello. Queste considerazioni sono aggravate dal fatto che questi indici sono 
concepiti  per valutare modelli  alternativi,  in mancanza di questi,  come nel nostro caso vengono 
comparati con il l’indipendence model, ma la stima perde di significatività e di solito fa sembrare il 
modello migliore di quanto lo sia in realtà.
6.5.3      NCP
L’NCP (vedi pagina 84) è un indice di  di bontà di fit basato sul confronto tra covarianza predette e 
osservate. È basato sulla distribuzione non centrale del χ2, e dovrebbe essere interpretato con una 
tabella di questa distribuzione
Tabella 6-14 NCP
Model NCP LO 90 HI 90
Default model 3133,988 2922,622 3352,583






6.5.4       RMSR, RMSEA<0,05
 
L’indice RMSR no viene calcolato da Amos in modalità maximum likelihood, analizziamo 
quindi l’indice RMSEA. Questo indice è trattato teoricamente a pagina 87  non deve superare la 
soglia di .05 anche se alcuni autori pongono a .06 una soglia accettabile In quest’ultimo caso vi 
rientra anche il nostro modello. Per quanto riguarda l’intervallo di confidenza al 90% che dovrebbe 
andare da 0 a0.08 i nostri valori non lo rispecchiano.
Tabella 6-15 RMSEA
Model RMSEA LO 90 HI 90
PCLOS
E
Default model ,055 ,053 ,057 ,000
Independence 
model
,128 ,126 ,130 ,000
Il RMSEA deve essere calcolato tenendo conto del PRATIO  che il rapporto fra i gradi di libertà del 
tuo modello e i gradi di libertà dell’indipendence (null) model. Nel nostro caso il modello ha un 
PRATIO molto alto, che indica che il modello è abbastanza complesso.
Nel nostro caso PCLOSE è meno di .05, quindi si rigetta l’ipotesi nulla e si conclude che l’ RMSEA 
calcolato è più grande di .05, che indica una mancanza di stretto fit
AMOS riporta anche il PNFI e PCFI per cui non esiste però una soglia comunemente accettata per 
l’interpretazione. Le misure di parsimonia sono riportate in Tabella 6-16
Tabella 6-16 Misure corrette con la parsimonia
Model PRATIO PNFI PCFI
Default model ,942 ,691 ,776
Saturated model ,000 ,000 ,000
Independence 
model 1,000 ,000 ,000
6.5.5      AIC ECVI
Tabella 6-18 sono indicati gli indici di fit basati sulla bontà delle informazioni la cui spiegazione 
teorica è a pagina 89. Queste misure si calcolano con il metodo ML e sono utili per comparare i 
modelli: fra due modelli è migliore quello con l’indice minore. In particolare l’AIC può essere usato 
per comparare modelli basati sullo stesso dataset sia gerarchici che non (al contrario del χ2 che può 
essere usato solo per comparare modelli  gerarchici).  Più l’AIC si avvicina a 0 più il modello è 
migliore.  Il  BCC  è  un  indice  di  validazione  incrociata  e  per  essere  considerato  buono  deve 
avvicinarsi a .9. L’ECVI è corrispondente al BCC e si usa per modelli annidati. Anche il MECVI è 
una variante del BCC e differisce per il fattore di scala. In questa sede questi indici non hanno senso 
perché non vi è una necessità di comparare più modelli, ma vengono riportati ugualmente nel caso 
gli sviluppi futuri li rendano necessari.
Tabella 6-17 AIC
Model AIC BCC BIC CAIC
Default model 5827,988 5904,951   
Model AIC BCC BIC CAIC
Saturated model 4968,000 5878,366   
Independence 
model 20423,689 20448,977   
Tabella 6-18 ECVI
Model ECVI LO 90 HI 90 MECVI
Default model 12,894 12,426 13,377 13,064
Saturated model 10,991 10,991 10,991 13,005
Independence 
model 45,185 44,187 46,198 45,241
 
6.6      Rispecificazione del modello
Le possibili tecniche di rispecificazione sono:
•                    Standardazed residuals Per un riferimento teorico vedi pag 94
•                    Modification index <4,0
•                    Cambiamenti complatemente standardizzati in Λx
Molte delle modifiche suggerite dagli indici sono teoricamente logiche, ma abbiamo deciso però di 
attenerci a una analisi puramente confermativa senza modificare  rispecificare il modello. 
Riportiamo  in  Tabella  6-19  e  Tabella  6-20  a  titolo  esemplificativo  i  modification  index,  sono 
riportati solo i valori più alti. Un esempio abbastanza logico di correlazione
•                    1.28:I manager mettono a disposizione sufficienti risorse (tempo, denaro, personale) 
per supportare il continuo sviluppo del sistema di miglioramento dell'impresa
•                    1.18 I manager  supportano i processi  di  miglioramento,  dedicando loro sufficienti 
risorse (in termini di tempo, denaro, spazio, ecc)
Queste variabili sono molto simili e possono essere fraintese da chi compila il questionario. Per 
giunta non aggiungono molto l’una all’altra. Questo è uno dei problemi di questo questionario: vi 
sono  molte  domande  simili  specifiche  correlate  tra  loro,  che  invece  vengono  considerate  dal 
programma  indipendenti.  Per  una  corretta  analisi  SEM  sarebbe  meglio  una  sola  domanda  più 
generica.  Una  alternativa  per  chi  decide  di  modificare  il  modello  potrebbe  essere  quella  di 
raggruppare le domande in gruppi logici e attraverso una analisi fattoriale scegliere per ogni gruppo 
quella con il fattore più alto, così da avere una maggiore indipendenza fra le diverse variabili e 
avere minori correlazioni nascoste.
 






Change Descrizione variabile 1 Descrizione variabile 2
v11.03_1 <--- v11.01_1 90,1 0,311 Aumento della produttività
Incremento  del  volume  di 
produzione
v11.01_1 <--- v11.03_1 76,42 0,426
Incremento  del  volume  di 
produzione Aumento della produttività
v01a.16_1 <--- v01a.15_1 58,475 0,232
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella progettazione e nella 
implementazione  del 
miglioramento
Supporto  da  parte  del 
management  attività  di 
miglioramento
v07b.04_1 <--- v07b.06_1 57,115 0,306
Supporto  da  parte  del 
management
Collegamento  allo  stile  di 
leadership
v01a.23_1 <--- v07b.09_1 55,841 0,252
Le persone impiegano cicli 
formali  di  determinazione 
del  problema  e  di 
soluzione  del  problema 
(problem finding e problem 
solving)
Un  format  generale  di 
problem  solving  (ad  es. 
cicli PDCA)
v07b.06_1 <--- v07b.04_1 54,32 0,305
Collegamento  allo  stile  di 
leadership
Supporto  da  parte  del 
management
v01a.15_1 <--- v01a.16_1 53,398 0,218 I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 






Change Descrizione variabile 1 Descrizione variabile 2
implementazione  del 
miglioramento
v11.08_1 <--- v11.15_1 34,38 0,204
Maggiore  livello  di 
soddisfazione del cliente
Miglioramento  dei  rapporti 
con i clienti
v07b.06_1 <--- v11.05_1 34,34 0,233
Collegamento  allo  stile  di 
leadership
Miglioramento 
dell'affidabilità  nella 
distribuzione
v07b.04_1 <--- v01a.16_1 33,701 0,206
Supporto  da  parte  del 
management
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella progettazione e nella 
implementazione  del 
miglioramento
v01a.28_1 <--- v01a.18_1 32,698 0,168
I  manager  mettono  a 
disposizione  sufficienti 
risorse  (tempo,  denaro, 
personale)  per  supportare 
il  continuo  sviluppo  del 
sistema  di  miglioramento 
dell'impresa
I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
risorse (in termini di tempo, 
denaro, spazio, ecc)
v11.15_1 <--- v11.08_1 32,179 0,196
Miglioramento  dei  rapporti 
con i clienti
Maggiore  livello  di 
soddisfazione del cliente
v07b.03_1 <--- v07b.04_1 31,71 0,216
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc)
Supporto  da  parte  del 
management
v09b.09_1 <--- v09b.08_1 30,589 0,209
Strumenti  di 
standardizzazione
Strumenti  di  esposizione / 
visualizzazione
v09b.05_1 <--- v01a.21_1 29,439 -0,261
FMEA  (Failure  Mode  and 
Effect Analysis)
Gli  individui  ed i  gruppi si 
adoperano affinché la loro 
esperienza  sia  condivisa 
con l'intera organizzazione
v01a.15_1 <--- v01a.14_1 28,725 0,174
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
v11.03_1 <--- v11.07_1 28,675 0,195 Aumento della produttività Riduzione dei costi
v01a.18_1 <--- v01a.28_1 28,524 0,175 I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
I  manager  mettono  a 
disposizione  sufficienti 






Change Descrizione variabile 1 Descrizione variabile 2
risorse (in termini di tempo, 
denaro, spazio, ecc)
personale)  per  supportare 
il  continuo  sviluppo  del 
sistema  di  miglioramento 
dell'impresa
v09b.08_1 <--- v09b.09_1 28,415 0,223
Strumenti  di  esposizione / 
visualizzazione
Strumenti  di 
standardizzazione
v07b.03_1 <--- v01a.26_1 27,809 0,175
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc)
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
v01a.14_1 <--- v01a.15_1 27,516 0,155
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
v01a.23_1 <--- v07b.02_1 27,505 0,195
Le persone impiegano cicli 
formali  di  determinazione 
del  problema  e  di 
soluzione  del  problema 
(problem finding e problem 
solving)
Formazione  del  personale 
sugli  strumenti  di  problem 
solving
v11.07_1 <--- v11.03_1 27,022 0,219 Riduzione dei costi Aumento della produttività
v11.15_1 <--- v11.14_1 26,439 0,176
Miglioramento  dei  rapporti 
con i clienti
Miglioramento  dei  rapporti 
con i fornitori
v07b.04_1 <--- v07b.03_1 26,315 0,205
Supporto  da  parte  del 
management
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc)
v07b.04_1 <--- v01a.14_1 25,733 0,195
Supporto  da  parte  del 
management
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
v11.05_1 <--- v11.06_1 23,87 0,183
Miglioramento 
dell'affidabilità  nella 
distribuzione Contrazione dei lead time
v07b.06_1 <--- v11.12_1 23,733 0,231




o verso il cambiamento da 
parte dei dipendenti
v07b.04_1 <--- v01a.15_1 23,481 0,177 Supporto  da  parte  del I  manager  appoggiano 






Change Descrizione variabile 1 Descrizione variabile 2
management le attività di miglioramento
v07b.04_1 <--- v01a.28_1 23,254 0,179
Supporto  da  parte  del 
management
I  manager  mettono  a 
disposizione  sufficienti 
risorse  (tempo,  denaro, 
personale)  per  supportare 
il  continuo  sviluppo  del 
sistema  di  miglioramento 
dell'impresa
v01a.15_1 <--- v01a.17_1 23,222 0,149
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli errori, ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
v01a.17_1 <--- v01a.34_1 22,9 0,164
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli errori, ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
In  caso  di  problemi,  le 
persone  (a  tutti  i  livelli 
dell'organizzazione)  ne 
ricercano le cause, invece 
che  colpevolizzare  le 
persone coinvolte
v11.12_1 <--- v11.11_1 22,749 0,167
Miglioramento 
dell'impegno/atteggiament
o verso il cambiamento da 
parte dei dipendenti
Sviluppo  delle  capacità  e 
delle  competenze  dei 
dipendenti
v11.13_1 <--- v11.16_1 22,642 0,163
Organizzazione, 
cooperazione  e 
comunicazione  più 
efficienti
Miglioramento  delle 
relazioni  fra  le  funzioni 
aziendali
v01a.11_1 <--- v01a.12_1 22,34 0,147
Esistono  sistemi  di 
misurazione  dei  risultati 
derivanti  dalle  attività  di 
miglioramento  e 
dell'impatto  sugli  obiettivi 
strategici o funzionali
Le  persone  ed  i  gruppi 
tengono  conto  della 
strategia  e  degli  obiettivi 
aziendali  nel  definire  le 
attività di miglioramento
v11.14_1 <--- v11.15_1 22,332 0,18
Miglioramento  dei  rapporti 
con i fornitori
Miglioramento  dei  rapporti 
con i clienti
v01a.01_1 <--- v01a.02_1 21,768 0,193 Nella  vostra  impresa  è 
stato introdotto un sistema 
di  Miglioramento  Continuo 
(Continuous Improvement), 
o  un analogo sistema (ad 
es.  Total  Quality  o  Total 
Productive  Maintenance) 
per  coinvolgere  i 
Utilizzate  meccanismi 
organizzativi  appropriati 








Change Descrizione variabile 1 Descrizione variabile 2
dipendenti  nelle  attività  di 
miglioramento
v11.06_1 <--- v11.05_1 21,676 0,176 Contrazione dei lead time
Miglioramento 
dell'affidabilità  nella 
distribuzione
v01a.02_1 <--- v01a.01_1 21,629 0,125
Utilizzate  meccanismi 
organizzativi  appropriati 
per  diffondere l'esperienza 
acquisita 
nell'organizzazione
Nella  vostra  impresa  è 
stato introdotto un sistema 
di  Miglioramento  Continuo 
(Continuous 
Improvement),  o  un 
analogo  sistema  (ad  es. 
Total  Quality  o  Total 
Productive  Maintenance) 
per  coinvolgere  i 
dipendenti  nelle  attività  di 
miglioramento
v11.06_1 <--- v11.07_1 21,529 0,189 Contrazione dei lead time Riduzione dei costi
v01a.12_1 <--- v01a.11_1 21,222 0,141
Le  persone  ed  i  gruppi 
tengono  conto  della 
strategia  e  degli  obiettivi 
aziendali  nel  definire  le 
attività di miglioramento
Esistono  sistemi  di 
misurazione  dei  risultati 
derivanti  dalle  attività  di 
miglioramento  e 
dell'impatto  sugli  obiettivi 
strategici o funzionali
v11.11_1 <--- v11.12_1 20,929 0,161
Sviluppo  delle  capacità  e 




o verso il cambiamento da 
parte dei dipendenti
v07b.04_1 <--- v01a.17_1 20,89 0,168
Supporto  da  parte  del 
management
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli errori, ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
v07b.03_1 <--- v01a.07_1 20,85 0,146
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc)
Le attività di miglioramento 
e  i  risultati  ottenuti  sono 




Tabella 6-20 Modification index, covarianze
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
9.08 <--> 9.09 44,953 0,286
Strumenti  di  esposizione  / 
visualizzazione
Strumenti  di 
standardizzazione
9.07 <--> 9.08 26,276 0,214
Strumenti  di  creatività  e/o 
generazione delle idee
Strumenti  di  esposizione  / 
visualizzazione
9.05 <--> Abilità 27,103 -0,196
FMEA  (Failure  Mode  and 
Effect Analysis) Abilità
9.05 <--> 9.06 23,342 0,194
FMEA  (Failure  Mode  and 
Effect Analysis)
QFD  (Quality  Function 
Deployment)
9.03 <--> 9.06 25,98 0,146
I  7  "nuovi"  strumenti  di 
pianificazione e di gestione 
(7MP)  (ad es. i diagrammi 
di affinità, matrici di priorità, 
PDPC, ecc)
QFD  (Quality  Function 
Deployment)
7.06 <--> error 23,323 0,089
Collegamento  allo  stile  di 
leadership Error
7.04 <--> Abilità 24,035 0,153
Supporto  da  parte  del 
management Abilità
7.04 <--> 7.06 78,38 0,311
Supporto  da  parte  del 
management
Collegamento  allo  stile  di 
leadership
7.03 <--> Abilità 28,87 0,158
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc) Abilità
7.03 <--> 7.04 45,706 0,219
Monitoraggio  delle  attività 
di  miglioramento  (misure, 
controlli, ecc)
Supporto  da  parte  del 
management
11.12 <--> 11.13 42,54 0,126
Miglioramento 
dell'impegno/atteggiamento 
verso  il  cambiamento  da 
parte dei dipendenti
Organizzazione, 
cooperazione  e 
comunicazione più efficienti
11.11 <--> 11.12 45,751 0,131
Sviluppo  delle  capacità  e 




verso  il  cambiamento  da 
parte dei dipendenti
11.15 <--> 11.14 46,971 0,153 Miglioramento  dei  rapporti Miglioramento  dei  rapporti 
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
con i clienti con i fornitori
1.29 <--> 11.15 24,156 0,13
Sono  in  corso  progetti 
specifici  di  miglioramento 
con clienti e/o fornitori
Miglioramento  dei  rapporti 
con i clienti
1.29 <--> 1.32 27,258 0,163
Sono  in  corso  progetti 
specifici  di  miglioramento 
con clienti e/o fornitori
L'impresa  usa  i  feedback 
provenienti  da  clienti  e 
fornitori  per  migliorare  le 
prestazioni aziendali
1.29 <--> 1.30 23,179 0,136
Sono  in  corso  progetti 
specifici  di  miglioramento 
con clienti e/o fornitori
L'impresa  struttura  e 
consolida  l'apprendimento 
dei singoli e dei gruppi
1.26 <--> 1.27 21,535 0,12
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
Le attività di miglioramento 
principali  coinvolgono  i 
responsabili di diversi livelli 
operativi
1.24 <--> 1.25 20,943 0,103
Le  persone  si  sentono 
responsabili  dei  processi 
aziendali a cui partecipano
Le  persone  impiegano 
tecniche  e  strumenti 
appropriati  allo  scopo  di 
supportare  le  attività  di 
miglioramento
1.23 <--> Leve 29,79 0,115
Le persone impiegano cicli 
formali  di  determinazione 
del problema e di soluzione 
del  problema  (problem 
finding e problem solving) Leve
1.23 <--> 7.09 42,789 0,246
Le persone impiegano cicli 
formali  di  determinazione 
del problema e di soluzione 
del  problema  (problem 
finding e problem solving)
Un  format  generale  di 
problem  solving  (ad  es. 
cicli PDCA)
1.23 <--> 1.25 40,723 0,163
Le persone impiegano cicli 
formali  di  determinazione 
del problema e di soluzione 
del  problema  (problem 
finding e problem solving)
Le  persone  impiegano 
tecniche  e  strumenti 
appropriati  allo  scopo  di 
supportare  le  attività  di 
miglioramento
1.21 <--> 1.29 20,301 -0,115
Gli  individui  ed  i  gruppi  si 
adoperano  affinché  la  loro 
esperienza  sia  condivisa 
con l'intera organizzazione
Sono  in  corso  progetti 
specifici  di  miglioramento 
con clienti e/o fornitori
1.20 <--> 1.21 21,167 0,084 I  dipendenti  partecipano Gli  individui  ed i  gruppi  si 
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
all'intero  processo  di 
miglioramento continuo
adoperano affinché la  loro 
esperienza  sia  condivisa 
con l'intera organizzazione
1.18 <--> 1.28 74,817 0,213
I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
risorse (in termini di tempo, 
denaro, spazio, ecc)
I  manager  mettono  a 
disposizione  sufficienti 
risorse  (tempo,  denaro, 
personale) per supportare il 
continuo  sviluppo  del 
sistema  di  miglioramento 
dell'impresa
1.17 <--> 1.34 38,452 0,2
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
In  caso  di  problemi,  le 
persone  (a  tutti  i  livelli 
dell'organizzazione)  ne 
ricercano le  cause,  invece 
che  colpevolizzare  le 
persone coinvolte
1.17 <--> 1.26 29,053 -0,16
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
1.17 <--> 1.18 22,32 0,134
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
risorse (in termini di tempo, 
denaro, spazio, ecc)
1.16 <--> 7.04 24,197 0,141
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella  progettazione e nella 
implementazione  del 
miglioramento
Supporto  da  parte  del 
management
1.16 <--> 1.18 28,566 0,135
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella  progettazione e nella 
implementazione  del 
miglioramento
I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
risorse (in termini di tempo, 
denaro, spazio, ecc)
1.16 <--> 1.17 26,217 0,137
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella  progettazione e nella 
implementazione  del 
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
miglioramento stessi
1.15 <--> 1.26 23,201 -0,129
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
1.15 <--> 1.18 34,576 0,15
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  supportano  i 
processi  di  miglioramento, 
dedicando  loro  sufficienti 
risorse (in termini di tempo, 
denaro, spazio, ecc)
1.15 <--> 1.17 45,427 0,182
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 





I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella progettazione e nella 
implementazione  del 
miglioramento
1.14 <--> 1.26 23,836 -0,126
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
Il  processo  di 
miglioramento  necessita 
dell'impiego  di  sistemi  di 
misurazione ad hoc
1.14 <--> 1.17 24,845 0,13
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
I  manager  supportano  la 
sperimentazione  non 
penalizzando gli  errori,  ma 
piuttosto  incoraggiando 
l'apprendimento  dagli 
stessi
1.14 <--> 1.16 29,348 0,126
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
I  manager  danno  il  buon 
esempio  lasciandosi 
attivamente  coinvolgere 
nella progettazione e nella 
implementazione  del 
miglioramento
1.14 <--> 1.15 69,166 0,195
I  manager  applicano  i 
risultati  dell'apprendimento 
nella  definizione  delle 
strategie aziendali
I  manager  appoggiano 
attivamente e a tutti i livelli 
le attività di miglioramento
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
1.11 <--> 1.12 54,147 0,204
Esistono  sistemi  di 
misurazione  dei  risultati 
derivanti  dalle  attività  di 
miglioramento  e 
dell'impatto  sugli  obiettivi 
strategici o funzionali
Le  persone  ed  i  gruppi 
tengono  conto  della 
strategia  e  degli  obiettivi 
aziendali  nel  definire  le 
attività di miglioramento
1.09 <--> 1.10 20,162 0,119
Le  persone  ed  i  gruppi 
collaborano  all'interno 
dell'area  funzionale  e  fra 
aree  funzionali  distinte  in 
modo efficace
Le persone  ed i  gruppi  di 
tutti  i  livelli 
dell'organizzazione 
condividono ciò che hanno 
appreso  dal  loro  lavoro  e 
dalle  loro  esperienze  di 
miglioramento
11.16 <--> 11.13 40,197 0,136 Miglioramento  delle 
relazioni  fra  le  funzioni 
aziendali
Organizzazione, 
cooperazione  e 
comunicazione più efficienti
11.08 <--> 11.15 72,098 0,172
Maggiore  livello  di 
soddisfazione del cliente
Miglioramento  dei  rapporti 
con i clienti
11.06 <--> 11.07 32,795 0,18 Contrazione dei lead time Riduzione dei costi
11.05 <--> 11.06 39,475 0,199 Miglioramento 
dell'affidabilità  nella 
distribuzione
Contrazione dei lead time
11.04 <--> 11.08 37,719 0,126 Miglioramento  della 
conformità  a  livello 
qualitativo
Maggiore  livello  di 
soddisfazione del cliente
11.03 <--> 11.13 28,851 -0,121 Aumento della produttività Organizzazione, 
cooperazione  e 
comunicazione più efficienti
11.03 <--> 11.07 43,686 0,185 Aumento della produttività Riduzione dei costi
1.07 <--> 1.30 30,128 -0,146
Le attività di miglioramento 
e  i  risultati  ottenuti  sono 
monitorati  e  misurati 
costantemente
L'impresa  struttura  e 
consolida  l'apprendimento 
dei singoli e dei gruppi
Variabile 
1  Variabile 2 M.I.
Par 
Chang
e Descrizione variabile 1 Descrizione variabile 2
1.02 <--> 1.03 24,226 0,138
Utilizzate  meccanismi 
organizzativi  appropriati 
per  diffondere l'esperienza 
acquisita 
nell'organizzazione
Prima  di  impegnarsi  in 
attività  di  analisi  o  di 
implementazione  di 
proposte  di  miglioramento 
le  persone  e  i  gruppi  ne 
valutano  la  coerenza  con 
gli obiettivi strategici
1.01 <--> 1.02 45,339 0,229
Nella  vostra  impresa  è 
stato introdotto un sistema 
di  Miglioramento  Continuo 
(Continuous Improvement), 
o  un  analogo  sistema  (ad 
es.  Total  Quality  o  Total 
Productive  Maintenance) 
per coinvolgere i dipendenti 
nelle  attività  di 
miglioramento
Utilizzate  meccanismi 
organizzativi  appropriati 






Incremento  del  volume  di 
produzione Aumento della produttività
 
6.7      Discriminant validity
Nella Discriminant validity viene assunto corretto un modello dove fra ogni paio di variabili latenti 
vi è una covarianza e questa viene lasciata libera. Questo modello è confrontato con uno in cui le 
covarianze sono impostate  tutte ad 1(vedi pag 75). I risultati  sono mostrati  a in Tabella  6-21 e 
mostrano che la differenza tra chi-quadro fra le due soluzioni è altamente significativa. In Tabella 
6-22 Sono riportati i valori delle covarianze, correlazioni e rispettive soglie di significatività nel 
caso siano stimate liberamente.
Tabella 6-21 Discriminant validity












3 121,437 ,000 ,006 ,007 ,006
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007
 Tabella 6-22Covarianze libere
   CovarianzeS.E. C.R. P Label
Correlazion
i
Leve <--> Abilità 0,431 0,052 8,325 *** H3 0,651
Prestazioni <--> Abilità 0,31 0,044 7,027 *** H1 0,567
Leve <--> Prestazioni 0,237 0,035 6,842 *** H2 0,619
Un altro modo per testare la discriminant validity è quello di confrontare le correlazioni elevate al 
quadrato con l’ AVE (Tabella 6-23). Le leve hannoAVE è minore dello squared correlation sia 
riferite alle abilità che alle prestazioni(quindi i costrutti condividono minor varianza con i loro items 
che con questi costrutti).
Tabella 6-23 AVE e squared correlations
 AVE ABILITA' LEVE PRESTAZIONI
ABILITA' 0,542 1   
LEVE 0,326 0,424 1  
PRESTAZIONI 0,415 0,321 0,383 1
In questo caso non vi è evidenza di discriminat validity. Questo è un risultato molto negativo infatti 
dovrebbe essere cambiata la scala e effettuata una nuova analisi su nuovi dati
6.7.1      Affidabilità dei costrutti
L’affidabilità dei costrutti si calcola attraverso a parametri:
•                    Composite reliability>0.7
•                    AVE >0.5
Dalla Tabella 6-24 si nota che vi sono ottimi valori di affidabilità, ma che l’ave rispetta la soglia di 
0.5 solo nel caso delle abilità. Quindi l’affidabilità di tutti i costrutti non può essere garantita. (vedi 
pagina 76)





6.8      Test dello structural model 
e discussione
A questo punto sono state testate le ipotesi iniziali.
In tutti e 3 casi si può rigettare l’ipotesi nulla di mancanza di relazione tra i parametri, infatti C.R. è 
sempre maggiore di 1.96 che rappresenta un livello di significatività di 0.05
Tabella 6-25Covarianze structural model
   Covarianza S.E. C.R. P Etichetta Correlazione
Leve <--> Abilità ,431 ,052 8,325 *** H3 ,651
Tabella 6-26 Regressioni strucutal model






à ,164 ,037 4,466 *** H1 ,283
Prestazion
i <--- Leve ,360 ,062 5,775 *** H2 ,435
 
Possiamo affermare che le ipotesi H1, H2, H3 sono confermate.Il legame tra abilità  prestazioni 
però è molto basso (comparato per esempio agli altri loadings del modello). Anche il legame leve 






6.9      Riassunto parametri
Nella tabella sottostante vengono riassunti i risultati degli indici analizzati, sia in modalità ML che 
in modalità GLS.
Per quanto riguarda i factor loadings nella GLS sono simili al metodo ML e perciò non li riportiamo 
per motivi di spazio.
Non è stato possibile calcolare il modello in modalità ACF, perché il campione deve essere almeno 
n*(n-1)/2  con n numero di variabili (che nel nostro  caso è 142)
Tabella 6-27 Riassunto indici di fit
INDICE SOGLIA METODO ML METODO GLS
Indici di bontà di fit basati sul confronto tra covarianza predette e osservate 
χ2  5408 3434
Hoelter
 
≥200 •                     200 (0.05)
•                     204 (0.01)
•                     315 (0.05)
•                     321 (0.01)
χ2/df ≤ 3:1 2,3 1,5
FMIN  11,9 7,597
correlation residual <.10   
F0  6,9 2,6
AGFI ≥.90  ,766
GFI ≥.90  ,780
RMR Migliore vicino a 0  ,145
SRMR ≤.08   
CI ≥.90   
NCP  3134 1159
RNI ≥.90   
Indici di bontà di fit che comparano il modello con uno alternativo
CFI ≥.90 ,825 ,244
IFI ≥.90 ,826 ,278
NFI ≥.90 (un buon valore è .95) ,733 ,115
TLI (NNFI) ≥.80 (un buon valore è .95) ,814 ,220
Bollen86 fit index ≥.90   
RFI RFI  vicino  ad  1  indica  un 
buon fit
,717 ,087
Indici penalizzati dal grado di parsimonia
PRATIO  ,942 ,969
INDICE  DI 
PARSIMONIA
≥.90   
RMSEA ≤.60,  calcolato  insieme 
all’indice di parsimonia 
•                     ,055
 
•                     ,034
RMSEA LO90 Vicino a 0 •                     ,053 •                      
RMSEA HI90 ≤0,8 •                     ,057 •                      
PCLOSE ≥0.05 ,000 1,000
PGFI Non  vi  è  una  soglia 
comunemente accettata
 ,734
PNFI Non  vi  è  una  soglia 
comunemente accettata
,691 ,111
PCFI Non  vi  è  una  soglia 
comunemente accettata
,776 ,236
Indici di bontà di fit basate sulla teoria delle informazioni: 
Usati con ML, per comparare i modelli (migliore quello che ha indice più basso)
AIC Migliore più vicino a 0 5828 3716
AIC0    
BCC Vicino a .9 5905 3768
ECVI  12,8 8,2
MECVI  13,1 8,3
BIC   4296
CAIC   4437
6.10Conclusioni analisi confermativa
In questa ricerca è stato dimostrato che le prestazioni dipendono dalle Abilità e in maniera maggiore 
dalle leve. La correlazione più forte si ha però tre Leve ed abilità, sembra che questi due fattori non 
possano prescindere l’uno dall’altro. In definitiva quindi possiamo affermare che le ipotesi H1, H2, 
H3 sono confermate. 
Pur avendo avuto esito positivo il  fit  del  modello non è ottimo per tutti  gli  indici,  questo fatto 
potrebbe scaturire dalla complessità del modello dovuta a un numero troppo grande di variabili 
osservate  rispetto  al  campione.  Infatti  ogni  item  tratta  un  argomento  molto  specifico  rispetto 
all’argomento,  ma l’analisi  ha carattere abbastanza generale,  quindi sarebbe stato più opportuno 
avere un minor numero di indicatori, più sintetici. D’altronde il modello SEM è stato realizzato con 
dati già presenti e non raccolti per quello scopo specifico.
Si  suggerisce  una  futura  rispecificazione  del  modello  che  prenda  in  considerazione  un  numero 
inferiore di variabili, magari caratterizzate con maggiore generalità unita alla validazione incrociata 
possibilmente con un campione più grande. 
Un'altra  carenza  di  questa  analisi  che  potrebbe  essere  colmata  in  futuro  è  la  mancanza  di 
validazione incrociata così da dare al modello una sicurezza di generalità. Il modello verrà testato 
nel  prossimo  capitolo  su  parti  del  campione  prese  separatamente  e  questo  parzialmente  potrà 
colmare la lacuna. Questi cluster sono troppo piccoli per potervi calcolare gli indici con sicurezza, 
quindi sarebbe necessaria una nuova raccolta dati su un campione più ampio.
7         Studio delle contingenze
Abbiamo dovuto escludere le contingenze dall’analisi SEM, ma solo perché non si adattavano a 
questo tipo di analisi e quindi erano difficili da modellare. Pensiamo però che le contingenze siano 
indispensabili al modello quindi abbiamo inserito l’ipotesi 
Hc: Le contingenze influenzano il modello
Che sostituisce le tre ipotesi iniziali
H4: le contingenze influenzano le prestazioni
H5: esiste correlazione tra abilità e contingenze
H6: esiste correlazione tra leve e contingenze
Figura 7-1 Mappa dei capitoli
 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Rispecificazione 
•  Ipotesi H1, H2, H3 
•  Analisi confermativa 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Cluster Analisys 
•  Ipotsi Hc 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Modello generale  
•  Analisi esplorativa 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Conclusioni 
La metodologia adottata è stata quella di spaccare il campione attraverso una cluster analysis di tipo 
k-mean  e  testare  il  modello  sui  diversi  campioni.  Oltre  alle  contingenze  prenderemo  in 
considerazione  nella’analisi  le  differenze  tra  nazioni.  Questi  sottocampioni  verranno  testati  sul 
modello SEM, quindi i risultati verranno comparati tra loro per vedere se vi sono differenze. 
Purtroppo  i  campioni  sono  troppo  piccoli  per  fare  un’analisi  completa  degli  indici,  quindi  si 
studieranno soltanto i test effettuati sullo structural model. E cioè si verificheranno le ipotesi testate 
sul modello SEM generale cioè:
H1: Le abilità influenzano le prestazioni
H2: Le leve influenzano le prestazioni
H3: Le leve e le abilità non sono correlate
Per quanto riguarda la formazione dei cluster verranno così suddivisi:
•                    Contingenze isolate
•                    Gruppi di contingenze
•                    Differenze tra nazioni
I dati verranno proposti attraverso tabelle dove sample rappresenta la grandezza del campione, poi 
sono riportati il χ2 (CMIN) e il normed  χ2 CMIN/DF, quindi i valori delle tre ipotesi testate nel 
modello,in grassetto quelle significative. e se non sono significativi anche il CR e il p. (Ricordiamo 
che per essere significativa una ipotesi deve avere CR>1,96; p≤0,005). Nei casi in cui sono assenti 
le colonne CMIN e CMIN/df significa che il modello non converge perché ci sono troppi pochi dati 
quindi quei risultati potrebbero essere sbagliati. Spesso si hanno valori di CR e di p non significativi 
perché  non vi  sono abbastanza  i  dati,  per  cui  in  questi  casi  l’analisi  andrebbe  ripetuta  con un 
campione più grande almeno >500  solo in questo caso si potrà essere sicuri che i risultati non siano 
significativi. 
I risultati ottenuti saranno poi comparati fra i vari cluster e con quelli del modello generale (Tabella 
7-1) che abbiamo già discusso dettagliatamente nei due capitoli precedenti. Questo tipo di analisi 
servirà  anche  a  testare  la  generalizzabilità  del  modello  in  mancanza  di  una  vera  e  propria 
validazione incrociata.
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7.1      Contingenze singole
Le contingenze analizzate sono:
•                    Volume/mix
•                    Metodo di produzione
•                    Metodo di evasione dell’ordine
•                    Dimensione
•                    Internazionalizzazione
•                    Importanza dei cambiamenti negli ultimi tre anni
•                    Anni di pratica
Questa  analisi  è  fondamentale  per  capire  l’influenza  della  singola  caratteristica  dell’azienda 
all’approccio di CI. Naturalmente le contingenze non sono mai presenti in maniera isolata in una 
azienda ma convivono con le altre caratteristiche, quindi in seguito saranno estratti anche dei cluster 
secondo più contingenze.
7.1.1      Volume /mix
La variabile  20 tratta  il  volume e il  mix,  nel  questionario viene chiesto di  descrivere il  mix di 
prodotto relativo alla linea di prodotto più importante, con quattro alternative:
•                    Alto volume/alto mix
•                    Alto volume/basso mix
•                    Basso volume/alto mix
•                    Basso volume/Basso mix
 la distribuzione della popolazione è mostrata in Figura 7-2.  Come si vede vi è una prevalenza di 
aziende che lavorano con alto volume ed alto mix,  mentre sono poche quelle che lavorano con 
basso volume e basso mix e di  certo  non rappresentano un campione significativo per l’analisi 
SEM. è stato anche possibile individuare i cluster di aziende con alto o basso volume Figura 7-3 e 
con alto o basso mix Figura 7-4, come si vede la maggior parte delle imprese dichiara di avere alto 
























High Volume Low Volume
 Tabella 7-2 Viene confermata totalmente la correlazione tra leve e abilità (H3 >0,44 sempre) 
soprattutto dove il campione è poco numeroso e il mix è basso, nei casi di alto volume e alto mix e 
alto volume unito a mix elevato si hanno valori significativi di H1 e H2 che vanno dagli 0,15 agli 
0,32 quindi più modesti rispetto all’ipotesi H3. Queste tre variabili sono caratterizzate da maggiore 
numerosità del campione. Se il volume è basso, anche in presenza di mix elevato sembra che le 
abilità non influenzino le prestazioni l’ipotesi H1 non è significativa , mentre le leve hanno una 
influenza decisa molto rilevante (0,57). Al contrario nel caso di basso mix le abilità sono 
fondamentali e hanno il peso più alto riscontrato in assoluto. Se il mix è alto hanno poca inlunza 






N CMIN/DF H1 CR P1 H2 CR P H3 
Alto volume 256 4427 2,01 0,36   0,32   0,65
Basso volume 138 3953 1,79 0,16 1,72
0,08
5 0,59   0,55
Alto mix 259 4470 2,03 0,20   0,15   0,55
Basso mix 135 3836 1,74 0,56   0,22 1,72 0,085 0,79
Alto volume / mix elevato 149 3995 1,81 0,25   0,28   0,60
Alto volume / mix basso 107 3888 1,76 0,58   0,17 1,15 0,252 0,79
Basso volume / mix elevato 110 4011 1,82 0,13 1,35
0,17
7 0,57   0,44
Basso volume / mix basso 28   0,51 1,55
0,12
1 0,13 1,45 0,147 0,79
Perse 57          
7.1.2      Metodo di produzione
La domanda n 21 del questionario chiede qual è il sistema produttivo della linea più importante e 
fornisce come alternative:
•                    Su progetto
•                    Su commessa
•                    A lotti
•                    Linea
•                    Continuo
Analizzando la frequenza delle risposte si nota che la maggior parte delle aziende lavora in modalità 
A lotti,  le altre si dividono nelle altre categorie: job shop, progetto, catena di montaggio, flusso 
continuo.
Figura 7-5 Metodo di produzione
 
Analizziamo i  valori  di  Tabella  7-3 solo in  due casi  il  risultato  converge cioè A lotti  e  flusso 
continuo. Anche in questo caso il legame leve abilità (H3) è nettissimo ed è perfettamente in linea 
col modello.  Le prestazioni  convergono solo per il  caso A lotti  dove sono di 0,30 in linea col 
modello generale. Le leve hanno valori significativi per le produzioni di tipo A lotti flusso continuo 
e linea. Queste correlazioni sono molto più basse rispetto al modello generale che ha valori di 0,40.
Tabella 7-3 Metodo di produzione
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 (std) CR p H3 (std) CR p
Su progetto 77   0,30 1,35 0,177 0,57 1,95 0,051 0,86   
Su 
commessa 59   0,31 1,82 0,069 0,27 1,56 0,12 0,65   
A lotti 133 3989 1,81 0,31   0,10   0,65   
Line 68   0,21 1,43 0,152 0,17   0,58   
Continuo 65 4887 2,21 0,12 0,92 0,360 0,15   0,52   
Perse 51            
 
7.1.3      Metodo di evasione dell’ordine
Le alternative riguardo alla pratica di evasione dell’ordine sono:
•                    Produzione su previsione/Distribuzione da magazzino
•                    Assemblaggio su ordine
•                    Produzione su ordine
•                    Configurazione/customizzazione su ordine
•                    Ingegnerizzazione su ordine
•                    Progettazione su ordine
Sembra che gli unici che siano usati da un numero significativo di imprese sano solo il prime  e il 
terzo. Figura 7-6.
Figura 7-6 Metodo di evasione dell'ordine
Nell’analisi  SEM  convergono  solamente  i  due  metodi  principali:  produzione  su  previsione, 
consegna su ordine e produzione su ordine del cliente  Questi due sono anche gli unici che hanno 
significatività per tutte e tre le ipotesi e si avvicinano molto alle conclusioni tratte per il modello 
generale. Anche qui il legame abilità prestazioni, dove significativo è molto forte (Tabella 7-4).
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Produzione su previsione
/Distribuzione da magazzino 115 3982 1,80 0,27   
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Produzione su ordine 192 4089 1,85 0,27   
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Progettazione su ordine 22   0,79 1,7 0,08 0,1 0,4 0,68 0,8   
4 1 0 8 4
Perse 53            
 
 
7.1.4      Dimensione
La domanda n 17 chiedeva La dimensione dell’azienda.  Abbiamo trasformato i  valori  numerici 






In Figura 7-7 è riportata la distribuzione delle aziende. I criteri della divisione però hanno portato la 
maggior parte  delle imprese in un solo gruppo.
Figura 7-7 Dimensione
Le aziende sono perciò state nuovamente divise in due gruppi più omogenei Figura 7-8
•  Grandi(>250)
•  Piccole (<250)












I  clsters 50-250 e piccole sono quasi uguali come composizione e riportano gli stessi elementi. I 
valri  sono in linea con il  modello  generale.  Il  cluster  grandi ha valori  di  H1 e H2 in linea col 
modello ma valori di H3 molto più bassi, se poi si guarda il cluster di aziende con più di 1000 
dipendenti i valori sono di H3 sono ancora più basse. Il legame leve abilità diminuisce quindi con la 
grandezza della azienda. In entrambi i casi ci si affida alle leve per ottenere i risultati, ma in quelle 
più piccole hanno un peso maggiore le abilità,  questo potrebbe essere perché le grandi aziende 
hanno più mezzi e maggiore necessità, di sviluppare strumenti formali come le leve. I risultati di 
questa elaborazione sono in Tabella 7-5.
 
Tabella 7-5 Grandezza imprese
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 (std) CR p H3 (std) CR p
Grandi 130 3899 1,77 0,27   0,44   0,49   
Piccole 339 4784 2,17 0,31   0,36   0,70   
1-50 57   0,23 1,35 0,176 0,24 1,30 0,195 0,58   
50-250 282 4483 2,03 0,33   0,39   0,72   
250-500 58   0,35 1,70 0,088 0,21 1,16 0,245 0,6   
500-1000 30   0,31 1,35 0,177 0,15 1,51 0,130 0,59 1,96 0,05
>1000 41   0,13 1,17 0,244 0,73 1,17 0,244 0,38   
 
7.1.5      Internazionalizzazione
È fatta  una  k-mean  cluster  analysis  sulla  variabile  18  (grado di  internazionalizzazione)  che  ha 
portato a tre gruppi di variabili con le caratteristiche riassunte in Tabella 7-6 Tabella 7-7






Tabella 7-7 Centri dei cluster
 Cluster
 1 2 3
I prodotti sono venduti 4 1 1
I materiali/le componenti sono approvvigionate 3 3 2
I semiassemblati/moduli sono approvvigionati 4 4 2
La forza lavoro è reclutata 4 4 3
I valori della scala sono:
1.      Globalmente in più nazione in tutti i continenti
2.      In poche nazioni su differenti continenti
3.      In poche nazioni in un singolo continente
4.      In tutta una singola nazione
5.      In una parte limitata di una sola nazione
 
Quindi i 3 gruppi sono così formati:
 1 Bassa internazionalizzazione, in tutti gli item
2 Vendita a livello globale, bassa internazionalizzazione nella produzione
3 Alta internazionalizzazione in tutti i campi
Figura 7-9 Grado di internazionalizzazione
I tre cluster mantengono una struttura molto simile al modello generale non ci sono differenze nel 
grado di  internazionalizzazione  per  le  tre  ipotesi,  sembra  che  il  modello  di  adattare  il  CI  non 
dipenda dal grado di internazionalizzazione dell’impresa.
Tabella 7-8 Grado di internazionalizzazione
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 (std) CR p H3 (std) CR p
1 Bassa 118 3741 1,70 0,22 1,66 0,97 0,39   0,72   
2 Media 187 4149 1,88 0,33   0,36   0,6   
3 Alta 121 3873 1,75 0,29   0,4   0,56   
 
7.1.6      Importanza cambiamenti negli ultimi tre anni
La variabile 19 è stata scomposta in due cluster.In Figura 7-10 noti che vi è quasi il 25% di casi 
persi, infatti SPSS nella cluster analysis scarta i casi in cui mancano dei  valori e questa domanda ha 
avuto un tasso di risposta molto basso rispetto alle altre. 
Figura 7-10 Numerosità dei cluster importanza relativa negli ultimi tre anni






Figura 7-11 Centri dei cluster importanza relativa negli ultimi tre anni
 Cluster
 1 2
Prezzo del prodotto 2 2
Funzionalità del prodotto 2 2
Conformità alla qualità 2 1
Affidabilità consegna 2 2
Velocità consegna 2 2
Time to market per i nuovi prodotti 3 2
Design innovazione prodotti 3 1
Customizzazione prodotti 3 2
Supporto/ servizio post vendita 3 2
Varietà dei prodotti 3 2
Flessibilità della grandezza dell’ordine 2 2
Reputazione dell’azienda 2 1
Prodotti ecologicamente corretti 2 2
La scala ha i seguenti valori:
1 è diventato più importante
3 è rimasto uguale
5 è diventato meno importante
Nessuno dei fattori elencati è diventato meno importante quindi i due gruppi possono essere definiti 
come
1 Aziende per cui l’importanza dei fattori è aumentata o rimasta stazionaria
2 Aziende per cui l’importanza dei fattori è sicuramente aumentata
 
 
Figura 7-12 Importanza relativa fattori negli ultimi tre anni
 
Anche in questo caso, il legame tra abilità e leve è un dato di fatto. Il dato più interessante riguarda 
il legame leve prestazioni: Nelle aziende che riconoscono la maggiore importanza dei fattori le leve 
hanno un peso decisivo, mentre in quelle in cui i cambiamenti non sono riconosciuti dalle aziende 
hanno un peso marginale. In questo secondo gruppo hanno significato anche le abilità che hanno un 
valore in linea con il modello generale. Figura 7-13.
Figura 7-13 Cambiamenti di importanza dei fattori negli ultimi tre anni
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 (std) CR P H3 (std) CR p
Importanza 
aumentata 162 3932 1,78 0,16 1,77 0,077 0,51   0,6   
Stessa 
importanza 181 3902 1,77 0,28   0,11   0,7   
7.1.7      Anni di pratica
La variabile  2 rappresenta  gli  anni di  pratica  di  continuous improvement  ed è stata  divisa in 2 
cluster: 
•    almeno 5 anni di pratica
•    meno di 5 anni di pratica
Tabella 7-9 Anni di pratica
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 
(std)
CR p H3 
(std)
CR p
Poca pratica 210 4213 1,85 0,16 1,90 0,06 0,60   0,67   
Tanta pratica 243 4290 1,89 0,37   0,30   0,62   
Secondo l’analisi SEM nella fase iniziale le aziende, per ottenere le loro prestazioni, si concentrano  
sulle leve, solo col passare del tempo acquistano le abilità (Tabella 7-9). Questa considerazione è 
molto significativa rispetto alla teoria testata 
7.2      Cluster analysis fra più variabili
Sono state fatte le seguenti clusterizzazioni
•                    Cluster analysis di tutte le contingenze
•                    Metodo di produzione evasione ordine, volume e mix
•                    Grandezza e internazionalizzazione
7.2.1      Cluster analysis di tutte le contingenze.





v21 Metodo di produzione
v22 Evasione ordine
La variabile  19 era stata inserita in un primo momento nella cluster analysis,  ma poi è esclusa 
perché non era influente.
I valori persi sono stati sostituiti dalle medie ad eccezione di quelle aziende che hanno lasciato in 
bianco più di 2 valori. Nella Tabella 7-10 viene rappresentata la distribuzione dei valori persi per le 
aziende.









Dalla cluster analysis abbiamo individuato 5 gruppi significativi. Questa partizione non viene da 
una divisione rigida in 5 gruppi, infatti ci sono degli elementi che stanno in più cluster. Piuttosto è 
stata ripetuta più volte la cluster analysis e si sono scelti i cluster che ricorrevano più spesso. Viene 
utilizzato questo metodo anche per tutte le elaborazioni seguenti.
Nella  Tabella  7-11 sono riportati  i  centri  dei  cluster.  Nella  Tabella  7-12 sono schematizzate  le 
caratteristiche salienti dei cluster e a seguire sono riassunte le caratteristiche dei singoli cluster   Per 
la nomenclatura e il trattamento dei dati si veda l’appendice Dati.
Tabella 7-11 Valori dei centri dei cluster
 A B C D E
Grandezza 
campione 194 164 45 65 103
v17 4,0 3,1 3,5 1,6 3,9
v18cl 1,4 1,5 1,3 1,6 1,4
v20vol 1,4 1,2 1,7 1,2 1,2
v20mix 1,3 1,4 1,4 1,3 1,4
v21 3,6 1,7 4,6 2,3 1,4
v22 2,4 2,1 5,2 1,9 2,3
Tabella 7-12 Schema riassuntivo
 A B C D E
Grandezza campione 194 164 45 65 103
Dimensione 50-250 250-500
250-500 
(meno) più di 500 50-250
Internazionalizzazion
e Tendente a bassa Media Bassa Alta
Tendente  a 
bassa








Metodo  di 
produzione













Produce  to 
forecast\assemble 
to order
Assemble  to 
order
CLUSTER A Aziende medio piccole (50-250 dipendenti), che lavorano secondo su commessa o A 
lotti.
CLUSTER B Aziende che lavorano con Linea o Continuo e hanno un Alto volume di produzione e  
hanno un basso grado di customizzazione.
Questo cluster si dividerà nei cluster D e E a seconda della dimensione
CLUSTER C  Aziende che lavorano  su progetto e  che applicano l’ingegnerizzazione su ordine 
Basso volume
CLUSTER D Aziende grandi con alto grado di internazionalizzazione  che producono sulla linea 
con alti volumi La produzione è Assemble to order o forecast.
CLUSTER  E Aziende  medio  piccole (50-250  dipendenti)  meno  internazionalizzate  rispetto  al 
cluster D con metodo di produzione  Continua o Linea e alto volume di produzione Aumenta la 
customizzazione (Assemble on order)
Si può notare dalla composizione dei cluster che la variabile mix è praticamente irrilevante per la 
cluster analysis.
Le ipotesi per i cluster sono testate in Tabella 7-13 . È molto difficile testare queste ipotesi perché in 
ogni cluster sono in ballo molti  fattori.  L’unica costante rimane la forte correlazione tra leve e 
abilità.  Il cluster E presenta una correlazione per l’ipotesi  H1,   Il  cluster d ha una correlazione 
molto alta leve prestazioni e una correlazione relativamente basso fra abilità e leve (forse perché 
sono aziende grandi).
Tabella 7-13 Elaborazione SEM
Cluster Sample CMIN CMIN/DF H1 (std) CR p H2 (std) CR p H3 (std) CR p
A 194 4223 1,86 0,18 1,95 0,05 0,49   0,67   
B 164 4197 1,85 0,34   0,40   0,59   
C 45            
D 65   0,24 1,94 0,05 0,59   0,41   
E 103 4395 1,9 0,49   0,22 1,74 0,82 0,68   
7.2.2      Metodo di produzione, evasione ordine, volume/mix
Riportiamo la suddivisione in 5 cluster le caratteristiche di questi cluster sono in Tabella 7-14 e 
Tabella 7-15. La clusterizzazione è stata fatta anche con un numero minore di cluster e in quel caso 
si ritrova il cluster C che era presente anche nella clusterizzazione con tutte le variabili, purtroppo 
questo gruppo non è abbastanza numeroso per girare su AMOS. Solo tre cluster convergono nelle 
elaborazioni di AMOS e sono stati chiamati W,X,Y.
Tabella 7-14 Centri dei cluster
  W X Y  
v20vol 1,7 1,2 1,3 1,5 1,5
v20mix 1,5 1,3 1,3 1,3 1,5
v21 4,9 2,4 2,1 4,4 2,7
v22 5,7 1,1 3,0 2,9 4,6
Numero 26 128 128 90 11
Tabella 7-15Descrizione dei cluster
  W X Y  
v20vol Basso Alto Alto Medio Medio
v20mix Medio Alto Alto Alto Medio
v21 Su progetto
Linea-A 
lotti Linea Su commessa-A lotti A lotti
v22 Design to order Forecast
Produce  to  customer 







o 26 128 128 90 11
In questo caso i cluster sono in linea col modello generale (Tabella 7-16).
Tabella 7-16 Analisi SEM





W 128 3908 1,72 0,26   0,47   0,53   
X 128 4198 1,85 0,31   0,40   0,64   
Y 90 4554 2 0,21 1,59 0,11 0,50   0,67   
7.2.3      Grandezza e internazionalizzazione
Le caselle senza risposta sono state sostituite con la media e Le aziende dove non era presente 
nessuna risposta sono state eliminate.
Oltre al cluster C, già presente nella schematizzazione con tutti gli elementi, ma con un campione 
troppo piccolo per funzionare su AMOS si ritrovano i seguenti clusters (Tabella 7-17 Tabella 7-18).
Tabella 7-17 Centri dei cluster
 G H I J
Grandezza 
campione 126 115 98 68
17 3,7 3,6 3,9 2,5
18.01 1,6 4,0 2,0 1,3
18.02 3,1 3,3 1,6 1,6
18.03 3,7 3,9 2,3 1,9
18.04 4,1 4,5 4,4 2,2
Tabella 7-18 Caratteristiche dei cluster
 G H I J
Grandezza campione 126 115 98 68
Dimensione 50-250 50-500 50-250 >250
I prodotti sono venduti
più/tutti  i 
continenti
In  una 
nazione in più continenti
In  tutti  i 
continenti
Le  matrie  prime/componenti 
provengono
In  un 
continente
In  un 
continente più/tutti i continenti
più/tutti  i 
continenti
I  subassembly/moduli 
provengono
In  una 
nazione
In  una 
nazione in più continenti
in  più 
continenti
La manodopera proviene




Una  regione/una 
nazione
in  più 
continenti
Le materie prime vengono sempre reperite almeno al di fuori della nazione, non ci sono cluster in 
cui le materie prime siano reperite solo a livello nazionale.
CLUSTER G Medie imprese 50-250 dipendenti, che lavorano localmente per quanto riguarda la 
manodopera e la lavorazione, ma vendono in tutti o quasi i continenti.
CLUSTER  H  La  peculiarità  di  questo  cluster  è  di  essere  caratterizzato  da  bassa 
internazionalizzazione: in particolare è l’unico cluster dove si vende in un solo paese. Ci si rivolge 
al di fuori della nazione o dalla regione. solo per procurarsi le materie prime. La dimensione varia 
tra i  50-500 dipendenti, questo cluster si diff
CLUSTER I Il cluster I, è molto simile al cluster G, con la differenza che rappresenta le aziende 
che  oltre  a  vendere  acquista  anche  a  livello  globale  (sia  materie  prime  che  semilavorati)  la 
lavorazione è fatto però in una sola nazione o regione
CLUSTER J  Aziende di  grandi  dimensioni  (più di  250 dipendenti)  che vendono,  comprano e 
producono in più continenti. In questo caso anche la manodopera proviene da più continenti.
Per  quanto  riguarda  grandezza  e  internazionalizzazione  nella  analisi  delle  singole  variabili  si 
riscontrano tutti risultati in linea col modello generale, l’unica anomalia può essere una correlazione 
leve  abilità  più  bassa  della  norma  nelle  aziende  grandi.  Nel  cluster  J,  caratterizzato  da  alta 
internazionalizzazione  e  grandi  dimensioni  vi  è  un  livello  molto  alto  per  l’ipotesi  H1,  questo 
risultato è abbastanza strano perché sia le imprese con alta internazionalizzazione che quelle grandi 
avevano correlazione prestazioni abilità vicino a 0,3. Probabilmente le due cose insieme aumentano 
di gran lunga la complessità dell’ambiente e di conseguenza la sensibilità all’uso delle abilità. Nel 
cluster I la correlazione leve prestazioni ha valore 0,54, anche per questa si possono fare le stesse 
considerazioni.
Tabella 7-19 Anlaisi SEM







G 126 4071 1,79 0,19 1,80 0,07 0,04   0,65   
H 98 4519 1,99 0,33 2,52 0,01 0,42   0,62   
I 115 3808 1,67 0,13 1,07 0,29 0,54   0,67   
J 68   0,52   0,23 1,62 0,105 0,63   
7.3      Nazioni
È stato calcolato il modello per ogni nazione cercando di mettere in evidenza le differenze rilevanti 
che vi sono fra un paese e l’altro, e fra l’Europa e l’Australia. Questi risultati devono essere presi 
con cautela perché il campione è molto piccolo rispetto alle variabili da calcolare. In Tabella 7-20 è 








F H1(std) CR p H2(std) CR p H3(std) CR p
Australia 89 4153 1,88 0,51   0,20 1,42
0,15
5 0,68   







Sweden 77 4579 2,07 0,12 1,09
0,27
6 0,19   0,24 1,86
0,06
3
Italy 61   0,66   0,22 1,33
0,18
3 0,8   




2 0,5   
Spain 105 4093 1,85 0,47   0,28 1,91
0,05
6 0,76   
Tabella 7-21 Confronto media eropea e Europa
Cluster Sample CMIN CMIN/DF H1 (std) H2 (std) H3 (std)
Media 
Europa 364   0,43 0,20 0,62
Europa 364 4922 2,23 0,24 0,48 0,65
Nella colonna CMIN è riportato il χ2 le caselle vuote significa che l’elaborazione non converge 
perché il campione è troppo piccolo. Solo Australia Svezia Europa e Spagna convergono. In tutti i 
casi  il  χ2 è  migliore  del  modello  originale,  perché  questo  indice  è  polarizzato  rispetto  alla 
numerosità del campione, e da risultati migliori con campioni più piccoli. Per quanto riguarda il 
legame abilità prestazioni è significativo per Australia, Italia e Spagna. Il legame leve prestazioni 
invece è significativo solo in Svezia dove tra l’altro è molto più basso rispetto al modello originale 
o all’Europa. Il legame abilità leve invece è sempre significativo tranne che in Svezia. I valori di 
questa relazione sono mediamente più alti rispetto agli altri. Vi è quindi evidenza che le abilità e le 
leve sono correlate indipendentemente dalla scelta del campione. La dipendenza tra le prestazioni e 
le leve o le abilità invece non è sempre chiara, come se gli strumenti di CI fossero teoricamente 
riconosciuti e approvati, ma ci fosse una difficoltà a mettere poi in pratica e a trarne dei risultati 
concreti.
Non abbiamo abbastanza dati  per dire con certezza se vi siano o no differenze fra nazioni,  ma 
possiamo  analizzare  i  casi  limite  di  Italia  e  Svezia.  Queste  2  nazioni  appartengono  a  contesti 
culturali profondamente diversi: la prima è nordica, la seconda latina.
I  risultati  di  queste  2  nazioni  sono  diametralmente  opposti  (Tabella  7-22):  L’Italia  Trova 
giovamento  nelle  performance  dallo  sviluppo  delle  abilità  e  ha  alti  valori  di  correlazione  tra 
prestazioni e leve. La Svezia invece da una scarsa importanza a questi 2 fattori e si focalizza sul 
legame prestazioni leve.
La Spagna, è un paese latino come l’Italia e infatti le due nazioni hanno risultati simili (però anche 
l’Australia che non è un paese latino).
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3 0,8   
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L’Europa  presenta  dei  valori  molto  simili  a  quelli  del  modello  generale(Tabella  7-23), 
probabilmente perché comprende 364 su 453 campioni





N CMIN/DF H1 (std) CR p H2 (std) CR p H3 (std) CR P
Media 
Europa 364   0,43   0,20   0,62   
Europe 364 4922 2,23 0,24   0,48   0,65   
I  valori  di  regressione totali  sono invece  in  controtendenza  rispetto  alla  tendenza  delle  singole 
nazione (vedi Tabella 7-20) e  alle medie ponderate di queste.Solo H3  è coerente.
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5 0,68   
Europe 364 4922 2,23 0,24   0,48   0,65   
Per  quanto  riguarda  Il  confronto  Australia  Europa  (Tabella  7-25)  L’Australia  ha  un χ2 minore 
dell’Europa e un rapporto χ2/df<2 (l’Europa invece supera i 2), però il campione dell’Australia è 
molto più piccolo quindi sono logici valori di χ2/df minori
Per quanto riguarda il rapporto abilità prestazioni l’Australia ha una stima significativa(CR>1.96) e 
ha una regressione abbastanza alta (0,51).Il rapporto leve prestazioni non è significativo, mentre la 
correlazione tra abilità e leve è alta.
L’Europa invece presenta bassa regressione abilità prestazioni, alta regressione leve prestazioni e 
alta correlazione abilità leve.
In definitiva si ha coerenza solo nel riconoscere l’importanza del rapporto fra abilità e leve, mentre 
per quanto riguarda la prestazione Europa e Australia si comportano in maniera opposta.
Scendendo a un livello di dettaglio maggiore però si può notare che i valori dell’Australia sono 
molto simili a quelli di alcuni paesi europei come l’Italia e la Spagna.
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5 0,68   




3 0,8   
7.4      Conclusioni cluster analysis
La conclusione più evidente della cluster analysis è che le leve e le abilità sono nettamente correlate 
e questa è una costante in tutti  i  cluster.  L’ipotesi  H3 è quella che ha la maggior  frequenza di 
significatività e che ha i valori più alti, infatti solo in due casi ha un valore minore di 0,50
In questa analisi abbiamo messo in evidenza i casi in cui le ipotesi prendevano valori molto alti o 
molto bassi o comunque si distaccavano dal modello generale abbiamo scelto come soglia per i 
valori molto alti (>0,50) e per i valori molto bassi (<0,20).
Per quanto riguarda le contingenze singole abbiamo trovato le seguenti particolarità
Abilità
Le abilità nel modello generale hanno valore di 0,29 cioè la correlazione con le prestazioni c’è ma  
è la meno influente delle tre analizzate. I cluster in cui le abilità hanno valori molto alti sono
•                    Basso mix 
•                    Alto volume/Basso mix
Non vi sono cluster in cui si hanno valori molto bassi di abilità. Quindi è confermato che vi è una 
opinione condivisa attraverso i clusters sulle abilità, la loro importanza è riconosciuta, ma rimane 
sempre su una soglia costante che si aggira sullo 0,3. L’unica eccezione è il caso in cui vi sia basso 
mix per cui le abilità diventano veramente influenti.
Leve
Hanno una alta influenza sulle prestazioni 
•                    Basso volume
•                    Basso volume, mix elevato
•                    Influenza dei fattori aumentata
•                    Pochi anni di pratica
Non hanno una limitata influenza sulle prestazioni nei casi di 
•                    Alto mix
•                    Produzione di tipo a lotti
•                    Produzione di linea
•                    Produzione continua
•                    Influenza dei fattori rimasta costante
Le leve hanno un range di valori molto più ampio delle abilità, in questo caso non vi è un valore 
standard su cui si concentrano i risultati, le leve vengono usate a seconda del tipo di mix, delt tipo di 
produzione e della reattività verso i cambiamenti delle’azienda.
Correlazione abilità leve
È quasi sempre molto alta quindi indichiamo solo i casi in cui non supera questa soglia (cioè<0,50)
•                    Basso volume mix elevato
•                    Aziende grandi
•                    Aziende con più di 1000 dipendenti
Le  aziende  danno  una  importanza  costante  alle  abilità,  usano  invece  le  leve  a  seconda  delle 
contingenze. Le leve sono usate soprattutto nei primi anni di pratica, quando si decide di introdurre 
un  sistema  di  continuous  improvement  mentre  col  passare  degli  anni  si  sviluppano  le  abilità 
necessarie. Le leve sono anche fondamentali per affrontare i cambiamenti,  infatti le aziende che 
hanno riconosciuto maggiori  cambiamenti  negli  ultimi  tre anni  hanno anche mostrato  una forte 
correlazione leve prestazione. Le aziende che non hanno riconosciuto l’importanza dei cambiamenti 
hanno invece ottenuto uno scarso legame leve prestazioni. La contingenza che meno si discosta dal 
modello  nei  suoi  clusters  è  il  grado  di  internazionalizzazione,  anche  per  quanto  riguarda  la 
grandezza dell’azienda non è rilevante. 
Nell’analisi dei cluster con più contingenze i risultati sono di più difficile interpretazione. La prima 
clusterizzazione riguardava tutte le contingenze, vi sono dei valori fuori dalla norma ma sono molto 
difficili da interpretare, perché la composizione del cluster dipende da sei variabili e non si sa in che 
misura queste influenzino la composizione del gruppo, conosciamo solo i centri dei cluster.
La secondo clusterizzazione  riguarda il metodo di produzione il metodo di evasione dell’ordine il 
volume e il mix. Nell’analisi delle contingenze singole questi fattori variavano molto da un tipo di 
contingenza  all’altra  soprattutto  per  quanto  riguarda le  leve.  Adesso invece  messi  tutti  insieme 
formano dei cluster praticamente conformi al modello generale individuato. 
La  terza  clusterizzazione  unisce  la  grandezza  e  il  grado  di  internazionalizzazione.  Queste  due 
variabili che prese singolarmente presentavano tutti valori simili al modello generale ha invece nel 
cluster J, caratterizzato da alta internazionalizzazione e grandi dimensioni vi è un livello molto alto 
per  l’ipotesi  H1,  questo  risultato  è  abbastanza  strano  perché  sia  le  imprese  con  alta 
internazionalizzazione  che  quelle  grandi  avevano  correlazione  prestazioni  abilità  vicino  a  0,3. 
Probabilmente  le  due cose insieme  aumentano  di  gran lunga la  complessità  dell’ambiente  e  di 
conseguenza la  sensibilità  all’uso delle  abilità.  Nel  cluster  I  la  correlazione  leve prestazioni  ha 
valore 0,54, anche per questa si possono fare le stesse considerazioni.
Nell’analisi  delle  nazioni ci  sono pochi valori  significativi  e questi  si  scostano nettamente dal 
modello generale, per quanto riguarda le abilità vi sono tre nazioni, Italia, Australia e Spagna. Vi è 
poi un solo valore significativo di leve cioè la Svezia che ha un valore molto basso. Ci sono però 
troppi pochi elementi per ipotizzare una seria differenziazione tra nazioni.
Il confronto tra Australia e Europa mette in evidenza che la prima ritiene che la correlazione dfra 
prestazioni e abilità sia maggiore.
Potrebbe essere interessante ripetere la validazione del modello tramite l’analisi fattoriale anche 
peri vari cluster, infatti le leve sono state molto diminuite dall’analisi fattoriale, inoltre nell’analisi 
erano presenti molte componenti quindi il modello potrebbe cambiare da cluster a cluster. 
8         Conclusioni
In questa analisi è stato testato con la tecnica SEM un modello teorico che analizza il continuous 
improvement e in particolar modo la relazione che vi è tra le prestazioni e i costrutti abilità, leve, 
contingenze. In Tabella 8-1 sono riportati i passi eseguiti nell’analisi. 
Tabella 8-1 Mappa capitoli
 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Rispecificazione 
•  Ipotesi H1, H2, H3 
•  Analisi confermativa 
Capitolo Errore. L'origine 
riferimento non è stata trovata. 
•  Cluster Analisys 
•  Ipotsi Hc 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Modello generale  
•  Analisi esplorativa 
CapitoloErrore. L'origine 
riferimento non è stata trovata. 
•  Conclusioni 
8.1      Modello e ipotesi
Il primo passo dell’analisi consisteva nel trasformare un modello teorico preesistente in un modello 
SEM  e quindi individuare 
•                    Le ipotesi da testare
•                    I costrutti
•                    Le  variabili  che  meglio  descrivono  i  costrutti  (in  ottica  della  tecnica  statistica 
utilizzata)













In un primo momento si è tentato di analizzare tutte e sei le ipotesi presenti in figura, ma non è 
risultato possibile,  sia per la ristrettezza del campione,  sia per la totale  incoerenza del costrutto 
Contingenze. Quest’ultimo infatti presentava molte componenti che non potevano essere misurate 
con un’unica scala, ma dovevano essere analizzate singolarmente. 
In definitiva il modello iniziale non convergeva quindi si è resa necessaria una respecificazione del 
modello ridefinendo le ipotesi: le ipotesi
H1: Le prestazioni sono influenzate dalle abilità
H1: Le prestazioni sono influenzate dalle leve
H3: Le e le abilità sono correlate
Sono state testate attraverso un’anali SEM classica, mentre l’ipotesi
Hc: Le contingenze hanno effetto su tutti gli altri costrutti
È stata testata, sempre sullo stesso modello, ma attraverso campioni di popolazione che avevano 
particolari  caratteristiche  di  contingenze.  Lo  structural  model  di  questo  modello  è  mostrato  in 
Figura 8-2.







Questo modello, fatto girare sul programma AMOS 7.0 converge, ma secondo MacCallum et al 
(1996) la numerosità minima del campione deve essere una funzione dei gradi di libertà; questa 
deve corrispondere almeno a 0,8 per assicurare una potenza adeguata di fit del modello con quel il 
campione di dati. Nel nostro caso la frazione campione/gradi di libertà non arriva a 0,2, cioè vi sono 
troppe variabili da tenere in considerazione rispetto ai dati raccolti, questo fatto non è per niente 
positivo perché i risultati di AMOS sono polarizzati dalla grandezza del campione. Le osservazioni 
sono  già  state  raccolte  e  non  è  possibile  ampliare  il  campione  in  tempi  brevi,  quindi  sarebbe 
opportuno diminuire i gadi di libertà del modello, cioè diminuire il numero di variabili osservate 
che  appartiene  ad  ogni  variabile  latente.  Nelle  fase  di  analisi  esplorativa  dovrebbe  comunque 
diminuire il numero di variabili.
8.2      Analisi esplorativa
Dopo che è stato individuato il modello, le ipotesi e i costrutti si passa alla validazione del modello 
SEM.  la  prima  fase  consiste  nella  validazione  del  mesurament  model attraverso  una  analisi 
esplorativa. In questa fase si testa la coerenza dei fattori attraverso vari test fra cui l’analisi fattoriale 
(principal axes), il corrected total item correction, e l’apha di cronbach. Gli item che non rispettano 
le soglie prestabilite vengono scartati.
L’analisi esplorativa ha mostrato la coerenza delle variabili, di sicuro le abilità presentano una gran 
coerenza  interna  e  non  viene  scartato  alcun  item.  Al  contrario  le  contingenze  presentano  una 
coerenza molto bassa. In Tabella 5-8 sono indicate le variabili accettate (in grassetto) e quelle non 
accettate È necessario precisare che se una variabile non è coerente non significa che il concetto che 
rappresenta non è importate per il CI, ma solo che non fa parte di quella variabile. 
Analizziamo i vari blocchi separatamente:
•    Abilità:  presentano valori  alti  per tutti  e tre i coefficienti,  mantengono tutte le variabili 
intatte. Se si considerano gli auto valori maggiori di 1 vengono estratte solo tre componenti, e la 
prima componente raccoglie il 55% della varianza. Se questo è un bene dal punto di vista della 
coerenza, non porta alla riduzione di variabili che avevamo sperato in fase di pre analisi.
•    Leve: vengono scartati 11 item si passa perciò da 31 a 20 MVs. Secondo l’analisi fattoriale 
vengono estratti 7 fattori (contro i tre delle abilità), questo significa che la variabile latente potrebbe 
sottendere più costrutti.  Il  primo fattore inoltre spiega solamente il 25% della varianza. Le leve 
erano originariamente di 2 tipi: gli strumenti generici e quelli specifici, come si può notare l’analisi 
esplorativa ha premiato gli specifici (variabile 9), che sono rimasti intatti e quindi verranno inseriti 
interamente  nell’analisi  .  Per quanto riguarda  gli  strumenti  generici  saranno incluse nell’analisi 
l’addestramento  all’uso  degli  strumenti  di  problem  solving  e  il  loro  uso  (per  es  PDCA);  il 
monitoraggio delle attività di miglioramento; il supporto dallo staff manageriale; il supporto della 
leadership; l’ uso della total productive maintenance; politica di sviluppo formale. 
Mentre saranno escluse tra le altre i sistemi di incentivi; lavoro di gruppo; la promozione tramite 
qualsiasi mezzo; l’ISO 9000/2000 o qualsiasi altro standard e di premi di qualità.
•    Prestazioni: Anche qui vi è una coerenza molto alta e si ha una sola variabile scartata, cioè 
l’aumento delle assenze.
•    Contingenze:  presentano una coerenza molto bassa e non mantengono nessun item. Questo 
è  un problema per  l’analisi  infatti  viene a  mancare  una LV, Ci  è  sembrato  ragionevole  perciò 
adottare  una  soglia  di  0,6  e  non  0,7  così  da  salvare  quattro  variabili.  Di  queste  variabili  due 
riguardano il grado di internazionalizzazione degli  approvvigionamenti  e due i cambiamenti  nel 
mercato negli ultimi tre anni e in particolare il time to market e la velocità di consegna. Vengono 
quindi eliminate variabili quali:
o  Numero di dipendenti
o  Volume/Mix
o  Sistema di produzione
o  Sistema di evasione dell’ordine
o  Fattori di cambiamento del mercato
L’analisi fattoriale di questo costrutto individua 7 componenti e la prima componente spiega solo il 
13% della varianza. Il costrutto contingenze, come già detto non è stato inserito nel modello SEM.
A questo punto dell’analisi  abbiamo eliminato alcune variabili,  quindi  possiamo ricontrollare  le 
grandezz del campione: le osservazioni son 452  e 1537 gradi di libertà, il loro rapporto è di circa 
0,3 che rimane di gran lunga minore dello 0,8 richiesto per una buona affidabilità. 
8.3      Analisi confermativa
L’analisi confermativa si divide nei seguenti step:
•    Convergent validity
•    Indici di fit e valutazione dell’unidimensionalità
•    Rispecificazione del modello
•    Discriminant validity
•    Test dello structural model 
Nel test di convergent validity ci si assicura che i loadings abbiano le seguenti caratteristiche:
•                    CR>1,96; 
•                    p<0,005.
I  loadings  del  mesurement  model  prendono  valori  che  vanno  da  0,503  a  0,819.  Risultato 
abbastanza  logico  dato  che  i  loadings  assumono  valori  simili  ai  risultati  dell’analisi  fattoriale. 
Parleremo più avanti dello structural model. Insieme ai loadings sono stati calcolate anche varianze 
e intercette e tutti i valori sono significativi.
L’analisi del coefficiente R2 penalizza molto le leve,  ben otto variabili hanno coefficiente inferiori 
della soglia 0,3 (tra l’altro piuttosto bass)  e di questi sette sono leve, mentre una è una prestazione.
Le variabili che non soddisfano i parametri sono:
Leve
•                    Supporto da parte dello staff
•                    Appoggio da parte dei manager
•                    Impiego del Total Productive Maintenance
•                    Impiego di politiche formali
•                    FMEA (Failure Mode and Effect Analysis)
•                    Simulazione
•                    Six Sigma
Prestazioni
Incremento nel volume di produzione
 
Praticamente se dovessimo rispecificare il modello alla luce di queste considerazioni avremmo solo 
13 leve delle 31 iniziali e rimarrebbero solo tre strumenti generici, cioè:
•                    Formazione del personale sugli strumenti di problem solving
•                    Monitoraggio delle attività di miglioramento (misure, controlli)
•                    Format generale di problem solving (ad es. cicli PDCA).
Questo risultato è coerente con l’analisi esplorativa, infatti anche in quel caso si era notato che le 
leve avevano una bassa coerenza interna.
Gli  indici di fit e di valutazione dell’unidimensionalità, sono discussi nel paragrafo 6.5. Questi 
indici sono usati per comparare più modelli fra loro, mentre noi abbiamo un solo modello, quindi la 
loro  importanza  nella  nostra  analisi  è  limitata.  Il  χ2 e  normed  χ2 presentano  dei  risultati  
soddisfacenti, e questo ci spinge ad accettare il fit del modello, altri indici invece non rispettano le 
soglie  consigliate.  È necessario  tenere  presente  che questi  indici  sono polarizzati  per  campioni 
piccoli e che l’efficacia di un indice piuttosto che un altro non è universalmente accettata.
Non è  stata  effettuata  alcuna  ulteriore  rispecificazione  del  modello,  ma  sono stati  riportati  le 
possibili correlazioni con Modification Index più alto, molte delle modifiche suggerite dagli indici 
sono teoricamente logiche.Un esempio abbastanza logico di correlazione
•                    1.28:I manager mettono a disposizione sufficienti risorse (tempo, denaro, personale) 
per supportare il continuo sviluppo del sistema di miglioramento dell'impresa
•                    1.18 I manager  supportano i processi  di  miglioramento,  dedicando loro sufficienti 
risorse (in termini di tempo, denaro, spazio, ecc)
Queste  variabili  sono sicuramente  correlate  fra  loro,  anzi  molto  simili  e  possono essere 
fraintese da chi compila il questionario. Per giunta non aggiungono molto l’una all’altra. Questa 
caratteristica  del  questionario  porta  ad  abbassare  il  fit  del  modello:  vi  sono  molte  domande 
specifiche correlate tra loro, che invece vengono considerate dal programma indipendenti. Per una 
corretta analisi SEM sarebbe meglio una sola domanda più generica (soprattutto nel nostri caso in 
cui  il  campione  è  piccolo  rispetto  al  numero  di  variabili).  Una  alternativa  per  chi  decide  di 
modificare il modello potrebbe essere quella di raggruppare le domande in gruppi logici e attraverso 
una analisi  fattoriale  scegliere  per ogni gruppo quella  con il  fattore  più alto,  così da avere una 
maggiore indipendenza fra le diverse variabili e avere minori correlazioni nascoste.
 Nella  Discriminant validity viene assunto corretto  un modello  dove fra ogni  paio di  variabili 
latenti vi è una covarianza e questa viene lasciata libera. Questo modello è confrontato con uno in 
cui le covarianze sono impostate tutte ad 1(vedi pag 75). I risultati mostrano che la differenza tra 
chi-quadro fra le due soluzioni è altamente significativa.
Il secondo test di discriminant validity si fa comparando l’AVE e le squared correlation l’AVE 
rappresenta la varianza interna del costrutto lo squaered correlation la varianza condivisa tra due 
costrutti diversi. Quest’ultima dovrebbe essere maggiore dell’AVE, ma questo è vero solo quando 
sono in gioco le leve,  mentre  quando si tratt  di  Abilità è sempre maggiore la coerenza interna. 
Questo risultato non aggiunge nulla a quanto è già stato detto, cioè che le abilità hanno una grande 
coerenza interna (quindi condividono più varianza al loro interno che con gli altri costrutti), mentre 
le leve hanno una pessima coerenza interna (quindi condividono più varianza con gli altri costrutti 
che al loro interno). 
Inoltre  l’AVE rispetta  la  soglia  minima  di  0,5  solo nel  caso delle  abilità.  Mentre  l’affidabilità 
composta è sempre rispettata.
Lo  structural  model  presenta  i  segueti  valori,  (le  soglie  dei  parametri  sono  sempre  CR>1,96, 
p<0,005)
Tabella 8-2Covarianze structural model
   Covarianza S.E. C.R. P Etichetta Correlazione
Leve <--> Abilità ,431 ,052 8,325 *** H3 ,651
Tabella 8-3 Regressioni strucutal model






à ,164 ,037 4,466 *** H1 ,283
Prestazion
i <--- Leve ,360 ,062 5,775 *** H2 ,435
Possiamo affermare che le ipotesi H1, H2, H3 sono confermate.Il legame tra abilità  prestazioni 
però è molto basso (comparato per esempio agli altri loadings del modello). Anche il legame leve 
prestazioni non supera lo 0,5. L’unico legame influente emerso dall’analisi è quello tra Leve ed 
abilità.
La validazione incrociata, per ora non è stata attuata, potrà essere ripresa in futuro.
8.4      Analisi delle contingenze e delle nazioni
L’analisi di parti del campione può servire come validazione incrociata dello structural model, 
anche se è evidente che i gli indici non saranno molto accurati perché il campione è sicuramente 
insufficiente  rispetto  ai  gradi  di  libertà.  Verranno  analizzati  solo  quei  valori  delle  ipotesi  che 
presentano significatività (CR>1,96, p<0,005).  La maggior parte di questi cluster non convergono 
nell’elaborazione,  quindi non è possibile calcolarne il χ2, i modelli  che convergono invece sono 
polarizzati dalla grandezza del campione cioè più il campione è piccolo minore valore di normed χ2 
presenta.  Anche se  un modello  non converge  può avere dei  valori  significativi  dello  structural 
model. 
In questo modo viene testata l’ipotesi Hc. La conclusione più evidente della cluster analysis è che le 
leve e le abilità sono nettamente correlate e questa è una costante in tutti i cluster. L’ipotesi H3 è 
quella che ha la maggior frequenza di significatività e che ha i valori più alti, infatti solo in due casi 
ha un valore minore di 0,50. In definitiva tutte le aziende sono concordi nel definire che le abilità e 
le leve dipendono l’una dall’altra. In particolare se si prende a riferimento la contingenza tempo, le 
aziende per introdurre un a pratica di CI iniziano adottando le leve massicciamente, mentre hanno 
ancora poca dimestichezza con le abilità, poi col passare del tempo l’uso delle leve diminuisca ed 
aumenti  quello  delle  abilità.  L’uso  delle  leve  aumenta  anche  quando  viene  percepito  un 
cambiamento nei fattori critici di successo cioè una maggiore turbolenza nell’ambiente, mentre in 
ambienti stabili si sente una necessità più limitata di questi strumenti. 
Le  abilità  hanno un  valore  abbastanza  stazionario  con poche  oscillazioni,  con  eccezione  per  il 
livello di differenze tra nazioni in particolare Australia, Italia e Spagna hanno dei valori molto alti 
di Abilità.  anche le aziende caratterizzate da basso mix hanno livelli  alti  di abilità,  idem per le 
aziende grandi con alta internazionalizzazione. A livello inferiore le abilità non scendono mai sotto 
la soglia di 0,20. 
Le leve invece presentano maggiore variabilità, possono presentare valori molto bassi e molto alti, 
in particolare variano in funzione del volume, mix e metodo di produzione (oltre che per anni di 
esperienza e importanza dei cambiamenti).
Questo risultato  rispecchia  le premesse dell’analisi,  infatti  le  abilità  che presentavano una forte 
coerenza interna nella struttura, danno risultati stabili nell’analisi, le, leve che non avevano coerenza 
interna, presentano forti fluttuazioni anche nei risultati ottenuti. 
Potrebbe essere interessante ripetere la validazione del modello tramite l’analisi fattoriale anche peri 
vari cluster.
I cluster fatti con più variabili sono di difficile interpretazione, mentre le analisi fra diverse nazioni 
rappresentano elementi insufficienti per essere prese in considerazione.
In conclusione l’ipotesi Hc è sicuramente confermata per quanto riguarda la relazione prestazione 
leve, ha una influenza media sulla relazione abilità prestazioni, mentre sembra avere una influenza 
abbastanza scarsa sul legame leve abilità, che sussiste in ogni caso.
9         Appendici
9.1      Glossario
 
SIGLA TERMINE INGLESE TERMINE  ITALIANO,  SPIEGAZIONE, 
NOTE
ADF Asinptotically distribution free  
AGFI Aduste goodness of fit  
CFA Confirmatory Factor Analysis  
CFI Comparative fit index  
CI Continuous Improvement Miglioramento continuo
CITC Corrected item total correction  
CMIN Chi squared Chi quadro
CSM Covariance Structured Model  
DF Degree of freedom Gradi di libertà
EFA Exploratory factor analysis Analisi fattoriale esplortiva
FIML Full  Information  Maximum 
Likelihood
 
GFI Goodness of fit index  
GLS Generalized least square  
IFI o BL89 Incremental fit index  
LISRLEL  Pacchetto  software  che  implementa  l’analisi 
SEM 
SIGLA TERMINE INGLESE TERMINE  ITALIANO,  SPIEGAZIONE, 
NOTE
LV Latent Varible Variabili latenti plurale, LVs
ML Maximum likelihood  
MV Mesured Variable Variabili manifeste, plurale MVs
NFI Normed fit index  
NNFI o TLI Non normed fit index  
OLS Ordinary least square  
OM Operational Managment Gestione operativa
PA Path Analysis                                                                  
PCA Principal components analysi Analisi delle componenti principali
PLS Partial least square  
R Correlation matrix Matice di correlazione
RMR  o 
SRMR
Root mean square residual  
RMSEA Root  mean  square  error  of 
approximation
 
S Covariance matrix Matrice di covarianza
SEM Structural Equation Modeling  
ULS Unweighted least square  
WLS Weighted least square  
PR Parsimony ratio Indice di parsimonia
ECVI Expected cross validation index  
SIGLA TERMINE INGLESE TERMINE  ITALIANO,  SPIEGAZIONE, 
NOTE
CR Critical Ratio  
 
9.2      Abilità
Le abilità sono tratte dalla domanda 1a del questionario, è stato chiesto alle aziende:
Nel descrivere le attività di miglioramento nella Sua impresa, fino a che punto concorda con le 
seguenti affermazioni? 
Dove 1 rappresento il totale accordo e 5 il totale disaccordo.
 
1.1a Nella vostra impresa è stato introdotto un sistema di Miglioramento Continuo (Continuous 
Improvement), o un analogo sistema (ad es. Total Quality o Total Productive Maintenance) 
per coinvolgere i dipendenti nelle attività di miglioramento.
1.2a Utilizzate meccanismi organizzativi appropriati per  diffondere l’esperienza 
nell’organizzazione
1.3a Prima di impegnarsi in attività di analisi o di implementazione di proposte di miglioramento 
le persone e i gruppi ne valutano la coerenza con gli obiettivi strategici.
1.4a Ciascuno impara dalle proprie esperienze, sia positive che negative
1.5a Ciascuno ha presente quali sono le strategie e gli obiettivi della propria impresa o della 
propria funzione/unità
1.6a Le idee e i suggerimenti di miglioramento sono presi in considerazione in maniera chiara e 
tempestiva
1.7a Le attività e i risultati del miglioramento sono monitorati e misurati continuamente
1.8a Il miglioramento è parte integrante del lavoro individuale o di gruppo, e non un’attività in 
più al di fuori dei propri compiti.
1.9a Le persone ed i gruppi collaborano efficacemente trasversalmente tra funzioni e gruppi 
diversi.
1.10a Le persone ed i gruppi a tutti i livelli dell’organizzazione condividono (rendono disponibile) 
ciò che hanno imparato nel loro lavoro e nelle loro esperienze di miglioramento
1.11a Le persone ed i gruppi monitorano/misurano i risultati derivanti dalla loro attività di 
miglioramento, nonché l’impatto sugli obiettivi strategici o funzionali 
1.12a Le persone ed i gruppi fanno riferimento alla strategia e agli obiettivi aziendali per 
focalizzare e dare priorità alle proprie attività di miglioramento
1.13a Le persone cercano opportunità di apprendimento/sviluppo personale (ad es. la 
sperimentazione attiva, la definizione dei propri obiettivi di apprendimento)
1.14a I manager accettano e applicano i risultati dell’apprendimento.
1.15a I manager a tutti i livelli dimostrano di appoggiare ed impegnarsi attivamente nelle attività di 
miglioramento
1.16a I manager guidano attraverso l’esempio, divenendo attivamente coinvolti nella progettazione 
ed implementazione del miglioramento sistematico in corso
1.17a I manager supportano la sperimentazione non penalizzando gli errori, ma piuttosto 
incoraggiando l’apprendimento dagli stessi errori
1.18a I manager supportano i processi di miglioramento, dedicando loro sufficienti risorse in 
termini di tempo, denaro e spazio
1.19a La valutazione in itinere assicura che i processi, le strutture ed i sistemi organizzativi 
supportino e rinforzino le attività di miglioramento
1.20a Le persone (individui/gruppi) iniziano e portano a completamento le attività di 
miglioramento (Le persone partecipano al processo)
1.21a Gli individui ed i gruppi curano che ciò che hanno appreso venga incorporato 
nell’organizzazione
1.22a Le persone, nelle proprie attività di miglioramento, sono orientate verso i clienti interni ed 
esterni 
1.23a Le persone impiegano cicli formali di problem finding e problem solving
1.24a Le persone si sentono responsabili (ownership) dei processi aziendali 
1.25a Le persone impiegano tecniche e strumenti appropriati allo scopo di supportare le attività di 
miglioramento
1.26a Il processo di miglioramento implica l’impiego di sistemi di misurazione
1.27a Le attività di miglioramento più rilevanti coinvolgono responsabili di differenti livelli
1.28a I dirigenti mettono a disposizione sufficienti risorse (tempo, denaro, personale) per 
supportare il continuo sviluppo del sistema di miglioramento dell’impresa
1.29a Sono in corso progetti specifici di miglioramento con clienti e/o fornitori
1.30a L’impresa articola e consolida (immagazzina e condivide) l’apprendimento di individui e 
gruppi
1.31a L’impresa riconosce in maniera formale, senza necessariamente prevedere incentivi 
finanziari, il contributo dei dipendenti al miglioramento continuo
1.32a L’impresa usa i feedback provenienti da clienti e fornitori per migliorare le prestazioni 
aziendali
1.33a Quando è pianificato un cambiamento organizzativo rilevante, viene valutato il suo 
potenziale impatto sul sistema di miglioramento dell’impresa e, se necessarie, vengono 
apportate le opportune modifiche
1.34a Quando qualcosa non funziona, la reazione naturale delle persone, a tutti i livelli 
dell’organizzazione, consiste nella ricerca delle ragioni, piuttosto che nella 
colpevolizzazione delle persone coinvolte
 
9.3      Leve
Nel questionario vi è una sezione dedicata gli strumenti, in particolare noi analizzeremo le domande 
7, strumenti generali e 9, strumenti specifici. Di queste due domande al punto a veniva chiesta 
l’importanza e al punto b veniva chiesta la frequenza. Abbiamo utilizzato i dati relativi alla 
frequenza di utilizzo con una scala da i a 5 dove 1 significa molto frequente e 5 significa molto 
raramente.
STRUMENTI GENERICI
Quale è la frequenza di impiego dei seguenti mezzi?
7.1b Uso di slogan
7.2b Formazione del personale sugli strumenti di problem solving
7.3b Monitoraggio delle attività di miglioramento (misure, controlli)
7.4b Supporto da parte dello staff
7.5b Sistemi di incentivazione
7.6b Appoggio da parte dei manager
7.7b Lavoro in team/gruppi di lavoro
7.8b Sistema dei suggerimenti
7.9b Formato generale di problem solving (ad es. cicli PDCA)
7.10b Promozione su tabelloni 
7.11b Promozione attraverso media interni (riviste, newsletter)
7.12b Promozione attraverso competizioni e premi
7.13b Comunicazione interpersonali
7.14b Visite regolari negli stabilimenti da parte del management
7.15b Uso delle ISO 9000 / 2000, o altri standard di qualità
7.16b Impiego del Total Productive Maintenance
7.17b Premi per la qualità (ad es. Baldrige)
7.18b Impiego di politiche formali
STRUMENTI SPECIFICI
Quali strumenti di problem finding e problem solving trovano impiego nelle attività di 
miglioramento della Sua impresa? La preghiamo di giudicare i seguenti strumenti in tetermnin di 
frequenza di impiego.
9.1b Strumenti di identificazione del problema/checklist (ad es. scarti)
9.2b I sette strumenti della qualità (ad es. il diagramma di Pareto, il diagramma a lisca di pesce)
9.3b I sette "nuovi" strumenti della qualità  - i 7MP strumenti (ad es. i diagrammi di affinità)
9.4b Strumenti di mappatura dei processi
9.5b FMEA (Failure Mode and Effect Analysis)
9.6b QFD (Quality Function Deployment)
9.7b Strumenti di creatività/strumenti per la generazione delle idee
9.8b Strumenti di esposizione/visualizzazione
9.9b Strumenti di standardizzazione
9.10b 5S (ripulitura, classificazione, sistematizzazione, ecc.)
9.11b Simulazione
9.12b Six Sigma
9.13b SPC – Statistical Process Control
 
9.4      Contingenze
Le contingenze o variabili contestuali rappresentano il contesto in cui opera l’impresa. Nel 
questionario sono rappresentate dalle domande che vanno dal numero 17 al numero 22.
17 Numero di dipendenti dell’impresa
18 Grado di internazionalizzazione
19a Cambiamenti negli ultimi tre anni
20 Volume/mix della principale linea di produzione
21 Sistema produttivo
22 Sistema di evasione dell’ordine
 
Analizziamo lecontingenze una ad una
Variabile 17: numero di dipendenti dell’impresa
Ai partecipanti è stato chiesto
Quanti sono i dipendenti dell’impresa?                                     __________dipendenti
I risultati sono stati trattati e raggruppati in due modi: per prima cosa sono stati trasformati in una 







Questa classificazione non era soddisfacente per la cluster analisys, perciò le variabili sono state 
raggruppate in due cluster più numerosi:
1 Grandi >250
2 Piccole <250
Variabile 18 grado di internazionalizzazione
Agli intervistati è stato chiesto:
Quali delle seguenti alternative descrive meglio la Sua unità di business?  La preghiamo di indicare 
una sola alternativa per riga.
18.1 I prodotti della nostra impresa sono venduti in
18.2 Le materie/i componenti della nostra impresa sono approvvigionati in
18.3 I sotto-assiemi/moduli della nostra impresa sono approvvigionati in
18.4 La forza lavoro della nostra impresa proviene da
 
La scala di risposte è:
1 In una parte circoscritta di un singolo paese
2 In un solo paese
3 In alcuni paesi in un solo continente
4 In alcuni paesi, in differenti continenti
5 Globalmente in più paesi in tutti i continenti
 
Nell’elaborazione statistica della domanda ci si è accorti che i valori della scala avevano direzione 
inversa a quella delle altre variabili, quindi è stato necessario invertire i valori (quello che nel 
questionario era un 1 è diventato un 5 e viceversa)
Variabile 19a cambiamenti dei fattori critici negli ultimi tre anni
La preghiamo di segnalare, per ciascun indicatore, se l’importanza degli stessi si è modificata negli 
ultimi tre anni.
19.1a Prezzo del prodotto
19.2a Funzionalità del prodotto
19.3a Conformità a livello qualitativo
19.4a Affidabilità della distribuzione
19.5a Velocità di consegna
19.6a Il time-to-market per i nuovi prodotti
19.7a Design/innovazione di prodotto
19.8a Customizzazione del prodotto
19.9a Servizio/supporto post vendita
19.10a Gamma dei prodotti
19.11a Flessibilità alla dimensione degli ordini
19.12a La reputazione dell’impresa
19.13a Prodotti attenti alle questioni ambientali
 
I valori della scala sono riportati in Tabella 9-1, a sinistra sono riportati i valori chiesti realmente nel 
questionario, come si può notare questi valori hanno un range che va da 1 a 3. A destra sono 
riportati i valori modificati per l’analisi statistica in modo che la scala andasse da 1 a 5 come tutte le 
altre
Tabella 9-1 Valori variabile 19a
Valori questionario  Valori analisi statistica
1 Diventato più importante 1
2 Rimasto inalterato 3
3 Diventato meno importante 5
 
Variabile 20: Volume/mix della principale linea produttiva
Come descriverebbe il mix di prodotti relativamente alla linea di prodotto più importante per la sua 
unità di business? La preghiamo di selezionare una sola alternativa fra quelle proposte.
1 Alto volume/mix elevato
2 Alto volume/mix basso
3 Basso volume/mix elevato
4 Basso volume/mix basso
 
Variabile 21: Sistema produttivo
Come descriverebbe il sistema produttivo relativamente alla linea di prodotto più importante per la 








Variabile 22: Pratica di evasione dell’ordine
Quale fra le seguenti alternative meglio descrive rispetto alle altre la pratica di evasione dell’ordine 
relativamente alla linea di prodotto più importante per la sua unità di business? La preghiamo di 
selezionare una sola alternativa fra quelle proposte.
1 Produzione su previsione/Distribuzione da magazzino
2 Assemblaggio su odine
3 Produzione su ordine
4 Configurazione/customizzazione su ordine
5 Ingegnerizzazione su ordine
6 Progettazione su ordine
 
9.5      Prestazioni
Prendendo in considerazione gli ultimi tre anni, qual è il contributo apportato dal miglioramento 
continuo relativamente alle seguenti prestazioni di business?
 
11.1 Incremento nel volume di produzione
11.2 Miglioramento nelle routines amministrative 
11.3 Aumento della produttività
11.4 Miglioramento della conformità a livello qualitativo
11.5 Miglioramento dell’affidabilità nella distribuzione
11.6 Contrazione dei lead time
11.7 Riduzione dei costi
11.8 Maggiori livelli di soddisfazione del cliente
11.9 Riduzione dei livelli di assenza
11.10 Miglioramento della sicurezza e delle condizioni lavorative
11.11 Sviluppo delle capacità e delle competenze dei dipendenti
11.12 Miglioramento dell’impegno/atteggiamento verso il cambiamento da parte dei dipendenti
11.13 Miglioramento a livello di organizzazione, cooperazione e comunicazione
11.14 Miglioramento dei rapporti con i fornitori
11.15 Miglioramento dei rapporti con i clienti
11.16 Miglioramento delle relazioni fra le funzioni
 
La scala di valori possibili va da 1, in maniera determinante a 5, per niente
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