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ABSTRACT 
A theorem due to I. W. Sandberg concerning the equations of transistor circuits 
and P0 matrices is generalized so as to apply in situations where a pair of matrices 
must be analyzed. The result is used to obtain new stability criteria for transistor 
circuits. 
1. INTRODUCTION 
In 1969 the first publication [1] employing Fiedler and Pt/tk's P0 matrix 
concept [2] for the analysis of transistor circuits appeared. It so happens that 
the manner in which P0 matrices generalize positive definiteness provides 
exactly the right technique to capture the active and nonreciprocal spects 
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that transistors bring to an otherwise passive and reciprocal electric ircuit. It 
is shown in [1] that the dc operating point of electric circuits constructed 
from bipolar transistors, resistors, and voltage and current sources can usually 
be expressed as the solution of a nonlinear equation of the form 
F(v) + r- Cv = b (1) 
where F: R"~ R" is a so-called "diagonal nonlinearity," i.e., F(v )= 
(fl(vl) "" f , (v , , ) )  T, with the component functions fk: R ~ R all strictly 
monotone increasing and continuous. The real matrix T = T 1 • " .  • Tp is 
the direct sum of p real 2 × 2 matrices of the form 
_f,] 1 o~j(k) T k = _a}k) , 0~< < 1 for j=  1,2 
for k = 1 . . . . .  p. Clearly, n = 2 p. The real n × n matrix G and a vector 
c ~ R n [in (1), b = -T - l c ]  describe the linear resistor/source n-port 
network to which the transistors are connected, according to the relation 
i = Gv + c. Among other properties, it is known that G is positive semidefi- 
nite. The transistors and diodes are described by the nonlinear elation 
- i  = TF(v) ,  where the components of the vector i denote currents flowing 
from the transistor terminals and the components of v denote the voltages 
applied across these terminals. 
Many of the results of [1] concern the consequences that ensue when it 
can be shown that T-1G E P0. (The presence of the transistors in the circuit, 
allowed for by the matrix T, causes the positive semidefinite and symmetric 
structure of G to no longer hold, in general, for T-1G. Positive semidefinite- 
ness and symmetry are consequences of passivity and reciprocity, respec- 
tively, in the use of matrices to model electric circuits, and transistors are 
active and nonreciprocal devices.) It is a remarkable coincidence that the 
simple requirement T-1G ~ Po provides a necessary and sufficient condition 
that bestows everal quite basic attributes upon transistor circuits described 
by (1). It is unfortunate hat all transistor circuits cannot be characterized by 
(1), but fortunately many of the results of [1] could be extended to the class of 
all transistor circuits (i.e., to those for which no G-matrix characterization 
exists for the linear n-port) in [3] and [4], where an equation of the form 
QTF(v)  + Pv = c (2) 
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employing a pair of n × n matrices (QT, P), was shown to be suitable for 
describing an arbitrary transistor circuit. In this case we still model the 
transistors by - i  = TF(v), but now the linear resistive n-port to which they 
are connected is described by the more general equation Pv = Qi + c. 
Fig. 1 shows the structure of a transistor circuit described by (1) or (2). In 
[1] and [3] additional nonlinear elements (diodes) were also present in a 
circuit like that of Fig. 1. We omit them here for notational simplicity and 
because they need not appear explicitly for the stability theory that is the 
primary consideration of this paper. All diodes can be linearized in the 
vicinity of a circuit's dc operating point, and thereby can be treated as 
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FIG. 1. Electrical circuit employing p = n/2 nonlinear transistors connected to 
a linear n-port. 
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2. ~T 0 PAIRS: A GENERALIZATION OF P0 MATRICES 
Fiedler and Pfftk prove in [2] that the following properties of a square 
matrix A are equivalent: 
(i) All principal minors of A are nonnegative. 
(ii) For each vector x ~ 0 there exists an index k such that x k ~ 0 and 
xk(Ax) k >10. 
(iii) For each vector x ¢= 0 there exists a diagonal matrix D, >1 0 such 
that ( x, D, x ) > 0 and ( Ax, D~ x ) >10. 
(iv) Every real eigenvalue of A, as well as of each principal submatrix of 
A, is nonnegative. 
It was proved in [5] that an additional item can be added to this list of 
equivalent properties, namely: 
(v) det(A + D) # 0 for every diagonal matrix D > 0 (i.e., for every 
diagonal matrix with positive elements on the main diagonal). 
The class of all matrices possessing one of the above properties i denoted by 
e0. 
Criteria that define a class of pairs of matrices (called ~0 pairs) 
generalizing the attributes of P0 matrices where developed in [3] and [4], and 
it was shown, for example, that there exists a unique solution 1 of (2) for every 
diagonal F: R" ~ R n composed of strictly monotone increasing fk mapping 
the real line onto itself, and for every c ~ R", if and only if the pair of 
matrices (QT, P) is a ~0 pair. The following criteria illustrate how various of 
the well-known properties of P0 matrices were generalized to obtain ~0 
pairs. We first require two definitions: 
DEFINITION. For each pair of n x n matrices (A, B) we denote by 
$~(A, B) the collection of all the n × n matrices that can be constructed by 
juxtaposing columns taken from either A or B while maintaining the original 
relative ordering of the columns. Thus, M ~ ~(  A, B) if and only if for each 
k = 1 . . . . .  n either M k =A k or M k =B k, where M k denotes the kth 
column of a matrix M. 
1 In general, transistor circuits described by the nonlinear equation (2) can possess multiple 
isolated de operating points [i.e., for some transistor circuits (2) can have multiple solutions]. 
Digital computers routinely employ such circuits, for example, in order to "remember" a zero or 
a one. Such uses rely on the circuit's ability to possess multiple stab/e de operating points--an 
issue to be discussed subsequently. 
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DEFINrrlON. The pair of n × n matrices (M, N) is said to be a comple- 
mentary pair taken from ~(A,  B) if and only if both M and N are members 
of ~(A,  B) and for each k = 1 . . . . .  n either M k = A k and N k = B k, or else 
M k=B k and N k=A k. 
THEOREM 1 [4]. The following properties of a pair of real n × n matrices 
(A, B) are equivalent. Any pair of matrices atisfying one, and hence all, of 
these conditions is defined to be a 7f  o pair: 
(i) det(AD + B) 4: 0 for every diagonal matrix D > 0 (i.e., for every 
diagonal matrix with positive lements on the main diagonal). 
(ii) There exists a matrix M ~ g'( A, B) such that det M 4:0 and such 
that det M det N >~ 0 for all N ~ ~'( A, B ). 
(iii) For each vector x #: 0 there exists an index k such that either 
( AVx)k 4: 0 or (BTx)k 4: O, and such that (ATx)k(Brx)k >~ O. 
(iv) For each vector x 4:0 there exists a diagonal matrix D x >I 0 such 
that either (ATx, DxArX> > O, or (BTx, DxBTx} > O, and such that 
( Arx, D, BTx) >10. 
(v) For each complementary pair of matrices ( M, N) taken from ~( A, B ), 
each real value of A that satisfies det(M - AN) = 0 is nonnegative. 
(vi) There exists a complementary pair of matrices (M, N) taken from 
~( A, B) such that M-1N ~ Po. 
(vii) There exists a nonsingular M ~ ~( A, B), and, for any cornplemen- 
tary pair of matrices (M, N) taken frorn ~( A, B) with det M 4: O, one has 
M-1N ~ Po. 
Starting with the appearance of [1], numerous results for transistor circuit 
analysis have been obtained, by many researchers, during the ensuing 25 
years. Many of these results are summarized in the survey papers [6, 7]. Some 
of these results exploit a circuit's topology, and most, even the topologically 
oriented results, have their roots in the early analytical work that relied on 
Fiedler and Pt~k's paper [2]. 
3. TRANSISTOR-CIRCUIT STABILITY RESULTS 
Recently, a new direction has been taken in the development of the 
techniques for assessing the stability of dc operating points in transistor 
circuits [8]. While it had been evident o circuit theorists for quite some time, 
prior to any of this work, that many circuits seem to have certain dc operating 
points that are unstable no matter where the dynamic elements (i.e., induc- 
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tors and capacitors) are located and no matter what their values might be, no 
rigorous theoretical justification was known. A general theory is developed in 
[8] showing how a large number of these unstable de operating points can be 
identified. The converse, the concept of a potentially stable operating point, 
is also defined in [8]. Essentially 2 this is a circuit's dc operating point--a 
solution of (2), for example--that can be made stable by the insertion of 
some set of "appropriate" capacitors and inductors. We are just beginning to 
understand how to characterize and identify potentially stable operating 
points. This first step for transistor circuits has been taken in [8], where it is 
shown that any transistor circuit that does not have a certain substructure (a 
"'feedback structure") embedded in its topology, and which therefore is 
known to possess a unique dc operating point, must possess a potentially 
stable dc operating point. In the present paper we now advance our knowl- 
edge one step further by stating a broader criterion for identifying potentially 
stable operating points. Its proof relies heavily on results involving P0 
matrices and Irf 0 pairs. In particular, we shall generalize and apply a result 
due to Sandberg [9]. 
4. RELEVANCE OF ~0 PAIRS TO TRANSISTOR-CIRCUIT STABILITY 
It is well known that the behavior of any linear electric circuit can be 
described by writing a set of m differential equations in m unknowns. The m 
unknowns are generally chosen to be the circuit's "state variables," which are 
the circuit's m capacitor voltages and/or inductor currents. (Except for some 
special circuit topologies, e.g., when a loop of capacitors is present, these m 
variables will always be independent.) They are the components of a vector 
x ~ R m. The differential equations can be expressed as Kk + Mx = 0, where 
the diagonal matrix K > 0 has diagonal elements that represent the values 
of the circuit's dynamic elements (i.e., the capacitor and inductor values). 
Hence the circuit's natural frequencies are the values of the complex variable 
s that satisfy det(sK + M)= 0; they are the eigenvalues of the matrix 
-K -1M.  
2A certain "robustness" of the circuit's tability attribute inthe presence ofstray reactances 
is also required. See [8] for a complete definition of potential stability, and for an example 
showing how the robustness is ue is easily dispensed with for transistor circuits of the type 
considered here. 
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For circuits that contain transistors it is often more convenient to express 
the above-mentioned determinant as det Q-X det[sQK + (QTD + P)], and 
there are circuits for which an equation of the form 
det[sQK + (QTD + P)] = 0 (3) 
must be written because de t Q = 0, which precludes the possibility of 
employing the simpler det(sK + M) type of characterization. It is evident 
that the matrix QTD + P corresponds to the linearization of the nonlinear 
circuit of Fig. 1 in the vicinity of a solution of its nonlinear dc equation (2), 
where D = ~F//av, evaluated at this solution (i.e., at the circuit's dc operat- 
ing point), and where T is as previously described. The matrices Q and P are 
determined by the circuit's topology (i.e., the specific interconnections i side 
the box in Fig. 1) and the circuit's resistor values. We assume that the 
circuit's inductors and capacitors include n capacitors that have been placed 
across each transistor junction, as shown in Fig. 2, and it has been shown [8] 
that for the purposes of the type of analysis which will be at issue here there 
is no loss in generality if these are the only dynamic elements included. 
Clearly, the values of the elements of K (the transistor circuit's capacitor 
values) will affect he circuit's natural frequencies [the roots of the character- 
istic equation (3)] and therefore can affect he stability of the circuit at the dc 
operating point. However, it has been shown recently [8] that for certain 
circuits instability can result for any diagonal K > 0. In such a situation we 
say that the circuit of Fig. 1 has an unstable dc operating point. The simple 
criterion det(QTD + P)< 0 was shown in [8] to be sufficient (but not 
necessary) for a dc operating point to be unstable. Any operating point that is 
not unstable is said to be "'potentially stable." In this case, by definition, there 
must exist some set of capacitor values that will result in all roots of (3) having 
negative real parts. 
The k th coefficient of the characteristic polynomial in (3) is made up of 
the sum of (~/ terms, each of which is multiplied by the product of k 
different capacitor values. If each of these {~ } terms can be shown to be 
\ / 
positive, then there is guaranteed [10, 11] to be a set of capacitor values that 
results in all the zeros of the characteristic polynomial (3) having negative real 
parts. We take it as our task, therefore, to obtain a useful criterion for 
ensuring the positivity of all coefficients of the polynomial in (3). 
Clearly, the highest-order term of the polynomial in (3) is given by 
s" det(QK), and the lowest-order term is the constant det(QTD + P). Each 
of the other terms has the form skpk, where Pk is the summation of products 
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FIG. 2. Electrical circuit of Fig. 1 linearized at a given operating point. 
of various capacitor values c~ and the determinants of matrices M 
~'(Q, [QTD + e]). According to item (ii) of Theorem 1, if we can establish 
that (Q, [QTD + P]) ~ ~0 for every diagonal matrix D > 0, then all M 
~(Q, [QTD + e]) will have nonnegative determinants, or else all will have 
nonpositive determinants. (There is an arbitrariness in the Pv = Qi + c 
characterization f the linear resistive n-port such that, given any such 
characterization, the multiplication of P, Q, and c by any nonsingular matrix 
R leaves the linear n-port's v-versus-i relationship invariant while, however, 
reversing the sign ofdet M for all M ~ ~'(RP, RQ) ifdet R < 0.) We shall 
next derive a criterion for ensuring that (Q, [QTD + e]) ~ ~0 for every 
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diagonal matrix D > 0; subsequently we shall describe a procedure for 
defining the matrices P, p such that (Q, [QTD + el) ~ ~o implies that 
det M >t 0 for all M ~ ~'(Q, [QTD + P]). In Section 6 we shall then deal 
with the issue of ensuring that the nonnegative polynomial coefficients in (3) 
are in fact positive. 
5. GENERALIZATION OF SANDBERG'S RESULT 
Two definitions from [9] provide the starting point for our development. 
DEFINITION. Let 5r(T) denote the set of all matrices M such that 
M=M l~ ' ' '~Mp with 
Mk = ^,k) 
in which 0 < 8] k' ~< a~ k' if a) k' > 0, and 8~ k) = 0 if a) k' = 0, for all j = 1, 
2and  k = 1,2 . . . . .  p. 
DEFINITION. Let ~0(T) denote the set of 2 2p matrices M such that 
M=M 15. . '$Mp with 
[ _ 1 - 812(k) ] 
M k = 8~k) 
and 
8) k )=a j  k) or 8/(k)=O 
for all j = 1, 2, and k == 1, 2 . . . . .  p. 
We now prove a theorem that generalizes various equivalent statements 
regarding P0 matrices given in Theorem 5 of [9]. 
THEOaEM 2. The following btatements are equivalent: 
(i) (QM, P) ~ 3r o for all M ~ ~(T). 
(ii) (Q[T + D], P) ~ ~r o for every diagonal matrix D >10. 
(iii) (Q[T + D], P) ~ ~o for every diagonal matrix D > O. 
(iv) (QM, P) ~ 7f  o for all M ~ Jo(T). 
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Proof. (i) and (ii) are equivalent: According to Theorem 1, (Q[T + 
D], P) ~ ~0 for every diagonal matrix D >i 0 if and only if det(Q[T + D]A 
+ P) # 0 for every diagonal matrix D >/0 and every diagonal matrix A > 0. 
Let T O = (T + D)(I + D) -1. Then (ii) is equivalent to det(QTo[ I + D]A + 
P) ~ 0 for every diagonal matrix D >/0 and every diagonal matrix A > 0. 
That is, (ii) is equivalent to (QT D, P) ~ 7f  o for every diagonal matrix D >~ 0. 
But it is evident that each M ~ o~(T) corresponds to some such matrix To, 
and vice versa. 
Clearly (ii) implies (iii). We now show that (iii) implies (ii). Suppose 
(Q[T + D], P )~ ~fo for some diagonal matrix D >t 0. Then there exists 
T o = (T + D)(I + D) -1 ~ 3"(T) such that (QT D, P) ~ ~fo. But since it is 
proved in Corollary 1 of [12] that at least one matrix M ~ ~(QT o, P) is 
nonsingular, it follows that there exist M and 1U in ~(QTD, P) having 
determinants of opposite sign. Clearly, therefore, for sufficiently small • > 0 
there exist M, M ~ ~(QTD+,t, P) having determinants of opposite sign. 
That is, there exists • > 0 such that (Q[T + D + eI], P) ~ ~;¢r o. But each 
diagonal element of D + •I  is positive; hence (iii) is false. 
(i) and (iv) are equivalent: Since Corollary 1 of [12] establishes that there 
exists nonsingular R ~ ~(QM, P) for all M ~ J (T )  and all M ~ ~00(T), the 
equivalence of (i) and (iv) is simply a consequence of the fact that for each 
R ~ ~'(QM, P), the following mapping in which the 8f k) variables of M 
J (T )  have been replaced by the variables xi: 
det R( x 1, x 2 . . . . .  x,):S" ~ R 
has no local extrema in the interior of the set S" = [0, a~ 1)] x [0, aL 1)] 
× .." × [0, aLP)], except in those cases where det R is constant. To show this 
we first observe that there exist R ~ ~'(QM, P) such that det R = constant: 
R = P, for example. Clearly, when det R depends on x k the dependence is
linear. That is, det R = R + x k R, where R and R can vary with other xj but 
not x k. Thus, the matrix of second partial derivatives 0 z det R/Ox t Oxj will 
always have the structure 
0 r12 ""  r ln  
r21 0 ""  r2n 
rn -  1,n 
r,1 ..- r , . ,_  1 0 
Since r~j = rji, neither this matrix nor its negative can be positive semidefi- 
nite except in the trivial case when all r~j = 0. Thus, since the positive or 
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negative semidefiniteness of ~ det R/tgx taxj, at a critical point, is well 
known to be a necessary condition for the existence of a local extremum for 
det R in the interior of S" (see, for example, [13, p. 62]), it follows that the 
maximum and minimum values of det R, on S", must occur on the boundary 
of S". Since the same reasoning can be applied successively to points in the 
interior of any lower-dimensional f ce of the boundary, it is evident hat the 
maximum and minimum values of det R, on S n, must occur at the comers, 
that is, in the set C" = {x: x I ~ {0, a~l)}, x 2 ~ {0, a~ 1)} . . . . .  x, ~ {0, az~P)}}. 
Clearly, therefore, det R ~> 0 (~< 0) for all x ~ S" if and only if det R t> 0 
(~< 0) for all x ~ C". • 
One immediate consequence of this theorem, by using a continuity 
argument, is that it is impossible to have M ~ oq(T) and M ~ J (T )  such that 
det/~ ~> 0 for all R~' (Q~I ,P )  
and 
det/~ ~< 0 for all /~ ~ ~'(Q?~, e). 
Therefore, we observe that if det R t> 0 for all R ~ W(QM, P), for some 
M~J00(T), then detR>10 (rather than ~<0) must apply when R 
~'(QM, P) for all M ~ Jo(T). 
Notice that items (ii) and (iii) of Theorem 2 can easily be reformulated to
provide additional equivalent statements. For example, since (Q[T + D], P) 
~0 is equivalent to det(Q[T + D]A + P) ~: 0 for every diagonal matrix 
A > 0, we need only replace D by Da, and replace A by A(I + Db) -1 to 
obtain the equivalent statement 
(Q[T + Da], V[I + Db] ) ~0"  
Similarly, choosing D = Da + D~ A-l  leads to the equivalent statement 
(Q[T + Da], QD b + P) ~ ~go. 
As in (ii) and (iii), we could append to each of these new statements either 
the condition "'for every diagonal matrix D a >/0 and for every diagonal 
matrix D b t> 0" or the condition "for every diagonal matrix D a > 0 and for 
every diagonal matrix D b > 0." 
Notice that Theorem 2 would still hold if the definition of AT)  were 
changed to include a slightly broader class of matrices, namely those with 
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0 ~< 8[ k) ~< otj (k) for all a~k) ~ [0, 1). That is, we might also allow 8[ k) = 0 
when'the corresponding o~ k) is positive. (For consistency, we have chosen to 
keep the definition of J (T )  the same as that given in [9].) That statement (1) 
of Theorem 2 is equivalent to a statement (1') which would read the same 
but which would employ the modified definition of g'(T) is obvious if we 
consider, for example, property (ii) of Theorem 1 and recognize that the 
various determinants det N will vary continuously with each 8i (k> ~ [0, ¢¢~k)]. 
Notice that item (iv) of Theorem 2 implies that (Q, P) ~ ~0. Since the 
pair of matrices (P, Q) characterizes a passive resistive n-port, this is not a 
new revelation; they must in fact be a "passive pair" [14, p. 174], which is a 
special case of a 7f  0 pair in the same sense that positive semidefinite matrices 
are special cases of P0 matrices. We now describe a procedure (employed in 
[8] and [11]) for choosing the matrices P and Q that characterize the resistive 
n-port of Fig. 2 such that all M ~ ~'(P, Q) will have det M >1 0 (rather than 
all having det M ~< 0). This choice also ensures that whenever (Q, [QTD + 
P]) ~ ~0 then det M >i 0 for all M E ~(Q, [QTD + P]). We first describe 
the linear n-port N' of Fig. 2 by v = Qi'; that is, due to the presence of the 
conductances d 1 . . . . .  d, it necessarily follows [15] that an impedance matrix 
Q exists for N' regardless of the internal specifics of the resistive n-port N. 
Since Q is positive semidefinite det Q >/0. The relation between the vectors 
i' and i is i' = i + Dv, where D = diag[d 1 . . . . .  d,]. Substituting this ex- 
pression for i' into the impedance matrix characterization yields Pv = Qi, 
where e = I , -  QD. These are the desired matrices P and Q, and we 
henceforth assume that these are the matrices P and Q appearing in (2) and 
(3). 
The  relevance of Theorem 2 to our goal of establishing a criterion for 
ensuring that (Q, [QTD + P]) E ~0 for every diagonal matrix D > 0 is that 
this statement is easily shown to be equivalent o item (iii) of Theorem 2. 
Using Theorem 1 we need to show that det(QK + QTD + P) ~ 0 for every 
diagonal matrix K > 0 and every diagonal matrix D > 0. But this can be 
rewritten as 
det(Q[T + a lo  + e ) ,  0 
for every diagonal matrix A > 0 and every diagonal matrix D > 0. Obviously, 
this is equivalent to item (iii) of Theorem 2. 
6. ENSURING POSITIVITY OF COEFFICIENTS 
In the event that a transistor circuit can be described by (2) with 
det Q ~ 0 we then have a circuit for which the matrix G = Q-1p exists and 
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hence, one for which the simpler characterization (1) suffices. In this case 
Theorem 5 of [9], which our Theorem 2 generalizes, can easily show that 
M-IG ~ Po for all M ~ AT)  implies that TD + G ~ Po for every diagonal 
matrix D > 0. This immediately establishes that the coefficients of the 
polynomial (3), which now takes the form det(sK + [TD + G]), are all 
nonnegative, since these coefficients are just various sums of the principal 
minors of TD + G, all multiplied by various elements of the diagonal K 
matrix. A stronger implication actually follows, however: If TD + G ~ Po for 
every diagonal matrix D > 0 then, in fact, TD + G ~ P (i.e., all principal 
minors are positive [2]) for every diagonal matrix D > 0. To see that this is 
true, let det([TD + G] w) denote an arbitrary principal minor of TD + G. 
(Here w is a set of indices in {1 . . . . .  n} specifying the rows and columns of a 
matrix A that are deleted to form a principal submatrix Aw.) Then, if 
det([TD + G]~) = 0, it would follow from the diagonal structure of D that 
det(TwD w + G~) = 0, and hence det T w det(TwlGw + D w) = 0. Since 
det T w > 0, the resulting implication that det(TwlGw + D w) = 0 is equiva- 
lent to the statement that T~ 1G w ~ Po. But this is a contradiction, in that 
Tw 1Gw ~ eo for all w is shown to be true in Theorem 5 of [9]. 
Turning now to the more general situation, it happens that we can have 
singular M ~ ~(Q, [QTD + P]) and hence it is quite possible for coefficients 
of the polynomial in (3) to be zero. The coefficient of the leading term 
s"det(QK), for example, will certainly be zero whenever Q is singular. 
However, as discussed in the Appendix of [8], this vanishing leading coeffi- 
cient simply implies that the transistor circuit at issue has a topological 
structure in which various capacitor branches form a loop and hence their 
voltages are not all independent, and therefore the dynamic system is actually 
described by a lower-degree characteristic polynomial with its highest-order 
coefficient positive. More generally, any M ~ ~(Q, [QTD + e]) which is 
constructed using columns taken from Q that are not linearly independent 
will have det M = 0. 
Several facts concerning the pair of matrices (P, Q) now become quite 
relevant. Our discussion will involve the following lemma. 
LEMMA. Let Q, P, and T be given such that the statements ofTheorem 
2 hold. Given a nonsingular R ~ ~'(Q, e), then for all diagonal D > 0 the 
corresponding R ~ ~'( Q, [ QTD + e]) is also nonsingular. 
Proof. Let the diagonal matrix L3 > 0 be chosen such that det(Q/3 + 
P)(I-Idk)-~ = det R. This requires choosing d k large enough for those 
columns of R that are taken from Q and d k small otherwise. The symbol 
1-ld k denotes the product of the large d k unless R = P, in which case it 
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denotes 1. Let A = 8I, and observe that as 8 > 0 becomes large, Q(T + 
A)(I + A) -1 ~ p. Let D = (I  + A)-X/~, and K = DA = [8/(1 + 8)1/9. 
Then 
det(QK + [QTD + P])  
= det(QAD + QTD + P) 
= det[Q(T + A) ( I  + A) -x ( I  + A)D + P] 
= det[Q(T + A) ( I  + A) -1/~ + P] -~ det(Q/~ + P) 
= det R • (1-ldk), for large 8. 
Thus, the corresponding matrix /~ ~ ~(Q, [QTD + P]) is nonsingular for 
this choice of D. Now consider det/~(D) as the diagonal elements of D vary 
over the positive cone R~_{x ~ R" : x k > 0 for k - 1 . . . . .  n}. In a manner 
similar to that used in the proof of Theorem 2, this nonnegative (since we 
have already verified that the lemma's hypotheses ensure that (Q, [QTD + 
P]) ~ ~r 0) function must always be positive, since it cannot have a local 
minimum for any diagonal matrix D > 0 unless det / t (D)  -= 0. • 
Since, as mentioned previously, the pair of n × n matrices (P, Q) de- 
scribes an n-port network containing only resistors, it is a passive pair, 
implying that (P, Q) ~ ~0. Therefore: 
(1) Among the matrices M ~ ~'(P, Q) there will always exist at least 
one nonsingular M. 
(2) Let H = M-1 N, where (M, N) is a complementary pair taken from 
~(P,  Q) with M nonsingular. Thus, each nonsingular M ~ ~'(e, Q) corre- 
sponds to a different "hybrid matrix" characterization y = Hx of the n-port. 
(Both vectors x and y are "hybrids," in that their components consist of a 
mixture of current and voltage variables.) 
(3) The graph of the resistive n-port, where each branch corresponds to 
either a resistor or a port, can be used to determine easily which hybrid 
matrices exist [15]. 
(4) More specifically, for every tree of the graph, those port branches in 
the tree correspond to columns of Q that can be present in a nonsingular M, 
and those in the links correspond to columns of P in the same nonsingular 
M. 
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(5) It is well known [16, p. 136] that, given any graph, if a set of 
branches S' does not contain a loop, and i fa disjoint set S" does not contain 
a cut set, then there exists a tree whose tree branches contain S' and whose 
links contain S". 
(6) Therefore, it is evident that whenever there exists a nonsingular 
M ~ ~(P,  Q) with m 1 columns taken from Q, and a nonsingular N 
~(P,  Q) with m 2 > m 1 + 1 columns taken from Q, then there exists a 
nonsingular R ~ ~(P,  Q) with m a columns taken from Q, where m 1 < m 3 
< m z. This is a direct implication of the fact that whenever m 3 port branches 
cannot be present in a tree (cut set) of a given graph, then certainly m 3 + 1 
port branches cannot be present in a tree (cut set) of the same graph. 
(7) This leads us to the conclusion that, in general, the matrices M 
~'(P, Q) for which det M ~ 0 will correspond to those having a total of m k 
columns taken from Q, where suitable m k will form a consecutive sequence: 
mx, m 1 + 1 . . . . .  m t - -  1 ,  m t. 
(8) Circuits for which m t < n are ones, in the context of our problem, 
for which certain capacitor loops exist, thereby reducing the order of the 
characteristic polynomial; cases in which m 1 > 0 correspond to the existence 
of capacitor cut sets, which would specify that s = 0 (dc) is a natural 
frequency. 
(9) As stated in the above lemma, whenever some R ~ ~(Q, P) is 
nonsingular, the corresponding R ~ ~'(Q, [QTD + P]) is also nonsingular. 
(10) Therefore, we arrive at the most important implication: that, even in 
the special situations where singular M ~ ~(Q, [QTD + e]) exist, the 
nonzero (and therefore positive) coefficients of the characteristic polynomial 
of (3) all appear in an uninterrupted sequence, and this is exactly what is 
required [10] to allow the system's tabilization through a proper choice of 
capacitor values (i.e., the choice of the positive diagonal elements of the 
diagonal matrix K). 
(11) We also make the observation that, due to the presence of a 
linearized transistor-model diode conductance d k appearing in parallel with 
each capacitor c k (see Fig. 2), it is actually impossible to construct an example 
circuit having s = 0 (dc) as a natural frequency. This fact can also be inferred 
directly from (3) by recognizing that (QT, P) ~ 7 f  o implies that the polyno- 
mial's lowest-order coefficient det(QTD + P) is nonzero. 
These observations, along with the above lemma and Theorem 2, estab- 
lish the following theorem, which is our main result. 
THEOREM 3. Whenever a transistor circuit is described by (2), if 
(QM, P) ~ 7//" o for all M ~ J (T )  or, equivalently, for all M ~ J0(T), then 
the circuit's unique dc operating point is potentially stable. 
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We have derived a new criterion, expressed in Theorem 3, for establishing 
that a transistor circuit has a potentially stable de operating point. This 
stability criterion is sharper than the topological stability criterion given in [8], 
because all circuits satisfying that requirement ( hat there exist no "feedback 
structures") are known to necessarily satisfy (QT, P) ~ ~o for all T. That is, 
(k) they satisfy (QT, P) ~ ~o, while all aj values are permitted to vary over 
the entire interval [0, 2). In the case of our present result we only require 
(QT, P) ~ 7f  o while the nonnegative a fk) values vary below some given 
nominal values. Many transistor circuits with unique dc operating points 
possess this property; in fact all transistor circuits require that "enough" 
transistor current gains a jk) be made sufficiently large if the circuit is to 
acquire multiple operating points [7, 17]. It is known, however, that there 
exist transistor circuits for which (QT, P) ~ 7f o but (QM, P) q~ ~fo for some 
M ~9'(T).  This happens to require the circuit to contain at least three 
transistors, and a three-transistor example is given in [18]. Moreover, Theo- 
rem 3 also establishes that (QM, P) ~ 7f  o for all M ~ ~00(T) is a sufficient 
condition for ensuring that the transistor circuit's unique dc operating point is 
potentially stable. This stability criterion involves a finite number of inequali- 
ties that must be tested and it might, therefore, be the basis for developing a
practical algorithm for verifying an operating point's potential stability. 
It is not presently known how broad the class of potentially stable dc 
operating points is for transistor circuits. Certainly many unstable operating 
points exist. Whenever a circuit has multiple operating points, approximately 
half, or more, are known to be unstable [19]. It does not seem unreasonable 
to conjecture that whenever a transistor circuit possesses a unique dc 
operating point it is potentially stable. This, however, has not been estab- 
lished. 
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