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Sommario
Il presente lavoro si occupa dello studio di una particolare applicazione di una
teoria di campo a temperatura finita per sistemi fuori equilibrio.
La prima parte si occupa di definire gli strumenti matematici necessari, in-
troducendo il concetto di quantum graph e un’algebra generata da operatori di
creazione e distruzione. Seguira` la scelta della rappresentazione e la costruzio-
ne degli stati corrispondenti. Le osservabili saranno poi esplicitamente derivate
e ne saranno calcolati i valori di aspettazione su stati stazionari fuori equili-
brio, una volta assegnata la dinamica al sistema. Introducendo una simmetria
U(N), saranno costruiti stati di Gibbs generalizzati, estesi poi al caso fuori
equilibrio.
La seconda parte si occupa di applicare gli strumenti formali, preceden-
temente introdotti, all’analisi del rendimento termoelettrico associato a un
quantum graph a due rami. Lo studio, condotto inizialmente alla risposta li-
neare, sara` esteso a livello non perturbativo, ottenendo un’espressione esat-
ta e analitica per il rendimento. Un’opportuna modifica alla dinamica si ri-
velera` fondamentale per il miglioramento dell’efficienza di una giunzione di
Schro¨dinger.
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Introduzione
Lo studio dei sistemi termodinamici fonda i suoi principi sui concetti di
entropia e reversibilita`. Una trasformazione termodinamica tra due stati del-
lo stesso sistema e` detta reversibile se avviene attraverso stati di equilibrio e
in assenza di forze dissipative, in modo tale da poter essere invertita in ogni
momento attraverso una variazione arbitrariamente piccola delle condizioni
esterne che la determinano.
Dall’analisi dei processi reversibili segue naturalmente il concetto di rendi-
mento ad essi associato, come rapporto tra la potenza erogata nella trasfor-
mazione e il flusso di calore assorbito. Esso trova la sua massima espressione
nel teorema di Carnot, per cui tutte le macchine reversibili che operano tra le
stesse sorgenti a fissate temperature hanno lo stesso valore del rendimento ηC ,
che rappresenta un limite superiore invalicabile: qualsiasi altra macchina non
puo` avere un rendimento maggiore.
In realta`, i processi termodinamici reversibili sono astrazioni dei processi
reali, che sono sempre irreversibili. Un modello piu` realistico di trasformazione,
che abbia lo scopo di riprodurre piu` verosimilmente i processi che effettiva-
mente si manifestano in natura, per i quali d’altra parte si ottengono valori del
rendimento ben lontani dal limite di Carnot, non puo` prescindere dal concetto
di irreversibilita`. A tale proposito, nel 1975 F. L. Curzon e B. Ahlborn propo-
sero una versione modificata della macchina termica reversibile di Carnot: la
loro macchina era costruita in modo tale che ogni parte lavorasse idealmente e
reversibilmente, ma coinvolgendo meccanismi irreversibili lineari e a conduci-
bilita` termica finita per il trasferimento di calore tra le sorgenti e la macchina
di Carnot. Cos`ı facendo, dimostrarono che il sacrificio della reversibilita` com-
portava un abbassamento, rispetto a quello di Carnot, del limite superiore del
rendimento alla massima potenza, associato a un tale dispositivo.
I concetti classici di irreversibilita` termodinamica e aumento dell’entropia,
che sono connessi alla possibilita` di individuare una direzione privilegiata nel
tempo, trovano una controparte e un collegamento nella meccanica quantisti-
ca nell’operatore antiunitario di simmetria del time-reversal. Risulta quindi
interessante cercare di capire come si traducono nel formalismo quantistico gli
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aspetti precedentemente introdotti.
Il presente lavoro di tesi si occupa appunto dello studio del rendimento as-
sociato a sistemi quantistici fuori equilibrio, sul modello di un quantum graph a
un vertice, cioe` di un dispositivo costruito connettendo insieme fili unidimen-
sionali, ciascuno dei quali collega un bagno termico al solo vertice presente,
nel quale si assume localizzata tutta l’interazione, descritta in termini di una
matrice di scattering S.
L’approccio adottato si basa sull’introduzione di un’algebra astratta, ge-
nerata da operatori di creazione e distruzione, i cui commutatori coinvolgono
anche la matrice di scattering. Un tale approccio mostra il suo valore nella
versatilita` con cui l’algebra puo` essere impiegata nelle molteplici situazioni,
una volta costruita l’opportuna rappresentazione. Avendo in mente l’analisi
del rendimento associato a quantum graphs, risulta naturale costruire stati
stazionari fuori equilibrio e le corrispondenti rappresentazioni dell’algebra. In
particolare, si costruiranno le generalizzazioni della rappresentazione e dello
stato di Gibbs, e le loro controparti per sistemi fuori equilibrio, introducendo
una simmetria U(N) sul quantum graph e campi a N componenti.
L’ultimo ingrediente che occorre, prima di poter ricavare le correnti e le
funzioni di correlazione come valori di aspettazione delle osservabili astratte
sugli stati, e` la dinamica da associare al sistema, con le opportune condizioni al
vertice: si studiera` nel dettaglio il caso in cui i campi, introdotti in termini dei
generatori dell’algebra e costruiti in modo da rispettare le condizioni al contor-
no, soddisfano l’equazione di Schro¨dinger. Risultera` evidente che la simmetria
di time-reversal e` soddisfatta dalle condizioni al vertice solo se la matrice di
scattering S e` simmetrica. In realta`, il formalismo della teoria di campo con-
sente di studiare un meccanismo nuovo rispetto a quelli che caratterizzano i
sistemi della meccanica quantistica con un numero finito di gradi di liberta`:
la rottura spontanea di simmetria. Infatti, sara` mostrato che il time-reversal e`
rotto spontaneamente sugli stati fuori equilibrio.
Le correnti cos`ı ottenute possono dunque essere impiegate nella costruzio-
ne del rendimento, con particolare attenzione allo studio del regime a potenza
massima, la` dove e` possibile fare un confronto con il limite di Curzon-Ahlborn.
L’obbiettivo della seconda parte del presente lavoro di tesi consiste appunto
nella ricerca di meccanismi per i quali tale limite e` superato, con la costruzione
di esempi espliciti. L’analisi del rendimento, che generalmente viene condotta
nel regime della risposta lineare, sara` qui estesa a livello esatto per un quantum
graph a due rami. La condizione, che il sistema dovra` soddisfare e che e` memo-
ria della natura termodinamica del rendimento, riguarda la non-decrescenza
della funzione entropia.
Si mostrera` poi che l’introduzione di un termine lagrangiano aggiuntivo,
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proporzionale alle temperature dei rami del quantum graph, consente il supe-
ramento del limite di Curzon-Ahlborn, sia a livello perturbativo sia a livello
esatto.
La strategia di indagine appena descritta, che costituisce la base per un’in-
teressante analisi teorica di oggetti matematici come i quantum graphs, e` d’al-
tra parte giustificata dai recenti sviluppi nell’ambito delle nanotecnologie, che
rendono possibile la realizzazione di nanotubi in carbonio e semiconduttori,
per i quali lo studio del rendimento non e` sicuramente privo di interesse.
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xii
Capitolo 1
Sistemi quantistici su grafi a
stella
A livello teorico, gli aspetti matematici e fisici, che emergono dallo studio
dei cosiddetti quantum wires, strutture unidimensionali le cui proprieta` di tra-
sporto sono influenzate da effetti quantistici, rappresentano punti di notevole
interesse. D’altra parte, i recenti sviluppi nell’ambito delle nanotecnologie, che
consentono di riprodurre in laboratorio tali sistemi, e le recenti realizzazioni
sperimentali, che riguardano ad esempio nanotubi in carbonio e semicondut-
tori, incrementano l’attenzione ad essi rivolta e richiamano gli interessi di altri
indirizzi di ricerca, ad esempio della chimica e dell’ingegneria.
Piu` quantum wires possono essere impiegati per costruire strutture piu` com-
plesse, che prendono il nome di quantum graphs: essi si ottengono connettendo
insieme piu` fili tramite vertici, sui quali si assume localizzata l’interazione,
descritta in termini di una matrice di scattering. Nel seguito limiteremo l’at-
tenzione ai cosiddetti star graphs, cioe` a quantum graphs dotati di un solo
vertice V , dal quale si dirama un certo numero di fili infiniti. Il sistema fisico
che nel seguito sara` oggetto di studio e` schematizzato in termini di una giun-
zione a quantum wires, ossia di uno star graph Γ con n rami Ei, ciascuno dei
quali e` connesso a un bagno termico. A tale proposito, si faccia riferimento alla
figura 1.1 piu` avanti. Per una piu` formale introduzione ai quantum graphs si
rimanda all’Appendice A.
Nel paragrafo che segue si riportano rapidi cenni volti a inquadrare il pro-
blema a livello generale, enfatizzando l’importanza che lo studio dell’algebra,
la costruzione di rappresentazioni e la formulazione di una teoria di campo
ricoprono nell’ambito dei quantum graphs e nel calcolo delle osservabili per
sistemi fuori equilibrio, che saranno poi impiegate per successive applicazioni.
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1.1. Un quadro generale: algebra e rappresentazioni
1.1 Un quadro generale: algebra e rappresen-
tazioni
L’idea fondamentale, a partire dalla quale si snoda e si sviluppa l’intera
trattazione in merito a sistemi quantistici su star graphs, si basa su uno studio
inizialmente formale del problema e sull’introduzione di un’algebra astratta,
generata da certi operatori {ai(k), a∗i (k) : k ∈ R, i = 1, ..., n}, che soddisfa-
no opportune regole di commutazione, e dipendente da una certa matrice di
scattering S(k), la quale codifica l’informazione sull’interazione, localizzata nel
vertice del grafo.
La potenza di un tale formalismo astratto sta nel fatto che esistono, in
linea di principio, infinite rappresentazioni della stessa algebra e la costruzione
dello stato, che avviene nel modo standard [12], e` dettata dalla natura fisica
del sistema e dipende dalle caratteristiche del problema in esame.
In letteratura, si veda ad esempio [9], si trovano ampi e approfonditi studi
volti all’introduzione della cosiddetta algebra di riflessione-trasmissione (RT),
applicata allo studio di star graphs. Una volta introdotta l’algebra, e` possibile
costruire, ad esempio, la sua rappresentazione di Fock, nella quale generatori
di riflessione e trasmissione, che si aggiungono agli operatori di creazione e
annichilazione di singola particella, hanno valori di aspettazione sul vuoto non
nulli per la presenza del vertice di interazione.
Un possibile ulteriore passo consiste nell’operare una generalizzazione in
due diverse direzioni [10]: da un lato e` possibile studiare un’estensione della
teoria di campo quantistica con impurita` a spazi (s+ 1) + 1-dimensionali (con
s 6= 0), dall’altro e` possibile estendere la teoria a sistemi a temperature finite,
introducendo l’opportuna rappresentazione della stessa algebra. Il modo piu`
naturale per implementare quest’ultima generalizzazione consiste nella sostitu-
zione del vuoto di Fock, utilizzato nella teoria dello scattering, con uno stato
di Gibbs (di equilibrio) alla temperatura (inversa) β [10]. Tutti gli studi al
riguardo manifestano la fondamentale caratteristica dell’algebra, cos`ı costrui-
ta, di essere uno strumento universale per una procedura di quantizzazione in
presenza di impurita` [2].
Un altro ulteriore possibile sviluppo, che rappresenta il punto di partenza
della presente trattazione e che e` oggetto di studio della referenza [1], consiste
nella costruzione di stati stazionari fuori equilibrio (NESS: Non-Equilibrium
Steady States) per campi quantistici su star graphs. Essi sono chiamati stati
LB, in quanto hanno la proprieta` di riprodurre le espressioni ottenute in un
altro contesto da Landauer e Bu¨ttiker. Tali stati stazionari sono parametriz-
zati in termini della temperatura e del potenziale chimico, associati a ciascun
estremo del ramo che compone il grafo a un vertice. Da qui si dirama tutta
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una serie di risultati [1], legati ad esempio allo studio della rottura spontanea
del time-reversal e delle proprieta` di trasporto delle giunzioni di Schro¨dinger
e Dirac. Come si vedra` piu` avanti, il calcolo delle proprieta` di trasporto della
corrente e del flusso di energia, una volta introdotta la dinamica, saranno i
punti di partenza per lo studio del rendimento associato a fili quantistici.
Questo e` solo un rapido excursus e un breve elenco di esempi sulla versatilita`
del metodo basato sull’introduzione di un’algebra astratta e sulla costruzione
delle sue rappresentazioni.
1.2 Introduzione dell’algebra
In figura 1.1 si riporta il grafo a stella Γ, come modello di una quantum wire
junction con n rami Ei, ciascuno dei quali e` connesso con un bagno termico
a temperatura (inversa) βi e potenziale chimico µi, che in linea di principio
possono essere grandezze tutte diverse al variare di i. Si assumano fili infiniti
e sia S(k) la matrice di scattering, che descrive l’interazione localizzata nel
vertice V . Il sistema risulta essere fuori equilibrio se la matrice S(k) ammette
almeno un coefficiente di trasmissione non banale.
S(k) Vβi,µi
β1,µ1
β2,µ2
βn,µn
E1
E2
Ei
En
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Figura 1.1: Schema del grafo a stella Γ a n rami, connessi all’infinito con bagni
termici alle temperature (inverse) βi e potenziali chimici µi. S(k) e` la matrice
di scattering e V il vertice di interazione.
Come discusso nel paragrafo precedente, prima di passare agli stati, e` ne-
cessario introdurre l’algebra, della quale poi si studieranno alcune rappresen-
tazioni.
Si introduca l’algebraA±, generata dagli operatori {ai(k), a∗i (k) : k ∈ R, i =
3
1.3. Rappresentazioni e stati
1, ..., n}, che soddisfano le regole di (anti-)commutazione
[ai(k), aj(p)]± = [a∗i (k), a
∗
j(p)]± = 0 , (1.1)
[ai(k), a
∗
j(p)]± = 2pi[δ(k − p)δij + Sij(k)δ(k + p)], (1.2)
e i vincoli
ai(k) =
n∑
j=1
Sij(k)aj(−k), a∗i (k) =
n∑
j=1
a∗j(−k)Sji(−k), (1.3)
dove il doppio segno ± si riferisce alle statistiche di Fermi-Dirac e Bose-
Einstein, rispettivamente. Per la matrice S(k) si assuma unitarieta`
S(k)S(k)∗ = I (1.4)
e hermiticita` analitica
S(k)∗ = S(−k), (1.5)
dove si e` indicato con ∗ il coniugato hermitiano in A±. Da (1.4) e (1.5) segue
S(k)S(−k) = I, (1.6)
che garantisce la consistenza delle relazioni (1.3).
Si osservi che, con le orientazioni fissate come in figura 1.1, sia l’onda ri-
flessa sia l’onda trasmessa hanno lo stesso verso dei rami del grafo: questo
giustifica la presenza della delta δ(k + p) a moltiplicare le ampiezze di rifles-
sione e trasmissione nella (1.2).
L’algebra cos`ı introdotta costituisce una versione semplificata dell’algebra
di riflessione-trasmissione [10], cui accennato nel precedente paragrafo.
Nel seguito, la` dove la situazione fisica lo richieda, si rendera` necessario
considerare piu` copie della stessa algebra A± o estenderla per tener conto di
gradi di liberta` aggiuntivi, come nel caso di una giunzione con stati legati. Tali
modifiche all’algebra saranno di volta in volta specificate e giustificate alla luce
del problema in esame.
1.3 Rappresentazioni e stati
Ancora una volta, si evidenzi il fatto che la costruzione degli stati a partire
da un’algebra astratta e` un metodo universale, che si puo` applicare ad un’e-
norme varieta` di sistemi.
Lo scopo di questo paragrafo consiste nella costruzione degli stati della teo-
ria e nello studio delle rappresentazioni dell’algebra, con l’obbiettivo di estrarre
da essa concrete informazioni fisiche.
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1.3.1 Rappresentazione di Fock F(A±)
Com’e` ben noto, il calcolo di un correlatore della forma
〈
M∏
m=1
aim(kim)
N∏
n=1
a∗jn(pjn)〉 (1.7)
puo` essere risolto per iterazione tramite
〈
M∏
m=1
aim(kim)
N∏
n=1
a∗jn(pjn)〉 =
δMN
M∑
m=1
〈ai1(ki1)a∗jm(pjm)〉〈
M∏
m=2
aim(kim)
N∏
n=1
n 6=m
a∗jn(pjn)〉, (1.8)
quindi, e` sufficiente ridursi al calcolo della funzione di correlazione a due punti.
Usando il fatto che ai(k) annichila il fuoto di Fock e usando le regole di (anti-)
commutazione (1.2), in F(A±) si ottiene:
〈a∗j(p)ai(k)〉 = 0, (1.9)
〈ai(k)a∗j(p)〉 = 2pi[δ(k − p)δij + Sij(k)δ(k + p)]. (1.10)
Un’analisi piu` dettagliata puo` essere trovata in [8].
1.3.2 Rappresentazione di Gibbs G(A±)
Per la costruzione dello stato di Gibbs si consideri l’operatore K ∈ A± [10]:
K = β(H − µN), (1.11)
dove
N =
n∑
i=1
∫ 0
−∞
dk
2pi
a∗i (k)ai(k) (1.12)
e
H =
n∑
i=1
∫ 0
−∞
dk
2pi
ω(k)a∗i (k)ai(k) =
1
2
n∑
i=1
∫ +∞
−∞
dk
2pi
ω(k)a∗i (k)ai(k), (1.13)
avendo usato le (1.3) e l’unitarieta` della matrice S(k), e avendo indicato con
ω(k) la relazione di dispersione, tale che ω(−k) = ω(k). A questo punto e`
sufficiente usare l’identita`
e−Ka∗i (k) = e
−β[ω(k)−µ]a∗i (k)e
−K , (1.14)
5
1.3. Rappresentazioni e stati
che si dimostra facilmente scrivendo l’esponenziale di sinistra come serie infi-
nita e utilizzando le (1.2)-(1.3):
e−Ka∗i (k) =
+∞∑
m=0
(−β)m
m!
{
n∑
i1=1
1
2
∫ +∞
−∞
dk1
2pi
[ω(k1)− µ] a∗i1(k1)ai1(k1)
}
...
...
{
n∑
im=1
1
2
∫ +∞
−∞
dkm
2pi
[ω(km)− µ] a∗im(km)aim(km)
}
a∗i (k) =
=
+∞∑
m=0
(−β)m
m!
{
n∑
i1=1
1
2
∫ +∞
−∞
dk1
2pi
[ω(k1)− µ] a∗i1(k1)ai1(k1)
}
...
... a∗i (k)
{
n∑
im=1
1
2
∫ +∞
−∞
dkm
2pi
[ω(km)− µ] a∗im(km)aim(km) + [ω(k)− µ]
}
=
= a∗i (k)
+∞∑
m=0
(−β)m
m!
{H − µN + [ω(k)− µ]}m (1.15)
da cui segue direttamente la (1.14). Se per ogni polinomio P su A± si scrive
(ΩG,P(a
∗
i (ki), aj(pj))ΩG) ≡
〈P(a∗i (ki), aj(pj))〉G =
Tr
[
e−KP(a∗i (ki), aj(pj))
]
Tr [e−K ]
, (1.16)
dove Tr indica la traccia, e se si inserisce la (1.14) nella (1.16), si ottiene
un’equazione per 〈a∗j(p), ai(k)〉G, il cui risultato si esprime nel modo seguente:
〈a∗j(p)ai(k)〉G = 2pi
e−β[ω(k)−µ]
1± e−β[ω(k)−µ] δijδ(k − p). (1.17)
Analogamente si ottiene
〈ai(k)a∗j(p)〉G = 2pi
1
1± e−β[ω(k)−µ] δijδ(k − p). (1.18)
Al solito, in virtu` della (1.8), e` sufficiente riportare i risultati (1.17) e (1.18). Nel
membro di destra della relazione (1.17) si riconoscono le distribuzioni di Fermi-
Dirac e Bose-Einstein, per una data temperatura (inversa) β e un potenziale
chimico µ, che sono gli stessi per tutti i terminali del grafo. Lo stato di Gibbs
G(A±) cos`ı costruito puo` essere impiegato per descrivere la fisica di un sistema
all’equilibrio, a temperatura finita non nulla.
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1.3.3 Rappresentazione di Gibbs G˜(A±) e costruzione
dello stato di Gibbs generalizzato
In questo paragrafo si vuole generalizzare la trattazione delle referenze [2]
e [10], relativa alla costruzione della rappresentazione di Gibbs G(A±), di cui
sono stati riportati i risultati nella precedente sezione, passando a uno stato di
Gibbs generalizzato con piu` potenziali chimici, ottenuti a partire dai generatori
commutanti di un certo gruppo di simmetria in una qualche rappresentazione.
Si consideri il gruppo di simmetria U(N) ∼= U(1)⊗SU(N) e si costruisca lo
stato di Gibbs generalizzato, a partire dalla sottoalgebra di Cartan di su(N).
Si ricordi che la sottoalgebra di Cartan dell’algebra di un certo gruppo di
Lie semplice e` generata da un insieme massimale di generatori che commutano
tra di loro. La dimensione della sottoalgebra di Cartan prende il nome di rango
e nel caso di SU(N) e` N − 1.
Si consideri la rappresentazione fondamentale del gruppo SU(N) e si in-
troduca la generica k-esima matrice N ×N della sottoalgebra di Cartan, nella
forma diagonale seguente a traccia nulla:
T (k) =

b
(k)
1
b
(k)
2
. . .
b
(k)
N
 , (1.19)
con k = 1, 2, ..., N − 1 e Tr[T (k)] = ∑Nl=1 b(k)l = 0.
Ad esempio, per la rappresentazione fondamentale di SU(2) abbiamo sol-
tanto
T (1) =
(
1 0
0 −1
)
, (1.20)
mentre per SU(3) abbiamo
T (1) =
1 0 00 −1 0
0 0 0
 e T (2) = 1√
3
1 0 00 1 0
0 0 −2
 . (1.21)
In questi casi la normalizzazione e` Tr[T (a)T (b)] = 2δab.
Per studiare un sistema fisico attraverso uno stato di Gibbs generalizzato
occorrono N copie della stessa algebra A± (1.1)-(1.3). La nuova algebra sara`
cos`ı generata dagli operatori {a∗1(k, i), a1(k, i), a∗2(k, i), a2(k, i), ..., a∗N(k, i), aN(k, i) :
k ∈ R}. Tali operatori di creazione a∗l (p, i) e di distruzione al(p, i) hanno ades-
so un indice in piu`, e nelle attuali notazioni le relazioni algebriche (1.1)-(1.3)
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si riscrivono nella forma
[al(k, i), am(p, j)]± = [a∗l (k, i), a
∗
m(p, j)]± = 0 , (1.22)
[al(k, i), a
∗
m(p, j)]± = 2piδlm[δ(k − p)δij + S(l)ij (k)δ(k + p)], (1.23)
al(k, i) =
n∑
j=1
S(l)ij (k)al(−k, j), a∗l (k, i) =
n∑
j=1
a∗l (−k, j)S(l)ji (−k), (1.24)
dove, in linea generale, si sono assunte diverse matrici di scattering S(l) al
variare dell’indice l, per ciascuna delle quali si continuano ad assumere valide
le proprieta` (1.4)-(1.5), cioe` l’unitarieta`
S(l)(k)S(l)∗(k) = I (1.25)
e l’hermiticita` analitica
S(l)∗(k) = S(l)(−k). (1.26)
Si introducano adesso gli operatori
H =
n∑
i=1
N∑
l=1
1
2
∫ +∞
−∞
dp
2pi
ω(p)a∗l (p, i)al(p, i) (1.27)
e le N cariche
Q =
n∑
i=1
N∑
l=1
∫ 0
−∞
dp
2pi
a∗l (p, i)al(p, i), (1.28)
Q(k) =
n∑
i=1
N∑
l=1
∫ 0
−∞
dp
2pi
b
(k)
l a
∗
l (p, i)al(p, i), ∀k = 1, 2, ..., N − 1 , (1.29)
dove ω(p) ≥ 0 e` la relazione di dispersione e dove l identifica l’l-esimo elemento
sulla diagonale della matrice T (k). Si definisca ora la combinazione
K = β(H − µQ−
N−1∑
k=1
µ(k)Q(k)). (1.30)
Il passo successivo consiste, al solito, nel calcolare la combinazione
e−Ka∗l (p, i) = e
−β
[
ω(p)−µ−∑N−1k=1 b(k)l µ(k)]a∗l (p, i)e−K , ∀l = 1, ..., N, (1.31)
che generalizza semplicemente la (1.14). La relazione (1.16), insieme all’espres-
sione (1.31), fornisce un’equazione per il valore di aspettazione 〈a∗l (p, j)am(k, i)〉G˜
sullo stato di Gibbs generalizzato, dalla quale si ricava la relazione seguente:
〈a∗l (p, j)am(k, i)〉G˜ = 2pi
e−β[ω(p)−µ−
∑N−1
k=1 b
(k)
l µ
(k)]
1± e−β[ω(p)−µ−∑N−1k=1 b(k)l µ(k)] δlmδijδ(k − p). (1.32)
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Analogamente si ottiene:
〈am(k, i)a∗l (p, j)〉G˜ = 2pi
1
1± e−β[ω(p)−µ−∑N−1k=1 b(k)l µ(k)] δlmδijδ(k − p). (1.33)
1.3.4 Rappresentazione LB e costruzione dello stato Ωβ,µ
di non-equilibrio
In [1] si studia il problema dell’esistenza di uno stato stazionario Ωβ,µ, lo
si costruisce in termini dei parametri (β1, ..., βn) e (µ1, ..., µn) e si calcolano i
valori di aspettazione delle principali osservabili fisiche. Il metodo e` analogo a
quello sviluppato nei precedenti paragrafi. Qui di seguito si riportano i risultati
utili ai fini dei successivi sviluppi e i passi salienti che consentono la costruzio-
ne di NESS, che generalizzano gli stati di Gibbs per una teoria a temperatura
finita, utilizzando il metodo della Quantum Field Theory e sviluppando un
approccio algebrico, come precedentemente descritto.
L’obbiettivo e` la costruzione di uno stato Ωβ,µ, che descriva la fisica di un
sistema fuori equilibrio, sul modello di un grafo a stella, i cui terminali hanno
in generale diverse temperature e diversi potenziali chimici. Ci aspettiamo che
tale procedura generalizzi lo stato G(A±) all’equilibrio: il risultato dei prece-
denti paragrafi potra` essere recuperato ponendo uguali temperature e uguali
potenziali chimici sui terminali del grafo.
La costruzione dello stato Ωβ,µ passa attraverso l’introduzione delle algebre
Ain± e A
out
± [1], che parametrizzano i campi asintotici entranti e uscenti, e che
sono generate rispettivamente da {ai(k), a∗i (k) : k < 0} e da {ai(k), a∗i (k) : k >
0}. Il passaggio cruciale si basa sull’osservazione per cui l’intera algebra A±
puo` essere generata da Ain± oppure da A
out
± , in virtu` delle proprieta` di comple-
tezza asintotica (1.3): la strategia consiste, dunque, nell’estendere lo stato di
equilibrio su Ain± ad uno stato di non-equilibrio sull’intera algebra A±, tramite
le (1.3).
Si studi la dinamica prima dell’interazione a tempi t = −∞ in termini di
Ain± , dove i campi asintotici sono liberi. Si introducano le Hamiltoniane
hi =
∫ 0
−∞
dk
2pi
ωi(k)a
∗
i (k)ai(k) (1.34)
e le cariche
qi =
∫ 0
−∞
dk
2pi
a∗i (k)ai(k), (1.35)
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dove ωi(k) ≥ 0 e` la relazione di dispersione nel ramo Ei. Si definisca la
combinazione
K =
n∑
i=1
βi(hi − µiqi), (1.36)
che generalizza l’espressione (1.11) per G(A±). A questo punto si introduce lo
stato LB Ωβ,µ sull’algebra A
in
± , utilizzando la relazione (1.16) e la generalizza-
zione della (1.14)
e−Ka∗i (k) = e
−βi[ωi(k)−µi]a∗i (k)e
−K , (1.37)
che a questo livello si dimostra in modo analogo, seguendo la procedura (1.15),
ma solo per impulsi negativi. Il risultato e` il seguente:
〈a∗j(p)ai(k)〉β,µ =
e−βi[ωi(k)−µi]
1± e−βi[ωi(k)−µi] δij2piδ(k − p), (1.38)
〈ai(k)a∗j(p)〉β,µ =
1
1± e−βi[ωi(k)−µi] δij2piδ(k − p), (1.39)
che valgono soltanto su Ain± , cioe` per k, p < 0. I valori di aspettazione (1.38)
e (1.39) possono tuttavia essere estesi all’intera algebra A±, utilizzando le
relazioni (1.3). Il risultato e`:
〈a∗j(p)ai(k)〉β,µ =
2pi
{[
θ(−k)d±i (k)δij + θ(k)
n∑
l=1
Sil(k) d±l (−k)Slj(−k)
]
δ(k − p)
+
[
θ(−k)d±i (k)Sij(k) + θ(k)Sij(k)d±j (−k)
]
δ(k + p)
}
, (1.40)
dove e` stata introdotta per brevita` la notazione
d±i (k) =
e−βi[ωi(k)−µi]
1± e−βi[ωi(k)−µi] . (1.41)
Analogamente, il valore di aspettazione 〈ai(k)a∗j(p)〉β,µ si ottiene da (1.40)
tramite la sostituzione
d±i (k) 7−→ c±i (k) =
1
1± e−βi[ωi(k)−µi] . (1.42)
Di nuovo, il passaggio successivo del calcolo di una generica funzione di corre-
lazione si effettua tramite la ricorsione (1.8).
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1.3.5 Rappresentazione GLB e costruzione dello stato
Ωβ,µ,µ˜ generalizzato di non-equilibrio
Allo stesso modo con cui la costruzione dello stato stazionario Ωβ,µ di non-
equilibrio e` servita per generalizzare lo stato di Gibbs, si vuole adesso intro-
durre la rappresentazione GLB (Generalized-LB) dell’algebra e costruire uno
stato stazionario generalizzato Ωβ,µ,µ˜ di non-equilibrio, che estenda le proprieta`
dello stato di Gibbs associato alla rappresentazione G˜(A±).
Si consideri ancora il gruppo di simmetria U(N) ∼= U(1) ⊗ SU(N) nella
rappresentazione fondamentale e si costruisca lo stato stazionario generaliz-
zato Ωβ,µ,µ˜ (con µ˜ = {µ(1), ..., µ(k), ..., µ(N−1)}), a partire dalla sottoalgebra di
Cartan di su(N). Al solito, sia T (k) la generica k-esima matrice N × N della
sottoalgebra di Cartan, nella forma diagonale a traccia nulla, data dall’espres-
sione (1.19).
Data la sotto-algebra estesa Ain± , generata dagli operatori di creazione e
annichilazione {a∗1(k, i), a1(k, i), a∗2(k, i), a2(k, i), ..., a∗N(k, i), aN(k, i) : k < 0},
in luogo dell’hamiltoniano (1.27) e delle cariche (1.28)-(1.29), si introducano
adesso l’operatore
hi =
N∑
l=1
∫ 0
−∞
dp
2pi
ωi(p)a
∗
l (p, i)al(p, i) (1.43)
e le N cariche
qi =
N∑
l=1
∫ 0
−∞
dp
2pi
a∗l (p, i)al(p, i), (1.44)
q
(k)
i =
N∑
l=1
∫ 0
−∞
dp
2pi
b
(k)
l a
∗
l (p, i)al(p, i), (1.45)
dove ωi(p) ≥ 0 e` la relazione di dispersione nel ramo Ei e dove l identifica
l’l-esimo elemento sulla diagonale della matrice T (k). Si definisca
K =
n∑
i=1
βi(hi − µiqi −
N−1∑
k=1
µ
(k)
i q
(k)
i ) (1.46)
e si calcoli la combinazione
e−Ka∗l (p, i) = e
−βi
[
ωi(p)−µi−
∑N−1
k=1 b
(k)
l µ
(k)
i
]
a∗l (p, i)e
−K , ∀l = 1, ..., N, (1.47)
che estende la (1.31) al caso di star graphs costruiti in modo da avere, in gene-
rale, diverse temperature e diversi potenziali chimici per l’estremo di ciascun
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ramo. I nuovi valori di aspettazione, analoghi alle espressioni (1.32)-(1.33),
〈a∗l (p, j)am(k, i)〉β,µ,µ˜ = 2pi
e−βi[ωi(p)−µi−
∑N−1
k=1 b
(k)
l µ
(k)
i ]
1± e−βi[ωi(p)−µi−∑N−1k=1 b(k)l µ(k)i ] δlmδijδ(k − p), (1.48)
〈am(k, i)a∗l (p, j)〉β,µ,µ˜ = 2pi
1
1± e−βi[ωi(p)−µi−∑N−1k=1 b(k)l µ(k)i ] δlmδijδ(k − p), (1.49)
ma definiti soltanto per impulsi negativi, possono essere estesi all’intera alge-
bra A±, utilizzando le relazioni (1.24), proprio allo stesso modo con cui si e`
pervenuti al risultato (1.40):
〈a∗m(p, j)al(k, i)〉β,µ,µ˜ =
2piδlm
{[
θ(−k)d±l (k, i)δij + θ(k)
n∑
t=1
S(l)it (k) d
±
l (−k, t)S(l)tj (−k)
]
δ(k − p)
+
[
θ(−k)d±l (k, i)S(l)ij (k) + θ(k)S(l)ij (k)d±l (−k, j)
]
δ(k + p)
}
. (1.50)
Le distribuzioni sono stavolta
d±l (p, i) =
e−βi[ωi(p)−µi−
∑N−1
k=1 b
(k)
l µ
(k)
i ]
1± e−βi[ωi(p)−µi−∑N−1k=1 b(k)l µ(k)i ] , (1.51)
c±l (p, i) =
1
1± e−βi[ωi(p)−µi−∑N−1k=1 b(k)l µ(k)i ] , (1.52)
e si ottengono sempre combinando le espressioni (1.16) e (1.47).
Specializzandoci al caso di SU(2), in cui b
(1)
1 = 1 e b
(1)
2 = −1, come si legge
nella (1.20), le (1.47) si riducono a
e−Ka∗1(k, i) = e
−βi[ωi(k)−µi−µ˜i]a∗1(k, i)e
−K , (1.53)
e−Ka∗2(k, i) = e
−βi[ωi(k)−µi+µ˜i]a∗2(k, i)e
−K , (1.54)
da cui si ottiene
d±1 (k, i) =
e−βi[ωi(k)−µi−µ˜i]
1± e−βi[ωi(k)−µi−µ˜i] (1.55)
e
d±2 (k, i) =
e−βi[ωi(k)−µi+µ˜i]
1± e−βi[ωi(k)−µi+µ˜i] , (1.56)
dove k e` l’impulso e dove µi e µ˜i sono i due potenziali chimici associati all’i-
esimo estremo del grafo. Al solito, il doppio segno ± si riferisce rispettivamente
alle statistiche di Fermi-Dirac (campi anticommutanti) e Bose-Einstein (campi
commutanti).
12
Capitolo 2
Dinamica e proprieta` di
trasporto
Nel capitolo precedente si e` posta l’attenzione sull’introduzione di una cer-
ta algebra A±, sullo studio di alcune sue rappresentazioni e sulla costruzione
di certi stati.
Il passo successivo, che viene trattato in questo capitolo, consiste nell’appli-
cazione della costruzione algebrica generale degli stati introdotti, assegnando
la dinamica allo star graph Γ, dove l’interazione e` localizzata nel vertice V di
Γ.
Seguira` naturalmente lo studio delle proprieta` di trasporto di un siste-
ma cos`ı costruito e il calcolo delle correnti e delle osservabili, come valori di
aspettazione sugli stati. Infatti, i campi che saranno introdotti apparterranno
all’algebra: al fine di ottenere campi quantistici, che operano su uno spazio di
Hilbert, si devono studiare le rappresentazioni dell’algebra stessa. Fissati la
rappresentazione e lo stato sara` quindi possibile calcolare, ad esempio, le varie
funzioni di correlazione dei campi e i valori di aspettazione delle correnti.
2.1 Giunzione di Schro¨dinger con simmetria
U(1)
In questa sezione si riportano le proprieta` di una giunzione di Schro¨dinger
con statistica di Fermi-Dirac [1] e si scrivono i risultati per il caso di statistica
di Bose-Einstein: a questo proposito, sara` fatto uso esplicito delle distribuzioni
(1.41), da impiegare nel calcolo dei valori di aspettazione all’invarianza di scala.
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2.1.1 Costruzione del campo e calcolo delle osservabili
A ciascun ramo del grafo a stella Γ si assegni l’orientazione positiva uscente
riportata in figura 1.1. In tutta la regione Γ \ V esterna al vertice V , il campo
ψ(t, x, i) soddisfa l’equazione di Schro¨dinger(
i∂t +
1
2m
∂2x
)
ψ(t, x, i) = 0 , (2.1)
con le relazioni canoniche standard di (anti-)commutazione a tempi uguali
[ψ(0, x1, i1) , ψ(0, x2, i2)]± = [ψ∗(0, x1, i1) , ψ∗(0, x2, i2)]± = 0 , (2.2)
[ψ(0, x1, i1) , ψ
∗(0, x2, i2)]± = δi1i2 δ(x1 − x2) . (2.3)
L’interazione nel vertice e` fissata dalla richiesta che l’operatore −∂2x, e quindi
l’Hamiltoniano, ammetta un’estensione autoaggiunta su tutto il grafo a stella.
Imponendo una condizione al contorno del tipo
lim
x→0+
n∑
j=1
[Aijψ(t, x, j) +Bij(∂xψ)(t, x, j)] = 0, (2.4)
in [18] e [14] si dimostra che un’estensione autoaggiunta del suddetto operatore
esiste, a patto che la matrice composta (A,B), di taglia 2n × n, sia di rango
massimo n e sia soddisfatta la condizione
AB∗ −BA∗ = 0. (2.5)
Una tale estensione ammette una matrice di scattering S non banale, della
forma
S(k) = −(A+ ikB)−1(A− ikB). (2.6)
Puo` risultare conveniente riscrivere la condizione al bordo (2.4) e la matrice S
(2.6) in termini di una matrice U, di taglia n × n, e di un parametro reale λ
con le dimensioni di una massa, legati alle matrici A e B attraverso le relazioni
A = λ(I − U) e B = −i(I + U) [1]. Con questa scelta, la condizione al bordo
diventa
lim
x→0+
n∑
j=1
[λ(I− U)ijψ(t, x, j)− i(I+ U)ij(∂xψ)(t, x, j)] = 0 (2.7)
e la matrice di scattering risulta essere
S(k) = − [λ(I− U) + k(I+ U)]−1 [λ(I− U)− k(I+ U)] . (2.8)
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Si trova poi che la condizione al bordo preserva la simmetria del time-reversal
solo se U (e dunque S) e` una matrice simmetrica: per convincersene basta
applicare alla (2.7) l’operatore anti-unitario T , che agisce sui campi come
Tψ(t, x, i)T−1 = −ηTψ(−t, x, i), |ηT | = 1, (2.9)
moltiplicare a sinistra per Ut e osservare che la (2.7) e` ristabilita a patto che
sia Ut = U.
Nelle espressioni (2.7)-(2.8) e` piu` evidente il modo di passare al regime del-
l’invarianza di scala per un’interazione localizzata nel vertice del grafo: avendo
λ le dimensioni di una massa, la matrice di scattering all’invarianza di scala si
ottiene operando il limite λ→ |k| nell’espressione (2.8). Quindi:
Sinv(k) = θ(k)U+ θ(−k)U−1, (2.10)
essendo θ la funzione a gradino di Heaviside.
Nell’ipotesi di assenza di stati legati, cioe` di poli nel semipiano superiore
del piano complesso per la matrice di scattering S(k),∫ +∞
−∞
dk
2pi
eikxSij(k) = 0, x > 0, (2.11)
si dimostra [2] che, date le relazioni algebriche (1.1)-(1.3), il campo
ψ(t, x, i) =
∫ ∞
−∞
dk
2pi
ai(k)e
−iω(k)t+ikx, ω(k) =
k2
2m
, (2.12)
e` soluzione dell’equazione del moto (2.1) e soddisfa la condizione al bordo e le
regole di commutazione a tempi uguali, cioe` risolve la teoria nel caso di una
giunzione di Schro¨dinger, garantendo un’estensione autoaggiunta dell’Hamilto-
niano su tutto il grafo a stella. Per maggiori dettagli si rimanda all’Appendice
B.
A partire dall’espressione dell’azione della teoria
S [ψ, ψ∗] =
n∑
i=1
∫ +∞
−∞
dt
∫ +∞
0
dx
[
ψ∗i(∂tψ)− 1
2m
(∂xψ
∗)(∂xψ)
]
(t, x, i)+
− 1
2m
n∑
i,j=1
∫ +∞
−∞
dtψ∗(t, 0, i)(B−1A)ijψ(t, 0, j), (2.13)
dalla cui variazione emergono l’equazione del moto (2.1) e le condizioni al
bordo per il campo ψ(t, x, i), e dalle opportune trasformazioni di simmetria
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infinitesime dei campi, e` possibile ricavare la corrente e il tensore energia-
impulso conservati. In particolare, le espressioni della corrente elettrica e della
corrente di energia sono rispettivamente [1]:
jx(t, x, i) = i
e
2m
[ψ∗(∂xψ)− (∂xψ∗)ψ] (t, x, i) (2.14)
θxt(t, x, i) =
1
4m
[(∂tψ
∗) (∂xψ) + (∂xψ∗) (∂tψ)− (∂t∂xψ∗)ψ−ψ∗ (∂t∂xψ)](t, x, i).
(2.15)
Esse soddisfano le leggi di Kirchhoff [1]
n∑
i=1
jx(t, 0, i) = 0,
n∑
i=1
θxt(t, 0, i) = 0. (2.16)
Le componenti temporali delle correnti sono
jt(t, x, i) = e (ψ
∗ψ) (t, x, i) , (2.17)
θtt(t, x, i) = − 1
4m
[
ψ∗
(
∂2xψ
)
+
(
∂2xψ
∗)ψ] (t, x, i) , (2.18)
e, come conseguenza della (2.1), soddisfano le leggi di conservazione
(∂tjt − ∂xjx) (t, x, i) = (∂tθtt − ∂xθxt) (t, x, i) = 0 . (2.19)
Sono dunque garantite le conservazioni della carica e dell’energia nel sistema.
2.1.2 Correnti e funzioni di correlazione sullo stato sta-
zionario Ωβ,µ di non-equilibrio
Si osservi che il campo ψ(t, x, i) (2.12) e le correnti (2.14)-(2.15) sono espres-
si in termini dell’algebra A±, quindi hanno una natura universale e si applicano
a ogni rappresentazione. Ad esempio, in [2] si studiano le funzioni di correlazio-
ne 〈ψ∗(t1, x1, i1)ψ(t2, x2, i2)〉 nelle rappresentazioni di Fock F(A±) e di Gibbs
G(A±), utilizzando i valori di aspettazione (1.10) e (1.17) nel calcolo del corre-
latore a due punti, data la soluzione (2.12) del problema di Schro¨dinger sullo
star graph Γ. In particolare si ottiene una rappresentazione integrale delle den-
sita` di particelle e di energia nello stato di Gibbs, e un’espressione analoga
alla legge di Stefan-Boltzmann per una relazione di dispersione non relativisti-
ca [2]. La manifesta natura algebrica delle espressioni ottenute nel precedente
paragrafo consente tuttavia di estendere la trattazione allo studio di sistemi
fuori equilibrio, calcolando le funzioni di correlazione sullo stato stazionario
Ωβ,µ nella rappresentazione di Landauer-Bu¨ttiker (LB), anziche´ sugli stati di
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Fock o di Gibbs.
Quindi, si studino adesso le osservabili nella rappresentazione LB e i valori
di aspettazione sullo stato stazionario Ωβ,µ di non equilibrio. Specializzandoci
ad esempio al caso fermionico, i risultati del calcolo sono [1]:
Ji(β, µ) ≡ 〈jx(t, x, i)〉β,µ = e
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |Sij(k)|2
]
d+j (k), (2.20)
Ti(β, µ) ≡ 〈θxt(t, x, i)〉β,µ = 1
m
∫ +∞
0
dk
2pi
kω(k)
n∑
j=1
[
δij − |Sij(k)|2
]
d+j (k).
(2.21)
Nel caso bosonico si ottengono risultati analoghi, a meno di sostituire d+j (k)→
d−j (k).
Si osservi l’indipendenza dal tempo dei valori di aspettazione (2.20)-(2.21).
All’invarianza di scala, nel caso fermionico, le precedenti relazioni si riducono
a
Ji(β, µ)f =
e
2pi
n∑
j=1
(δij − |Uij|2) 1
βj
ln(1 + eβjµj) (2.22)
Ti(β, µ)f = − 1
2pi
n∑
j=1
(δij − |Uij|2) 1
β2j
Li2(−eβjµj), (2.23)
dove Lis indica la funzione polilogaritmo. Nel caso bosonico avremo invece
Ji(β, µ)b = − e
2pi
n∑
j=1
(δij − |Uij|2) 1
βj
ln(1− eβjµj) (2.24)
Ti(β, µ)b =
1
2pi
n∑
j=1
(δij − |Uij|2) 1
β2j
Li2(e
βjµj), (2.25)
dove, ora e nel seguito, assumeremo µj < 0.
Risulta istruttivo osservare che l’indipendenza dal tempo dei valori di aspet-
tazione (2.20)-(2.25) e` una immediata conseguenza del fatto che la funzione di
correlazione a due punti 〈ψ∗(t1, x1, i1)ψ(t2, x2, i2)〉β,µ e` invariante sotto trasla-
zioni temporali, cioe` dipende dal tempo solo tramite la differenza t1 − t2, da
cui discende la conservazione dell’energia per il sistema. D’altra parte, si trova
che [1]:
〈ψ∗(t1, x1, i1)ψ(t2, x2, i2)〉β,µ 6= 〈ψ∗(−t2, x2, i2)ψ(−t1, x1, i1)〉β,µ , (2.26)
che equivale a scrivere TΩβ,µ 6= Ωβ,µ, essendo T l’operatore di time-reversal.
In altri termini, tale simmetria e` rotta spontaneamente sullo stato stazionario
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Ωβ,µ di non equilibrio, come era ragionevole attendersi, nonostante sia soddi-
sfatta la richiesta Ut = U, che esprime l’invarianza sotto time-reversal delle
condizioni al contorno (2.7).
In realta`, la funzione a due punti dei campi 〈ψ∗(t1, x1, i1)ψ(t2, x2, i2)〉β,µ
non e` una quantita` direttamente misurabile. Invece, potrebbe risultare conve-
niente mostrare la rottura spontanea del time-reversal impiegando il valore di
aspettazione di una quantita` che coinvolga le correnti jx(t, x, i). La funzione
a un punto (2.20), essendo una quantita` reale e indipendente dal tempo, in
accordo col fatto che gli stati costruiti corrispondono a sistemi in condizione di
stazionarieta`, non e` una buona grandezza che consente la visualizzazione della
rottura spontanea della simmetria. Occorre invece fare ricorso alla funzione di
correlazione a 2 punti 〈jx(t1, x1, i)jx(t2, x2, j)〉β,µ. L’espressione analitica della
parte connessa e` contenuta in [1] e vale
〈jx(t1, x1, i)jx(t2, x2, j)〉connβ,µ ≡
≡ 〈jx(t1, x1, i)jx(t2, x2, j)〉β,µ − 〈jx(t1, x1, i)〉β,µ〈jx(t2, x2, j)〉β,µ =
= − e
2
4m2
∫ 0
−∞
dk1
2pi
∫ 0
−∞
dk2
2pi
eit12[ω(k1)−ω(k2)]
n∑
l,m=1
d+l (k1)c
+
m(k2)
{χ∗li(k1;x1)[∂xχim](k2;x1)− [∂xχ∗li](k1;x1)χim(k2;x1)}
{χ∗mj(k2;x2)[∂xχjl](k1;x2)− [∂xχ∗mj](k2;x2)χjl(k1;x2)},
(2.27)
dove
χ(k;x) = eikxI+ e−ikxS∗(k), (2.28)
t12 = t1−t2, d+i (k) e c+i (k) sono le (1.41)-(1.42) e dove con il simbolo ∗ si indica
l’hermitiano coniugato.
L’espressione (2.27) contiene importanti informazioni, relative agli stati sta-
zionari fuori equilibrio nella rappresentazione LB: infatti, dato che in 〈jx(t, x, i)〉β,µ
non e` rintracciabile l’effetto della rottura spontanea, e` sufficiente far vedere che
〈jx(t1, x1, i)jx(t2, x2, j)〉connβ,µ 6= 〈jx(−t1, x1, i)jx(−t2, x2, j)〉connβ,µ (2.29)
per dimostrare che il time-reversal e` rotto spontaneamente sullo stato Ωβ,µ,
avendo indicato con il simbolo ¯ l’operazione di coniugio complesso. Per con-
vincersi della (2.29) e` sufficiente esaminare, ad esempio, i soli termini che, svolti
i prodotti nella (2.27), non contengono la matrice S. In altri termini, si osservi
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che
〈jx(t1, x1, i)jx(t2, x2, j)〉connβ,µ =
= − e
2
4m2
∫ 0
−∞
dk1
2pi
∫ 0
−∞
dk2
2pi
eit12[ω(k1)−ω(k2)]
n∑
l,m=1
d+l (k1)c
+
m(k2)
{[e−ik1x1δli + eik1x1Sli(k1)]ik2[eik2x1δim − e−ik2x1S∗im(k2)]+
+ ik1[e
−ik1x1δli − eik1x1Sli(k1)][eik2x1δim + e−ik2x1S∗im(k2)]}
{[e−ik2x2δmj + eik2x2Smj(k2)]ik1[eik1x2δjl − e−ik1x2S∗jl(k1)]+
+ ik2[e
−ik2x2δmj − eik2x2Smj(k2)][eik1x2δjl + e−ik1x2S∗jl(k1)]} =
= − e
2
4m2
∫ 0
−∞
dk1
2pi
∫ 0
−∞
dk2
2pi
eit12[ω(k1)−ω(k2)]
n∑
l,m=1
d+l (k1)c
+
m(k2)
{eix1(k2−k1)i(k1 + k2)δilδim + ...}{e−ix2(k2−k1)i(k1 + k2)δjlδjm + ...} =
= − e
2
4m2
∫ 0
−∞
dk1
2pi
∫ 0
−∞
dk2
2pi
eit12[ω(k1)−ω(k2)]
n∑
l,m=1
d+l (k1)c
+
m(k2)
{−δilδimδjlδjm(k1 + k2)2e−i(k2−k1)(x2−x1) + ...},
dalla quale e` gia` possibile constatare che la (2.29) e` effettivamente soddisfat-
ta, non essendo invariante sotto le trasformazioni di complesso coniugato e
ti → −ti. Questo e` sufficiente per dimostrare la seguente:
Proposizione. La simmetria di time-reversal e` rotta spontaneamente su-
gli stati stazionari Ωβ,µ, corrispondenti alla rappresentazione LB dell’algebra
associata a un sistema fuori equilibrio.
2.2 Giunzione di Schro¨dinger con simmetria
U(2)
Le osservabili calcolate in [1] sono le correnti conservate e associate al grup-
po di simmetria U(1), ottenute calcolando la variazione dell’azione complessiva
della teoria sotto una trasformazione di simmetria infinitesima.
L’obbiettivo di questo paragrafo consiste nell’estendere i risultati algebri-
ci (2.12)-(2.15), ottenuti nella referenza [1] per un campo di Schro¨dinger ψ,
esaminando ora il gruppo di simmetria U(2) ∼= U(1) ⊗ SU(2). Si otterranno
espressioni algebriche per il campo ψ e per le osservabili della teoria. Saranno
riportate le formule esatte dei valori di aspettazione e delle correnti, che sa-
ranno esaminate nel caso particolare del regime invariante di scala.
Per rispondere a un criterio di generalita`, i risultati ottenuti nel caso del
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gruppo di simmetria U(2) e tutte le proprieta` che ne conseguono, in modo
naturale, saranno estesi al caso U(N). Saranno riportate le espressioni del-
le osservabili e dei valori di aspettazione sullo stato stazionario Ωβ,µ,µ˜ con N
potenziali chimici.
2.2.1 Costruzione del campo e calcolo delle osservabili
Si consideri la rappresentazione fondamentale di SU(2), siano T a (a =
1, 2, 3) i generatori del gruppo in tale rappresenzione e sia T (1) ≡ T 3 la matrice
(1.20) della sottoalgrebra di Cartan. Sia I2×2 la matrice identita` 2×2. Il campo
e` adesso un doppietto del tipo
ψ =
(
ψ1
ψ2
)
,
ogni cui componente soddisfa l’equazione di Schro¨dinger (2.1). Le espressioni
per ψ1 e ψ2 sono fissate dalle regole di commutazione a tempi uguali, dall’e-
quazione del moto e dalle condizioni al bordo, che garantiscono un’estensio-
ne autoaggiunta dell’operatore −∂2x su tutto il grafo a stella, in analogia con
quanto avviene nel caso a una sola componente:
ψ1(t, x, i) =
∫ +∞
−∞
dk
2pi
a1(k, i)e
−iω(k)t+ikx, (2.30)
ψ2(t, x, i) =
∫ +∞
−∞
dk
2pi
a2(k, i)e
−iω(k)t+ikx, (2.31)
dove ω(k) = k
2
2m
e` la relazione di dispersione per ciascuna componente ψα
(α = 1, 2) e dove aα(k, i) sono gli operatori dell’algebra estesa che gia` sono stati
introdotti in (1.53)-(1.54) nell’ambito della costruzione della rappresentazione
GLB.
Dato il gruppo U(2) delle trasformazioni di simmetria e l’azione della teoria
S [ψ, ψ∗] =
n∑
i=1
∫ +∞
−∞
dt
∫ +∞
0
dx
[
ψ∗i(∂tψ)− 1
2m
(∂xψ
∗)(∂xψ)
]
(t, x, i)+
− 1
2m
n∑
i,j=1
∫ +∞
−∞
dtψ∗(t, 0, i)
(
(B−11 A1)ij 0
0 (B−12 A2)ij
)
ψ(t, 0, j), (2.32)
dove si sottintende il prodotto matriciale sulle componenti del doppietto ψ e
dove Aα e Bα sono le matrici che entrano nelle condizioni al vertice (2.4) per
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ciascuna componente ψα (α = 1, 2), tramite trasformazioni infinitesime, che
generano una variazione dei campi della forma
δψ(t, x) = iθψ(t, x), i.e. δψ(t, x) = iθaT aψ(t, x), (a = 1, 2, 3), (2.33)
e` possibile ricavare le correnti di Noether conservate
jx(t, x, i) =
i
2m
2∑
α=1
[ψ∗α(∂xψα)− (∂xψ∗α)ψα] (t, x, i) ≡ j1 + j2, (2.34)
dove ciascun jα e` della forma (2.14) (con carica elettrica e unitaria), e
j˜x(t, x, i) =
i
2m
2∑
α,β=1
[
ψ∗αT
(1)
αβ (∂xψβ)− (∂xψ∗α)T (1)αβ ψβ
]
(t, x, i) = j1− j2, (2.35)
associate rispettivamente all’identita` I2×2 e all’operatore T (1) della sottoal-
gebra di Cartan, scritto esplicitamente in (1.20). Analogamente, a partire
da una trasformazione infinitesima nello spazio-tempo (1+1)-dimensionale,
corrispondente a una variazione del campo della forma
δψ(t, x) = −c1∂tψ(t, x) + c2∂xψ(t, x), (2.36)
si ottiene la corrente di energia
θxt(t, x, i) =
1
4m
2∑
α=1
[(∂tψ
∗
α) (∂xψα) + (∂xψ
∗
α) (∂tψα) +
− (∂t∂xψ∗α)ψα − ψ∗α (∂t∂xψα)](t, x, i) = θ1 + θ2, (2.37)
dove ciascun θα e` della forma (2.15), per ogni componente del multipletto ψ.
Le precedenti correnti (2.34), (2.35) e (2.37) hanno un’ovvia generalizza-
zione al caso di giunzione con simmetria U(N), di cui sono un caso particolare.
Infatti, nel caso U(N) il campo ψ e` un multipletto a N componenti della forma
ψ =
ψ1...
ψN
 ,
ciascuna delle quali soddisfa l’equazione di Schro¨dinger (2.1). Inoltre, in virtu`
delle stesse argomentazioni, illustrate in precedenza, deve essere della forma
ψα(t, x, i) =
∫ +∞
−∞
dk
2pi
aα(k, i)e
−iω(k)t+ikx (2.38)
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e appartiene all’algebra estesa generata da
{a∗1(k, i), a1(k, i); a∗2(k, i), a2(k, i); ...; a∗N(k, i), aN(k, i) : k ∈ R}.
Le osservabili sono una semplice generalizzazione di quelle ottenute in prece-
denza:
jx(t, x, i) =
i
2m
N∑
α=1
[ψ∗α(∂xψα)− (∂xψ∗α)ψα] (t, x, i) =
N∑
α=1
jα, (2.39)
j(k)x (t, x, i) =
i
2m
N∑
α,β=1
[
ψ∗αT
(k)
αβ (∂xψβ)− (∂xψ∗α)T (k)αβ ψβ
]
(t, x, i) =
N∑
α=1
b(k)α jα,
(2.40)
θxt(t, x, i) =
1
4m
2∑
α=1
[(∂tψ
∗
α) (∂xψα) + (∂xψ
∗
α) (∂tψα) +
− (∂t∂xψ∗α)ψα − ψ∗α (∂t∂xψα)](t, x, i) =
N∑
α=1
θα. (2.41)
2.2.2 Correnti e funzioni di correlazione sullo stato sta-
zionario Ωβ,µ,µ˜ generalizzato di non-equilibrio
Al solito, le espressioni ottenute nel paragrafo precendente sono completa-
mente generali e il fatto di poterle calcolare su una qualunque rappresentazione
manifesta il carattere astratto dell’algebra e la versatilita` degli strumenti che
la teoria di campo mette a disposizione.
Ad esempio, a partire dalla formula (1.32) sarebbe possibile calcolare le fun-
zioni di correlazione 〈ψ∗α(t1, x1, i1)ψβ(t2, x2, i2)〉 dei campi sullo stato di Gibbs
generalizzato nella rappresentazione G˜(A±). Tuttavia, nell’ottica delle applica-
zioni dei prossimi capitoli, essendo interessanti alle proprieta` di trasporto e alle
correnti per un sistema fuori equilibrio, sul modello dello star graph Γ, omet-
tiamo lo studio delle rappresentazioni di Fock e di Gibbs, ponendo l’attenzione
ai risultati che si ottengono dal calcolo dei valori di aspettazione delle osserva-
bili sullo stato stazionario Ωβ,µ,µ˜ generalizzato, associato alla rappresentazione
GLB dell’algebra.
Quindi, dati i campi ψα (α = 1, 2) e le correnti in forma algebrica, si calcoli-
no i flussi di carica e il flusso di energia nella rappresentazione GLB dell’algebra
come valori di aspettazione delle quantita` (2.34),(2.35) e (2.37) sullo stato sta-
zionario Ωβ,µ,µ˜ generalizzato. Per semplicita` si riportano soltanto i risultati
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relativi al caso fermionico, ricordando che le corrispondenti correnti bosoniche
si ottengono semplicemente sostituendo la distribuzione d+α (k, j) con d
−
α (k, j):
Ji(β, µ, µ˜) ≡ 〈jx(t, x, i)〉β,µ,µ˜ = 〈j1〉β,µ,µ˜ + 〈j2〉β,µ,µ˜ =
=
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |S(1)ij (k)|2
]
d+1 (k, j)+
+
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |S(2)ij (k)|2
]
d+2 (k, j), (2.42)
J˜i(β, µ, µ˜) ≡ 〈j˜x(t, x, i)〉β,µ,µ˜ = 〈j1〉β,µ,µ˜ − 〈j2〉β,µ,µ˜ =
=
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |S(1)ij (k)|2
]
d+1 (k, j)+
− 1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |S(2)ij (k)|2
]
d+2 (k, j), (2.43)
dove le distribuzioni d+1 (k, j) e d
+
2 (k, j) sono scritte in (1.55) e (1.56), e dove
in modo del tutto generale si sono assunte due diverse matrici di scattering
per le componenti α = 1, 2 del doppietto ψ. Nel seguito faremo a meno di tale
distinzione.
Per quanto riguarda il flusso di energia, il risultato del calcolo e`
Ti(β, µ, µ˜) ≡ 〈θxt(t, x, i)〉β,µ,µ˜ =
=
1
m
∫ +∞
0
dk
2pi
kω(k)
n∑
j=1
[
δij − |S(1)ij (k)|2
]
d+1 (k, j)+
+
1
m
∫ +∞
0
dk
2pi
kω(k)
n∑
j=1
[
δij − |S(2)ij (k)|2
]
d+2 (k, j). (2.44)
Prima di procedere e` importante svolgere alcune osservazioni ed enfatizzare
alcune proprieta` delle espressioni ottenute. Innanzitutto si osservi l’indipen-
denza temporale delle correnti, in accordo col fatto che stiamo trattando uno
stato stazionario. Si osservi poi l’omogeneita`, cioe` l’indipendenza da x, del-
le grandezze Ji(β, µ, µ˜) e J˜i(β, µ, µ˜). Inoltre, come conseguenza delle leggi di
Kirchhoff, dall’unitarieta` delle matrici di scattering segue la conservazione delle
correnti:
n∑
i=1
Ji(β, µ, µ˜) =
n∑
i=1
J˜i(β, µ, µ˜) = 0. (2.45)
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Come ulteriore prova della consistenza delle espressioni ottenute, si osservi
che quando il sistema e` all’equilibrio, cioe` quando β1 = β2 = ... = βn,
µ1 = µ2 = ... = µn e µ˜1 = µ˜2 = ... = µ˜n, oppure quando sono nulli tutti
i coefficienti di trasmissione (ossia le matrici S sono in forma diagonale), le
correnti si annullano:
Ji(β, µ, µ˜) = J˜i(β, µ, µ˜) = 0. (2.46)
Ovviamente, tutto questo gia` era vero a livello dello stato stazionario Ωβ,µ
non-generalizzato, per il quale la corrente Ji(β, µ) si annullava all’equilibrio.
A livello della simmetria U(2) la novita` sta tuttavia nella presenza di un ul-
teriore potenziale chimico µ˜: adesso le sole condizioni β1 = β2 = ... = βn e
µ1 = µ2 = ... = µn non sono sufficienti a garantire l’annullarsi della corrente
Ji(β, µ, µ˜); la presenza di diversi µ˜j consente comunque di ottenere correnti
non banali.
Infine, si osservi che e` possibile avere una corrente Ji(β, µ, µ˜) non nulla
fissando temperature diverse nei bagni termici, anche con uguali potenziali
chimici.
Nell’ipotesi S(1) = S(2) e all’invarianza di scala, i precedenti risultati assu-
mono una forma piu` semplice e compatta:
Ji(β, µ, µ˜) =
1
2pi
n∑
j=1
(δij − |Uij|2) 1
βj
[
ln(1 + eβj(µj+µ˜j)) + ln(1 + eβj(µj−µ˜j))
]
,
(2.47)
J˜i(β, µ, µ˜) =
1
2pi
n∑
j=1
(δij − |Uij|2) 1
βj
[
ln(1 + eβj(µj+µ˜j))− ln(1 + eβj(µj−µ˜j))] ,
(2.48)
Ti(β, µ, µ˜) = − 1
2pi
n∑
j=1
(δij − |Uij|2) 1
β2j
[
Li2(−eβj(µj+µ˜j)) + Li2(−eβj(µj−µ˜j))
]
.
(2.49)
Vale la pena osservare che tutte le espressioni fino ad adesso ottenute sono
esatte e non hanno richiesto alcuna approssimazione.
Sembra scontato osservare che le correnti calcolate e tutte le funzioni di
correlazione sullo stato Ωβ,µ,µ˜ a due potenziali chimici ammettono una na-
turale estensione al caso generale U(N) sullo stato stazionario Ωβ,µ,µ˜, con
µ˜ = {µ(1), ..., µ(k), ..., µ(N−1)}. Date le osservabili (2.39)-(2.41), sono immediati
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i seguenti risultati:
Ji(β, µ, µ
(1), ..., µ(N−1)) ≡ 〈jx(t, x, i)〉β,µ,µ˜ =
N∑
α=1
〈jα〉β,µ,µ˜ =
=
N∑
α=1
1
m
∫ +∞
0
dp
2pi
p
n∑
j=1
[
δij − |S(α)ij (p)|2
]
d+α (p, j), (2.50)
J
(k)
i (β, µ, µ
(1), ..., µ(N−1)) ≡ 〈j(k)x (t, x, i)〉β,µ,µ˜ =
N∑
α=1
b(k)α 〈jα〉β,µ,µ˜ =
=
N∑
α=1
b(k)α
1
m
∫ +∞
0
dp
2pi
p
n∑
j=1
[
δij − |S(α)ij (p)|2
]
d+α (p, j), (2.51)
Ti(β, µ, µ
(1), ..., µ(N−1)) ≡ 〈θxt(t, x, i)〉β,µ,µ˜ =
N∑
α=1
〈θα〉β,µ,µ˜ =
=
N∑
α=1
1
m
∫ +∞
0
dp
2pi
pω(p)
n∑
j=1
[
δij − |S(α)ij (p)|2
]
d+α (p, j). (2.52)
2.3 Giunzione di Schro¨dinger con stati legati
al vertice
La precedente analisi e` stata sviluppata sotto l’ipotesi di assenza di stati
legati. In altri termini, la richiesta (2.11)∫ +∞
−∞
dk
2pi
eikxSij(k) = 0, x > 0,
garantiva che i campi (2.12) fossero le soluzioni della teoria, cioe` che soddi-
sfacessero l’equazione del moto, le regole di commutazione a tempi uguali e
le condizioni al bordo. Tuttavia, in generale, la funzione S(k) puo` ammettere
stati anti-legati (cioe` poli nel semipiano inferiore del piano complesso) e stati
legati (cioe` poli nel semipiano superiore), i quali renderebbero non nullo l’in-
tegrale (2.11), introducendo contributi di residuo sui poli.
In questo paragrafo si vuole studiare l’eventuale contributo di stati legati
alla dinamica e alle proprieta` di trasporto dei campi quantistici (per sempli-
cita` si assumano fermionici) propaganti sullo star graph Γ di figura 1.1, data
l’equazione di Schro¨dinger (2.1), le regole di anticommutazione (2.2)-(2.3) e le
condizioni al vertice (2.7).
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2.3.1 Introduzione dell’algebra B e costruzione dei cam-
pi
Per comprendere l’origine degli stati legati conviene riscrivere la matrice
S(k) (2.8) in forma diagonale.
Sia U la matrice unitaria n× n che diagonalizza la matrice U:
U−1UU = Ud = diag(e2iα1 , e2iα2 , ..., e2iαn), αi ∈ R. (2.53)
Dall’espressione (2.8) si capisce che U diagonalizza anche S(k), che puo` quindi
essere riscritta nella forma
Sd = U∗S(k)U = diag
(
k + iη1
k − iη1 ,
k + iη2
k − iη2 , ...,
k + iηn
k − iηn
)
, (2.54)
dove
ηi = λ tan(αi), −pi
2
≤ αi ≤ pi
2
.
L’espressione (2.54) mostra che la matrice di scattering S(k) e` una funzione
meromorfa con poli localizzati sull’asse immaginario. Se non ci sono poli nel
semipiano superiore del piano complesso, cioe` se ηi < 0, ∀i = 1, ..., n, dato che
x > 0, e` evidente che la (2.11) continua a valere e la soluzione del problema
continua a essere della forma (2.12)
ψ(s)(t, x, i) =
∫ ∞
−∞
dk
2pi
ai(k)e
−iω(k)t+ikx, ω(k) =
k2
2m
. (2.55)
In caso contrario, il solo campo (2.55) non soddisfera` la condizione (2.3).
Risulta quindi naturale introdurre in generale la decomposizione
ψ(t, x, i) = ψ(s)(t, x, i) + ψ(b)(t, x, i), (2.56)
dove ψ(s) riguarda gli stati di scattering ed e` della forma (2.55), e dove ψ(b) e`
il contributo degli stati legati.
Si calcoli esplicitamente l’anticommutatore
[ψ(s)(t1, x1, i), ψ
(s)∗(t2, x2, j)]+ =
=
∫ +∞
−∞
dk
2pi
∫ +∞
−∞
dp
2pi
[ai(k), a
∗
j(p)]+e
−iω(k)t1+iω(p)t2+ikx1−ipx2 =
= δij
∫ +∞
−∞
dk
2pi
e−iω(k)t12+ikx12 +
∫ +∞
−∞
dk
2pi
Sij(k)e−iω(k)t12+ikx˜12 , (2.57)
dove t12 ≡ t1 − t2, x12 ≡ x1 − x2 e x˜12 ≡ x1 + x2 > 0. Si indichi adesso con
P+ = {iη : η > 0} e con P− = {iη : η < 0} l’insieme dei poli di S(k) appar-
tenenti ai semipiani superiore e inferiore, rispettivamente. In altri termini, P+
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definisce l’insieme degli stati legati, mentre P− quello degli stati anti-legati.
Introducendo la matrice
R
(η)
ij = lim
k→iη
[(k − iη)Sij(k)] , iη ∈ P±, (2.58)
che rappresenta il residuo nel polo, il calcolo degli integrali (2.57) nel piano
complesso restituisce il risultato
[ψ(s)(t1, x1, i), ψ
(s)∗(t2, x2, j)]+ =
= δij
∫ +∞
−∞
dk
2pi
e−iω(k)t12+ikx12 + i
∑
η∈P+
R
(η)
ij e
i η
2
2m
t12−ηx˜12 (2.59)
e nel limite t1 → t2 ≡ t
[ψ(s)(t, x1, i), ψ
(s)∗(t, x2, j)]+ = δijδ(x1 − x2) + i
∑
η∈P+
R
(η)
ij e
−ηx˜12 . (2.60)
Come anticipato, le relazioni di anticommutazione della sola componente di
scattering del campo ψ generano, oltre alla delta, un termine in piu` legato alla
presenza di poli nel semipiano superiore del piano complesso (stati legati). In
altri termini, gli stati di scattering, rappresentati dalle onde piane (2.55), non
formano piu` un set completo. Per maggiori dettagli si rimanda all’Appendice
B.
A questo punto, l’idea consiste nel costruire la componente ψ(b), introdu-
cendo nuovi gradi di liberta`, in modo da ripristinare la relazione (2.3).
Si assuma dunque P+ 6= ∅ e si introduca l’insieme I+ = {i : ηi > 0}. I nuo-
vi gradi di liberta` quantistici siano descritti in termini dell’algebra B generata
dagli operatori {bi, b∗i : i ∈ I+}, che commutano con gli operatori {ai(k), a∗i (k)}
e soddisfano le relazioni
bibj + bjbi = 0, b
∗
i b
∗
j + b
∗
jb
∗
i = 0, (2.61)
bib
∗
j + b
∗
jbi = δij. (2.62)
Si definisca la componente associata agli stati legati nel modo seguente
ψ(b)(t, x, i) =
∑
j∈I+
√
2ηjUijbje
−ηjx+i
η2j
2m
t, (2.63)
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che per costruzione soddisfa l’equazione del moto e le condizioni al bordo (2.7),
e dove U e` la matrice che diagonalizza S. L’anticommutatore vale
[ψ(b)(t1, x1, i), ψ
(b)∗(t2, x2, j)]+ =
=
∑
l∈I+
∑
n∈I+
√
2ηl
√
2ηnUilU¯jn[bl, b
∗
n]+e
−ηlx1−ηnx2+i η
2
l
2m
t1−i η
2
n
2m
t2 =
=
∑
l∈I+
∑
n∈I+
√
2ηl
√
2ηnUilU
∗
njδlne
−ηlx1−ηnx2+i η
2
l
2m
t1−i η
2
n
2m
t2 =
=
∑
l∈I+
2ηlUilU
∗
lje
−ηlx˜12+i η
2
l
2m
t12 =
∑
η∈P+
2ηe−ηx˜12+i
η2
2m
t12
∑
l∈Iη
UilU
∗
lj. (2.64)
Usando adesso la definizione (2.58)
−iR(η)ij = −i lim
k→iη
(k − iη) [USd(k)U∗]ij = 2η
∑
l∈Iη
UilU
∗
lj (2.65)
e operando il limite t12 → 0, si ottiene
[ψ(b)(t, x1, i), ψ
(b)∗(t, x2, j)]+ = −i
∑
η∈P+
R
(η)
ij e
−ηx˜12 , (2.66)
che e` proprio quanto necessario per elidere il secondo termine della (2.60). In
definitiva, in virtu` del fatto che
[ψ(t, x1, i), ψ
∗(t, x2, j)]+ = δijδ(x1 − x2), (2.67)
la soluzione della teoria per una giunzione di Schro¨dinger in presenza di stati
legati e` fornita dal campo ψ = ψ(s) + ψ(b), dove ψ(s) e ψ(b) sono dati rispetti-
vamente dalle formule (2.55) e (2.63).
Si passi adesso alla costruzione dell’Hamiltoniano del sistema. Per quanto
riguarda la parte di scattering, al solito avremo
H(s) =
n∑
i=1
∫ 0
−∞
dk
2pi
ω(k)a∗i (k)ai(k), (2.68)
mentre, per quanto riguarda gli stati legati, si costruisca il corrispondente
operatore hamiltoniano H(b) richiedendo che soddisfi l’equazione di Heisenberg
[H(b), ψ(b)(t, x, i)]− = −i∂tψ(b)(t, x, i). (2.69)
Si dimostra che la combinazione
H(b) = −
∑
j∈I+
η2j
2m
b∗jbj (2.70)
28
Capitolo 2. Dinamica e proprieta` di trasporto
soddisfa tale richiesta. Infatti,
[H(b), bj]− = −
∑
l∈I+
η2l
2m
[b∗l bl, bj]− = −
∑
l∈I+
η2l
2m
(b∗l blbj − bjb∗l bl) =
−
∑
l∈I+
η2l
2m
(−b∗l bjbl − bjb∗l bl) =
∑
l∈I+
η2l
2m
[b∗l , bj]+bl =
η2j
2m
bj. (2.71)
Quindi, l’Hamiltoniano totale vale
H = H(s) +H(b) =
n∑
i=1
∫ 0
−∞
dk
2pi
ω(k)a∗i (k)ai(k)−
∑
j∈I+
η2j
2m
b∗jbj. (2.72)
Le considerazioni svolte fino ad adesso sono di natura puramente algebrica e
non dipendono dalla rappresentazione di A e B. Ovviamente, per le applica-
zioni fisiche, per il calcolo delle funzioni di correlazione e delle ampiezze di
trasmissione occorre scegliere una rappresentazione per ciascuna di queste al-
gebre. Avendo come obbiettivo lo studio dell’eventuale contributo aggiuntivo
degli stati legati alle proprieta` di trasporto di una giunzione di Schro¨dinger, sul
modello di uno star graph Γ, che simuli le caratteristiche di sistemi fuori equi-
librio, e` naturale considerare per A la rappresentazione LB e calcolare i valori
di aspettazione delle osservabili sullo stato stazionario Ωβ,µ di non-equilibrio.
Quindi, mentre per la parte di scattering continua a valere la combinazione
(1.40), per gli stati legati occorre adesso calcolare il contributo fornito dal
valore di aspettazione
〈
b∗jbi
〉
.
2.3.2 Rappresentazioni e valori di aspettazione sullo sta-
to stazionario Ωβ,µ,η
Dato l’Hamiltoniano totale (2.72), si introduca la combinazione
K =
n∑
i=1
βi(hi − µiqi)−
∑
j∈I+
βj
η2j
2m
b∗jbj, (2.73)
dove
hi =
∫ 0
−∞
dk
2pi
ω(k)a∗i (k)ai(k), (2.74)
qi =
∫ 0
−∞
dk
2pi
a∗i (k)ai(k), (2.75)
29
2.3. Giunzione di Schro¨dinger con stati legati al vertice
con ωi(k) ≥ 0 relazione di dispersione nel ramo Ei. Per gli operatori a∗i (k) e
ai(k), relativi alla parte di scattering, continuano a valere le relazioni (1.37)-
(1.40). Non resta che calcolare l’analogo dell’espressione (1.37) per gli operatori
b∗i , con i ∈ I+:
e−Kb∗i = e
−∑nj=1 βj(hj−µjqj) +∞∑
s=0
1
s!
∑
j1∈I+
βj1
η2j1
2m
b∗j1bj1
 ...
∑
js∈I+
βjs
η2js
2m
b∗jsbjs
 b∗i =
= e−
∑n
j=1 βj(hj−µjqj)
+∞∑
s=0
1
s!
∑
j1∈I+
βj1
η2j1
2m
b∗j1bj1
 ... b∗i
∑
js∈I+
βjs
η2js
2m
b∗jsbjs + βi
η2i
2m
 =
= b∗i e
−∑nj=1 βj(hj−µjqj) +∞∑
s=0
1
s!
∑
j∈I+
η2j
2m
b∗jbj +
η2i
2m
s =
= b∗i e
βi
η2i
2m e−K . (2.76)
Il valore di aspettazione
〈
b∗jbi
〉
β,µ,η
sullo stato stazionario Ωβ,µ,η per un sistema
fuori equilibrio, in presenza di stati legati cioe` sotto l’ipotesi P 6= ∅, si ottiene
attraverso pochi passaggi dalla definizione
〈
b∗jbi
〉
β,µ,η
≡ Tr
[
e−Kb∗jbi
]
Tr [e−K ]
. (2.77)
Il risultato e` 〈
b∗jbi
〉
β,µ,η
= δij
eβj
η2j
2m
1 + eβj
η2
j
2m
. (2.78)
Per completezza riscrivo quanto si ottiene per gli operatori relativi alla parte
di scattering
〈a∗j(p)ai(k)〉β,µ,η = δij
e−βi[ωi(k)−µi]
1 + e−βi[ωi(k)−µi]
2piδ(k − p), (p, k < 0). (2.79)
Dunque, non resta che calcolare il valore di aspettazione delle osservabili (2.14)-
(2.15) sullo stato Ωβ,µ,η, dato il campo ψ = ψ
(s)+ψ(b) e le formule (2.78)-(2.79).
Le correnti potranno essere scomposte in generale in un doppio contributo
Ji(β, µ, η) = 〈j(s)x (t, x, i)〉β,µ,η + 〈j(b)x (t, x, i)〉β,µ,η, (2.80)
Ti(β, µ, η) = 〈θ(s)(t, x, i)〉β,µ,η + 〈θ(b)(t, x, i)〉β,µ,η, (2.81)
dove le componenti 〈j(s)x (t, x, i)〉β,µ,η e 〈θ(s)(t, x, i)〉β,µ,η sono gia` state calcolate
e sono note. L’interesse si sposta adesso al contributo degli stati legati e al
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calcolo dei valori di aspettazione delle corrispondenti osservabili. Svolgendo il
calcolo, si trova che
〈j(b)x (t, x, i)〉β,µ,η =〈i
e
2m
[
ψ(b)∗(∂xψ(b))− (∂xψ(b)∗)ψ(b)
]
(t, x, i)〉β,µ,η = 0,
(2.82)
〈θ(b)(t, x, i)〉β,µ,η =〈 1
4m
[(∂tψ
(b)∗)(∂xψ(b)) + (∂xψ(b)∗)(∂tψ(b))+
− (∂t∂xψ(b)∗)ψ(b) − ψ(b)∗(∂t∂xψ(b)](t, x, i)〉β,µ,η = 0. (2.83)
Questa e` la dimostrazione della seguente affermazione:
Proposizione. Data una giunzione di Schro¨dinger con P+ 6= ∅, le osser-
vabili j
(b)
x e θ(b), associate agli stati legati, hanno valori di aspettazione nulli
sullo stato stazionario Ωβ,µ,η per un sistema fuori equilibrio, cioe` tali stati le-
gati non contribuiscono alle proprieta` di trasporto.
In definitiva, il contenuto di questo paragrafo, relativo agli stati legati per
una giunzione di Schro¨dinger, anticipa quanto sara` svolto nel seguito e mostra
che, senza ledere alcuna generalita` nell’ambito dello studio del rendimento as-
sociato a una tale giunzione, e` lecito assumere la condizione (2.11). In ogni
caso, come espresso dalla precedente proposizione e come illustrato sopra, la
presenza di eventuali stati legati non contribuisce in alcun modo a modificare
la corrente Ji, quindi, come vedremo, risulta irrilevante ai fini del calcolo del
rendimento e non puo` in particolare migliorare l’efficienza di un dispositivo
schematizzato da una giunzione di Schro¨dinger.
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Capitolo 3
Rendimento e teoria della
risposta lineare
In questo capitolo si vuole studiare un esempio di applicazione della teoria
sviluppata nelle precedenti sezioni, che consiste nell’analisi del rendimento di
un sistema, sul modello di uno star graph Γ, con un numero di rami n = 2, 3,
impiegando, in particolare, i risultati del precedente capitolo, cioe` le espressio-
ni delle osservabili, nelle loro diverse forme a seconda della rappresentazione
dell’algebra e dello stato del sistema scelti.
Tutto questo e` preceduto da una rapida presentazione al rendimento ter-
modinamico e alla teoria della risposta lineare.
3.1 Limiti al rendimento termodinamico
3.1.1 Teorema di Carnot
Il teorema di Carnot rappresenta uno dei principali risultati della termodi-
namica, tant’e` che il concetto di rendimento di Carnot fu utilizzato da Clausius
per definire la funzione entropia.
Il ragionamento di Carnot porta alla conclusione che in un ciclo tra due
bagni termici alle temperature T1 e T2, con T1 > T2, il rendimento η, definito
come il rapporto tra il lavoro W e il calore Q1 estratto dal bagno termico a
temperatura maggiore, e` limitato superiormente e tale limite prende il nome
di rendimento di Carnot, che indicheremo con ηC . In simboli:
η =
W
Q1
≤ ηC = 1− T2
T1
=
∆T
T1
. (3.1)
Il risultato (3.1) puo` essere ottenuto, ad esempio, utilizzando un semplice mo-
dello con due bagni termici alle temperature T1 e T2, e andando a confrontare il
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rendimento di una generica macchina termica ciclica e quello di una macchina
reversibile, invocando unicamente il primo principio della termodinamica.
3.1.2 Limite di Curzon-Ahlborn
L’espressione (3.1) fornisce un limite invalicabile per ogni tipo di processo
fisico e in particolare si applica in tutte le situazioni sperimentali reali, per le
quali i processi in gioco sono irreversibili.
Tuttavia, tale disuguaglianza, ottenuta a partire dal confronto con un ciclo
reversibile, potrebbe non rivelarsi una buona guida nell’analisi delle effettive si-
tuazioni fisiche, in cui l’irreversibilita` interviene in modo cruciale e per le quali
il rendimento misurato e` ben lontano dal limite di Carnot. In altri termini, le
reali macchine termiche difficilmente raggiungono anche solo una frazione del
rendimento di Carnot ηC . Una possibilita` consiste nella costruzione di modelli,
piu` simili ai sistemi termodinamici reali, dai quali ottenere limiti piu` restrittivi
e piu` vicini alle effettive situazioni fisiche. A questo proposito, nel 1975, F. L.
Curzon e B. Ahlborn [28] ricavarono il rendimento alla massima potenza per
una versione modificata della macchina termica reversibile di Carnot, parten-
do da un modello lineare di trasferimento di calore tra il fluido della macchina
termica, che lavora in modo reversibile, e i bagni termici. Riproponendo l’ana-
lisi di C-A, parleremo nel seguito di limite di Curzon-Ahlborn (CA); in realta`,
il loro risultato era gia` stato ottenuto precedentemente in altro ambito da P.
Chambadal e I. I. Novikov.
Tutto questo rientra in cio` che viene chiamata Termodinamica Endorever-
sibile: essa si occupa di studiare un sistema scomponendolo in un certo numero
di sottosistemi, i quali si comportano separatamente come macchine termiche
reversibili, ma che interagiscono tra di loro in modo irreversibile. E’ nell’in-
terazione tra le parti che entrano in gioco processi irreversibili e dissipazione
[29].
Si consideri la seguente rivisitazione, proposta da C-A, di una macchina
di Carnot reversibile: si costruisca un sistema composto da un ciclo di Carnot
accoppiato con due bagni termici alle temperature T1 e T2, attraverso parti
dotate di conducibilita` termiche finite. In figura 3.1 e` riportato uno schema
sintetico della suddetta macchina di C-A.
Si consideri il ciclo di Carnot composto da un’espansione isoterma a tem-
peratura T1w, durante la quale e` assorbito il calore Q1, da un’espansione adia-
batica, da una compressione isoterma a temperatura T2w, durante la quale e`
ceduto il calore Q2, e da una compressione adiabatica. Si assuma [28] che i flus-
si di calore attraverso il recipiente, che contiene la macchina di Carnot, siano
proporzionali alle differenze di temperature sulle pareti del recipiente stesso.
Quindi, se t1 e t2 sono rispettivamente la durata dell’espansione isoterma e
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Figura 3.1: Schema della macchina di Curzon-Ahlborn. T1 e T2 sono le tem-
perature dei due bagni termici (T1 > T2), connessi alla macchina di Carnot,
che opera tra le temperature T1w e T2w. Il dispositivo e` un esempio di sistema
endoreversibile.
della compressione isoterma, sia
W1 = αt1(T1 − T1w) (3.2)
l’energia in ingresso e sia
W2 = βt2(T2w − T2) (3.3)
l’energia in uscita. Nelle (3.2)-(3.3) α e β sono funzioni dello spessore delle
pareti del recipiente e della conducibilita` termica.
Se si assume adesso che i tempi spesi nelle fasi adiabatiche siano trascu-
rabili, cioe` se si assumono rapidi processi di rilassamento del fluido contenuto
nel recipiente, allora la potenza P della macchina vale
P =
W1 −W2
t1 + t2
. (3.4)
Dal bilancio dell’entropia segue
W1
T1w
=
W2
T2w
, (3.5)
dato che la fasi adiabatiche sono gia` di per se´ isoentropiche. Dalle relazio-
ni (3.2), (3.3) e (3.5) e` possibile scrivere il rapporto t1/t2 in funzione delle
temperature e dei coefficienti α e β. Sostituendo tale rapporto nella (3.4) si
ottiene
P =
αβxy(T1 − T2 − x− y)
βT1y + αT2x+ xy(α− β) , (3.6)
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dove
x = T1 − T1w, y = T2w − T2.
Le equazioni ∂xP = 0 e ∂yP = 0 per il calcolo del massimo della potenza forni-
scono un sistema in due incognite, dal quale si ottengono opportune espressioni
per x e y. A questo punto, e` sufficiente sostiuire nella definizione di rendimen-
to.
Il risultato per il rendimento alla massima potenza, ottenuto in [28], secondo
il procedimento illustrato, e`
ηCA = 1−
√
T2
T1
. (3.7)
L’irreversibilita`, introdotta attraverso le parti del sistema a conducibilita` finita,
ha modificato il risultato (3.1). Come si vede attraverso alcuni esempi riportati
in [28] per macchine termiche reali, il limite di Curzon-Ahlborn sembra essere
molto piu` vicino alle efficienze misurate di quanto non lo sia il limite di Carnot
per una macchina ideale.
Nel seguito si cerchera` una procedura che eventualmente possa consentire
di superare il limite di Curzon-Ahlborn.
Si osservi che, nel limite T2 → T1 ≡ T , il rendimento di Curzon-Ahlborn
tende a
ηCA ∼ 1
2
∆T
T
=
ηC
2
, (3.8)
che e` il regime della risposta lineare, a cui dedicheremo una particolare atten-
zione.
3.2 Teoria della risposta lineare
Ai fini dello studio del rendimento, le grandezze fisiche di interesse sono la
potenza, il flusso di calore, che entrano nella definizione di rendimento stes-
so, e l’entropia, che determina un vincolo importante sul sistema, dato dalla
positivita` della sua derivata prima nel tempo. Risulta conveniente lavorare in
astratto e introdurre due tipi di parametri, in grado di descrivere processi irre-
versibili [27]: uno di questi rappresentera` la forza che guida il processo, l’altro
descrivera` la risposta del sistema a tale forza.
Si consideri un sistema discreto, in particolare composto da due sottosi-
stemi, e sia Y (i) una generica grandezza estensiva, che assume i valori Y
(i)
1 e
Y
(i)
2 nei due sottosistemi. La condizione di chiusura del sistema complessivo si
traduce nella richiesta
Y
(i)
tot = Y
(i)
1 + Y
(i)
2 = costante. (3.9)
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A questo punto, si introduca [27] la forza generalizzata Xi, che rappresenta il
meccanismo responsabile di guidare il sistema fuori equilibrio:
Xi ≡
(
∂Stot
∂Y
(i)
1
)
Y
(i)
tot
=
(
∂S1
∂Y
(i)
1
)
Y
(i)
tot
−
(
∂S2
∂Y
(i)
2
)
Y
(i)
tot
, (3.10)
che si annulla per un sistema all’equilibrio. La quantita` (3.10) prende il nome di
affinita`. Ad esempio, se Y e` l’energia interna U , allora l’affinita` e` X = β1−β2,
essendo β = 1/T , mentre se Y e` il volume l’affinita` vale X = (P1/T1−P2/T2);
infine, se Y e` il numero di particelle, si ha X = (µ2/T2 − µ1/T1).
In generale, introducendo i flussi
Ji =
dY (i)
dt
,
la derivata temporale dell’entropia S(Y (0), Y (1), ...) si puo` scrivere come
dS
dt
=
∑
i
∂S
∂Y (i)
dY (i)
dt
=
∑
i
XiJi, (3.11)
che puo` essere estesa anche al caso di sistemi continui [27]. La termodinamica
irreversibile lineare e` basata sul concetto di equilibrio locale e sulla possibilita`
di introdurre le seguenti relazioni lineari dei flussi Ji in termini delle affinita`
Xi:
J1 = L11X1 + L12X2
J2 = L21X1 + L22X2.
(3.12)
Usando le (3.12) possiamo riscrivere
dS
dt
=
(
X1 X2
)(J1
J2
)
= L11X
2
1 + (L12 + L21)X1X2 + L22X
2
2 . (3.13)
La richiesta di un rate positivo di produzione di entropia,
dS
dt
≥ 0, si traduce
nella richiesta che la forma quadratica
Q ≡ L11X21 + (L12 + L21)X1X2 + L22X22 (3.14)
sia definita positiva. Questo si esprime nelle condizioni seguenti:
L11 ≥ 0, L22 ≥ 0 (3.15)
L11L22 − 1
4
(L12 + L21)
2 ≥ 0. (3.16)
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3.2.1 Flusso di particelle e flusso di calore alla risposta
lineare
Per quanto ci riguarda, si consideri la condizione (3.9) applicata al numero
di particelle e all’energia totale del sistema:
N = N1 +N2 (3.17)
U = U1 + U2. (3.18)
Per un sistema a volume costante, per cui vale la relazione TdS = dU − µdN ,
la derivata (3.11) si puo` riscrivere come
dS
dt
= ∆β
dU
dt
−∆(βµ)dN
dt
(3.19)
dove compaiono la corrente di energia e la corrente delle particelle, con le ri-
spettive affinita`. Per scrivere il rendimento associato ad un sistema unidimen-
sionale, connesso a due bagni termici, occorre tuttavia conoscere la corrente di
calore, piuttosto che quella di energia. Dalla relazione TdS = dQ si definisce
la corrente di calore
JQ = TJS = JU − µJN , (3.20)
che e` possibile impiegare nell’espressione della derivata temporale dell’entropia,
ma prima si assuma β2 ∼ β1 = β e µ2 ∼ µ1 = µ, cioe` si considerino i limiti
∆β = β2 − β1 → 0+ e ∆µ = µ2 − µ1 → 0+. In questi limiti, le differenze
nella (3.19) devono essere interpretate come variazioni infinitesime. Usando la
definizione (3.20), la derivata temporale dell’entropia (3.19) diventa:
dS
dt
= JQ(δβ)− JNβ(δµ), (3.21)
da cui segue che, se le componenti −JN e JQ sono scelte come flussi, le affinita`
corrispondenti sono β(δµ) e (δβ) rispettivamente. In questo caso particolare le
relazioni lineari (3.12) assumono la forma
−JN = L11β(δµ) + L12(δβ)
JQ = L21β(δµ) + L22(δβ).
(3.22)
Se con L si indica la matrice
L =
(
L11 L12
L21 L22
)
(3.23)
si capisce che gli elementi diagonali L11 e L22 hanno un diretto significato fisico:
si ponga, ad esempio, δµ = 0, da cui si ottiene JQ = L22∆T/T
2, dove si legge
che la combinazione L22/T
2 rappresenta la conducibilita` termica.
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3.2.2 Relazioni di Onsager
Possibili applicazioni della teoria, sviluppata nei capitoli precedenti, riguar-
dano l’analisi del rendimento associato a fili quantistici con impurita` e la ricerca
di eventuali situazioni in cui tale rendimento puo` essere incrementato o addirit-
tura portato a valori al di sopra del limite di Curzon-Ahlborn. Come emergera`
nel successivo paragrafo, tutto questo e` legato alla ricerca di situazioni in cui
le relazioni di Onsager cessano di valere.
Nel 1931, ispirato da tutta una vasta categoria di situazioni fisiche speri-
mentali che esibivano particolari relazioni di simmetria tra le grandezze ter-
modinamiche, L. Onsager sviluppo` una procedura che gli consent`ı di derivare
reciproche relazioni tra grandezze fisiche, a partire da un principio di reversi-
bilita` microscopica [31]. Nelle ipotesi di validita` del criterio sviluppato da On-
sager, le relazioni che ottenne, dato il sistema (3.12) e le notazioni introdotte
in precedenza, assumono la forma seguente:
L12 = L21. (3.24)
In presenza di un eventuale campo magnetico B, essa e` cos`ı modificata:
L12(B) = L21(−B). (3.25)
Per un’analisi dettagliata si rimanda, ad esempio, alla referenza [33].
3.3 Rendimento termodinamico alla massima
potenza
Si consideri adesso la potenza associata alla corrente elettrica che scorre
all’interno di un sistema unidimensionale connesso a due serbatoi, con tempe-
rature (inverse) β e β + δβ, e con potenziali chimici µ e µ+ δµ. Utilizzando le
relazioni lineari (3.22) e ricordando che (con carica elettrica e unitaria)
µ = εF + V, (3.26)
dove εF e` l’energia di Fermi e V il potenziale applicato, e` possibile scrivere la
potenza come
P = JNδµ = −[L11β(δµ)2 + L12(δµ)(δβ)], (3.27)
che e` massima quando
dP
d(δµ)
= −[2L11β(δµ) + L12(δβ)] = 0, (3.28)
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da cui si ottiene una precisa relazione tra le affinita`,
β(δµ) = − L12
2L11
(δβ), (3.29)
assumendo elementi di matrice non banali. Il rendimento alla massima potenza
si ottiene sostituendo la (3.29) nella definizione di rendimento, che e` data
dal rapporto tra la potenza erogata e il calore estratto dal bagno termico a
temperatura maggiore nell’unita` di tempo:
η(Pmax) =
Pmax
JQ
=
ηC
2
L212
2L11L22 − L12L21 , (3.30)
avendo usato il fatto che δβ ≈ ∆T
T 2
, da cui segue δβ
β
= ∆T
T
≡ ηC . Ora e nel resto
della trattazione si e` assunto per semplicita` kB = 1, essendo kB la costante di
Boltzmann.
Si studino adesso le conseguenze che le relazioni (3.15)-(3.16) hanno sull’e-
spressione (3.30). Utilizzando la (3.16), dopo alcuni passaggi, si ottiene
η(Pmax) ≤ ηC 1
1 +
L221
L212
. (3.31)
Se risulta
x ≡ L12
L21
= 1 (3.32)
allora la (3.31) si riduce a
η(Pmax) ≤ ηC
2
. (3.33)
In tal caso, il rendimento non supera mai il limite di Curzon-Ahlborn all’ordine
piu` basso non banale. Se tuttavia esiste una regione di punti in cui x 6= 1, in
linea di principio, potrebbe essere possibile oltrepassare tale limite.
In ogni caso, si osservi tuttavia che ∀x ∈ R vale la disuguaglianza
η(Pmax) ≤ ηC , (3.34)
proprio come deve essere. La disuguaglianza (3.31) si riduce a un’uguaglian-
za quando vale l’uguaglianza nella (3.16): questo significa che nei punti che
soddisfano il sistema di equazioni
L11L22 − 1
4
(L12 + L21)
2 = 0
L221
L212
= 0
(3.35)
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il rendimento raggiunge il limite di Carnot ed e` uguale a ηC .
Si osservi infine che le (3.15)-(3.16) garantiscono la positivita` dell’espres-
sione (3.30). Questo completa il quadro e definisce il range di valori ammessi
per il rendimento (3.30), che, in accordo con quanto atteso, dovra` soddisfare
0 ≤ η(Pmax) ≤ ηC . (3.36)
Alle volte, oltre a x, si introduce anche il parametro
y =
L12L21
detL
,
in termini del quale il rendimento (3.30) si riscrive come:
η(Pmax) =
ηC
2
xy
2 + y
. (3.37)
Ci aspettiamo che gli elementi di matrice di L, che sono coinvolti negli sviluppi
al primo ordine delle correnti, dipendano dal potenziale chimico µ e dalla
temperatura (inversa) β, attorno ai quali tali sviluppi sono stati calcolati.
Niente vieta di poter cercare il massimo della potenza anche rispetto a µ: a
tal fine, richiedendo l’annullamento della derivata della (3.27) rispetto a µ, si
ottiene l’equazione
1
L11
∂L11
∂µ
− 2
L12
∂L12
∂µ
= 0. (3.38)
3.4 Rendimento termodinamico massimo
Invece di massimizzare la potenza, si vada a massimizzare direttamente il
rendimento
η =
P
JQ
= −(δµ)L11β(δµ) + L12(δβ)
L21β(δµ) + L22(δβ)
. (3.39)
Il massimo di tale espressione si individua studiando gli intervalli di monotonia
della funzione η(δµ). Il rendimento e` una funzione crescente nell’intervallo di
δµ che soddisfa la disuguaglianza
dη
d(δµ)
= −L11L21β
2(δµ)2 + 2L11L22β(δµ)(δβ) + L12L22(δβ)
2
[L21β(δµ) + L22(δβ)]
2 ≥ 0. (3.40)
Sotto la richiesta JQ = L21β(δµ) + L22(δβ) > 0, il massimo del rendimento
termodinamico si ottiene dunque per
β(δµ) =
L22
L21
(
−1 +
√
detL
L11L22
)
(δβ) (3.41)
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e vale
ηmax = ηCx
√
y + 1− 1√
y + 1 + 1
, (3.42)
dove la positivita` dell’argomento delle radici e` garantita dalle condizioni che
discendono dal vincolo sull’entropia S˙ ≥ 0.
Come gia` osservato, il parametro x gioca un ruolo fondamentale nel pro-
blema della ricerca di strategie che consentano un aumento del rendimento e il
superamento del limite di Curzon-Ahlborn (nel caso di potenza massimizzata),
e si vedra` che e` particolarmente interessante la ricerca di situazioni in cui e`
rotta la relazione di Onsager (3.24) e x 6= 1. In [22] si studia, ad esempio, la
possibilita` di avere x 6= 1 tramite l’introduzione di una rottura esplicita della
simmetria di time-reversal. Si e` avuto modo di osservare che nel caso analogo,
esaminato nell’ambito del formalismo dei quantum graphs, le relazioni (2.26) e
(2.29) testimoniano la rottura spontanea del time-reversal sullo stato staziona-
rio Ωβ,µ, associato alla rappresentazione LB dell’algebra per un sistema fuori
equilibrio. Tale fenomeno, che nell’ambito quantistico rappresenta un’interes-
sante alternativa alla rottura esplicita, non sara` condizione sufficiente perche´
si ottenga x 6= 1: in altri termini, la relazione di Onsager continuera` ad essere
soddisfatta. D’altra parte, saremo pero` in grado di ottenere interessanti risul-
tati senza invocare alcuna rottura esplicita del time reversal.
Risulta significativo adesso riportare alcune proprieta` dell’espressione (3.42)
[22]. Innanzitutto si definisca la combinazione
h(x) =
4x
(x− 1)2 (3.43)
e si osservi che sia y sia h(x) hanno lo stesso segno di x. Dalle condizioni
(3.15)-(3.16) discende immediatamente che |y| ≤ |h(x)|, ∀x ∈ R. Studiando la
(3.42) come funzione di y si trova che [22]
ηmax(x, y) ≤ ηmax(x, h(x)) =
{
ηCx
2 se |x| ≤ 1
ηC se |x| ≥ 1 .
(3.44)
Questo e` sufficiente per asserire che vale sempre la disuguaglianza ηmax ≤ ηC .
Il formalismo, introdotto e sviluppato nei capitoli precedenti, mette a dispo-
sizione gli ingredienti che occorrono nello studio di alcune applicazioni, come il
rendimento, e consente di sviluppare la trattazione delle referenze [21],[22]. Ci
mette in grado poi di scrivere esplicitamente l’espressione della potenza asso-
ciata al rendimento massimo, per poi confrontarla con esso. A tale proposito,
dalla definizione di potenza alla risposta lineare
P = −(δµ)[L11β(δµ) + L12(δβ)] (3.45)
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e dalla condizione (3.41), segue
P (ηmax) = −η2Cβ
L22
L21
(
−1 +
√
detL
L11L22
)[
L11L22
L21
(
−1 +
√
detL
L11L22
)
+ L12
]
.
(3.46)
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Capitolo 4
Rendimento alla risposta lineare
su giunzioni n = 2
Recentemente, lo studio del rendimento associato a dispositivi, nei qua-
li scorrono flussi unidimensionali, ha generato un vivace interesse [19]-[26]. In
particolare, tali studi sono volti anche al tentativo di costruire situazioni fisiche
nelle quali il rendimento possa essere migliorato o possa addirittura consentire
il superamento del limite ηC
2
.
D’altra parte, il formalismo introdotto nei primi capitoli, che passa attra-
verso l’introduzione di un’algebra astratta, la costruzione degli stati, la pre-
sentazione della dinamica e il calcolo delle correnti, si presta perfettamente
all’analisi del rendimento associato a una giunzione a due rami (n = 2) e si
inserisce coerentemente nel quadro della recente ricerca.
L’obbiettivo delle sezioni seguenti consiste, dunque, nel calcolo del rendi-
mento e nell’analisi delle sue proprieta`, utilizzando le relazioni (3.30) e (3.42),
per le quali abbiamo a disposizione esplicite espressioni degli elementi della
matrice L, e nella ricerca di metodologie che consentano un miglioramento
del rendimento alla massima potenza e il superamento del limite di Curzon-
Ahlborn, all’ordine piu` basso non banale nel regime di risposta lineare. Quindi,
una particolare attenzione sara` rivolta al caso di η(Pmax).
Si consideri lo schema di figura 4.1, che rappresenta un grafo a stella con
due rami, ossia un filo quantistico dove l’interazione e` localizzata nel vertice
ed espressa in termini della matrice di scattering S. Studiando il regime della
risposta lineare, si considerino i seguenti valori di temperatura e potenziale
chimico:
β1 ≡ β, β2 = β + δβ, (4.1)
µ1 ≡ µ, µ2 = µ+ δµ. (4.2)
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Figura 4.1: Schema del grafo a stella Γ a 2 rami, connessi all’infinito con bagni
termici alle temperature (inverse) β1 e β2, e potenziali chimici µ1 e µ2. S(k) e`
la matrice di scattering.
4.1 Rendimento alla risposta lineare su giun-
zioni di Schro¨dinger U(1)
Data la situazione riportata in figura 4.1, lo stato che naturalmente si
presta all’analisi del rendimento di un tale dispositivo e` lo stato Ωβ,µ nella
rappresentazione LB. Per semplicita` sara` analizzato nel dettaglio soltanto il
caso fermionico: il caso bosonico si ottiene in modo analogo, a meno di sostituire
d+j (k) con d
−
j (k).
4.1.1 Caso fermionico
Si considerino le osservabili (2.20)-(2.21) e si inseriscano gli sviluppi (4.1)-
(4.2). Utilizzando l’unitarieta` della matrice S, da cui segue in generale che
n∑
j=1
[
δij − |Sij(k)|2
]
= 0, ∀i = 1, ..., n , (4.3)
si ottengono i seguenti risultati:
J1(β, µ) =
e
2pi
∫ +∞
0
dω |S12(ω)|2 e
β(ω−µ)
[eβ(ω−µ) + 1]2
[(ω − µ)δβ − βδµ] , (4.4)
T1(β, µ) =
1
2pi
∫ +∞
0
dω ω|S12(ω)|2 e
β(ω−µ)
[eβ(ω−µ) + 1]2
[(ω − µ)δβ − βδµ] , (4.5)
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JQ1 (β, µ) = T1(β, µ)−
µ
e
J1(β, µ) =
=
1
2pi
∫ +∞
0
dω |S12(ω)|2 e
β(ω−µ)
[eβ(ω−µ) + 1]2
[
(ω − µ)2δβ − (ω − µ)βδµ] , (4.6)
dove si leggono gli elementi della matrice L. Introducendo la combinazione
G(ω) ≡ e
β(ω−µ)
[eβ(ω−µ) + 1]2
,
gli elementi di matrice si scrivono come
L11 =
1
2pi
∫ +∞
0
dω |S12(ω)|2G(ω), (4.7)
L12 = L21 = − 1
2pi
∫ +∞
0
dω |S12(ω)|2G(ω)(ω − µ), (4.8)
L22 =
1
2pi
∫ +∞
0
dω |S12(ω)|2G(ω)(ω − µ)2. (4.9)
In questa forma le condizioni (3.15) sono evidentemente soddisfatte, men-
tre la disuguaglianza (3.16) e` una banale applicazione della disuguaglianza
di Cauchy-Schwarz per integrali, come risulta ovvio riscrivendola nella forma[∫ +∞
0
dω |S12(ω)|2G(ω)
] [∫ +∞
0
dω |S12(ω)|2G(ω)(ω − µ)2
]
≥[∫ +∞
0
dω |S12(ω)|2G(ω)(ω − µ)
]2
. (4.10)
Le condizioni sulla positivita` della derivata temporale dell’entropia sono dun-
que soddisfatte.
D’altra parte, anche la relazione di Onsager e` verificata, essendo L12 = L21.
Dalle espressioni (3.31)-(3.33) risulta evidente che non sara` possibile migliorare
il rendimento alla massima potenza oltre il limite ηC
2
, cioe` η(Pmax) ≤ ηC2 .
Risulta significativo considerare il caso invariante di scala, per cui gli inte-
grali sopra ammettono un risultato esplicito in forma analitica:
L11 =
|U12|2
2piβ
1
1 + eλ
, (4.11)
L12 = L21 = −|U12|
2
2piβ2
[
ln(1 + e−λ) +
λ
1 + eλ
]
, (4.12)
L22 =
|U12|2
2piβ3
[
−2Li2(−e−λ) + 2λ ln(1 + e−λ) + λ
2
1 + eλ
]
, (4.13)
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essendo λ = −βµ. Questo caso e` interessante anche per il fatto che il rendi-
mento alla massima potenza (3.30) e il rendimento massimo (3.42), per come
sono combinati gli elementi Lij, non dipendono ne´ dalla matrice U ne´ separa-
tamente da β o µ: l’unica variabile e` il parametro λ adimensionale.
Infine, dalle espressioni del rendimento massimo e della potenza associata,
si ricava che, nel limite λ → +∞, ηmax → ηC , mentre P (ηmax) → 0. Questo
risultato e` consistente con quanto ci possiamo aspettare, in virtu` del fatto che
il rendimento di Carnot si ottiene per un processo quasi-statico, che richiede-
rebbe un tempo infinito e dunque una potenza estratta nulla: in altri termini,
e` lecito attendersi che P (ηmax)→ 0 quando ηmax → ηC .
In figura 4.2 e` riportato l’andamento del rendimento fermionico alla mas-
sima potenza, a confronto con quello ottenuto per bosoni, entrambi per una
giunzione con dinamica assegnata dall’equazione di Schro¨dinger.
Invece, gli andamenti del rendimento massimo, a confronto con i grafici
delle corrispondenti potenze erogate dal sistema, sono visibili in figura 4.3.
4.1.2 Caso bosonico
Il caso bosonico e` concettualmente identico a quello fermionico, quindi,
saranno soltanto riportate, per ragioni di completezza, le espressioni finali degli
elementi di matrice all’invarianza di scala:
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Figura 4.2: Il grafico rappresenta, in funzione del parametro adimensionale
λ, il rendimento fermionico (curva a punti) e il rendimento bosonico (curva
continua), calcolati alla massima potenza e nel regime della risposta lineare. Il
rendimento per bosoni e` ovviamente definito solo sulla semiretta (0,+∞).
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L11 =
|U12|2
2piβ
1
eλ − 1 , (4.14)
L12 = L21 = −|U12|
2
2piβ2
[
− ln(1− e−λ) + λ
eλ − 1
]
, (4.15)
L22 =
|U12|2
2piβ3
[
2Li2(e
−λ)− 2λ ln(1− e−λ) + λ
2
eλ − 1
]
, (4.16)
per i quali si e` assunto λ > 0.
Per quanto riguarda l’andamento generale del rendimento alla massima po-
tenza, il caso bosonico non presenta novita`: anche in questo caso le relazioni
di Onsager sono soddisfatte e in questo scenario risulta impossibile un mi-
glioramento del rendimento oltre il valore ηC
2
. La ricerca di situazioni in cui
L12 6= L21 e` condizione necessaria (ma comunque non sufficiente) per il rag-
giungimento di un tale obbiettivo. Nelle figure 4.2 e 4.3 e` possibile confrontare
le curve per i rendimenti di fermioni e bosoni. Si ricordi che nel calcolo degli
integrali bosonici, si e` reso necessario escludere i valori λ ∈ (−∞, 0], quindi le
curve sono definite soltanto sulla semiretta strettamente positiva.
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Figura 4.3: Il grafico a sinistra rappresenta, in funzione del parametro adimen-
sionale λ e per unita` di ηC , il rendimento fermionico massimo (curva a punti)
e il rendimento bosonico massimo (curva continua), nel regime della risposta
lineare. Il grafico a destra rappresenta, in funzione di λ e per unita` di βη2C ,
le potenze erogate per fermioni (curva a punti) e per bosoni (curva continua),
corrispondenti alla situazione di massima efficienza. Il rendimento e la potenza
per bosoni sono ovviamente definiti solo sulla semiretta (0,+∞).
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4.1.3 Giunzione di Schro¨dinger con shift αβi
In [23], con lo scopo di ottenere una rottura delle relazioni di Onsager, si
propone una strategia basata sull’utilizzo di una giunzione con tre rami: fissan-
do a zero le correnti che scorrono nel terzo, il limite superiore del rendimento
alla massima potenza, calcolata impiegando i flussi che scorrono nei primi due,
si eleva al di sopra di ηC
2
per un certo intervallo di valori del parametro x = L12
L21
.
Piu` di recente, in [34], sono state discusse le proprieta` termoelettriche di un
dispositivo con un numero arbitrario di terminali, in presenza di un campo
magnetico e di una rottura esplicita del time-reversal nel regime della risposta
lineare: come risultato vengono ottenuti, al variare del numero di rami, diversi
limiti superiori per l’efficienza alla massima potenza, meno stringenti rispetto
a quello di Curzon-Ahlborn.
L’obbiettivo di questo paragrafo consiste nella ricerca di una situazione che
non faccia ricorso a una giunzione a tre o piu` rami per il miglioramento del
rendimento, oltre il limite di Curzon-Ahlborn, ma che si basi soltanto sullo
schema di figura 4.1, e nella ricerca di un esempio esplicito in cui tale miglio-
ramento effettivamente sia raggiunto, non accontentandoci di definire soltanto
un limite superiore al rendimento.
A tale scopo, si modifichi l’azione della teoria introducendo un ulteriore
termine lagrangiano della forma
L′ = −ψ∗(t, x, i) α
βi
ψ(t, x, i), (4.17)
dove α e` una costante (adimensionale) reale e βi la temperatura (inversa) del
ramo i-esimo. In questo modo l’equazione del moto, che si ottiene imponendo
una variazione nulla dell’azione, vale(
i∂t +
1
2m
∂2x −
α
βi
)
ψ(t, x, i) = 0 , (4.18)
che differisce dall’equazione di Schro¨dinger unicamente per l’aggiunta del ter-
mine − α
βi
, che ha il solo effetto di generare una traslazione nella relazione di
dispersione
ωi(k) =
k2
2m
+
α
βi
(4.19)
per le particelle nei due bagni termici. Una tale modifica risultera` cruciale per
quanto riguarda la possibilita` di ottenere un miglioramento dell’efficienza oltre
il limite di Curzon-Ahlborn.
La costruzione dei campi in termini degli operatori di creazione e distruzio-
ne, e il calcolo delle correnti si realizzano nel modo standard: la sola differenza
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consiste nella presenza dell’indice di ramo in ωi(k). La funzione di correlazione
a due punti sullo stato stazionario Ωβ,µ vale
〈ψ∗(t1, x1, i)ψ(t2, x2, j)〉β,µ =
∫ +∞
0
dk
2pi
ei[ωi(k)t1−ωj(k)t2]
{eik(x1−x2)δjid±i (k) + e−ik(x1−x2)
2∑
l=1
S∗jl(k)d±l (k)Sli(k)+
+ eik(x1+x2)Sji(k)d±i (k) + e−ik(x1+x2)d
±
j (k)S∗ji(k)}
(4.20)
e le espressioni delle correnti sono
Ji(β, µ) =
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |Sij(k)|2
]
d±j (k), (4.21)
Ti(β, µ) =
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
ωj(k)
[
δij − |Sij(k)|2
]
d±j (k), (4.22)
JQi (β, µ) = Ti(β, µ)− µiJi(β, µ) =
=
1
m
∫ +∞
0
dk
2pi
k
n∑
j=1
[
δij − |Sij(k)|2
]
[ωj(k)− µi] d±j (k),
(4.23)
dove
d±i (k) =
e−βi[ωi(k)−µi]
e−βi[ωi(k)−µi] ± 1 , (4.24)
essendo adesso ωi(k) dato dalla (4.19).
Usando al solito le convenzioni (4.1)-(4.2) e introducendo la definizione
λ = −βµ, all’invarianza di scala e nel regime della risposta lineare, le cor-
renti fermioniche restituiscono le seguenti combinazioni per gli elementi della
matrice L:
L11 =
|U12|2
2piβ
1
1 + eα+λ
, (4.25)
L12 = −|U12|
2
2piβ2
[
ln(1 + e−α−λ) +
λ
1 + eα+λ
]
, (4.26)
L21 = −|U12|
2
2piβ2
[
ln(1 + e−α−λ) +
α + λ
1 + eα+λ
]
, (4.27)
L22 =
|U12|2
2piβ3
[
−2Li2(−e−α−λ) + 2(α + λ) ln(1 + e−α−λ) + λ
2 + αλ
1 + eα+λ
]
. (4.28)
Si osservi che, se α 6= 0, in generale avremo L12 6= L21. La presenza dello
shift nella relazione di dispersione si rivela dunque cruciale per la rottura delle
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relazioni di simmetria di Onsager. Questo tuttavia non e` ancora sufficiente a
garantire un miglioramento dell’efficienza: e` necessario richiedere la positivita`
della derivata temporale dell’entropia, che rappresenta il solo vincolo da im-
porre per l’eliminazione di eventuali intervalli proibiti per il paramentro α, e
cercare regioni in cui |x| = |L12
L21
| > 1.
Massimizzando anche rispetto al potenziale chimico µ, cioe` sostituendo gli
elementi di matrice nell’equazione (3.38), il massimo della potenza si ottiene
quando e` soddisfatta
−λe−λ + (eα + e−λ) ln(1 + e−α−λ) = 0. (4.29)
Fissato α, e` possibile cercare numericamente la soluzione λ0 della (4.29) e,
sostituendo nell’espressione per la derivata temporale dell’entropia, che grazie
alle formule (3.21), (3.22) e (3.29), e agli elementi della matrice L fattorizza in
una funzione s(λ) dipendente solo dal parametro adimensionale λ
dS
dt
= (δβ)2
[
− L12
2L11
(
L21 +
L12
2
)
+ L22
]
≡ (δβ)
2
β3
s(λ), (4.30)
e` possibile controllare che sia soddisfatto il vincolo dS
dt
≥ 0, che a questo punto
equivale alla condizione s(λ0) ≥ 0.
Si preferisce rimandare ai capitoli successivi un’analisi piu` sistematica e
generale per la ricerca di un range ben definito di valori di α, che ∀λ ∈ R
soddisfino la condizione di positivita` della derivata temporale dell’entropia. A
questo livello sara` sufficiente osservare che il caso α = −1, a cui corrispon-
de λ0 = 1, 3021..., consente, nel regime perturbativo, di superare il limite di
Curzon-Ahlborn: (
dS
dt
)
α=−1
=
(δβ)2
β3
0, 1625... > 0,
[η(Pmax)]α=−1 = ηC 0, 8159... >
ηC
2
.
Questo risultato fornisce un esempio esplicito della possibilita` di superare il
limite ηC
2
a livello perturbativo, impiegando unicamente un dispositivo a due
serbatoi, sul modello di figura 4.1, senza invocare ulteriori terminali.
4.2 Rendimento alla risposta lineare su giun-
zioni di Schro¨dinger U(2)
In questa sezione si vuole considerare il dispositivo schematizzato in figura
4.1 nello stato stazionario Ωβ,µ,µ˜ generalizzato, corrispondente alla rappresen-
tazione GLB dell’algebra, dato il gruppo di simmetria U(2).
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La prima parte e` dedicata al calcolo degli elementi di matrice per le osserva-
bili, corrispondenti ad un sistema schematizzato in termini di un filo quantistico
con un’impurita`, che connette sistemi a due potenziali chimici. Si mostrera` che
le relazioni di Onsager continuano a valere.
Nella parte successiva sara` considerata l’estensione al caso U(N), riportan-
do gli sviluppi delle correnti, nei quali sara` evidente ancora la simmetria di
Onsager.
4.2.1 Giunzione con piu` potenziali chimici indipendenti
Si consideri lo schema di figura 4.1 e si sviluppino le correnti fermioni-
che (2.42)-(2.44) nel regime della risposta lineare, date le relazioni infinitesi-
me (4.1)-(4.2), alle quali occorre aggiungere quella per il secondo potenziale
chimico:
µ˜1 ≡ µ˜, µ˜2 = µ˜+ δµ˜. (4.31)
Le correnti cos`ı ottenute sono:
J1(β, µ, µ˜) =
1
2pi
∫ +∞
0
dω |S(1)12 (ω)|2
eβ(ω−µ−µ˜)
[eβ(ω−µ−µ˜) + 1]2
[(ω − µ− µ˜)δβ − βδµ− βδµ˜] +
+
1
2pi
∫ +∞
0
dω |S(2)12 (ω)|2
eβ(ω−µ+µ˜)
[eβ(ω−µ+µ˜) + 1]2
[(ω − µ+ µ˜)δβ − βδµ+ βδµ˜] =
=
1
2pi
∫ +∞
0
dω
{
δβ
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜) + |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)
]
+
− βδµ
[
|S(1)12 (ω)|2G(1)(ω) + |S(2)12 (ω)|2G(2)(ω)
]
+
− βδµ˜
[
|S(1)12 (ω)|2G(1)(ω)− |S(2)12 (ω)|2G(2)(ω)
]}
, (4.32)
J˜1(β, µ, µ˜) =
1
2pi
∫ +∞
0
dω |S(1)12 (ω)|2
eβ(ω−µ−µ˜)
[eβ(ω−µ−µ˜) + 1]2
[(ω − µ− µ˜)δβ − βδµ− βδµ˜] +
− 1
2pi
∫ +∞
0
dω |S(2)12 (ω)|2
eβ(ω−µ+µ˜)
[eβ(ω−µ+µ˜) + 1]2
[(ω − µ+ µ˜)δβ − βδµ+ βδµ˜] =
=
1
2pi
∫ +∞
0
dω
{
δβ
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜)− |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)
]
+
− βδµ
[
|S(1)12 (ω)|2G(1)(ω)− |S(2)12 (ω)|2G(2)(ω)
]
+
− βδµ˜
[
|S(1)12 (ω)|2G(1)(ω) + |S(2)12 (ω)|2G(2)(ω)
]}
, (4.33)
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T1(β, µ, µ˜) =
1
2pi
∫ +∞
0
dω ω|S(1)12 (ω)|2
eβ(ω−µ−µ˜)
[eβ(ω−µ−µ˜) + 1]2
[(ω − µ− µ˜)δβ − βδµ− βδµ˜] +
+
1
2pi
∫ +∞
0
dω ω|S(2)12 (ω)|2
eβ(ω−µ+µ˜)
[eβ(ω−µ+µ˜) + 1]2
[(ω − µ+ µ˜)δβ − βδµ+ βδµ˜] =
=
1
2pi
∫ +∞
0
dω ω
{
δβ
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜) + |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)
]
+
− βδµ
[
|S(1)12 (ω)|2G(1)(ω) + |S(2)12 (ω)|2G(2)(ω)
]
+
− βδµ˜
[
|S(1)12 (ω)|2G(1)(ω)− |S(2)12 (ω)|2G(2)(ω)
]}
, (4.34)
JQ1 (β, µ, µ˜) = T1(β, µ, µ˜)− µJ1(β, µ, µ˜)− µ˜J˜1(β, µ, µ˜) =
=
1
2pi
∫ +∞
0
dω
{
δβ
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜)2 + |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)2
]
+
− βδµ
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜) + |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)
]
+
− βδµ˜
[
|S(1)12 (ω)|2G(1)(ω)(ω − µ− µ˜)− |S(2)12 (ω)|2G(2)(ω)(ω − µ+ µ˜)
]}
,
(4.35)
avendo introdotto
G(1)(ω) ≡ e
β(ω−µ−µ˜)
[eβ(ω−µ−µ˜) + 1]2
, G(2)(ω) ≡ e
β(ω−µ+µ˜)
[eβ(ω−µ+µ˜) + 1]2
.
Rispetto al caso U(1) adesso abbiamo tre correnti, ciascuna sviluppata al pri-
mo ordine nelle tre grandezze β, µ e µ˜. Ciascuna delle correnti J1 e J˜1 eroga
una certa potenza ad esse proporzionale. Nel calcolo generale del rendimen-
to occorre tener conto di entrambi i contributi, che producono il seguente
risultato:
ηU(2) =
(δµ)J1 + (δµ˜)J˜1
JQ1
. (4.36)
Per studiare il problema nel formalismo della risposta lineare, occorre estendere
gli sviluppi (3.22) al caso di tre correnti, introducendo stavolta una matrice L
di taglia 3× 3:
−JN = L11β(δµ) + L12β(δµ˜) + L13(δβ),
−J˜N = L21β(δµ) + L22β(δµ˜) + L23(δβ),
JQ = L31β(δµ) + L32β(δµ˜) + L33(δβ).
(4.37)
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La derivata temporale dell’entropia si generalizza in modo naturale in una
forma cubica:
dS
dt
=JQ(δβ)− JNβ(δµ)− J˜Nβ(δµ˜) =
=
(
β(δµ) β(δµ˜) (δβ)
) L11 L12+L212 L13+L312L12+L21
2
L22
L23+L32
2
L13+L31
2
L23+L32
2
L33
β(δµ)β(δµ˜)
(δβ)
 , (4.38)
dove la matrice che compare nel prodotto e` stata costruita in modo da risulta-
re simmetrica. In tal maniera la positivita` della forma cubica dS
dt
e` assicurata
se sono positivi tutti i minori principali della suddetta matrice. Questa proce-
dura fornisce tre condizioni, che gli elementi Lij devono soddisfare, perche´ la
costruzione matematica sia consistente con i principi della termodinamica.
Il massimo della potenza P = (δµ)JN + (δµ˜)J˜N si ottiene generalizzando
la procedura seguita nel caso di un solo potenziale chimico, cioe` derivando
rispetto alle affinita` (δµ) e (δµ˜). Dal sistema di equazioni
∂P
∂(δµ)
= 0, (4.39)
∂P
∂(δµ˜)
= 0 (4.40)
e` possibile ottenere relazioni non banali tra le affinita` (δµ), (δµ˜) e (δβ). So-
stituendo nell’espressione del rendimento, si ottiene il seguente risultato in
termini degli elementi di matrice:
ηU(2)(Pmax) = ηC
[
L13(L12 + L21)− L22L213 − L11L23
] {2L13L22L31+
− (L12 + L21)(L23L31 − L13L32) + 2L11L23L32 + L33
[
(L12 + L21)
2 − 4L11L22
]}−1.
(4.41)
Integrando le espressioni delle correnti (4.32)-(4.35), nell’ipotesi di invarian-
za di scala e prendendo un’unica matrice di scattering U ≡ S(1) = S(2), si
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ottengono i seguenti risultati:
L11 = L22 =
|U12|2
2piβ
[
1
1 + eλ+λ˜
+
1
1 + eλ−λ˜
]
, (4.42)
L12 = L21 =
|U12|2
2piβ
[
1
1 + eλ+λ˜
− 1
1 + eλ−λ˜
]
, (4.43)
L13 = L31 = −|U12|
2
2piβ2
[
ln(1 + e−λ−λ˜) +
λ+ λ˜
1 + eλ+λ˜
+ ln(1 + e−λ+λ˜) +
λ− λ˜
1 + eλ−λ˜
]
,
(4.44)
L23 = L32 = −|U12|
2
2piβ2
[
ln(1 + e−λ−λ˜) +
λ+ λ˜
1 + eλ+λ˜
− ln(1 + e−λ+λ˜)− λ− λ˜
1 + eλ−λ˜
]
,
(4.45)
L33 =
|U12|2
2piβ3
{
− 2Li2(−e−λ−λ˜) + 2(λ+ λ˜) ln(1 + e−λ−λ˜) + (λ+ λ˜)
2
1 + eλ+λ˜
+
− 2Li2(−e−λ+λ˜) + 2(λ− λ˜) ln(1 + e−λ+λ˜) + (λ− λ˜)
2
1 + eλ−λ˜
}
, (4.46)
dove si sono introdotte le combinazioni adimensionali λ = −βµ e λ˜ = −βµ˜.
Gia` a livello delle espressioni integrali (4.32)-(4.35) risultava tuttavia evi-
dente che l’introduzione della simmetria U(2) a livello perturbativo non genera
una rottura delle relazioni di Onsager.
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Figura 4.4: Il grafico rappresenta, in funzione del parametro adimensionale λ,
il rendimento alla massima potenza ηU(2)(Pmax) in unita` di ηC , per i valori
λ˜ = 5 (curva continua) e λ˜ = 0 (curva tratteggiata).
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Uno dei tre vincoli, che si ottengono dalla condizione S˙ ≥ 0, consiste nella
positivita` del determinante della matrice che compare nel prodotto (4.38), che
insieme alla relazione di simmetria Lij = Lji assicura
ηU(2)(Pmax) ≤ ηC
2
. (4.47)
In altri termini, l’introduzione di una simmetria ulteriore sulla giunzione non
consente, almeno alla risposta lineare, di superare il limite di Curzon-Ahlborn.
In figura 4.4 sono riportati gli andamenti corrispondenti a due particolari
valori di λ˜. La curva con λ˜ = 0 riproduce il caso con un solo potenziale chimico,
annullandosi gli elementi di matrice L12 = L21 = L23 = L32 = 0 nella (4.41).
Si osservi che l’analisi si semplifica notevolmente se si sceglie di studiare
separatamente le situazioni in cui le variazioni dei potenziali chimici sono al-
ternativamente nulle. Rispetto al caso U(1), la novita` sta nella presenza di
una ulteriore corrente, che e` non nulla anche se i corrispondenti potenziali
chimici nei due bagni termici sono fissati allo stesso valore, che si comporta
da parametro spettatore, al variare del quale si ottengono diverse curve per il
rendimento.
Il risultato e` naturalmente estendibile a U(N), dove gli sviluppi delle cor-
renti fino al primo ordine sono
J1(β, µ, µ
(1), ..., µ(N−1)) =
1
2pi
N∑
α=1
∫ +∞
0
dω |S(α)12 (ω)|2
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ
(k))[
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ(k)) + 1
]2
{
(ω − µ−
N−1∑
k=1
b(k)α µ
(k))δβ − βδµ−
N−1∑
k=1
b(k)α βδµ
(k)
}
, (4.48)
J
(s)
1 (β, µ, µ
(1), ..., µ(N−1)) =
1
2pi
N∑
α=1
b(s)α
∫ +∞
0
dω |S(α)12 (ω)|2
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ
(k))[
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ(k)) + 1
]2
{
(ω − µ−
N−1∑
k=1
b(k)α µ
(k))δβ − βδµ−
N−1∑
k=1
b(k)α βδµ
(k)
}
, (4.49)
T1(β, µ, µ
(1), ..., µ(N−1)) =
1
2pi
N∑
α=1
∫ +∞
0
dω ω |S(α)12 (ω)|2
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ
(k))[
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ(k)) + 1
]2
{
(ω − µ−
N−1∑
k=1
b(k)α µ
(k))δβ − βδµ−
N−1∑
k=1
b(k)α βδµ
(k)
}
, (4.50)
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JQ1 (β, µ, µ
(1), ..., µ(N−1)) = T1 − µJ1 −
N−1∑
s=1
µ(s)J
(s)
1 =
=
1
2pi
N∑
α=1
∫ +∞
0
dω |S(α)12 (ω)|2
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ
(k))[
eβ(ω−µ−
∑N−1
k=1 b
(k)
α µ(k)) + 1
]2
{
(ω−µ−
N−1∑
k=1
b(k)α µ
(k))2δβ−(ω−µ−
N−1∑
k=1
b(k)α µ
(k))βδµ−
N−1∑
s=1
b(s)α (ω−µ−
N−1∑
k=1
b(k)α µ
(k))βδµ(s)
}
,
(4.51)
dove e` possibile vedere ancora la simmetria degli elementi di matrice fuori
diagonale, fissando una generica coppia di affinita`.
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Rendimento esatto su giunzioni
n = 2
Molta letteratura e` dedicata all’analisi del regime della risposta lineare, co-
me e` possibile constatare consultando le referenze indicate di volta in volta nei
precedenti capitoli. La maggior parte della precedente discussione era rivolta
appunto allo studio del regime perturbativo, considerando variazioni infinite-
sime tra i parametri associati ai serbatoi della giunzione a due rami.
Tuttavia, la caratteristica principale e piu` interessante del formalismo in-
trodotto per l’analisi del rendimento, basato sulla costruzione di un’algebra
astratta e dell’opportuno stato stazionario fuori equilibrio, consiste nella pos-
sibilita` di ottenere espressioni esatte e analitiche delle osservabili, cioe` delle
quantita` misurabili, associate a una giunzione. Questo suggerisce che possa ef-
fettivamente essere possibile superare il regime perturbativo, scrivendo invece
un’espressione esatta per il rendimento, che non chiami in causa alcuna appros-
simazione. Il regime perturbativo sara` ragionevolmente ricostruito attraverso
uno sviluppo di Taylor nel limite di uguali potenziali chimici e temperature.
5.1 Entropia della giunzione
Prestando attenzione alle convenzioni sui segni dei flussi di calore, e` pos-
sibile ottenere l’espressione della variazione dell’entropia per una giunzione a
due rami, senza la richiesta di variazioni infinitesime delle grandezze associate
ai bagni termici. Questa digressione sull’entropia sara` utile poi per mostrare
che, anche a livello esatto, il rendimento di Carnot ηC e` quanto di meglio si
puo` ottenere, in condizioni di reversibilita`.
In generale, siano Th e Tc le temperature dei bagni termici, con Th > Tc, e
siano Qh e Qc i flussi di calore tra la macchina termica, che eroga una certa
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potenza P , e i corrispondenti serbatoi. Con la convenzione che Qh e` positivo,
perche´ e` il calore entrante nel sistema dal bagno termico hot, e che dunque Qc
e` negativo, perche´ uscente, la variazione di entropia associata al sistema vale
∆Stot = −Qh
Th
− Qc
Tc
= (ηC − η)Qh
Tc
, (5.1)
essendo
η = 1 +
Qc
Qh
, ηC = 1− Tc
Th
. (5.2)
Dalla (5.1) e` immediato constatare che la condizione di non decrescenza del-
l’entropia, ∆Stot ≥ 0, e` equivalente all’affermazione che il rendimento di una
macchina termica e` limitato dal rendimento di Carnot, cioe` η ≤ ηC . Quest’ulti-
mo puo` essere raggiunto unicamente tramite trasformazioni che non coinvolga-
no un aumento dell’entropia, ∆Stot = 0, cioe` con trasformazioni quasi-statiche
del sistema. Derivando la (5.1) rispetto al tempo e utilizzando la conservazione
dell’energia, Th +Tc = 0, e del numero di particelle, Jh +Jc = 0, si ottiene una
formula analoga per le correnti di calore JQ:
d
dt
(∆Stot) =− Q˙h
Th
− Q˙c
Tc
=
=− βhJQh − βcJQc =
=− βh(Th − µhJh)− βc(Tc − µcJc) =
=(βc − βh)Th − (βcµc − βhµh)Jh, (5.3)
che generalizza la (3.19). In modo equivalente, riarrangiando i vari termini, la
derivata temporale dell’entropia si puo` riscrivere nella forma
d
dt
(∆Stot) = (βc − βh)JQh − βc(µc − µh)Jh. (5.4)
Usando le definizioni JQh,c = Th,c−µh,cJh,c e le conservazioni del flusso di energia
Th + Tc = 0 e di particelle Jh + Jc = 0, il rendimento termodinamico η, dato
dalla (5.2), si puo` riscrivere nella forma
η = 1 +
JQc
JQh
=
=
(Th − µhJh) + (Tc − µcJc)
JQh
=
=
(µc − µh)Jh
JQh
. (5.5)
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5.2 Giunzione di Schro¨dinger con shift αβi
In tutta generalita` si consideri l’equazione (4.18) con lo shift α
βi
; il caso di
Schro¨dinger standard sara` facilmente ricostruibile ponendo α = 0.
Si considerino le correnti (4.21)-(4.23) nella loro forma esatta, all’invarianza
di scala, in modo da poter fattorizzare gli elementi della matrice di scattering.
Ovviamente e` possibile distiguere tra il caso fermionico e il caso bosonico: l’a-
nalisi di entrambe queste situazioni si mostrera` particolarmente promettente,
esibendo differenze significative nell’espressione del rendimento alla massima
potenza, dipendenti dunque dalla statistica.
5.2.1 Rendimento alla massima potenza: caso fermioni-
co
Nel caso fermionico, con distribuzione d+i (k), le correnti esatte (4.21)-(4.23)
valgono:
J1(β1, µ1, β2, µ2, α) =
|U12|2
2pi
[
1
β1
ln(1 + eβ1µ1−α)− 1
β2
ln(1 + eβ2µ2−α)
]
, (5.6)
T1(β1, µ1, β2, µ2, α) =
|U12|2
2pi
[
α
β21
ln(1 + eβ1µ1−α)− α
β22
ln(1 + eβ2µ2−α)
]
+
+
|U12|2
2pi
[
− 1
β21
Li2(−eβ1µ1−α) + 1
β22
Li2(−eβ2µ2−α)
]
, (5.7)
JQ1 (β1, µ1, β2, µ2, α) = T1(β1, µ1, β2, µ2, α)− µ1J1(β1, µ1, β2, µ2, α) =
=
|U12|2
2pi
[
α− β1µ1
β21
ln(1 + eβ1µ1−α)− α− β2µ1
β22
ln(1 + eβ2µ2−α)
]
+
+
|U12|2
2pi
[
− 1
β21
Li2(−eβ1µ1−α) + 1
β22
Li2(−eβ2µ2−α)
]
. (5.8)
Al solito, si definisca λi = −βiµi, con i = 1, 2, e si introduca il rapporto r = β1β2 .
Senza ledere la generalita` della trattazione, adesso e nel seguito assumeremo
T1 > T2, ossia r ∈ [0, 1], in modo da identificare β1,2 ≡ βh,c e µ1,2 ≡ µh,c. Le
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correnti J1, T1 e J
Q
1 si possono riscrivere dunque come
J1(β1, λ1, λ2, r, α) =
|U12|2
2piβ1
[
ln(1 + e−λ1−α)− r ln(1 + e−λ2−α)] , (5.9)
T1(β1, λ1, λ2, r, α) =
|U12|2
2piβ21
[
α ln(1 + e−λ1−α)− r2α ln(1 + e−λ2−α)]+
+
|U12|2
2piβ21
[−Li2(−e−λ1−α) + r2Li2(−e−λ2−α)] , (5.10)
JQ1 (β1, λ1, λ2, r, α) =
|U12|2
2piβ21
[
(α + λ1) ln(1 + e
−λ1−α)− (rα + λ1)r ln(1 + e−λ2−α)
]
+
+
|U12|2
2piβ21
[−Li2(−e−λ1−α) + r2Li2(−e−λ2−α)] . (5.11)
In queste notazioni, il rendimento esatto (5.5) e`
η =
(µ2 − µ1)J1
JQ1
, (5.12)
dove al numeratore si legge l’espressione della potenza P erogata, che esplici-
tando la corrente J1 vale
P = (µ2 − µ1)J1 = |U12|
2
2piβ21
(λ1 − rλ2)
[
ln(1 + e−λ1−α)− r ln(1 + e−λ2−α)] .
(5.13)
Nell’ottica di studiare il rendimento alla massima potenza η(Pmax), occorre
risolvere le equazioni ∂λ1P = ∂λ2P = 0, dalle quali si deduce che l’estremo
della (5.13) e` localizzato nel punto λ1 = λ2 ≡ λ, che soddisfa
λ− (1 + eλ+α) ln(1 + e−λ−α) = 0. (5.14)
Si puo` osservare che il membro di sinistra dell’equazione (5.14) e` una funzione
strettamente crescente in α e nel limite α→ +∞ la soluzione λ0 di (5.14) tende
a 1+. In generale, si puo` dedurre che la (5.14) ammette sempre una soluzione
nella semiretta λ ∈ (1,+∞) ⊂ R, ossia λ0 > 1. Calcolate nel punto λ0, le
correnti (5.9)-(5.11) si semplificano e si possono riscrivere come
J1(β1, r) =
|U12|2
2piβ1
(1− r) ln(1 + e−λ0−α), (5.15)
T1(β1, r) =
|U12|2
2piβ21
(1− r2) [α ln(1 + e−λ0−α)− Li2(−e−λ0−α)] , (5.16)
JQ1 (β1, r) =
|U12|2
2piβ21
(1− r) [(α + rα + λ0) ln(1 + e−λ0−α)− (1 + r)Li2(−e−λ0−α)] .
(5.17)
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Fissato α, il rendimento alla massima potenza per fermioni e` funzione solo di
r e vale
ηf (Pmax) = ηC
λ0 ln(1 + e
−λ0−α)
(α + rα + λ0) ln(1 + e−λ0−α)− (1 + r)Li2(−e−λ0−α) , (5.18)
essendo ηC = 1− r.
Si studi adesso la derivata temporale dell’entropia, la cui positivita` costi-
tuisce il vincolo per la consistenza della precedente costruzione con i principi
della termodinamica. Avendo trovato che alla massima potenza β1µ1 = β2µ2,
conviene riscrivere S˙ usando la forma (5.3):
S˙ = (β2 − β1)T1 =
= β1
1− r
r
T1 =
=
|U12|2
2piβ1
(1− r)2(1 + r) [α ln(1 + e−λ0−α)− Li2(−e−λ0−α)] , (5.19)
che, in virtu` della disuguaglianza
−Li2(−e−z) ≥ ln(1 + e−z) , ∀z ∈ R , (5.20)
soddisfa la condizione
S˙ ≥ |U12|
2
2piβ1
(1− r)2(1 + r)(α + 1) ln(1 + e−λ0−α). (5.21)
La positivita` di S˙ e` garantita per tutti gli α reali maggiori di −1, ossia
α ≥ −1 ⇒ S˙ ≥ 0.
Inoltre, si osservi che i vincoli λ0 ≥ 1 e α ≥ −1, uniti alla disuguaglianza (5.20),
garantiscono la positivita` del denominatore della (5.18). In questo modo, e`
verificata la disuguaglianza ηf (Pmax) ≥ 0. Analogamente, le stesse condizioni
garantiscono che ηf (Pmax) ≤ ηC , come prova della consistenza del risultato
ottenuto. Ricapitolando:
α ≥ −1 , λ0 ≥ 1 ⇒ 0 ≤ ηf (Pmax) ≤ ηC .
Infine, dal calcolo della derivata prima
∂αηf (Pmax) = ηC
(1 + r)λ0Li2(−e−λ0−α)
(1 + eλ0+α) [(α + rα + λ0) ln(1 + e−λ0−α)− (1 + r)Li2(−e−λ0−α)]2
(5.22)
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Figura 5.1: Il grafico rappresenta, in funzione di r, l’andamento del rendimento
fermionico
ηf
ηC
alla massima potenza (curva continua), nel caso in cui (α;λ) =
(−1; 1, 3021...), e il limite ηCA
ηC
(curva tratteggiata), dove ηCA = 1 −
√
r e` il
rendimento di Curzon-Ahlborn.
si ricava che ∂αηf (Pmax) < 0: questo suggerisce che il rendimento migliore si
ottiene per α = −1.
In figura 5.1 e` riportato un esempio, in corrispondenza di una particolare
coppia di valori (α, λ): la curva continua, che rappresenta il rendimento fer-
mionico, supera visibilmente il limite di Curzon-Ahlborn. La differenza rimane
significatica anche nella regione perturbativa r → 1: questo conferma quanto
ottenuto alla risposta lineare.
L’introduzione del termine lagrangiano L′ = −ψ∗(t, x, i) α
βi
ψ(t, x, i), cioe`
dello shift α
βi
nella relazione di dispersione
ωi(k) =
k2
2m
+
α
βi
,
ha dunque un ruolo cruciale nel quadro dello studio del rendimento di una
giunzione di Schro¨dinger con statistica di Fermi-Dirac: esiste cioe` un range
non banale di valori di α, per i quali il rendimento di Curzon-Ahlborn non
limita piu` superiormente il rendimento termoelettrico della giunzione.
5.2.2 Rendimento alla massima potenza: caso bosonico
Il caso bosonico si tratta in modo analogo considerando la distribuzio-
ne d−i (k), in luogo di d
+
i (k). Tuttavia, la presenza della singolarita` a k
2 =
−2mλi+α
βi
negli integrandi delle (4.21)-(4.23) impone di assumere che λi+α > 0,
∀i = 1, 2. Con questo vincolo, all’invarianza di scala, le correnti (4.21)-(4.23)
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si scrivono come
J1(β1, λ1, λ2, r, α) =
|U12|2
2piβ1
[− ln(1− e−λ1−α) + r ln(1− e−λ2−α)] , (5.23)
T1(β1, λ1, λ2, r, α) =
|U12|2
2piβ21
[−α ln(1− e−λ1−α) + r2α ln(1− e−λ2−α)]+
+
|U12|2
2piβ21
[
Li2(e
−λ1−α)− r2Li2(e−λ2−α)
]
, (5.24)
JQ1 (β1, λ1, λ2, r, α) =
|U12|2
2piβ21
[−(α + λ1) ln(1− e−λ1−α) + (rα + λ1)r ln(1− e−λ2−α)]+
+
|U12|2
2piβ21
[
Li2(e
−λ1−α)− r2Li2(e−λ2−α)
]
, (5.25)
mentre la potenza erogata vale
P = (µ2 − µ1)J1 = |U12|
2
2piβ21
(λ1 − rλ2)
[− ln(1− e−λ1−α) + r ln(1− e−λ2−α)] .
(5.26)
Cercando il massimo della potenza, dalle equazioni ∂λ1P = ∂λ2P = 0 si deduce
che l’estremo della (5.26) e` localizzato nel punto λ1 = λ2 ≡ λ, che soddisfa
λ− (1− eλ+α) ln(1− e−λ−α) = 0, λ+ α > 0. (5.27)
L’analisi numerica dell’equazione (5.27) e l’osservazione del fatto che il membro
di sinistra e` una funzione decrescente in α consentono di individuare la seguente
casistica:
• per α < −0, 1792... non esiste alcuna soluzione reale della (5.27);
• per α = −0, 1792... esiste una soluzione a λ = 0, 4063..., che tuttavia
corrisponde a un punto di flesso per la potenza P ;
• per −0, 1792... < α ≤ 0 esistono due soluzioni reali e positive (dovendo
essere λ + α > 0), una delle quali corrisponde a un minimo locale della
potenza, mentre l’altra ad un massimo locale;
• per α > 0 esiste una sola soluzione per l’equazione (5.27), che corrisponde
ad un massimo assoluto per la potenza.
Inoltre, si deduce che al crescere di α, la soluzione dell’equazione (5.27) tende
a 1−. Nel caso di αmin = −0, 1792..., la somma λ+ α e` strettamente positiva.
Queste osservazioni, unite all’analisi precedente, consentono di concludere che
per ogni α > −0, 1792... esiste sempre una particolare coppia di valori (α, λ),
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che soddisfa entrambe le condizioni (5.27) e rende massima la potenza.
Fissato α, sia λ0 la soluzione dell’equazione (5.27). Le correnti (5.23)-(5.25)
si riscrivono nella forma:
J1(β1, r) =
|U12|2
2piβ1
(r − 1) ln(1− e−λ0−α), (5.28)
T1(β1, r) =
|U12|2
2piβ21
(1− r2) [−α ln(1− e−λ0−α) + Li2(e−λ0−α)] , (5.29)
JQ1 (β1, r) =
|U12|2
2piβ21
(1− r) [−(α + rα + λ0) ln(1− e−λ0−α) + (1 + r)Li2(e−λ0−α)] .
(5.30)
Fissato α, il rendimento alla massima potenza per bosoni e` funzione solo di r
e vale
ηb(Pmax) = ηC
λ0 ln(1− e−λ0−α)
(α + rα + λ0) ln(1− e−λ0−α)− (1 + r)Li2(e−λ0−α) , (5.31)
essendo ηC = 1− r.
Non resta che controllare la positivita` di S˙, che vale
S˙ = (β2 − β1)T1 =
= β1
1− r
r
T1 =
=
|U12|2
2piβ1
(1− r)2(1 + r) [−α ln(1− e−λ0−α) + Li2(e−λ0−α)] . (5.32)
Si osservi che se α ≥ 0 e` immediata la disuguaglianza S˙ ≥ 0. Inoltre, dallo
studio della derivata ∂αS˙, si deduce che S˙ e` una funzione sempre crescente in
α se α < 0, ma d’altra parte si trova anche che S˙ ≥ 0 per α = −0, 1792...:
questo consente di concludere che
α > −0, 1792... ⇒ S˙ ≥ 0.
Infine, si osservi che, come nel caso fermionico, il rendimento alla massima
potenza e` una funzione decrescente in α. Infatti, dal calcolo della derivata
prima
∂αηb(Pmax) = ηC
−(1 + r)λ0Li2(e−λ0−α)
(−1 + eλ0+α) [(α + rα + λ0) ln(1− e−λ0−α)− (1 + r)Li2(e−λ0−α)]2
(5.33)
si ricava che ∂αηb(Pmax) < 0: questo suggerisce che il rendimento migliore si
ottiene per gli α piu` piccoli.
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Figura 5.2: Il grafico rappresenta, in funzione di r, l’andamento del rendimento
bosonico ηb
ηC
alla massima potenza (curva continua) nel caso in cui (α;λ) =
(−0, 179; 0, 4190...) e il limite ηCA
ηC
(curva tratteggiata), dove ηCA = 1−
√
r e` il
rendimento di Curzon-Ahlborn.
In figura 5.2 e` riportato un esempio in corrispondenza di una particolare
coppia di valori (α, λ): la curva continua, che rappresenta il rendimento boso-
nico, in questo caso e` ben lontana dal limite di Curzon-Ahlborn. D’altra parte,
l’impossibilita` di diminuire ulteriormente il valore di α, dati i vincoli sulla po-
sitivita` di S˙ e le condizioni sulle soluzioni della (5.27), impedisce di ottenere
risultati sensibilmente migliori.
5.2.3 Ruolo della statistica
I precedenti paragrafi sono stati dedicati allo studio del rendimento di una
giunzione di Schro¨dinger, assegnando alternativamente la statistica fermionica
e la statistica bosonica. In entrambi i casi, l’introduzione dello shift nella rela-
zione di dispersione consente di migliorare il rendimento, rispetto al caso con
α = 0. Tuttavia, solo con particelle che soddisfano la statistica di Fermi-Dirac
e` possibile superare il limite di Curzon-Ahlborn. Da questo punto di vista, i
fermioni si comportano in modo piu` efficiente.
Per avere un’idea di come il ruolo della statistica sia cruciale per quanto
riguarda il rendimento termoelettrico di una giunzione di Schro¨dinger, si fissi
uno stesso valore di α per bosoni e fermioni, e si confrontino i grafici. In figura
5.3 si ritrova il caso di giunzione di Schro¨dinger standard con α = 0. In tal ca-
so, la disuguaglianza di Curzon-Ahlborn η ≤ ηCA e` soddisfatta sia dai fermioni
sia dai bosoni, ma resta comunque un’interessante differenza tra le curve da
attribuire alla diversa natura statistica delle particelle.
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Figura 5.3: Il grafico rappresenta, in funzione di r, il limite ηCA
ηC
(curva tratteg-
giata), l’andamento del rendimento bosonico ηb
ηC
alla massima potenza (curva
a punti) e l’andamento del rendimento fermionico
ηf
ηC
alla massima potenza
(curva continua) nel caso in cui α = 0.
5.2.4 Confronto con altri limiti
In letteratura e` possibile trovare studi in merito al rendimento di macchine
termiche che differiscono dalla macchina reversibile di Carnot. Il rendimento di
Curzon-Ahlborn, ottenuto modificando solamente la natura del trasferimento
di calore tra i serbatoi e la macchina termica, ossia introducendo meccanismi
lineari e irreversibili, ne e` un esempio.
In [36] si studia il rendimento alla massima potenza per macchine che com-
piono cicli di Carnot in un tempo finito, connesse con serbatoi alle temperature
Th e Tc (Th > Tc). Si trova che, per macchine che raggiungono l’efficienza di
Carnot ηC nel limite reversibile (cioe` per un ciclo di tempo infinito e senza
alcuna forma di perdita di energia), lo studio del limite di bassa dissipazio-
ne definisce una zona di valori accessibili al rendimento η(Pmax) alla massima
potenza. In formule:
1− r
2
≡ η− ≤ η(Pmax) ≤ η+ ≡ 1− r
1 + r
, (5.34)
essendo r = βc
βh
.
La precedente analisi ha mostrato che il rendimento di un sistema, sul
modello di una giunzione di Schro¨dinger con shift α
βi
in uno stato stazionario
fuori equilibrio, puo` essere migliorato oltre il limite di Curzon-Ahlborn e ne e`
stato dato un esempio esplicito con α = −1.
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Figura 5.4: Il grafico rappresenta, in funzione di r, il limite ηCA
ηC
(curva tratteg-
giata), l’andamento dei rendimenti bosonico ηb
ηC
(per α = −0, 179) e fermionico
ηf
ηC
(per α = −1) alla massima potenza (curve continue), e i limiti η− e η+ (curve
a punti).
Il grafico in figura 5.4 mostra che nel caso fermionico non solo si puo` far
meglio di ηCA, ma il rendimento ηf (Pmax) alla massima potenza supera anche
il limite η+ nella regione r & 0, 127.
5.2.5 Sviluppo in potenze di ηC
In [35] e [37] si fa riferimento alla possibilita` di dimostrare, attraverso argo-
menti di termodinamica e un’analisi di tipo stocastico, che il rendimento alla
massima potenza η(Pmax) di una macchina termica, che opera tra due serbatoi
a temperature Th e Tc, possiede uno sviluppo in potenze di ηC , i cui primi due
coefficienti hanno caratteristiche universali. Il risultato vale per un modello in
cui i flussi di particelle e di energia sono tra loro proporzionali. Lo sviluppo e`
della forma
η(Pmax) =
ηC
2
+
η2C
8
+ ... . (5.35)
Nel nostro caso, e` chiaro che un tale andamento non sara` in generale soddisfat-
to. I coefficienti dello sviluppo in potenze di ηC del rendimento η(Pmax), sia
nel caso bosonico sia nel caso fermionico, dipenderanno dai valori della coppia
(α, λ), compatibilmente con gli intervalli accessibili.
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Conclusioni
La fisica di oggetti in tre dimensioni, due delle quali sono ridotte a ordi-
ni di grandezza di pochi nanometri, stanno suscitando un notevole interesse
negli ultimi anni. I recenti importanti sviluppi nell’ambito delle nanotecnolo-
gie rendono tali dispositivi oggetti concreti di studi e test in laboratorio. Essi
prendono il nome di quantum wires.
L’interesse nello studio delle proprieta` di trasporto di giunzioni a quantum
wires, che coinvolge vari settori non soltanto della fisica ma anche della chimica
e della biologia, e` motivato soprattutto dalle moderne realizzazioni sperimenta-
li, che includono ad esempio nanotubi in carbonio e nanofili in semiconduttore,
e dalle caratteristiche dei nanomotori e delle giunzioni molecolari.
Il formalismo di una teoria di campo a temperatura finita, illustrato nel la-
voro di tesi, ha consentito di ottenere espressioni esatte delle correnti, costruite
come valori di aspettazione delle osservabili sugli stati stazionari nell’opportu-
na rappresentazione, scelta appositamente nell’ottica dell’analisi di un sistema
fuori equilibrio. Questa osservazione ha consentito di individuare un naturale
sviluppo rispetto alla risposta lineare, che consiste nella costruzione di un’e-
spressione esatta del rendimento. Inoltre, si e` presa in esame la possibilita` di
ottenere un miglioramento del rendimento, oltre il limite di Curzon-Ahlborn,
per un quantum graph con due serbatoi e un vertice di interazione, senza invo-
care l’ausilio di ulteriori terminali. L’analisi e` stata condotta principalmente
per una giunzione all’invarianza di scala, a cui e` stata associata la dinami-
ca data dall’equazione di Schro¨dinger, mostrando che la simmetria del time-
reversal e` rotta spontaneamente sullo stato stazionario fuori equilibrio. Come
si e` avuto modo piu` volte di ricordare, la versatilita` di cui gode il formalismo
introdotto, scelto e impiegato nello studio dei quantum graphs come model-
li di nano-dispositivi, consente una vasta applicabilita` degli strumenti teorici
acquisiti. Nell’ambito dello studio delle proprieta` di trasporto di un quantum
graph, molteplici sono i campi di indagine che potrebbero essere approfonditi
e che rappresentano interessanti prospettive di ricerca:
• All’interno di una giunzione di Schro¨dinger, bosoni e fermioni mostra-
no un diverso comportamento, che si manifesta ad esempio in un di-
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verso rendimento a parita` di condizioni esterne, rendendo interessante
l’approfondimento in merito all’effetto della statistica sulle proprieta` di
trasporto all’interno di una giunzione.
• Ai fini del miglioramento del rendimento, recenti studi impiegano campi
magnetici, applicati alla giunzione. In tale direzione, e` possibile pensare
di indagare le proprieta` di un quantum graph con campo magnetico.
• Parallelamente al rendimento alla massima potenza, non e` sicuramente
privo di interesse lo studio del rendimento massimo che una giunzione di
Schro¨dinger e` in grado di esibire, indagando eventualmente le proprieta`
legate alla statistica, che gia` suggeriscono l’esistenza di un’interessante
differenza.
• Il lavoro di tesi si e` occupato anche della costruzione di uno stato di Gibbs
generalizzato. Munita la giunzione di una simmetria U(N), e` stato co-
struito uno stato stazionario fuori equilibrio, generalizzando l’algebra e
la rappresentazione. Questo ha consentito di ottenere un modello in cui
i quantum wires sono connessi a bagni termici con N diversi potenziali
chimici. A tale proposito, un possibile campo di indagine futura riguar-
derebbe l’approfondimento degli stati di Gibbs generalizzati e del rendi-
mento esatto, e la ricerca delle differenze dovute alla simmetria, rispetto
al caso con un solo potenziale chimico.
• Il lavoro e` stato unicamente volto allo studio delle caratteristiche di una
giunzione con dinamica di Schro¨dinger. Si pensi tuttavia alla naturale
generalizzazione al caso relativistico. In altri termini, l’analisi svolta po-
trebbe essere condotta anche per giunzioni la cui dinamica e` assegnata
dall’equazione di Dirac e dall’equazione di Klein-Gordon: tutti i punti
precedenti possono essere nuovamente sviluppati dal principio in questa
direzione, nell’obbiettivo di individuare le differenze e/o nuove proprieta`
che potrebbero emergere.
I possibili percorsi di indagine appena descritti, che costituiscono comunque
la base per un’interessante analisi teorica, come gia` accennato, sono d’altra par-
te giustificati dai recenti sviluppi nell’ambito delle nanotecnologie, per i quali
lo studio delle proprieta` di trasporto e del rendimento non sono sicuramente
privi di interesse.
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Appendice A
Introduzione ai quantum graphs
L’oggetto su cui si e` basata tutta la trattazione prende il nome di quantum
graph e necessita di essere opportunamente introdotto.
Dal punto di vista matematico un quantum graph puo` essere pensato come
una varieta` unidimensionale, singolare in certi punti detti vertici, e munito
di un operatore differenziale (in certi casi pseudodifferenziale), in termini del
quale scrivere l’Hamiltoniana del sistema. Tuttavia, prima di introdurre una
metrica e un operatore differenziale, un grafo Γ e` innanzitutto una struttura
che consiste in un set finito o infinito (ma comunque numerabile) di vertici
V = {vi} e in un set E = {ej} di rami, che connettono i vari vertici. A tali
rami e` arbitrariamente assegnata un’orientazione, a partire dalla quale sono
calcolate consistentemente le varie grandezze fisiche di interesse.
Se tuttavia a ciascun ramo e viene assegnata una lunghezza positiva le ∈
(0,+∞] (ammettendo anche rami di lunghezza infinita), il grafo, che era de-
finito come oggetto puramente combinatorio, viene munito di una struttura
metrica e prende il nome di metric graph. Identificando i rami con segmenti
e semirette, a seconda che la lunghezza sia finita o infinita rispettivamente, e`
naturale introdurre una coordinata xe.
Nel caso di grafi infiniti si richiedono ulteriori condizioni, cioe` l’esistenza di
un numero finito di vertici per ogni intorno finito di ciascun vi (condizione che
esclude la presenza di punti di accumulazione di vertici) e l’assegnazione del
grado (valenza) 1 all’estremo di ciascun ramo infinito, dove per grado (di un
vertice) si intende il numero di rami incidenti (in valore assoluto) nel vertice
considerato. In altri termini, stiamo distinguendo tra una parte interna, che
comprende i lati finiti del grafo, e una parte esterna, formata dai restanti rami
(di lunghezza infinita), attaccati a estremi a distanza infinita.
Dunque, i punti che costituiscono un metric graph comprendono sia i vertici
sia i punti intermedi di ciascun ramo. Definire una funzione f(x) su Γ significa
considerare come dominio sia i vertici sia i rami del grafo. Data la metrica e la
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coordinata x, e` possibile definire una misura di Lebesgue dx su Γ. Le nozioni
di misurabilita` e integrabilita` consentono dunque di introdurre alcune classi di
funzioni su Γ [7].
Sia L2(Γ) lo spazio su Γ che consiste nelle funzioni misurabili e quadrato
integrabili su ciascun ramo con:
‖f‖2L2(Γ) =
∑
e∈E
‖f‖2L2(e) < +∞.
Sia invece H1(Γ) lo spazio di Sobolev, che consiste di tutte le funzioni continue
su Γ tali che ∑
e∈E
‖f‖2H1(e) < +∞.
Il passo successivo e` quello di passare da metric graphs a quantum graphs
e questo e` possibile introducendo un operatore hamiltoniano autoaggiunto su
Γ. Un esempio e` l’operatore di Schro¨dinger, che agisce nel modo seguente:
f(x)→ −d
2f
dx2
.
La costruzione di un quantum graph tuttavia non puo` essere completa senza
l’introduzione di opportune condizioni al bordo in ciascun vertice. Numerosi
studi sono volti alla ricerca di condizioni al vertice che assicurano un operatore
autoaggiunto [14],[15],[18].
In definitiva, un quantum graph e` un metric graph munito di un operatore
hamiltoniano H con opportune condizioni al vertice.
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Appendice B
Costruzione dei campi
Uno degli elementi fondamentali su cui e` basata tutta la trattazione riguar-
da la possibilita` di trovare un’opportuna soluzione dell’equazione di Schro¨din-
ger (
i∂t +
1
2m
∂2x
)
ψ(t, x, i) = 0 , (B.1)
che soddisfi la condizione al bordo
lim
x→0+
n∑
j=1
[Aijψ(t, x, j) +Bij(∂xψ)(t, x, j)] = 0, (B.2)
in modo che, se
AB∗ −BA∗ = 0, (B.3)
esiste un’estensione autoaggiunta dell’operatore Hamiltoniano sullo star graph
Γ, come si dimostra in [18] e [14]. Per ragioni di completezza saranno adesso
riportati i passi salienti che consentono di trovare la soluzione
ψ(t, x, i) =
∫ ∞
−∞
dk
2pi
ai(k)e
−iω(k)t+ikx, ω(k) =
k2
2m
, (B.4)
nel caso piu` semplice: la costruzione del campo, nell’ambito degli stati di Gibbs
e LB generalizzati, e nel caso di equazione di Schro¨dinger con shift α
βi
, procede
in maniera identica e automatica.
Si introducano le funzioni d’onda
χij(x; k) = e
ikxδij + e
−ikxSij(−k). (B.5)
Usando la condizione (B.3) e` possibile dimostrare [2] che esse sono ortogonali
tra di loro
n∑
l=1
∫ +∞
0
χ∗il(x; k)χlj(x; p)dx = δij2piδ(k − p) (B.6)
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e, nell’ipotesi di assenza di stati legati
∫ +∞
−∞
dk
2pi
eikxSij(k) = 0, x > 0, (B.7)
e` facile mostrare che le χ formano un set completo, cioe`
n∑
l=1
∫ +∞
0
dk
2pi
χ∗il(x; k)χlj(y; k) = δijδ(x− y). (B.8)
Infatti, basta usare la definizione (B.5), l’ipotesi (B.7) e la condizione di con-
sistenza S(k)S(−k) = I:
n∑
l=1
∫ +∞
0
dk
2pi
χ∗il(x; k)χlj(y; k) =
=
n∑
l=1
∫ +∞
0
dk
2pi
[e−ikxδil + eikxS∗il(−k)][eikyδlj + e−ikySlj(−k)] =
=
∫ +∞
0
dk
2pi
δije
−ik(x−y) +
n∑
l=1
∫ +∞
0
dk
2pi
S∗il(−k)Slj(−k)eik(x−y) =
= δij
∫ +∞
−∞
dk
2pi
e−ik(x−y) = δijδ(x− y).
Si definiscano adesso i campi come
ψ(t, x, i) =
n∑
j=1
∫ +∞
0
dk
2pi
e−iω(k)tχij(x; k)aj(k), (B.9)
dove l’integrale coinvolge solo gli impulsi positivi. Con questa definizione le
condizioni al bordo (B.2) ammettono una matrice di scattering S non banale,
della forma
S(k) = −(A+ ikB)−1(A− ikB), (B.10)
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come si puo` ricavare per sostituzione diretta delle (B.9), usando l’invertibilita`
della matrice (A+ ikB) [18]:
lim
x→0+
n∑
j=1
[Aijψ(t, x, j) +Bij(∂xψ)(t, x, j)] =
= lim
x→0+
n∑
j,l=1
∫ +∞
0
dk
2pi
e−iω(k)t{Aij[eikxδjl + e−ikxSjl(−k)]+
+ ikBij[e
ikxδjl − e−ikxSjl(−k)]al(k)}
=
n∑
j,l=1
∫ +∞
0
dk
2pi
e−iω(k)t{(Aij + ikBij)δjl + (Aij − ikBij)Sjl(−k)}al(k)
= 0.
Dall’hermiticita` della matrice AB∗ segue l’unitarieta` della matrice S(k), come
e` possibile vedere svolgendo i prodotti di entrambi i membri della seguente
identita`:
S∗(k) = −(A∗ + ikB∗)(A∗ − ikB∗)−1 = −(A− ikB)−1(A+ ikB) = S−1(k).
Tutto questo e` consistente con le assunzioni fatte nel Capitolo 1. Se gli operatori
{ai(k), a∗i (k) : k ∈ R}, che compaiono negli sviluppi dei campi ψ e ψ∗, sono gli
operatori di creazione e distruzione che generano l’algebra A± e soddisfano le
condizioni
[ai(k), aj(p)]± = [a∗i (k), a
∗
j(p)]± = 0 , (B.11)
[ai(k), a
∗
j(p)]± = 2pi[δ(k − p)δij + Sij(k)δ(k + p)], (B.12)
ai(k) =
n∑
j=1
Sij(k)aj(−k), a∗i (k) =
n∑
j=1
a∗j(−k)Sji(−k), (B.13)
e` facile verificare che
ψ(t, x, i) =
n∑
j=1
∫ +∞
0
dk
2pi
e−iω(k)t[eikxδij + e−ikxSij(−k)]aj(k) =
=
∫ +∞
0
dk
2pi
e−iω(k)t[eikxai(k) + e−ikxai(−k)] =
=
∫ ∞
−∞
dk
2pi
ai(k)e
−iω(k)t+ikx,
che dimostra la (B.4). Si osservi che l’integrale adesso e` esteso a tutti i k ∈ R.
Questo conclude la dimostrazione: essa ha consentito di trovare una semplice
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espressione per i campi di Schro¨dinger, i quali soddisfano l’equazione del moto,
la condizione al bordo e le regole di (anti-)commutazione a tempi uguali
[ψ(0, x1, i1) , ψ(0, x2, i2)]± = [ψ∗(0, x1, i1) , ψ∗(0, x2, i2)]± = 0 , (B.14)
[ψ(0, x1, i1) , ψ
∗(0, x2, i2)]± = δi1i2 δ(x1 − x2), (B.15)
che sono un’immediata conseguenza delle (B.11)-(B.12) e della (B.7). Nel pre-
sente lavoro si prende in considerazione anche la situazione in cui il sistema
ammette ulteriori gradi di liberta`, corrispondenti a stati legati al vertice, che
violano la (B.7). In ogni caso, i risultati appena ottenuti continuano a valere
per la costruzione della parte di scattering dei campi; per il calcolo completo
in presenza di stati legati si rimanda ai paragrafi corrispondenti.
L’espressione (B.4) per i campi di Schro¨dinger rappresenta l’ingrediente
di base dell’intera trattazione, tramite il quale e` possibile calcolare le varie
funzioni di correlazione e le osservabili della teoria.
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