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PREFACE 
The present thesis is devoted to the study of 'Some Integer 
Programming and Sequencing Problems'. The thesis is divided into five 
chapters, starting with an introductory chapter which reviews the related 
literature for the problems discussed in the remaining chapters. 
Chapter two, is concerned with the study of integer programming 
problem in which a new type of cut is proposed that considerably reduces the 
feasible region of an integer programming problem. This problem is then 
solved by an enumerative technique. 
Chapter three, deals with the study of an assignment problem. First an 
assignment problem has been converted into a knapsack problem by 
aggregating the constraints and a heuristic method is then given to obtain the 
solution to the resulting problem. 
Chapter four, discusses the n-Jobs and 3-Machines flow shop 
scheduling problems with transportation time. A branch and bound procedure 
is presented for obtaining an optimal solution to the n-Jobs and 3-Machines 
flow shop scheduling problem when the time taken by jobs going from one 
machine to another machine is given. 
In chapter five, a "Heuristic Dominant Principle' for solving the flow 
shop scheduling problems has been presented for obtaining an optimal or near 
optimal solution to the problem of n-Jobs and m-Machines (m>2), and the 
problem of n-Jobs on m-Machines where the concept of transportation time is 
involved. Furthermore, two special cases of n-Jobs and 3-Machines problem 
are discussed. 
Each technique that is developed is illustrated by at least one 
numerical example. 
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C H A P T E R - I 
I N T R O D U C T I O N 
1.1. Brief History of Operations Research: 
In 1937, British scientists were asked to help the military learn how 
to use the newly developed radar in locating enemy aircraft. The scientists, 
working on different aspects of this problem, were brought together in 
September 1939, at H.Q. Fighter Command (RAF). This group, considered 
to be the nucleus of the first OR group, steadily extended its scope of 
activities beyond its original problem of radar and its integration with ground 
observers. 
Not long after the formation of this group, the Anti-Aircraft 
Command Research Group was brought together to study the anti-aircraft 
aiming problems (September 1940). The group expanded and split into an 
Army and a Navy group, resulting in all of Britain's military forces having 
an operational research group engaged in military research early in the war 
(1941). This type of scientific activity came to be known in Britain as 
'Operational Research' since the first studies were devoted to the operational 
use of radar and carried out by scientists, expert in radar research. 
In the U.S. Air Force, it became known as 'Operational Analysis' and 
in the U.S. Army and Navy as 'Operations Research and Operations 
Evaluation'. This type of activity grew not only in Britain and the United 
States but also in Canada and France during World War II. 
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When World War U terminated, new types of management problems 
created by the nationalization of industry and the need to rebuild large 
segments of the nation's industrial facilities, called for a new approach in 
Britain. The operational research workers who had moved in to work on 
government and industrial problems answered this call. Management 
consulting, which never had been popular in Britain, caught on because 
British managers were willing to try a new approach to raise productivity and 
profits operational research. 
During the period (1950s), linear programming developed by G. B. 
Dantzig gave industrial operations research a major boost. This technique, 
basically the application of linear algebra to resource allocation, had 
applications in many industries. It gave OR personnel a foot in the door of 
many industrial firms. Many techniques known only to operations 
researchers, such as PERT and simulation, are used widely today. 
Literally, the word 'Operation' may be defined as some action that we 
apply to some problem and the word 'Research' is an organized process of 
seeking out facts about the same. According to Churchman, Acoff and 
ArnofF. 'Operations research is the application of scientific methods, 
techniques and tools to problems involving the operation of a system so as to 
provide those in control of the system with optimum solutions to the 
problems'. 
Operations Research in India: 
In India operations research was firstly introduced in 1949 at 
Regional Research Laboratory at Hyderabad to serve the professional needs 
of scientists working in the operations research area. In 1958 an operations 
research unit was formed in the Indian Statistical Institute, Calcutta and 
Operations Research Society of India was formed in 1955. 
Today, the impact of operations research can be felt in many areas. 
The number of academic institutions indicates this. Many management-
consulting firms are currently engaged in operations research activities. 
These activities have gone beyond business and military operations to 
include hospitals, financial institutions, libraries, city planning, 
transportation system and even crime investigation studies. 
As far as the application of operations research in India is concerned, 
it was Prof P.C. Mahalanobis of I.S.I., Calcutta who made the first important 
application. He formulated the second Five -Year Plan of our country with 
the help of operations research technique to forecast the trends of demand, 
availability of resources and for scheduling the complex scheme necessary 
for developing our country's economy. 
The major Indian industries such as Delhi Cloth Mills, Indian 
Railways, Indian Airlines, Defence Organizations, Hindustan Liver, Tata 
Iron and Steel Company, Fertilizer Corporation of India and the like, make 
use of operations research techniques. 
India has also set up a Management Science Group with idea of 
promoting and developing the use of operations research techniques in 
solving its management decision problems. 
1.2. Phases of Operations Research Study: 
The operations research analyst alone cannot conduct and control an 
operations research study. Although he may be the expert on modeling and 
model solution techniques in all areas he cannot be an expert, where 
operations research problems arise. The major phases of operations research 
study are 
1.2.1. Definition of the Problem: 
The first phase of the study is related with the problem definition. 
From the viewpoint of operations research this gives three major aspects: 
a). A description of the goal or the objective of the study 
b). An identification of the decision alternatives of the system 
c). Recognition of the limitations, restrictions and requirements of the 
system. 
1.2.2. Construction of the Model: 
The second phase of the study deals with the model construction. 
From the actual problem, the operations research team should decide on the 
most suitable model for representing the system. Such a model should 
specify quantitative expressions for the objective and the constraints of the 
problems in terms of its decision variables. If the resulting model fits into 
one of the common mathematical models, a convenient solution may be 
obtained by using mathematical techniques. If the mathematical models are 
too complex, a simulation model may be more appropriate. 
1.2.3. Solution of the Model: 
The third phase of the study deals with the model solution. In 
mathematical model, this is achieved by using well-defined optimization 
techniques and the model is said to yield an optimum solution. 
1.2.4. Validation of the Model: 
The fourth phase calls for checking the model validity. A model is 
valid if if its inexactness in representing the system, it can give a reasonable 
prediction of the system's performance. A common method for testing the 
validity of a model is to compare its performance with some past data 
available for the actual system. The model will be valid if under similar 
conditions of input, it can reproduce the past performance of the system. 
1.3. Linear Programming: 
Linear programming is a mathematical programming technique most 
closely associated with operations research and management science. A 
linear programming is concerned with problems in which a linear objective 
function in terms of decision variables is to be optimized (i.e., either 
minimized or maximized) while a set of linear equations, inequations, and 
sign restrictions are imposed on the decision variables as requirements. By 
linearity is meant a mathematical expression in which the variables do not 
have powers. A linear programming problem is often referred to as an 
allocation problem because it deals with allocation of resources to alternative 
uses. 
A general linear programming problem can be described as follows: 
Maximize z = cx 
subject to, 
x = {xi,X2,...,x„)^0 
Linear programs have turned out to be appropriate models for solving 
practical problems in many fields. The linear programming problem was first 
conceived by G.B. Dantzig in 1947. The name 'Linear Programming' was 
coined by T.C. Koopmans and Dantzig in 1948, and an effective 'simplex 
method' for solving linear programming problems was proposed by Dantzig 
in 1949. Dantzig simplex method solves a linear program by examining the 
extreme points of a convex feasible region. 
Special methods have also been developed for solving linear 
programming problems with upper bound restrictions on decision variables, 
for example, Chames et al. (1954), Dantzig (1955), Garvin (1960), Swarup 
(1970). 
The ellipsoid method established by Khachlyan (1979) investigates 
the interior points of a feasible region until it reaches an optimal point on the 
boundary. The method proposed by Karmakar ((1984a), (1884b)) is the best 
algorithm for solving the linear programs, which also investigates the interior 
point algorithm. The Karmakar's algorithm is better and significantly faster 
than that of the ellipsoid and simplex method. Even since Karmakar 
proposed his algorithm, a number of variants of his algorithm for linear and 
special non-linear problems have appeared (e.g. Chandru and Kochar (1986), 
Anstriecher (1986), Gay (1987), Dennis (1987) and Karmakar et al. (1989)) 
A significant amount of research is being carried out for 
implementation of the Karmakar-type algorithm, for example, Rockett and 
Stevenson (1987), Murty (1988) and Alder et al. (1989). An important 
development is the discovery by Gill et al. (1986) that Karmakar's algorithm 
belongs to a class of solution methods known as Projected Newton barrier 
methods. 
1.4. Integer Programming: 
Any decision problem (with an objective to be maximized or 
minimized) in which the (quantifiable) decision variables must assume 
nonfiractional or discrete values may be classified as an integer optimization 
problem. An integer problem is classified as linear if, by relaxing the integer 
restriction on the variables, the resuhing functions are strictly linear. 
Otherwise, the problem is nonlinear. Integer optimization is not a new 
mathematical subject, but until the applications of operations research 
became recognized in the late 1940s and early 19S0s, most of the problems 
tackled were primarily of a pure mathematical nature. Examples include 
determination of the maximum number of parts into which n planes in 
general position divide three spaces and the coloring problem in which it is 
required to determine the minimum number of colors needed to color the 
regions of an arbitrary planar map so that no two regions that have a 
boundary segment in common have the same color. (See Saaty (1970) for 
more detailed discussion.) 
The importance of integer optimization in solving practical problems 
evolved as a result of the impressive developments in the field of operations 
research, particularly the subject of linear programming. It was then that both 
researchers and practitioners recognized the need for solving programming 
models in which some or all of the decision variables are integers. Ahhough 
several important problems in various areas of application were formulated 
as integer models, it was only in 1958 that Gomory (1958) developed the 
first finite integer programming technique for solving linear integer 
problems. Since then, other specialized algorithms have been and are still 
being developed. 
Although several finite algorithms have been developed for the 
integer problem, none of these methods is uniformly efficient from the 
computational standpoint, particularly as the size of the problem is increases. 
Thus, unlike linear programs, where very large problems have been 
successfully solved in a reasonable amount of time, the performance of 
integer algorithms has been erratic. 
One of the major difficulties in integer programming computation is 
the effect of round-off error that resuUs fi-om the inevitable use of the digital 
computer for solving integer problems. Although algorithms have been 
developed where, starting with a problem in which all the coefficients are 
integers, it is never necessary to deal with fi-actions (hence eliminating 
machine round-off error), this advantage is acquired only at the expanse of 
(sometimes) extremely slow convergence of the algorithm. 
8 
The computational difficulty characterizing integer algorithms has 
forced some users to think of alternative ways to 'solve' the problem. One 
common approach is to solve the continuous version of the problem and then 
round the continuous optimum to the closet feasible integers. Rounding in 
this case implies approximation. For example, if the continuous optimum 
indicates that the 'number' of machines required is 5.1, this can be 
approximated by (rounded to) 5. There is no guarantee, however, that the 
rounded solution will always satisfy the constraints. This is always true if the 
original problem is linear with some equality constraints. From the theory of 
linear programming, rounded solution cannot be feasible, since it would 
imply that the same basis (with all its non-basic variables at zero level) can 
yield two different solutions. 
The infeasibility created by rounding by rounding may be tolerated, 
since in general, the (estimated) parameters of the problems are not exact. 
But there are typical equality constraints in integer problems where the 
parameters are exact. The multiple-choice constraint xi+X2+... + x„ = 1 , 
where Xj = (0,1) for all j , is but one example. Under such conditions, 
rounding cannot be used, and an exact algorithm becomes essential. 
To further emphasize the inadequacy of rounding in general, note that 
although integer variables are commonly thought of as representing a 
discrete number of objects (e.g., machines, men, ships), other types represent 
quantification of some codes. Thus a decision to finance or not finance a 
project can be represented by the binary variable x = 0 if the project is 
rejected or jr = 1 if it is accepted. In this case it is nonsensical to deal with 
fractional values of x, and the use of rounding as an approximation is 
logically unacceptable. 
1.4.1. Mathematical Definition of the Integer Programming Problem: 
The general integer problem may be defined as. 
Maximize z = ex 
subject to, 
AmxnX ^ b, 
and Xy integers^ = U, ,p{< n) 
This type of optimization model is referred to as an integer-
programming problem. When p = n, so that every variable must be integer 
valued, the model is called a pure integer programming problem, otherwise, 
it is called a mixed integer programming problem. Sometimes the concept of 
pure and mixed programs is extended to include the slack variables 
associated with the constraints of the problem. 
In the absence of the integrality condition, the problem becomes an ordinary 
(continuous) linear or nonlinear program. In other words, integer-
programming methods seek the determination of the optimum point among 
all the discrete points included in the cominuous feasible solution space. 
Following are some integer programmitig problems: 
10 
The Knapsack Problem: 
Suppose that a hiker must select from among several items those 
items that will give him maximum utility. However, the hiker has only a 
knapsack in which to cany the items. Obviously, the knapsack has only a 
limited amount of space. Thus, the problem is to choose those item that will 
fit in the knapsack and at the same time maximize utility. 
We can model this problem mathematicalfy by first numbering the 
items from 1 through n, and then for each / = 1,2...,M defining the binary 
variable 
fl,/f item i is selected 
Xj =< 
[0, otherwise 
Now let Cj denote the utility of item j and let Oj represent the 
amount of space consumed by item j . Then the knapsack problem can be 
formulated as follows, where b denotes the size of the knapsack. 
Maximize z -
subject to. 
n 
= IcyXy 
y=i 
Xj < b 
X binary 
Observe that the objective function maximizes utility. Also note that 
the knapsack problem has a single constraint that models the capacity 
restriction resulting from the knapsack. 
The knapsack problem can also be viewed as a problem in investment 
selection. In this context, Cj denotes the profit expected from investment j , 
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Qj represent the capital investment required for investment 7, and & is the 
total capital available to invest. The binary variable Xj corresponds to the 
yes-no decision of whether to invest in investment j . If Xy=l, then an 
investment of Oj is made in investment j . Thus, the objective of the 
knapsack formulation, in this case, is to maximize profit, and the constraint is 
a budgetary constraint that controls the total amount invested. 
The knapsack problem is important not only as an application, but 
knapsack problems also occur as subproblems in the context of other 
applications. In the middle of 1970s several good algorithms for knapsack 
problem were developed by Horowitz and Sahni (1974), Nauss (1976), and 
Martello and Toth (1977). Balas and Zemel (1980) give an algorithm for 
large 0-1 knapsack problem. For a comprehensive study of the knapsack 
problem along with extensions, applications, and special solution algorithms, 
the interested reader is preferred to Martello and Toth (1990). The knapsack 
problem is an example of a pure zero-one (binary) integer programming 
problem. 
The Assignment Problem: 
The assignment problem gets its name from a particular application 
in which we wish to assign 'individuals' to tasks' (or tasks to machines, and 
so on). It is assumed that each individual must be assigned to only one task, 
and each task is assigned to only one individual. Various personnel 
assignment problems may fit the assumptions and structure of such a model. 
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The objective of the assignment problem is to minimize the total cost of the 
assignments made, where this cost required to perform the tasks or, perhaps, 
the sum of the times required to accomplish all tasks. 
The mathematical formulation of the assignment problem is given by 
the following: 
n n 
Minimize z = X X^/ *' 
/=ly=l ' ' 
subject to, 
n 
Y^Xi =1,/or/ = l,2,...,w 
y=i 
n 
Y,Xi =\,forj = \,2,-,n 
1=1 
x,^  = 0 or 1,/or/,7 = 1,2,...,w 
In the matrix form, the assignment problem becomes as follows: 
Minimize z = cx 
subject to, 
Ax = \ 
Xj^ =Oor\foriJ = \X...,n 
where x = {xii,...,xi„,...,x„\,...,x„„) , and A is a 2nxn matrix whose 
(ij) column is a, = e, + e„+j for / = 1,2,...,w and j = 1,2,...,w. 
Applying the total unimodularity property of A, we know that an optimal 
basic feasible solution to the assignment problem with the constraint Xj = 0 
or 1 replaced by AT, > 0 will be integer. Further more as a result of the 
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constraints no x, will be either 0 or 1 in an optimal solution to the linear 
program. This permits us to replace the constraint Xj =0 or 1 by the 
constraint Xj ^ 0. Thus we obtain the following: 
Minimize z = cx 
subject to, 
Ax = \ 
x>0 
Several algorithms have been developed for the assignment problem. 
One such algorithm, which was developed by Kuhn (1955), is called the 
Hungarian algorithm. The algorithm falls into a class of algorithm called 
primal-dual algorithms, and its operation is quite difTerent from the standard 
simplex method. As the name primal-dual suggests, the algorithm relies on 
both the primal and dual problems during the solution process. 
1.5. Methods of Integer Programming: 
Integer programming methods can be categorized as cutting methods 
and search methods. 
Cutting methods: 
Cutting methods, which are developed, primarily for integer linear 
problems, start with the continuous optimum. By systematically adding 
special 'secondary' constraints, which essentially represent necessary 
conditions for integrality, the continuous solution space is gradually 
modified until its continuous optimum extreme point satisfies the integer 
conditions. The name 'cutting methods' stems from the fact that the added 
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'secondary' constraints effectively cut (or eliminate) certain parts of the 
solution space that d not contain feasible integer points. The cutting methods, 
developed by R. E. Gomory, include the fractional algorithm, which applies 
to the pure integer problem, and the mixed algorithm, which is designed for 
the mixed integer problem. 
Search Methods: 
Search methods originate from the straightforward idea of 
enumerating all feasible integer points. The basic idea is to develop 'clever' 
tests that consider only a (small) portion of the feasible integers explicitly but 
automatically account for the remaining points implicitly. The most 
prominent search method is the branch and bound technique. Land and Doig 
(1960) originally developed the branch and bound algorithm. It also starts 
with the continuous optimum, by systematically 'portions' the solution space 
into subproblems by deleting parts that contain no feasible integer points. 
A special case of search methods applies when all integer variables 
are binary. The binary property of the variables simplifies the search 
procedure greatly. 
Branch and Bound Method: 
The branch and bound procedure does not deal directly with the 
integer problem. Rather, it considers a continuous problem defined by 
relaxing the integer restrictions on the variables. Thus the solution space of 
the integer problem is only a subset of the continuous space. The prime 
reason for dealing with the continuous problem is that it is simpler to 
manipulate especially when it is a linear program. 
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If the optimal continuous solution is all integers, then it is also 
optimum for the integer problem. Otherwise, the branch and bound technique 
is applied by implementing three basic operations: 
(i) Branching: 
This partitions the continuous solution space into subspaces 
(subproblems), which are also continuous. The purpose of partitioning is to 
eliminate parts of the continuous space that are not feasible for the integer 
problem. This is achieved by imposing (mutually exclusive) constraints that 
are necessary conditions for producing integer solutions, but in such a way 
that no feasible integer point is eliminated. In other words, the resulting 
collection of subproblems completely defines every feasible integer point of 
the original problem. Because of the nature of the partitioning operation, it 
has been given the name branching. 
(ii) Bounding: 
Assuming the original problem is of the maximization type, the 
optimal objective value for each subproblem created by branching obviously 
sets an upper bound on the objective value associated with any of its integer 
feasible values. This bound is essential for 'ranking' the optimum solutions of 
the subsets, and hence in locating the optimum integer solution. This 
operation clarifies the reason for the name bounding, 
(iii) Fathoming: 
A subproblem is fathomed (dismissed from further consideration) if it 
satisfies any of the following three tests: 
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Testl: If the optimal solution value of the subproblem is no better than the 
best integer solution found thus far. 
Test2: The subproblem is infeasible. 
Test3: The optimal solution for its linear programming relaxation is integer. 
Each of the created subproblems may now be solved as a continuous 
problem. When the solution of a subproblem is integer, the subproblem is not 
branched (partitioned); otherwise, further branching is necessary. The 
optimum integer solution is available when the subproblem having the 
largest upper bound among all subproblems yields an integer 
solution.(Notice that a maximization problem is assumed.) 
An exposition of the classical Land and Doig (1960) enumeration 
algorithm and of the variations which have since appeared in the literature. 
The method for travelling salesman problem given by Little, Murty, 
Sweeney, and Karel (1963). They termed the specialized procedure as branch 
and bound, which as mentioned in Balinski (196S), is also an apt designation 
for the Land and Doig algorithm. Thompson (1964) presented an algorithm 
for the integer program. A year later, Dakin (1965) proposed a simple, yet 
interesting, variation of the Land and Doig algorithm. Beale and Small 
(1965) (which is described more fiilly in Beale (1968) extended the Dakin 
(1965) method to include the linear programming post optimization 
procedures suggested by Driebeek (1966). Later Tomlin (1970), (1971) 
described a refined version of the Beale and Small (1965) algorihm. The 
Balinski (1965), Balinski and Spielberg (1969), Geoffrion and Marsten 
(1972), and Lawler and Wood (1966) papers are survey articles which, 
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among other things, contain an exposition of Land and Doig (1960) method. 
A general description of branch and bound may be found in Agin (1966) and, 
in Balas (1968) or Mitten (1970). A procedure which specializes the Land 
and Doig approach to the zero-one case and incorporates the work of 
Driebeek (1966) and also the algorithm branching strategies proposed by 
Spielberg (1968) is described in Davis, Kendrick, and Weitzman (1971). 
L6. Scheduling Problem: 
In recent years, a number of quantitative approaches to several important 
types of scheduling problems have been proposed. The job-shop scheduling 
problem, in which we must determine the order or sequence for processing a set 
of jobs through several machines in an optimum manner, has received 
consideration attention, and a variety of scheduling rules and procedures for 
certain types of job shops have evolved from these efforts. Network planning and 
control techniques have found wide application to the scheduling problems 
associated with project activities. 
Job Shop Scheduling: 
A job shop consists of a set of general-purpose machines that 
perform operations on production order or jobs. The jobs are often unique in 
that they resuh from a specific customer order. While we traditionally think 
of the job-shop as a machine shop, the job-shop process is the underlying 
model for a considerable number of operational systems such as maintenance 
activities, construction operations, and so on. 
The job-shop scheduling problem consists of determining the ordo" CM-
sequence in which the machines will process the jobs so as to optimize some 
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measure of performance. Four factors serve to describe and classify a specific 
job-shop scheduling problem. First, the job arrival pattern. If n jobs arrive 
simultaneously in a shop that is idle and immediatdy available for work, then the 
scheduling problem is said to be static. If jobs arrive intermittently, possibly 
according to a stochastic process, the scheduling problem is dynamic. Second, it 
is necessary to specify the number of machines, m, that compose the job-shop. 
Third, the flow process of jobs through the machines must be specified. If all jobs 
follow the same routing, then the shop is a flow shop. In flow shop there is a 
natural ordering of the machines, namely that ^ven by the technological 
constraints as the processing order for each and every job. The opposite extreme 
is the randomly routed job-shop, in which jobs do not follow a common 
sequence of operations. Fourth, the criterion for evaluating the performance of 
the shop plays a critical role in the scheduling process. 
The general problem is to find a sequence, in which the jobs pass 
between the machines, which is 
(a) compatible with the technological constraints, i.e. a feasible schedule, and 
(b) optimal with respect to some criterion of performance. 
Let there be n-jobs, each of which has to be processed one at a time, on 
each of the m different machines. The order in which these machines are to be 
used for processing the job as well as the e^ qiected or actual processing time of 
each job on each of the machines is known. 
The sequencing problem then is to select from the (M!)'" theoretically 
feasible alternatives, the one that is both technologically feasible and minimizes 
the total elapsed time. A technologically feasible sequence is one, which satisfies 
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the constraints (if any) or the order in which each job must be performed through 
the m machines. Theoretically, a solution by enumeration is always possible, but 
in practice, it is impossible because of the large number of computations 
involved even for moderate values of m and n. 
Assumptions: 
There are so many assumptions about the structure of scheduling 
problems as follows: 
1. Each job is an entity: Although the job is composed of distinct operations, no 
two operations of the same job may be processed simultaneously. 
2. No preemption: Each operation, once started, must be completed before 
another operation may be started on that machine. 
3. Each job has m distinct opOBtions, one on each machine: It is not posable 
that a job might require processing twice on the same machine. Equally, we 
insist that each job is processed on every machine, it may not skip one or 
more machines. Note that this latter constraint is not illusory. 
4. No cancellation: Each job must be processed to completion. 
5. The processing times are independent of the schedule. In particular we are 
assuming two things here. Firstly, each set-up time is sequence independent, 
i.e. the time taken to adjust a machine for a job is independent of the job last 
processed. Secondly, the times to move jobs between machines are 
negligible. 
6. In-process inventory is allowed, i.e. jobs may wait for their next machine to 
be free. This is not a trivial assumption. In some problems processing of jobs 
must be continuous from operation to operation. 
2 0 
7. There is only one of each type of machine. It is not allowed that there might 
be a choice of machines in the processing of a job. This assumption 
eliminates, amongst others, the case where certain machines haye been 
duplicated to avoid bottlenecks. 
8. Machines may be idle. 
9. No machine may process more than one operation at a time. 
10. Machines never breakdown and are available throughout the scheduling 
period. 
11. The technological constraints are known in advance and are immutable. 
12. There is no randomness. In particular 
(a) the number of jobs is known and fixed; 
(b) the number of machines is known and fixed; 
(c) the processing times are known and fixed; 
(d) the ready times are known and fixed; 
(e) all other quantities needed to define a particular problem are known and 
fixed. 
A performance measure that we shall fi-equently employ is the 
makespan, or the total amount of time required to completely process all the 
jobs and our objective is to minimize the makespan. Many other performance 
measures are often used to evaluate schedules. For example if di is the due 
date of the / th job and C, is the completion time of the / th job, then -</, is 
a measure of lateness of the / th job. Our goal could be to schedule jobs to 
minimize the average lateness per job. Alternatively, we may be more 
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interested in the average tardiness per job, where the tardiness for job i is 
defined as T=max(0,L). Other typical performance measures are the average 
time a job is in the shop (average flow time), the average number of jobs in 
the shop, the variance of the distribution of flow time lateness, or tardiness, 
and the utilization of machines and labor. 
An early graphical approach to scheduling problems was proposed by 
Henry L. Gantt. The Gantt chart simply displays job operations as a function 
of time on each machine. While the Gantt chart is an excellent display 
device, it has serious weakness as a scheduling technique because it does not 
provide any structured approach to schedule improvement. The analyst must 
use intuition to find an improved schedule. 
The study of flow-shop scheduling has attracted many researchers 
over the last four decades. Johnson (1954) studied the problem of scheduling 
jobs in two and three machines in tandem with the objective of finding a 
schedule, which minimizes the maximum flow time for all jobs. His paper is 
the most important paper on the subject, not only for its content but mainly 
all subsequent researches were based on it. His paper has been reprinted in 
Muth and Thompson (1963). There are many alternatives proofs of his 
resuhs: Convey, Maxwell, and Miller (1967) and Baker (1974) generally 
follow Johnson's approach, Rinnooy Kan (1976) ^ves entirely different 
proofs and White (1969) uses dynamic programming ideas to derive the 
same resuhs. Panwalker and his co-workers have produced constructive 
algorithms for several very special cases of the m-machine flow shop 
problem in which the processing times are restricted to obey many conditions 
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on their relative magnitude. (Panwalker and Khan(1976), Smith et al (1976), 
Panwalker and Woollam (1979,1980)). Bagga (1967) gave a solution for the 
n-jobs two-machine problem with the criterion to minimize the total waiting 
time of all the jobs. In all these studies the processing times of the jobs on 
the machines were assumed to be fixed and known a priori. Bagga (1970) 
conjectured an optimal ordering rule for four-job two-machine problem when 
the processing times follow exponential distributions. Heuristic algorithms to 
minimize the total flow time of jobs have been proposed by Gupta 
(1971,1972), Miyazaki et al. (1978) and other authors. For more references 
on the subject see Dudek et al. (1992). For a recent survey see Lawler et al. 
(1993). 
Conway, Maxwell and Miller (1967), Baker (1974), and CofFman 
(1976) all discuss various heuristic methods that may be used in scheduling. 
Silver et al. (1980) discuss and survey general approaches to heuristic 
problem solving in all areas of operational research. Holloway and Nelson 
(1973, 1974a, 1975) in an interesting series of papers have developed a 
heuristic approach to a general job shop problem. 
Apart from heuristic methods, branch and bound is probably the solution 
technique most widely used in scheduling. It is enumeration technique and it 
is an approach to optimization which applies to a much larger class of 
problems than just those that arise in scheduling theory. In the context of 
scheduling, Agin (1966), and Lawler and Wood (1966) give more general 
surveys. 
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Recently, increasing attention has been paid to routing scheduling 
problems, where either machines or jobs are located at difTerent fixed points 
of a transportation network, and transportation times should be taken into 
accountwhen developing optimal schedules. Two types of model have 
considered: (1) jobs (parts) travel between machines, and (2) machines travel 
between jobs to execute them. In flexible manufacturing systems, it is 
generally assumed that jobs travel between machines (see, for example, 
Blazevicz et al. 1991, King et al. 1993, Kise et al. 1991, Sethi et al. 1992). 
However, there are situations where machines travel instead of jobs. This 
occurs, for example, when parts are too big or heavy to be moved between 
machines (e.g., engine casings of ships). Another example is Robots that 
perform daily maintenance operations on immovable machines located in 
different places of a workshop. A number of single-operation routing 
scheduling models of the second type (where machines travel between jobs) 
has been considered in literature. Routing scheduling problems with the 
objective to minimize the total flow time (the delivery man problem and its 
modifications) have been considered, for example, in Lucena (1990), 
Simchi-Levi and Herman (1991), Fishetti et al. (1993), and Avertakh and 
Herman (1995). Averbakh and Herman (1999) give a simple heuristic for m -
machine flow shop and its application in routing scheduling problems. 
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CHAPTER-I I 
A NEW CUT FOR INTEGER PROGRAMMING 
2.1. Introduction: 
An integer linear programming problem is a linear program in which 
some or all of the variables are restricted to be integer values. A linear 
programming problem is a mathematical programming problem in which one 
attempts to optimize a linear objective function subject to a set of linear 
constraints. In numerous applications, it may be necessary to specify that 
certain variables can only assume integer values. For example, a decision 
variable may be used to model the number of vehicles or workers. Clearly, in 
this case, non-integer solutions would be unacceptable. 
Mathematically an integer linear programming may be written as 
Maximize 2 = cx 
subject to, 
" " - ' ' " * • (2.,.,) 
and Xj integers j = 1,2,....,n. 
The linear programming problem derived by omitting all the integer 
restrictions, on the variables is called the linear programming relaxation. The 
linear programming relaxation associated with 2.1.1 is simply 
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Maximize 2 = ex 
subject to, 
(2.1.2) 
Ax^b 
x>0 
The feasible region associated with an integer program is always a 
subset of the feasible region associated with its linear programming 
relaxation. Thus, when solving a maximization problem, the optimal 
objective value of the integer program will always be less than or equal to the 
optimal objective value of the linear programming relaxation. That is, for a 
maximization integer program, the linear programming relaxation provides 
an upper bound for the optimal objective value. The linear programming 
relaxation is used extensively in constructing solution algorithms for integer 
programming problems. 
There are several algorithms to solve integer programming problems. 
However, most techniques can be classified as either enumeration techniques 
or cutting plane methods. Enumeration techniques are designed to exploit the 
fact that the feasible region of a branched integer program always contuns a 
fmite subset of feasible points. Branch and bound enumeration Dakin (1965), 
Lawler and Wood (1965) and implicit enumeration are the techniques where 
one attempt to enumerate only a small subset of the feasible integer points, 
while concluding that the remaining points are inferior to those examined. 
Recall that if an optimal solution to a linear programming exists, the 
simplex algorithm always fmds an extreme point optimum. This is the basic 
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motivation for cutting plane methods. Constraints (or cutting planes) are 
successively added to the linear programming relaxation of an integer 
programming problem in such a way that the current non-integer optimal 
extreme point is cut away or made infeasible. However, this is done so that 
all the integer points remain feasible. By proceeding in this manner, a new 
convex set is constructed that eventually has an integer point as an extreme 
point Gomory (1963). Thus, an optimal integer solution can be found by 
solving a sequence of linear programs. 
We have developed a technique in which a new type of cut is added 
to the problem after finding the solution to the linear programming relaxation 
problem. This cut is derived by finding the minimum perpendicular distance 
from the integer points which are inside the feasible region, to the objective 
surface passing through the non integer solution. The cut is the hyperplane 
passing through this point and parallel to the objective function surface. The 
cut has been designed in such a way that the total number of integer solutions 
in the resuhing feasible region is substantially reduced. After adding this cut 
the problem is then solved by any enumeration technique. 
2.2. Derivation of the Cut: 
Consider the pure integer programming problem given by (2.1.1) and 
the linear programming relaxation associated with this problem given by 
(2.1.2). 
First we solve the linear programming relaxation. Let the solution be 
jc*. If Of * is all integer, then the problem is solved. 
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* _ • Let the Jfcth component of x* be non-integer with value x =0^ ^ 
I. 
The nearest integer values to x are 
X* =[3;]a/tt/x* =[JI]+\ = (al), for k= 1,2,..,n 
where [/]is the largest integer less than or equal to / and (/) is the 
smallest integer greater than or equal to t. 
With such bifercations we can fmd all the 2" integer points in the 
surrounding of the non integer solution x*. (e.g. in case of two variable 
problem if x* =(2.5,3.4) then there will be 2 = 4 integer points (2,3), 
(2,4), (3,3) and (3,4) around this x . Denote the set of indices of these 2" 
points by T. 
Let the objective value at x* be z*. Thus the objective function level 
plane at x* will be 
cx*=z* (2.2.1) 
Now we fmd the perpendicular distance dj from the surrounding 
points, to the objective plane by using the formula Dantzig (1963), 
* 0 z ~ ex 
di = , '- ,/ e T (2.2.2) 
Where x, is an integer point around x*. 
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Now we search for the point xf, which has a minimum distance from 
the objective function hyperplane. 
Obviously the negative distances and the distances from the infeasible 
points should be omitted. We choose the minimum positive distance only 
from the points, which are feasible. 
Let S be the set of indices i G T for, which x, are feasible. 
LetxO= xj fdv = min di > 
I IBS J 
A plane passing through this integer point and parallel to the 
objective hyperplane will be cx° = 7°. 
Clearly z° <z'. 
We will introduce the cut 
cx°^r°. (2.2.3) 
Now 2° acts as a lower bound for the integer solution to the problem 
(2.1.1). 
The following theorem will show that this constraint when added to the 
original problem will not eliminate the integer optimal solution to the (2.1.1). 
Theorem: The added constraint will not eliminate the optimal integer 
solution to the original integer programming problem. 
Proof: Let the solution to the (2.1.2) be attained at x*. The cut is derived 
passing through the integer point x , which is at a minimum positive 
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distance di from the objeaive function level surfrice passing through the non 
• 
mteger point x 
Suppose that x^ is not an int^er solution. Then there exists another feasible 
integer point x** such that 
*• 0 
z >z 
Where z** = ex** andz^ = ex® are the values of the objective function at 
X** cmd X respectively. 
Let X** be at a distance dj from ex* =z*. 
Now we want to show that if z** >z then d2<di. 
(i.e. X** will be above the cut ex >z ) 
By assumption 
•• 0 ex >ex 
which gives 
• •« • 0 z -ex z -ex 
15"' li-' 
i.e. d2<di. 
Hence the added cut will not exclude the integer optimal solution to the 
original problem. 
This shows that if there is any other integer optimal solution then this 
will lie above the curve not below (this as depicted in the figurel for two 
variable problem). 
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X2 
>x, 
(Figure 1) 
2.3. Procedure for Solving the Problem: 
The procedure contains following steps: 
Stepl: Solve the problem (2.1.2) using simplex or dual simplex method. 
Step2: If this solution is integer, stop. Otherwise, round off the non integer 
solution to the nearest integers. 
Step3: Find the minimum perpendicular distance from the integer point 
which is inside the feasible region on the objective function curve passing 
through the non integer solution. Derive cut passing through this point and 
parallel to the objective function curve. 
Step4: Use branch and bound or cutting plane method to find the integer 
optimum. 
Following example will illustrate the procedure. 
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Example: 
Maximize z = 2xi + 3x2 
subject to 
5x1+2x2 ^15 
3x1+5x2 ^15 
xi,X2 ^ Oflw i^nteger. 
After solving this problem as a non integer problem by using simplex 
method we get the non integer solution as 
xi = 2.37, X2 = 1.58 aw/z = 9.48 
So we round off the non integer solution to the nearest four integers 
points as (2,2), (3,2), (3,1) and (2,1). Now calculate the perpendicular 
distances from these points by using the distance formula. 
-0.57 
The distance from the point (2,2)is 
the distance from the point (3,2) is -2.57 
Vi3 ' 
+0.43 
the distance from the pomt (3,1) is —p=-, 
VI3 
» d , h e distance fron, the point (2.1) i . ± ^ . 
VI3 
We discard those points for which distance is negative and check 
whether the constraints are satisfied for the points for which the distance is 
positive. If constraints are not satisfied then discard that point. Now we are 
left with only one point (2,1) which is in the feasible region. 
Now we derive a cut passing through the integer point (2,1) as 
(figure 2) 
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2*1+3x2 ^7 
and solving the new problem by using branch and bound method we get the 
optimal integer solution to the problem as (figure 3) 
xj =0,X2 =3andz = 9. 
•> X , 
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0 
xl=2 37 
\2=1 58 
z=9 48 
1 
xl=2 00 
x2=180 
X2 <1 
X2 > 2 Infeasible 
xl=2(K) 
x2=10() 
z=7()() 
\l=168 
\2=2 <K) 
z=9 35 
Fathomed 
(Integer solution) xi<l x,>2 
.\1=1 00 
x2=2 38 
z=9 13 
Jf2 < 2 X2 >3 Infeasible 
xl=100 
x2=2O0 
z=8 00 
Fathomed 
(Integer solution) Fathomed (Integer optimal solution) 
(Figure 3) 
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CHAPTER-lIl 
CONVERSION OF AN ASSIGNMENT PROBLEM INTO A 
KNAPSCAK PROBLEM AND ITS SOLUTION PROCEDURE 
3.1. Introduction: 
An assignment problem is a problem of assigning number of persons 
(or origins) to the equal number of jobs ( or destinations) at a minimum cost 
(or maximum profit). Suppose there are n jobs to perform and n persons are 
available to do these jobs. Assume that each person can do each job at a time, 
through with varying degree of efficiency. 
Let Cj be the cost of assigning ith person to the yth job. The 
problem is to find an assignment such that one person is associated with only 
one job so as to minimize the total cost. 
Define 
{1, if person i is assigned to job j 0, otherwise 
Since each job is assigned exactly to one person, we have 
n 
Y,Xi =1, for 1 = 12,..,n 
y=i 
Similarly, each person is assigned exactly to one job 
n 
Z'/, =\ for j = \X:.,n 
;=I 
The contents of this chapter is based on my following paper: 
"Conversion of an Assignment Problem into a Knapsack Problem and its 
Solution Procedure", Published in Pure and Applied Mathematika Sciences 
(INDIA), Vol. XLVm, No. 1-2, 1998. 
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The mathematical model of assignment problem is thus given by 
n n (I) Minimize z = ^ Y,^i. ^i. 
subject to. 
(3.1.1) 
n 
X x / = 1,/or y = 1,2...../I 
1=1 
X, = O o r l . 
The above problem is actually the formulation of a standard 
transportation problem with n warehouses and n markets where the supply 
Qj = l /or / = l,2,...,w and demand bj =\forj = \,2,.-,n 
A naive approach to solve this problem is to enumerate all possible 
assignments of persons to jobs. For each assignment the total cost may be 
computed, and the one with the least cost is picked as the best assignment. 
This will be an inefficient and expensive approach since the number of 
possible assignments is n\, even for /i = 10, there are 3,628,800 possible 
assignments. 
Several techniques for solving the assignment problem have been 
developed. Among the people who have made significant contributions are 
Dwyer (1955), Flood (1953), Kuhn (1955), Votaw and Orden (1952), and 
Lawler and Wood (1966). 
36 
Here we have converted problem (I) into a knapsack problem by 
aggregating the constraints in a simple manner and then solving the resuhing 
knapsack problem under certain conditions. 
3.2. Reducing Integer Program to Knapsack Problem by Aggregating 
the Constraints: 
A system of linear equations with integer coefficients can usually be 
transformed to a single linear equation, which has the same set of 
nonnegative integer solutions as the parent equations. This means that the 
constraints of an integer program can first be transformed to a single 
constraint and the integer program can then be solved by solving the resulting 
Consider the m linear equations, 
£ a , x y = 6 , / = l,2,...,w (3.2.1) 
7=1 
Where all a, and 6, are integers. The problem is to find weights 
H'i,H'2,...,H';„ so that every non negative integer solution to the single 
equation 
I « y X y = A (3.2.2) 
y=i 
m m 
Where Oj =^^^,0, {J = \,1, ..,ri)cmdb = ^Wfbi is a solution to 
/=l ' i=\ 
(3.2.1). 
Observe that, since the constraints (3.2.1) imply (3.2.2), every non 
negative integer solution to (3.2.1) is a solution to (3.2.2). Mathews (1897) is 
the first who indicates how one can aggregate two equations with positive 
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coefficients so that the nonnegative integer solution set does not enlarge. In 
most cases this will allow us to reduce any system of m equations (3.2.1) to 
the single equation (3.2.2). Mathews (1897) result is, consider a system of 
two linear equations 
n 
n 
2^ = Z « 2 / y = * 2 , (") 
7=1 
With strictly positive integer coefficients a, (i = 1,2.,y = 1,2, ,«). 
(a) If there exist nonnegative values xi,X2. >*« satisfying (i) and (ii), then 
M l , 
""h 
— >bi for at least one j (1 ^ y :S w); 
(b) If w is any positive integer such that 
^ 1 . 
w > 62 maximum 
J % , 
then the solution set of (i) and (ii) in nonnegative integer variables is the 
same as that of the single equation 
5i+^52 =Z>i+^^2 (iii) 
(The symbol = means "defined to be"; so s^  = ^a\ Xj means that 5^  takes 
J 
on the value of the summation.) 
Mathews (1897) observed that this result can be applied to two equations 
with nonnegative (but not necessarily all positive) integer coefficients by first 
replacing them with the pair 
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si+S2=bi+b2 (0 
Jl+252 =^1+2*2 («) 
Equations (/) and (i/) have strictly positive coefficients since they are of the 
form flj +02 (in (i), or Oi +2flt2 (in (ii)), and for each 
0 = 1,2, ,w),a, > 0 for at least one i{i = 1,2). Thus, these equations can 
assume the role of (i) and (ii) in Mathews result. 
Also note that any solution to (/) and (//) is a solution to (i) and (ii) (and 
conversely). 
Elmaghraby and Wig (1970) used the Mathews approach to aggregate 
a system of equations (3.2.1) with nonnegative coefficients by recursively 
using the construction (/) and (ii). That is, the first two equations in the 
system are replaced by (/) and (//) and then aggregated. The aggregated 
equation becomes the first equation and rq)laces the first two, so that the 
system now has one less equation. This process is then repeated until a single 
equation is left. 
However, the size of coefficients by this technique becomes 
prohibitively large. Then, Glover (1972a) and Kendal and Zionts (1972) 
improved over the previous technique, which produces smaller coefficients 
then those with the former technique. If the arbitrary weights are used then 
the set of non negative integers x = (xi,x2,...,x„) satisfying (3.2.2) is 
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usually larger than the set satisfying (3.2.1), Salkin (1975). The constraints in 
(I) has aggregated by using the weights, 
Wj = 1, for every / (3.2.3) 
Thus, we obtain 
ZZx,, =w (3.2.4) 
' J 
The feasible solution set of (3.2.4) contains all the feasible solution of 
set (I). Thus the converted Knapsack problem (II) will be of the form 
(II) Minimize z = Z Z i^ ^  ^ij 
i J 
subject to, 
' J 
Xij = (0.1) 
We see that all the feasible solutions of the problem (I) are also the 
feasible solutions to the converted Knapsack problem (II). 
Now we know that for any feasible solution to the assignment 
problem (I). 
If 
x^ = l t h e n x =0,Vj:Ak 
^ (3.2.6) 
and x,^ = 0, V /• * it. 
We derive a solution to problem (II), which satisfies the condition 
(3.2.6). For equal weights given in (3.2.3), a simple procedure is given in the 
next section. This is essentially equivalent to solving the assignment problem 
(I) by using the least cost cell method. The initial solution so obtained is 
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known to be a good approximation to the optimal solution. The optimality of 
the solution can be checked by using MODI method for solving 
transportation problem. If the solution tested shows the sohjtion is not 
optimal then MODI method is used to find the optimal solution treating this 
solution as an initial basic feasible solution. 
3.3. Procedure for solving the Knapsack Problem (II): 
The steps of the procedure are as follows: 
Step I: Find min c, = c^^^ ,sqy 
Step n*. Set x„ = 1 and cross out all the variables having indoc m and 
index k. 
Step n i : Repeat step I and step II until no more variable left. 
Numerical Example: 
Examplel: Find the optimal assignment of four jobs and four persons when 
the cost of assignment is given by following table: 
Persons 
PI 
P2 
P3 
P4 
Jl 
11 
09 
13 
14 
Jo 
n 
17 
07 
15 
10 
i>s 
33 
08 
12 
15 
12 
J4 
16 
10 
12 
11 
Solution: 
First we arrange the variable such that their respective cost 
coefficients are in ascending order 
^22.^13.^21'^24.-^42.'^ll.-^44.-^23.'^34''^43.-^31'^41.'^32«^33> 
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Assign 1 to A'22 and cross out the variables 
^ 2 1 . ^ 2 4 . ^ 4 2 . ^ 2 3 . ^32 . '*'l2 
Assign 1 to Xy-i and cross out the variables 
A'n,A'43,A'33,A'i4 
Assign 1 to ^^ 44 and cross out the variables 
-^34.^41 
At last assign 1 to remaining variable "^31 
We get the following solution to problem (II) 
^"22=1=A'l 3=A'44=^31 
So the approximate solution to the above problem is 
2=8+7+13+11=39. 
Using MODI method we have tested that this solution is an optimal solution. 
Example2: Find the optimal assignment of four jobs and four persons when 
the cost of assignment is given by following table: 
Persons 
PI 
P2 
P3 
P4 
Jl 
10 
05 
12 
08 
Jo 
J2 
12 
10 
14 
15 
)S 
J3 
19 
07 
13 
11 
J4 
11 
08 
11 
09 
Solution: 
Since number of jobs and persons are equal, we have a standard 
assignment problem given by following table as follows: 
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Persons 
PI 
P2 
P3 
P4 
Jl 
10 
05 
12 
08 
Job 
J2 
12 
10 
14. 
15 
J3 
19 
07 
13 
11 
J4 
11 
08 
11 
09 
01 
01 
01 
01 
01 01 01 01 
First we arrange the variable such that their respective cost 
coefficients are in ascending order: 
-^42.^13. 
Assign 110^21 ^^ ^^^^ ^^ t^ ^ variables 
- ^ 2 3 . - ^ 2 4 . ^ 4 1 . ^11»'^'22.-^31 
Assign 1 to X44 and cross out the variables 
•^14.-^34. "^ 43 ••^42 
Assign 1 to A^ i2 and cross out the variables 
^32.^13 
At last assign 1 to remaining variable A'33 
We get the following solution to problem (II) 
^21=1=X44=Jri2 ^ ^33. 
So the approximate solution to the problem is given by 
2 = 1x12 + 1x5 + 1x13 + 1x9 = 39. 
Testing this solution for optimality, we found that the solution is not 
an optimal. Taking this solution as initial solution and using MODI method, 
the optimal solution is summarized as shown in the following table: 
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Persons 
PI 
P2 
P3 
P4 
Jl 
10 
05 
12 
U08 
J2 
_L|l2 
10 
14 
15 
Jobs 
J3 
19 
JJ07 
13 
11 
J4 
11 
08 
U l l 
09 
Its new cost is 12+7+11+8=38. 
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CHAPTER- IV 
A BRANCH AND BOUND PROCEDURE TO SOLVE n-JOBS AND 
3-MACHINES FLOW SHOP SCHEDULING PROBLEM WITH 
TRANSPORTATION TIME 
4.1. Introduction: 
The job-shop scheduling problem consists of determining the order or 
sequence in which the machines will process the jobs so as to optimize some 
measure of performance. The purpose of this chapter is to study the flow-
shop scheduling problem of n-jobs and 3-machines describing processing and 
transportation times of jobs, and the objective is to minimize the makespan. 
A job-shop is said to be a flow-shop if all jobs follow the same 
ordering, i.e., all jobs are processed once and only once on each of the m-
machines and a job's processing on machine 1 must precede its processing on 
machine 2, its processing on machine 2 must precede its processing on 
machine 3, and so on. The time taken by the jobs of going from one machine 
to another machine is known as transportation time, Maggu and Das (1980). 
A performance measure thus we shall frequently employ is the 
makespan, or the total amount of time required to completely process all the 
jobs. Now our objective is to develop a branch and bound procedure for 
scheduling the jobs that would minimize the makespan. 
The contents of this chapter is based on my following paper: 
"A Branch and Bound Procedure to Solve n-Jobs and 3-Machines Flow Shop 
Scheduling Problem with Transportation Time", presented in the VI th 
International Symposium on Optimization and Statistics, A.M.U., Aligarh, 
(INDIA), (Dec. 8-10,1998). 
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Johnson (1954) and Bellman (1956) studied the problem of 
scheduling of n-jobs on 2-machines arranged in tandem where time required 
to transport jobs from the first machine to the second was assumed to be 
negligible. Maggu and Das (1980) introduced the concepts of transportation 
time in going from one stage to the other. They studied a system in which an 
infinite number transport agent was required to return stagel from stage2. 
Flow shop scheduling problems have been solved using the branch 
and bound method by Ignall and Schrage (1965). We develop a branch and 
bound procedure to solve n-jobs and 3-machines flow shop scheduling 
problem when the taken by jobs going from one machine to another machine 
is given. 
4.2. Statement of the problem: 
Let a flow-shop consist of 3-machines Mi,M2 and A/3. Let n-jobs 
be processed through these machines in the order A/1A/2A/3. Let 
Pi , pj and Pi denote the processing times of job i on machines 
MxMi andA/3 respectively and let r,(i,2) and /,(2,3) denote the 
transportation time between machines A/j & A^ 2 *"d ^l & -^3 
respectively. 
Then this problem in the matrix form can be stated as follows: 
Job 
(/•) 
1 
2 
n 
Machine 
A / j 
(A,) 
P\\ 
Pn\ 
'<(1.2) 
'1(1.2) 
'2(1,2) 
Ml.2) 
M2 
(A , ) 
A 2 
P22 
Pnl 
^(2.3) 
'1(2,3) 
'2(2.3) 
'M(2.3) 
M3 
( A 3 ) 
A3 
P23 
PtA 
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4.3. Branch and Bound Procedure: 
The basic method is to divide the set of all permutations of jobs into 
smaller and smaller subsets, and to calculate for each of them a lower boimd 
on the lowest makespan of all permutations in the set. To do this, partial 
solutions are arranged in the form of a tree, where each node of the tree 
represents an allocation of some of the jobs, which will be done first, 
arranged in some order. The first node in the tree structure corresponds to the 
initial state, with no jobs scheduled. From this node, there are n branches 
corresponding to the n possible jobs that can be placed first in the sequence. 
From each of these nodes there are (n-1) branches corresponding to the jobs 
available to be placed second in the sequence. Thus there are n! possible 
sequences and l+n+n(n-l)+....+n! nodes in the tree. Branching from a node 
consists of taking each of the unallocated jobs in turn and placing it next in 
the permutation. Each new permutation is then represent by a new node. At 
each node, a lower bound is obtained on the makespan for all permutations 
that descend from it. At each stage of solution all nodes are examined and a 
node with the least lower bound is chosen for branching. When a node is 
found that represents an allocation of all jobs and has a makespan less than or 
equal to the lower bound for all other nodes, then that permutation is an 
optimal solution. This method guarantees that an optimal solution will be 
found after examination of the least possible number of nodes. It is felt that 
the branch and bound technique is at least competitive with other methods 
(Giglio and Wagner (1964), Dudek and Teuton (1964)) for minimizing 
makespan. 
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4.4. A Lower Bound for the Makespan of All Nodes Emanating From a 
Given Node: 
In the 3-machines makespan problem each node represents a partial 
sequence containing from 1 to n jobs. Consido* an arbitrary node, say N, with 
sequence Jf That is, J^ is a particular subset of size r (l^r^/i) of the n 
jobs. Let T\(Jr), T2(Jr) and T'i(Jr) be the times at which machine 1,2 
and 3 respectively, complete processing with transportation time on last of 
the r jobs in the sequence J^.. Then a lower bound on the makespan of all 
schedules that begin with sequence J^ is 
LB{N)=LBiJr)=maK r2(J,)+ Sp',,+min(p',.3) 
ieJf 
Where f^ is the set of (n-r) jobs that not have been scheduled. 
Also p'i^ = Pi^, /7',2 = A J +',(1.2) and P',, = Pi, +^(2.3) • 
Where />,j, Pi^ and pj^ are the processing times of the / th job on machines 
Mi,M2 and A/3 respectively, and r,{i2)and r,(2,3) are the transportaticm 
times of the / th job between machines A/j and M2, A/2 and A/3 
respectively. 
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4.5. Dominated Nodes: 
We can reduce the amount of searching of the tree still more, some 
nodes can be discarded even though the lower bound associated with these 
nodes may be less than the value of the optimal solution. In the 3-machines 
makespan problem, let J^ and /^ are two different sequences, both 
containing the same r jobs. It is clear that TliJ^) = TWr) If TliJ^) < T2{I,) 
and r3(J;.)^7'3(/^), then any schedule, which contains /^.at the beginning, 
remains unchanged by replacing /;. with J;.. We can say that J^ dominates 
I^. The result is that node /^ can be discarded as soon as node J^ is created 
even if the lower bound for /^ is less than the value of the optimal solution 
obtained at the end of the calculations. At the time it is discovered that a node 
is dominated, the work of creating it has already been done. The saving 
results from (1) not branching from dominated nodes and (2) not inserting 
them (or nodes that would result from branching from them) on the list. 
4.6. Numerical Example: 
Consider the following 4-job and 3-machine flow shop problem when 
transportation time is given, to mimmize makespan. 
Job 
(0 
1 
2 
3 
4 
A/l 
(A,) 
U 
06 
13 
12 
'<(1.2) 
05 
07 
05 
06 
Machine 
Ml 
( A , ) 
09 
08 
08 
10 
^(2,3) 
02 
05 
04 
03 
Ml 
ip„) 
07 
09 
13 
09 
The tree and the list that are obtained in solving it by branch and 
bound are given as follows: 
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(Tree) 
LB(21)=76 
LB(231)=76 
50 
(List) 
Node 
0 
1 
2 
3 
4 
21 
23 
24 
231 
234 
Lower 
bound 
-
81 
73 
80 
80 
76 
73 
75 
76 
73 
Time2 
-
25 
21 
26 
28 
35 
34 
37 
48 
50 
Time3 
-
34 
35 
43 
40 
44 
52 
49 
61 
64 
Disposition 
Branched from 
Branched from 
Branched from 
An optimal sequence 
(Note: The nodes are listed in the order of their creation; not in lower bound 
order) 
In this example, if a newly created node and another node had the 
same lower bound, the newly created node was put before the old node on the 
list. The lower bounds are written next to the nodes on the tree. We can note 
that node 234's lower bound, which is the makespan sequence 2 3 4 1, is less 
than or equal to the lower bound of any other 'unbranched from' node in the 
tree (or on the list). 
For example, it would be impossible for a sequence beginning with 
job 3 or 4 to have makespan <80, and 73 <80, so there is no need to explore 
any sequence that begin with 3 or 4. The same rule applies to the other nodes, 
so 2 3 4 is optimal. 
Here the above problem is solved with a minimum of effort because 
the node 234 (the node emanating from node 21) has a lower bound of 73. 
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C H A P T E R - V 
AN HEURISTIC DOMINANT PRINCIPLE IN FLOW SHOP 
SCHEDULING MODELS 
5.1. Introduction: 
This chapter introduces an heuristic dominant principle in flow-shop 
scheduling models in its own manner which may be used to reduce the size 
of processing time matrix of given jobs in a flow shop scheduling problem. It 
avoids uimecessary computational efforts and to give more efficient method 
to obtain in an economical manner, an optimal or near optimal solution for 
the ^ ven problem. 
A flow shop is an ordered set of machines MiMi^ Mm such that 
each job is processed through these machines in the order M\M2....M„. 
i.e.. The yth operation on any job is on machine Mj,\<j^m. Let 
Pi ^ 0, (non negative integer) denote the processing time of operation j of 
job /• on machine 7, 1 ^ y ^ w, 1 ^ 1 ^ w. (i.e., />, is the length of time 
required to process the operation (ij)). 
A schedule for a set of jobs specifled the starting time of each 
operation. A feasible schedule must ensure that 
(a) No preemption of any operation is allowed. 
(b) No machine can process more than one operation at a time. 
(c) On any job, operation j must be completed on machine A/y, before 
operation y +1 can begin on machine A/y+] and 
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(d) No job is executed by more than one machine at a time. 
In a manufacturing set-up, production of items is done in sequential 
phases. For this, the manufacturing set-up may consist of produaion 
machines, each machine doing a different phase of each production item. The 
problem before a production manager of the manufacturing concern may that 
of how to sequence the items for final production so that when these items 
are processed through the given set of sequential machines, the machines 
remain idle for the minimum time or the total completion time of all items 
(jobs) is minimum or near to minimum. There are several techniques 
investigated so far by different authors to tackle different types of scheduling 
problem including the pioneer and basic technique given by Johnson (1954). 
Maggu, Alam and Ikram (1975) consider certain types of sequencing 
problem, Szwarc (1979) revisited the permutation flow shop theory. But the 
well known techniques sometimes are difficult to apply due to much 
computational efforts involving for determining an optimal or near optimal 
solution for a scheduling problem with large size of matrix describing 
processing times of jobs. To avoid computational efforts in applying and to 
make the available optimal techniques for sohitions of scheduling problems, 
we introduce an 'Heuristic Dominant Principle' which is used to reduce the 
size of the matrix describing the processing times of the jobs before a well 
known optimal or heuristic technique is ^plied for optimal or near optimal 
solution of a scheduling problem. 
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5.2. Statement of the ProUera: 
Let a flow-shop consist of m-machines (m>2) M\M2, Mm- Let 
n-jobs be processed through these machines in the order M\M2....M„. Let 
Pi ,Pi , ,Pi denote the processing times of job i on the machines 
M\,Mi^ Mm respectively. Then this problem in the matrix form can be 
stated as follows: 
Job 
(i) 
1 
2 
n 
Ml 
ip,) 
Pn 
Pi\ 
Pn\ 
Machine 
M2 
ipO 
P12 
P22 
PrO. 
M„ 
ipj 
Plm 
P2m 
Pnm 
Now we introduce the 'H^ristic Dominant Principle' as follows: 
5.3. Dominant Machine: 
Now Ml (e.g.) is called dominant machine if the sum of the 
processing times on machine A/j is less than the sum of the processing times 
on each of the machines M2,M2,....M„. Continue in this manner until we 
have two machines, called undominant machines. 
5.4. Heuristic Dominant Principle: 
Now we explain h^ristic dominant principle as follows: 
For n-jobs and m-machines (m>2): 
For n-jobs and m-machines problem we should examine which 
machines are dominant one. We delete (m-1) machines if we have 3-
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machines, (m-2) machines if we have 4-machines and so on, from further 
consideration. After deleting these machines, consider the remaining 
(reduced) n-jobs and 2-machines problem. Now for an optimal schedule of 
this reduced problem due to Johnson's (1954) technique and this sequence 
will give us an optimal or near optimal sequence for the original problem. 
There are some numerical examples to explain the concept of 
'Dominant Principle' in flow shop scheduling problems. 
Exainplel: Consider a Johnson's (1954) three machines problem as follows: 
Job 
(1) 
1 
2 
3 
Machine 
Ml 
iPi,) 
20 
15 
25 
M j 
{Pi,) 
14 
08 
10 
M-i 
(Pi,) 
15 
12 
08 
3 3 3 
Here, ^ ^ ^ i =60 , £^^2 =32 and J)A/3 =35 
1=1 /=l /=1 
So M2 is dominant machine. 
Now we have reduced two machines problem as follows. 
Job 
(0 
1 
2 
3 
Machine 
Ml 
(A,) 
20 
15 
25 
A/3 
0 /^3) 
15 
12 
08 
Now optimal schedule of this reduced two machines problem due to 
Johnseii!5L(1954) technique is (1 2 3). 
v\OH ' l .^ ,_ '-'Or. 
o - . — ' • - " ^ ^ « 
^ Ace. No. 
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Now this optimal schedule (1 2 3) is also optimal or near optimal for the 
original problem. 
Example2: Consider four machines problem as follows: 
Job 
(0 
1 
2 
3 . 
4 
Machine 
Ml 
(Pi,) 
24 
16 
22 
21 
Ml 
(.Pi2 ) 
07 
09 
08 
06 
A/3 
iPi,) 
07 
05 
06 
08 
A/4 
iPi,) 
29 
15 
14 
32 
4 4 4 4 
Here J A ^ I =83, ^Mi =30 and ^ ^ ^ 3 =26 ^^^4 =90 
1=1 ;=1 i=l /=1 
So machine M2 and M3 are dominant machines. 
Now we have reduced two machines problem as follows: 
Job 
(0 
1 
2 
3 
4 
Mac 
Ml 
(Pi,) 
24 
16 
22 
21 
line 
A/4 
0^14) 
29 
15 
14 
32 
Now optimal schedule of this reduced two machines problem due to 
Johnson's (1954) technique is (4 1 2 3). 
Now this optimal schedule (4 12 3) is also optimal or near optimal for the 
original problem. 
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Examples: Consider six machines problem as follows: 
Job 
(0 
1 
2 
3 
4 
Ml 
(/>/,) 
18 
17 
11 
20 
M2 
iPi,) 
08 
06 
05 
04 
Machine 
M3 
(Pij) 
07 
09 
08 
03 
M4 
iPi,) 
02 
06 
05 
04 
M5 
(P/5) 
10 
08 
07 
08 
Me 
(Pie) 
25 
19 
15 
12 
5:^1=66, 2 :^2=23, ZA/3=27. i ; ^ 4 = 1 7 . 1;A^5=33 and 
/=1 »=1 1=1 /=1 1=1 
Z A / 6 = 7 1 
So machines MIM^MA ahdA/5 are dominant machines. 
Now we have reduced two machines problem as follows: 
Job 
(0 
1 
2 
3 
4 
Machine 
Ml 
(A.) 
18 
17 
11 
20 
Me 
(Pie) 
25 
19 
15 
12 
Now optimal schedule of this reduced two machines problem due to 
Johnson's (1954) technique is (3 2 1 4). 
Now this optimal schedule (3 2 14) is also optimal or near optimal for the 
original problem. 
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5.5. The problem of n-Jobs and m-Machines Involving Transportation 
Times: 
Johnson (19S4) and Bellman (19S6) studied the problem of 
scheduling of n jobs on two machines arranged in tandem where time 
required to transport jobs from the first machine to the second was assumed 
to be negligible. There are practical scheduling situations when certain times 
are required by jobs for their transplantation from one machine to the another 
machine. This situation can be visualized when the machines on which jobs 
are to be processed are planted at different places and these jobs require 
additional times in their transplantation from one machine to another in the 
forms of loading time of jobs, moving time of jobs and then unloading time 
of jobs. The sum of all these times has been designated by Maggu and Das 
(1980) as transportation time of jobs. A formal definition of transportation 
time for job / is given by the time elapsed between completion time point of 
job / on machine one and its start time point on the subsequent machine two. 
There are several techniques investigated so far by different authors 
to tackle different types of scheduling problem. But the well known 
techniques sometimes are difficult to apply due to much computational 
efforts involving for determining an optimal or near optimal solution for a 
scheduling problem with large size of matrix describing processing and 
transportation times of jobs. Some authors used principle of dominance in 
scheduling problems, see, Maggu and Prakash (1984) and Aziz and Singh 
(1991). To avoid computational efforts in applying and to make the available 
optimal techniques for solutions of scheduling problems, we introduce an 
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heuristic dominant principle which is used to reduce the size of the matrix 
describing processing and transportation times of jobs. 
Consider a flow shop problem with m machines MiMi^ Mm-
Consider n jobs be processed through these machines in the order 
K4\M2....Mm Let Pi^,Pi^, ,P,^ denote the processing times of job / on 
machines MiMi, Mm respectively. 
Let ',(a,fc) denote the transportation time for job / between machines 
Ma andM^. This problem in the matrix form can be stated as follows: 
Job 
(/) 
1 
2 
n 
Ml 
(P/,) 
P\\ 
P2\ 
Pn\ 
//0,2) 
/l(l,2) 
'„a2) 
Machine 
Ml 
iPi,) 
Pl2 
P22 
Pnl 
... 
ti{m-\,m) 
ti{m-\,m) 
{2(m-l,m) 
t„{m-\,m) 
Mm 
^PiJ 
P\m 
P2m 
Pnm 
5.6. Heuristic Dominant Principle: 
The heuristic dominant principle is decomposed into the following 
steps: 
Step (1): Find the sum of all the processing times on each machine. 
Step (2): Cross-off all the machines from further consideration and retain 
only one machine that has lowest sum. Crossed ofiT machines are called 
dominant machines. Here we have one machine (reduced) problem. 
Step (3): Now define new machine (reduced one) with processing times 
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Mj = Mj + f, 0 - 1 . J) if Mj *s not dominant machine for j = m 
Mj =Mj +ti(JJ +1) if A/y is not dominant machine for j = 1,2, ,i»-1 
Step (4): Arrange the processing times in the decreasing order on the defined 
new machine Mj and process the sequence of jobs corresponding to the 
decreasing order of processing times on the new machine. 
Step (5): The sequence obtained in step (4) will give us an optimal or near 
optimal sequence for the original problem. 
There are some numerical examples to explain the concept of 
Dominant Principle' in flow shop scheduling problem involving 
transportation time. 
Examplel: Consider two machines flow shop problem as follows: 
Job 
0) 
1 
2 
3 
4 
5 
Ml 
(PO 
16 
11 
18 
14 
10 
Machine 
0(1,2) 
05 
03 
09 
03 
03 
A/2 
iPi,) 
04 
06 
04 
02 
05 
5 5 
Here ^A^i =69 and J^Mi = 21 
/=! /=l 
So Ml is dominant machine. Now defme new machine 
A/i=M2+r,(l,2) 
We have reduced one machine problem as follows: 
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Job 
(0 
1 
2 
3 
4 
5 
Machine 
M\ 
ip'i,) 
09 
09 
13 
05 
OS 
Hence to obtain optimal sequence arrange processing times 9, 9, 13, 5, 8 on 
M2 in the decreasing order 13, 9, 9, 8, 5 and we have corresponding 
sequence as (3 1 2 5 4). Now this sequence (3 1 2 5 4) is also optimal or near 
optimal for the original problem. 
ExampleZ: Consider a four machine scheduling problem as follows: 
Job 
(0 
1 
2 
3 
Ml 
(PO 
20 
30 
25 
'.(U) 
05 
07 
06 
Ml 
(Pi,) 
18 
14 
16 
Machine 
0(2.3) 
03 
01 
02 
M2 
(PH) 
11 
10 
08 
',(3.4) 
04 
02 
01 
M4 
(PO 
05 
06 
04 
3 3 3 3 
Here ^ M , =75, J ^ z =48. ^ ^ 3 =29 and £^^4 =15 
1=1 /=l /= ! /=1 
So Ml, A/2 and M3 are dominant machines. 
Now define new machine 
A/i=A^4+/^(3,4) 
We have reduced one machine problem as follows: 
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Job 
0) 
1 
2 
3 
Machine 
M\ 
ip'u) 
09 
08 
05 
Hence to obtain optimal sequence arrange processing times 9, 8, S on 
A/4 in the decreasing order 9, 8, S and we have corresponding sequence as 
(1 2 3). Now this sequence (1 2 3) is also optimal or near optimal for the 
original problem. 
5.7. A Special Case of n^obs and 3-Machines Flow Shop Scheduling 
Problem: 
Here we introduce some special cases of n-job and 3-machines flow 
shop scheduling problem. To solve the problem we introduce the 'Dominant 
Principle' to reduce the size of the processing time matrix of given jobs. 
Using this principle we get an optimal sequence for the original problem. 
A flow shop is an ordered set of machines MiMi^ Mm such that each 
job is processed through these machines in the order M^,Mi>-—Mm• »e-. 
The j - th operation on any job is on machine Mj,l^j<, m. Let /?, ^ 0, 
(non negative integer) denote the processing time of operation j of job / on 
machine j,\^j^m,\^i<n. 
S.M. Johnson (19S4) gave an efficient algorithm to minimize total 
elapsed time over all schedules, when w = 2. He also considered two special 
cases of the flow shop scheduling problem to minimize total elapsed time, 
when OT = 3, namely 
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(i) min{p, }^max{p, } 
1=1 /=i 
(ii) minjp, }^ina«{p, } 
i.e., the maximum processing time on the second machine is is no greater 
than the minimum time on either the first or the third machine. 
He reduces the 3-machines problem to an equvalent 2-machines 
problem which can be solved efficiently. Raghavachari (1969) gave an 
approximate solution to the 3-machines sequencing problem, Szwarc (1974) 
gave mathematical aspects of 3-machines job shop scheduling problem. 
Here we are solving the problem with two more cases using the 
dominant principle. 
The two special cases are: 
(i) min{p, }>m^{p, } 
. ^ j . / 2 ^ - — i r « , 
(ii) mink }>max{p, } 
,=1 ' 2 ' ,=1 'r 3 
To solve these two special cases, we have used 'Dominant Principle' 
to reduce the size of the matrix describing the processing times of jobs before 
a well known optimal technique is applied for optimal solution of a 
scheduling problem. We note that this optimal solution for reduced problem 
is an optimal solution for the original scheduling problem. 
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5.8. Dominant Principle: 
Let a flow shop consist of 3-inachines Mi,M2,BndM^. Let n-jobs 
be processed through these machines in the order MiMjM^. Let 
Pi ,Pu,Pi^ denote the processing times of the job / on machines 
A/l,A/2andM3 respectively. Then this problem in the matrix form can be 
stated as follows: 
Job 
(0 
1 
2 
n 
Ml 
(P/,) 
Pn 
Pl\ 
Pn\ 
Machine 
M2 
(Pi,) 
Pn 
P22 
Pnl 
M3 
(A3) 
Pn 
PTi 
Pni 
Now A/j is dominant machine if minjp, | ^ maxj^, | 
Or M3 is dominant machine if min{^, p max|p/ | 
,=1''^' ;cr'^'3 
After ignoring dominant machine, consider the remaining (reduced) n - jobs 
and 2-machines problem. Now for an optimal sequence of this reduced 
problem, apply Johnson's (1954) technique and this sequence will give us an 
optimal sequence for the original problem. 
To explain the concept of dominant principle in these two special cases some 
examples are as follows: 
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Examplel: Consider a three machines flow shop scheduling problem as 
follows: 
Job 
(0 
1 
2 
3 
Machine 
A/, 
iPO 
05 
04 
1 06 
Ml 
iPi, ) 
09 
07 
08 
A/3 
iPi,) 
08 
05 
07 
Here min pj^ = 7 ^  max pj^ = 6 or min pj^ = 7 ^ max pj^ = 8 
So Ml is dominant machine. 
Hence by using dominant principle, we have 2-machine problem as follows: 
Job 
(0 
1 
2 
3 
Machine 
M2 
(Pi,) 
09 
07 
08 
A/3 
(A3) 
08 
05 
07 
By applying Johnson's (1954) technique, we have a sequence 13 2, which is 
an optimal sequence for the original problem. This optimal sequence can be 
verified from the table given below: 
S.No. 
1. 
2. 
3. 
4. 
5. 
6. 
Sequence 
123 
132 
213 
231 
312 
321 
Total Elapsed Time 
36 
34* 
35 
36 
36 
38 
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Example2: Consider a three machines flow shop scheduling problem as 
follows: 
Job 
(0 
1 
2 
3 
Machine 
M, 
(Pi,) 
18 
20 
16 
Ml 
iPi,) 
20 
15 
18 
A/3 
(P.3) 
12 
10 
15 
Here ttmpi^ =15^max/?,j =20ormin/?,j =\5^maxpj^ =1 
So A/3 is dominant machine. 
Hence by using dominant principle, we have 2-machines problem as follows: 
Job 
(/) 
1 
2 
3 
Machine 
Ml 
(P,,) 
18 
20 
16 
M2 
(Pi,) 
20 
15 
18 
By applying Johnson's (1954) technique, we have a sequence (3 1 2), which 
is an optimal sequence for the original problem. This optimal sequence can 
be verified from the table given below: 
S.No. 
1. 
2. 
3. 
4. 
5. 
6. 
Sequence 
123 
132 
213 
231 
312 
321 
Total Elapsed Time 
87 
81 
91 
86 
79* 
86 
&-53^£ \A 
66 
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