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Abstract
A wavelet-based local mesh refinement (wLMR) strategy is de-
signed to generate multiresolution and unstructured triangular
meshes from real digital elevation model (DEM) data, for efficient
hydrological simulations at catchment-scale. The wLMR strat-
egy is studied considering slope- and curvature-based refinement
criteria to analyze DEM inputs: the slope-based criterion uses
bed elevation data as input to the wLMR strategy, whereas the
curvature-based criterion feeds the bed slope data into it. The
performance of the wLMR meshes generated by these two criteria
is compared for hydrological simulations; first, using three analyt-
ical tests with systematic variation in topography types, and then
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by reproducing a laboratory- and a real-scale case studies. The bed
elevation on the wLMR meshes and their simulation results are
compared relative to those achieved on the finest uniform mesh.
Analytical tests show that the slope- and curvature-based criteria
are equally effective with the wLMR strategy, and that it is easier
to decide which criterion to take in relation to the (regular) shape
of the topography. For the realistic case studies: (i) slope analy-
sis provides a better metric to assess the correlation of an wLMR
mesh to the fine uniform mesh; (ii) both criteria predict outlet hy-
drographs with a close predictive accuracy to that on the uniform
mesh, but the curvature-based criterion is found to slightly better
the capture channeling patterns of real DEM data.
Keywords: Overland flow at catchment scale; Wavelet-based lo-
cal mesh refinement; Slope- vs. curvature-based topographic in-




2 Wavelet-based local mesh refinement 5
2.1 Prediction of Ms . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Multiresolution triangular mesh generation . . . . . . . . 7
3 Surface flow numerical solver 7
4 Diagnostic investigation 9
5 Case studies at the catchment scale 12
5.1 Thies catchment, Senegal . . . . . . . . . . . . . . . . . . 13
5.2 Lower Triangle catchment of the East River, Colorado,




Spatially distributed rainfall-runoff modeling can rely on the numeri-
cal solution of the shallow water equations—for example, [4, 8, 25]—
and is becoming popular in hydrological modeling [10]. Numerical
solvers for the shallow water equations are currently robust, efficient,
and parallelized, enabling to simulate catchment-scale problems at high
resolutions [27]. However, such simulations still entail prohibitive com-
putational costs on a uniform mesh, that significantly grow with in-
creasingly finer resolution [27]. As topography data are increasingly
available at higher resolutions than 10 m, it is desirable to find an al-
ternative strategy to reduce computational cost for such high-resolution
simulations at catchment scale [11].
For spatially distributed rainfall-runoff, hydrodynamic and hydro-
logical responses are mainly controlled by small topographic features
which can impact runoff generation [26] and drive runoff connectivity
across different portions of a large domain [2]. This property of the
topography in relation to hydrological processes is referred to as the
terrain connectivity or structural connectivity [2]. A foreseeable strat-
egy is to use a multiresolution mesh, where the small features of the
topography are captured at a locally refined resolution on the mesh
while efficiently employing coarser resolution elsewhere to reduce op-
erational cost. This can be achieved by an adaptive mesh refinement
(AMR) strategy [1], many of which are already established for shal-
low water modeling [24, and cited references within]. AMR can be ap-
plied dynamically in time to adapt the resolution of the mesh at every
time step, or can be static in time to generate an initial multiresolution
mesh. As the flow hydrodynamics induced by rainfall-runoff is primar-
ily controlled by static topographic features, a static AMR strategy can
be sought, and is referred to here as local mesh refinement (LMR) [5].
Applying an LMR strategy to digital elevation model (DEM) data
to generate a reliable multiresolution mesh is not a trivial task: on
one side, there is the issue of the solution’s sensitivity to mesh design;
and, on the other, there is no literature evidence that topography-based
a priori error estimators exist for hydrological flow processes. Thus
far, LMR strategies require ad-hoc criteria for deciding local coarsen-
ing and refinement of mesh resolution. These criteria require inputs
based on either slope or curvature data of the DEM [5, 15, 11]. Slope-
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based and curvature-based refinement criteria may lead to refinement
at different locations, and therefore a comparative study for identify-
ing the implications of such choices for LMR on multiresolution mesh
decision is still required. A related question is whether the topographic
features of different catchments will lead to distinct performance of the
meshes generated by such LMR, that is whether different refinement
will be observed in relatively flat catchments compared to mountainous
catchments with large topographic gradients.
Another key consideration in designing a suitable LMR strategy is
to overcome inflexibility trade-offs [22]; these include coping with the
need for a number of manually-defined parameters to separately drive
coarsening vs. refinement, and with cross-parameter sensitivity issues
and error control. Recent findings suggest that this type of inflexibil-
ity trade-offs can be significantly reduced by taking a wavelet-based
LMR strategy (wLMR) [6]. A wLMR strategy is founded on the the-
ory of multiresolution analysis, which allows to systematically decide
resolution levels by measuring a set of encoded details featuring the
modeled data of interest relative to an error threshold chosen by the
user. Starting from the finest available resolution, the multiresolution
analysis gradually coarsens the resolution level until the evaluation
of the encoded details indicates otherwise. Commonly, wavelet-based
AMR (and therefore wLMR) are more suited for structured meshes [7].
This limitation enables to recursively apply the same transforms to en-
code and decode the modeled data of interest across mesh resolution
scales, hence making wLMR popular for quadtree-type meshes (for ex-
ample, [12]). However, the use of wLMR to generate unstructured tri-
angular meshes is yet to be explored, to find out how far it can favor
multiresolution mesh generation for large scale hydrological modeling
applications.
In this context, triangular meshes still have certain desirable prop-
erties such as better capture complex domain and sub-catchment bound-
aries [14, 17], and adaptability to match stream networks [17]. LMR
to generate multiresolution unstructured triangular meshes (for exam-
ple, [5, 11], are relatively less common than structured quadtree type
meshes (for example, [14, 15], and could be more algorithmically com-
plex to generate [14].
The first objective of this work is to propose and verify a strat-
egy for applying wLMR to quad-based (that is structured grid-based)
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DEM data in order to generate multiresolution unstructured triangu-
lar meshes (hereinafter referred to as wLMR meshes) for catchment-
scale hydrological simulations. The second objective is to carry out a
comparative study of different input types for the criteria for wLMR.
The performance of meshes generated by wLMR using topographic
slope and topographic curvature as input, is compared for rainfall-
runoff events in a flat catchment (Thies catchment, Senegal), and in a
mountainous catchment (Lower Triangle catchment of the East River,
Colorado, US).
2 Wavelet-based local mesh refinement
The starting point is a rectangular domain Ω of length L, and width
W , where the topography is given by uniform resolution DEM data.
Initially, Ω is discretized by a fine resolution mesh M , at the high-
est resolution available for the DEM data. From this fine resolution
mesh, wLMR is applied to construct a multiresolution quadtree type
mesh Ms, that has a reduced number of elements compared to M . In
this work, Ms is constructed such that the perturbation error repre-
senting the deviation relative to M [12] is forced to remain below a
user-specified error threshold ε. Performing multiresolution analysis
to predict Ms has been applied in a 1D × 1D manner using the Haar
wavelet, by following the procedure reported in [18].
2.1 Prediction of Ms
Starting from M , the maximum number of refinement levels Lmax is
assigned in order to perform multiresolution analysis to predict the
refinement levels of Ms. A suitable choice of ε is accepted to be pro-
portional to the finest feature that needs capturing in the modeling
[12, 18], which is here the finest resolution on M . The coarsest length
of mesh resolution on Ms relative to Ω is denoted by ∆x, which is cho-
sen such that ∆x = W if W < L, or otherwise it is set to ∆x = L. A
cell size on the mesh M is related to the coarsest mesh size ∆x by Lmax
dyadic subdivision. On the multiresolution mesh Ms, cell size can be at
refinement level (n), 0 ≤ n ≤ Lmax, with level (0) denoting the coarsest
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mesh possible. In this work, Lmax is chosen such that the cell size at
refinement level (Lmax) equals the available DEM data resolution.
Assuming that the DEM data on M is represented as an r×c matrix
A, the discrete Haar wavelet transform can be recursively applied to
produce the encoded differences between the DEM data across the two
subsequent levels (n+ 1) and (n) (e.g., [23]):




The subscript of W in Eq. (1 denotes the dimension of the matrix.
That is to say that given the dimension d, Wd is a d×d matrix, consisting


































































































where all β, ν, ρ, and σ are r/2 × c/2 matrices. β holds the scale coef-
ficients, whereas ν, ρ, and σ contain the detail coefficients (or details),
in the vertical, horizontal, and diagonal detail directions, respectively.
These detail coefficients are denoted by δ
(n)
ij , and are analyzed to decide
Ms considering the details across all the resolution levels (n), n < Lmax.
Here, i and j are the local row and column indices specifying a certain
entry in all the matrices β, ν, ρ, and σ. Analysis of detail coefficients is














And in a level-wise manner starting from resolution level (0) to
(Lmax − 1). Meanwhile, a detail coefficient is flagged as significant if





By only considering the significant detail coefficients a multires-
olution mesh Ms can be formed by recursive decoding, which can be
achieved by the inverse transform as:
A(n+1) = W (n)r
T
B(n)W (n)c (6)
Detailed explanation on how the resolution selection works in the
context of a wavelet-based approach can be found in [18, Sec. 2.3.1].
2.2 Multiresolution triangular mesh generation
The quadtree type multiresolution mesh Ms produced by the multires-
olution analysis is used to constrain and trigger refinement to generate
a multiresolution triangular mesh. The workflow is illustrated in Fig.
1. Starting from a uniform triangular mesh at the coarsest refinement
level (that is (n) = (0)), each element of Ms is mapped to a triangular
cell. Each triangular cell containing an element of Ms with a finer pre-
dicted resolution level than itself is flagged for refinement (indicated in
Fig. 1 by red color). The flagged cells are refined once, and the process
is repeated until no further triangular cell is flagged for refinement.
This results in an unstructured triangular mesh version of Ms.
3 Surface flow numerical solver
On the triangular mesh version of Ms, the surface flow is modeled by
solving the two-dimensional zero-inertia equation on an unstructured















Figure 1: Exemplary meshing to illustrate the multiresolution triangu-
lar mesh generation. An initial unstructured triangular mesh is gener-
ated at the coarsest resolution. Then, the triangular mesh is compared
to the multiresolution quad-based mesh. Triangular cells with an el-
ement size larger than the quad-mesh suggests are tagged for refine-
ment (indicated by a red color). The domain is meshed again, halving
the edge length of the tagged triangular cells. This process is repeated
until no other triangular cell is tagged again, resulting in the final
mesh.
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where h is the (ponding) water depth, t denotes the time axis, ∇ is
the Laplacian, UZI is the surface flow velocity, sr is the rainfall source
term, Γe is water exchange between surface and subsurface systems, n
is Manning’s roughness coefficient, z is the bed elevation, ||∇z|| is the
Euclidean L-norm of ∇z, and η = h + z is the free surface elevation
of the water. In this work, the Advanced Terrestrial Simulator (ATS)
[8] is used to numerically solve Eq. (7) via an implicit finite-volume
scheme.
4 Diagnostic investigation
This investigation aims to diagnostically explore the applicability of
the proposed wLMR strategy for mesh refinement while comparing
two types of DEM-based input data for the multiresolution analysis:
elevation data, which will be interpreted as a slope-based refinement
criterion for wLMR; and, bed slope data, which will be interpreted as
a curvature-based refinement criterion for wLMR. Hereinafter, error
thresholds for slope-based and curvature-based criteria are denoted
with εs and εc, respectively.
To study the response of the slope-based vs. curvature-based refine-
ment criteria to the type of topographic slopes, three one-dimensional
cases are investigated: constant slope (CS), constant curvature (CC),









CS z(x) = 0.88− 0.04x




VC z(x) = 5.6− ln(10x+ 30).
(8)
The parameters used to set up and run these simulation runs are
summarized in Table 1. Hydrographs at the outlet of the domain ob-
tained on multiresolution meshes resulting from wLMR (wLMR meshes)
are compared with reference hydrographs obtained from an alternative
simulation on uniform meshes at the resolution ∆x(Lmax), that is to say
the resolution of the highest refinement level. These results are com-
pared using the root mean square error (RMSE) and the Nash-Sutcliffe
model efficiency coefficient (NSE) [21].
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Symbol Parameter Value
L length 22 m
z bed elevation see Fig. 2 (left)
C Chézy coefficient 1.767 ms−1/2
i rainfall intensity see Fig. 2 (top, right)
εs, εc error thresholds 0.01 m/m, 0.01 m−1
T time horizon 4800 s
Γ(0) boundary condition at x = 0 closed
Γ(L) boundary condition at x = L critical depth
Table 1: One-dimensional slope: Summary of simulation parameters
The simulation cases are chosen to be based on the analytical test
reported in [13], which is characterized by constant topographic slope
and the hyetograph shown in Fig. 2 (blue line at the top right). In
all the simulations, εs and εc are both set to be in the order of mag-
nitude of the cell size corresponding to the finest resolution (around
εs = 0.01 m/m, εc = 0.01 m−1).
Predicted refinement levels for all cases are plotted in Fig. 2 (red
and blue lines at the right). For the constant topographic slope, the
slope-based criterion predicts uniform refinement at level (6), just one
level below Lmax = (7). Similar behavior is reported in [18] for a dam
break over sloped bed. In contrast, the curvature-based refinement
criterion predicts no refinement at all, which implies that in the ab-
sence of curvature, the curvature-based refinement criterion is not fit
for purpose. In comparison, for constant topographic curvature the
slope-based refinement criterion suggests a coarser refinement level (3)
at the beginning of the domain where the slope is small, and increases
the refinement level up to (6) at the outlet of the domain where the
slope is steep, while the curvature-based refinement criterion predicts
a constant refinement level (6) (similar to the slope-based refinement
criterion applied to constant topographic slope). For the variable to-
pographic curvature, both topographic slope and curvature are steep
at the beginning of the domain and small at the outlet. Thus, both
slope-based and curvature-based refinement criteria predict a maxi-
mum level of refinement at the beginning of the domain.
Computed hydrographs at the outlet of the domain are plotted in
10
Figure 2: One-dimensional slope: Left column: Geometry of the 1D
slope (black line), with the suggested refinement levels by the slope-
based criterion (blue line), and by the curvature-based criterion (red
line). A maximum refinement level of Lmax = 8 is used. Right column:
Comparison of hydrographs at the outlet of the domain, using a high-
resolution reference solution (black line), slope-based criterion (green
line) and curvature-based criterion (red line) for the wLMR strategy.
Blue line at the top is the hyetograph.
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Case RMSE (m2s−1) NSE N (cells)
CS (s) 9.0× 10−3 0.99 512
CS (c) 9.4× 10−2 0.99 8
CC (s) 6.4× 10−4 0.99 416
CC (c) 5.4× 10−4 0.99 512
VC (s) 3.2× 10−3 0.99 428
VC (c) 6.5× 10−3 0.99 366
Table 2: One-dimensional slope: Summary of simulation runs. The let-
ter inside the parentheses denote the steering parameter (i.e., s: slope,
c: curvature).
Fig. 2 (right) and summarized in Table 2. In all cases, the model re-
sults do not significantly deviate from each other, and show good agree-
ment with the reference solution. In the case with constant slope, the
curvature-based criterion yields a poor fit to the reference hydrograph
due to numerical diffusion caused by the coarse resolution.
These test cases confirm that the wLMR strategy behaves as ex-
pected for different input data. Using the bed elevation as input for
the wLMR strategy results in refinement based on slope, while using
the slope tensor as input results in refinement based on curvature.
Further, it is observed that neither criterion clearly outperforms the
other. The performance of the refinement criteria depends on the char-
acteristics of the topography. In the absence of curvature, using the
curvature-based refinement criterion is not advisable. This suggests
that the shape of the topography must be considered when choosing
the type of refinement criterion.
5 Case studies at the catchment scale
These case studies explore and contrast the applicability of the pro-
posed wLMR strategy to different real-world topography. In particular,
the performance of the wLMR strategy with its two refinement crite-
ria is compared for two catchments with distinct features: the Thies
catchment in Senegal, which is a laboratory-scale catchment charac-
terized by smooth topography; and, the Lower Triangle catchment in
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Figure 3: Thies catchment, Senegal: (a) Contour plot of the topogra-
phy; (b) Model results for the reference solution (N = 7888 cells) and
comparison to measurement data at 62 velocity gauges.
Colorado, US, characterized by rugged mountainous topography. The
wLMR is applied with a range of values for εs and εc, chosen such that
their resulting meshes have approximately the same number of cells,
denoted by N . Reference solutions are obtained on uniform triangular
meshes at available data resolution. On each mesh, the predicted to-
pography and velocity profiles are evaluated relative to the reference
solutions using quantitave indices.
5.1 Thies catchment, Senegal
This case considers steady state flow in a laboratory-scale catchment in
Thies, Senegal [20]. Fig. 3(a) shows the topography of the catchment,
based on DEM data with 0.1 m resolution. The catchment is character-
ized by smooth topography; steep slopes are only present at the outlet
of the domain. Measurements of steady state flow velocities are avail-
able at 62 gauges inside the catchment. The black dots in Fig. 3(b, top)
show the locations of these gauges.
Table 3 summarizes the parameters used to set up and run the sim-
ulation; taken from [20]. The reference solution is generated by a simu-
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Symbol Parameter Value
L length 10 m
W width 4 m
z bed elevation see Fig. 3(a)
n Chézy coefficient 0.02 ms−1/2
i rainfall intensity 51.5× 10−3 mh−1
εs, εc error thresholds see text
T time horizon until steady state
Γ(0) boundary condition at x = 0 closed
Γ(L) boundary condition at x = L critical depth
Table 3: Thies catchment, Senegal: Summary of simulation parame-
ters
lation run on an unstructured mesh with a uniform resolution of 0.1 m
(N = 7888 cells). Fig. 3(b, top) shows the magnitude of these refer-
ence velocities. The flow concentrates in the middle of the domain,
where a flat channel is fed by several smaller streams from the side.
Fig. 3(b, bottom) plots the correlation between reference velocities and
measurements. The reference model predicts the velocities reasonably
well; the RMSE is about 0.038 ms−1. These results are consistent with
the results in [25] and confirm the validity of the reference solution.
We then generate wLMR meshes using the different thresholds listed
in Table 4. Fig. 4 shows the predicted refinement levels for both the
slope- and curvature-based refinement criteria needed to generate the
same amount of cells N . Fig. 4(a) shows the refinement levels pre-
dicted by the slope-based refinement criterion for N = 300, 450, 600, and
2300 cells; whereas, Fig. 4(b) shows those predicted by the curvature-
based refinement criterion for these same N . Both refinement criteria
predict different distributions of refinement levels: in Fig. 4(a), we see
that the slope-based refinement criterion refines in the steep regions.
The channel in the middle of the domain is coarsened, because the to-
pography in this region is flat and smooth. In comparison, Fig. 4(b)
shows that the curvature-based refinement criterion refines around the
channel and its contributing streams. The slope-based refinement cri-
terion coarsens more aggressively than the curvature-based criterion.
However, the refinement of the curvature-based criterion is more sensi-
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Figure 4: Thies catchment, Senegal: Predicted refinement levels in
the domain for various threshold values: based on (a) the slope-based
criterion; and, (b) the curvature-based criterion.
ble, because it refines around the channel where the flow concentrates.
We also evaluate the predicted topography to determine possible a-
priori indicators for the accuracy of the terrain connectivity prediction
on wLMR meshes. First, we evaluate the significance of bed elevations.
Fig. 5 shows the correlation between bed elevations predicted on the
wLMR meshes and the uniform reference mesh. It plots the bed eleva-
tion of each cell in the wLMR mesh against its corresponding reference
bed elevation. For a perfect correlation, all points would be located
on the black line. Points with a long distance to this black line are
poorly approximated. Elevations obtained on meshes generated by the
slope-based criterion are plotted with blue circles; elevations obtained
on meshes generated by the curvature-based criterion are plotted with
red triangles. Although both criteria refine in different regions (recall
Fig. 4), they both accurately reproduce the reference topography for
all N . Thus, bed elevation might not be a significant indicator for the
accuracy of the terrain connectivity prediction on wLMR meshes.
Another possible a-priori indicator for the accuracy of the terrain
connectivity prediction on wLMR meshes is the bed slope. Fig. 6 shows
the correlation between the bed slopes predicted on wLMR and refer-
ence meshes. The deviation between these bed slopes is significant, but
improves with increasing N ; see the RMSE in Table 4. Further, in con-
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Figure 5: Thies catchment, Senegal: Scatter plots of bed elevations
predicted on meshes generated by both the slope- (blue) and curvature-
based (red) refinement criterion with different thresholds and refer-
ence bed elevations. The unit of εs is m/m and the unit of εc is 1/m. The
unit of N is cells. The reference bed elevations are obtained on a mesh
with N = 7888 cells.
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(a)
εs N s (cells) RMSEs(z) RMSEs(slope) RMSEs(v) PRF
1× 10−6 2437 0.0013 2.5× 10−4 0.017 2.5
5× 10−6 584 0.0022 3.7× 10−4 0.018 2.8
1× 10−5 450 0.0026 4.4× 10−4 0.020 3.0
5× 10−5 300 0.0045 6.2× 10−4 0.021 3.6
(b)
εc N c (cells) RMSEc(z) RMSEc(slope) RMSEc(v) PRF
1× 10−6 2270 0.0011 2.2× 10−4 0.017 2.6
5× 10−6 606 0.0025 3.9× 10−4 0.018 2.8
1× 10−5 445 0.0028 4.1× 10−4 0.020 3.0
5× 10−5 320 0.0033 5.3× 10−4 0.021 3.6
Table 4: Thies catchment, Senegal: Summary of simulation runs for (a)
slope-based criterion; and, (b) curvature-based criterion.
trast to bed elevation, both refinement criteria show different behavior
for slope. In the bottom part of Fig. 6, we see that for N > 600 cells,
the bed slopes predicted on the mesh generated by the curvature-based
refinement criterion are steeper than the bed slopes predicted on the
mesh generated by the slope-based criterion. Thus, the bed slope is
likely a more reliable indicator to measure the capability of the wLMR
to capture channeling patterns.
We now run the simulations on wLMR meshes and compare the
steady state velocities on the wLMR mesh relative to the reference so-
lution at the 62 gauges. Fig. 7 shows the correlation between these
velocities. The velocities agree satisfactorily with each other. Same
as bed elevation and slope, the accuracy of the predicted velocities in-
creases with increasing N ; see the RMSE in Table 4, which also shows
that the curvature-based refinement criterion performs better than the
slope-based wLMR.
Evaluating the predicted bed slopes indicates that the curvature-
based refinement criterion captures the topography characteristics more
accurately; see Fig. 6, which results in a more accurate prediction of
flow velocities inside the domain. This suggests that the accuracy of
the bed slope prediction can be used as an a-priori indicator for the
accuracy terrain connectivity prediction on wLMR meshes. Specifi-
17
Figure 6: Thies catchment, Senegal: Scatter plots of bed slopes pre-
dicted on meshes generated by both the slope- (blue) and curvature-
based (red) refinement criterion with different thresholds and refer-
ence bed slopes. The unit of εs is m/m and the unit of εc is 1/m. The
unit of N is cells. The reference bed elevations are obtained on a mesh
with N = 7888 cells.
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Figure 7: Thies catchment, Senegal: Scatter plots of flow velocities
at the measurement gauges predicted on meshes generated by both
the slope- (blue) and curvature-based (red) refinement criterion with
different thresholds and the reference velocities. The unit of εs is m/m
and the unit of εc is 1/m. The unit of N is cells. The reference bed
elevations are obtained on a mesh with N = 7888 cells.
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cally, evaluating the predicted bed slopes may guide the choice of input
type—slope or curvature—for the refinement criteria of the wLMR.
In this case, for both refinement criteria, the approximation ac-
curacy for all evaluated values improves with increasing N . This is
because the available elevation data has sufficiently high resolution,
which enables the refinement criteria to detect small-scale topography
features and successively refine the mesh in these areas.
Table 4 also lists the performance reduction factor (PRF), which is
the ratio between the CPU times of the high-resolution reference sim-
ulation and the simulations run on the wLMR meshes. A large value
of PRF indicates that the simulations run on the wLMR meshes reduce
the CPU time significantly. The observed reduction in CPU time is not
overwhelming.
5.2 Lower Triangle catchment of the East River, Col-
orado, USA
In this case study, transient flow is considered in the Lower Triangle
catchment of the East River, CO, US, [3, 16] for which a DEM is avail-
able at 10 m resolution. This is a mountainous catchment with rugged
topography and sudden and large local variations in slopes, in contrast
with the flat Thies catchment studied in the previous section that also
involved a DEM at a much finer resolution. Fig. 8(a) shows the topog-
raphy of the catchment that has a surface area of 14.82 km2, with a bed
elevation ranging from 2759 m at its the south-western part to 3787 m
at its northern part. At lower elevations—color-coded with blue in Fig.
8(a)—a flat river channel is located in the middle of the catchment. The
refinement criterion needs to capture this river channel for an accurate
prediction of flow inside the domain.
Simulations were run on a uniform unstructured mesh and several
wLMR meshes obtained by slope- and curvature-based refinement cri-
teria, using the setup parameters listed in Table 5. The rainfall data
used in these simulations correspond to a high-intensity rainfall event
extracted from a one year rainfall time series with 30 min resolution;
see Fig. 8(b). The setup parameters and rainfall follow [9]. Results ob-
tained on the uniform unstructured mesh (cell size of 10 m; N = 291, 614
cells) are considered the reference results. The deviation between the
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Figure 8: Lower Triangle catchment, Colorado: (a) Contour plot of the
topography; (b) High intensity rainfall event.
Symbol Parameter Value
z bed elevation see Fig. 8(a)
n Chézy coefficient 0.03 ms−1/2
i rainfall intensity see Fig. 8(b)
εs, εc error thresholds see text
T time horizon 1.5 d
Γ(z < 2700m) boundary condition at outlet critical depth
Γ(else) boundary condition on all other sides closed
Table 5: Lower Triangle catchment, Colorado: Summary of simulation
parameters
predictions obtained on the wLMR meshes and the reference results is
studied as a means to compare slope- and curvature-based refinement
criteria. Due to the lack of available discharge measurement data, the
model could not be calibrated. However, an accurate calibration is not
strictly necessary within the scope of comparing predictions obtained
on wLMR meshes.
For the meshes generated by the two refinement criteria, the thresh-
olds listed in Table 6 were chosen such that the slope-based and curvature-
based refinement criteria result in meshes with the same number of
cells N , also given in Table 6. For these N , Fig. 9(a) shows the refine-
ment levels predicted by the slope-based refinement criterion; whereas,
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(a)
εs N s (cells) RMSEs(z) RMSEs(slope) RMSEs(v) NSEs PRF
7.5e−4 190, 024 2.50 0.1 124.5 0.93 1.9
0.001 161, 568 1.72 0.09 198.7 0.81 2.1
0.0018 95, 191 1.42 0.08 210.6 0.80 2.6
0.005 42, 449 1.35 0.08 264.7 0.67 3.2
(b)
εc N c (cells) RMSEc(z) RMSEc(slope) RMSEc(v) NSEs PRF
0.1 183, 890 2.63 0.1 96.4 0.96 2.0
0.125 164, 751 1.82 0.08 110.0 0.95 2.2
0.25 98, 189 1.47 0.08 122.2 0.94 2.6
0.5 47, 653 1.40 0.08 257.5 0.72 3.1
Table 6: Lower Triangle catchment, Colorado: Summary of simulation
runs for (a) slope-based criterion; and, (b) curvature-based criterion.
Fig. 9(b) shows those predicted by the curvature-based refinement cri-
terion. In terms of coarsening, the curvature-based approach coarsens
more aggressively, but neither of the approaches could capture the
channel in the middle of the domain at the finest resolution. Analy-
sis of refinement levels does not reveal whether the slope-based or the
curvature-based refinement criteria gives a more sensible refinement
for this test.
Similar to the previous case, comparing the deviations between the
bed elevation quantity on both wLMR meshes relative to that on the
reference mesh indicates that both refinement criteria accurately cap-
ture the reference bed elevation for all N . As the differences between
the bed elevations predicted on the wLMR meshes were visually indis-
tinguishable, they were not illustrated and studied. This can be rein-
forced by comparing the RMSE in Table 6 for the bed elevations on both
wLMR meshes. Again, comparing bed elevations is found not to be a
significant a-priori indicator for measuring the accuracy of the terrain
connectivity prediction on a wLMR mesh. Therefore, the correlation
between model predictions on wLMR and reference meshes is further
analysed in terms of bed slopes – shown in Fig. 10—to assess whether
the bed slope is a better a-priori indicator. As shown in Fig. 10, both
refinement criteria now predict very similar bed slopes that nonethe-
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Figure 9: Lower Triangle catchment, Colorado: Predicted refinement
levels in the domain for various threshold values: based on (a) the
slope-based criterion; and, (b) the curvature-based criterion. The unit
of N is cells. The reference mesh has a cell number of N = 291, 614 cells.
less significantly deviate from the reference bed slopes. It can also be
noted that increasing N gives marginal improvement in the agreement
between results obtained on wLMR and reference meshes. Bed slopes
beyond N = 96, 000 cells do not improve significantly. This is also seen
in the RMSE for bed slopes in Table 6.
Fig. 11 compares the transient hydrographs at the outlet of the
catchment computed on the slope- and curvature-based wLMR meshes
and the uniform reference mesh. The hydrographs predicted on the
wLMR meshes are generally in a good agreement with the reference
hydrograph. The hydrograph predicted on the mesh generated by the
curvature-based refinement criterion more accurately predicts the first
peak observed in the reference hydrograph at around 5 h, whereas the
hydrograph on the mesh generated by the slope-based refinement cri-
terion falls short. Both refinement criteria correctly capture the sec-
ond peak in their predicted hydrographs at around 10 h, caused by the
peak in the rainfall intensity. Similar to the bed slope prediction, the
hydrographs predictions on both wLMR meshes do not significantly
improve beyond N = 96, 000 cells. The only significant improvement
is observed in the hydrograph predicted on the wLMR mesh generated
by the slope-based criterion, which improves its prediction of the first
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Figure 10: Lower Triangle catchment, Colorado: Scatter plots of bed
slopes predicted on meshes generated by both the slope- (blue) and
curvature-based (red) refinement criterion with different thresholds
and the reference bed slopes. The unit of εs is m/m and the unit of εc is
1/m. The reference bed slopes are obtained on a mesh with N = 291, 614
cells.
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Figure 11: Lower Triangle catchment, Colorado: Hydrographs at
the outlet of the catchment for different thresholds and for both the
curvature-based (red) criterion and the slope-based (green) criterion.
The unit of εs is m/m and the unit of εc is 1/m. The reference bed slopes
are obtained on a mesh with N = 291, 614 cells.
peak for N = 185, 000 cells. The reduced improvement in accuracy be-
yond N = 96, 000 cells is also quantitatively notable in the RMSE and
NSE of the hydrographs obtained on wLMR meshes with regard to the
reference model hydrograph in Table 6.
Fig. 12 shows the correlation between velocities on the wLMR meshes
and reference velocities on the uniform mesh at different output times.
Despite the good agreement between the hydrographs on the two wLMR
meshes, seen in Fig. 11, their predicted velocities significantly deviate
from reference velocities at all output times and for all N . At t = 5
h, the first peak of the hydrograph is reached. Overall, the velocities
predicted on meshes generated by both the slope- and curvature-based
refinement criteria show similar agreement with the reference veloc-
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ities, see Fig. 12(a). At t = 10 h, the second peak of the hydrograph
is reached. As seen in Fig. 12(b), at this time, the velocity predic-
tions on meshes generated by the curvature-based refinement criterion
show a better agreement with reference velocities on the uniform mesh
than the velocity predictions on meshes generated by the slope-based
refinement criterion. After t = 20 h, the rainfall has ceased and the
catchment is draining the remaining water. The velocity predictions on
meshes generated by the curvature-based refinement criterion grossly
overestimate the reference velocities, while the velocity prediction on
meshes generated by the slope-based refinement criterion show a bet-
ter agreement; see Fig. 12(c). Table 6 summarizes the RMSE for veloc-
ities predicted on wLMR meshes with regard to the reference velocities
for all t and N . We observe that velocities based on both refinement
criteria have similar RMSE, with exception of the severe outliers of the
curvature-based refinement criterion that results in gross overestima-
tions of the reference velocities; see, for example, Fig. 12(c). Compari-
son of the RMSE in Table 6 further indicates that increasing N beyond
96, 000 cells does not significantly enhance the accuracy of the velocity
predictions. However, depending on the value of N , velocity predic-
tions on the curvature-based wLMR meshes seem to be prone to severe
overestimations, such that going beyond 96, 000 cells may worsen their
agreement with reference velocities. In contrast, the velocity predic-
tions on the meshes generated by the slope-based refinement criterion
do not suffer from such overestimations.
The hydrograph prediction on both wLMR meshes shows good agree-
ment with the reference hydrograph. But the good agreement between
the hydrographs does not translate to the prediction of velocity—recall
Fig. 11 and Fig. 12. The hydrograph is a domain-integrated signature
and is, in general, not sensitive to local spatial variability inside the
domain, especially for high-flow regimes [19]. This means that even if
local flow states inside the domain are predicted poorly, the hydrograph
might still be predicted well.
On the other hand, accurate prediction of local flow states, such as
the flow velocities, requires capturing the flow connectivity of the do-
main; especially for low-flow regimes [4]. We see in Fig. 12, that local
flow states are more robust to mesh resolution when the domain is fully
submerged and terrain connectivity becomes less significant, which is
the case during the second peak in Fig. 12(b). In contrast, terrain con-
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Figure 12: Lower Triangle catchment, Colorado: Scatter plots of flow
velocities predicted on meshes generated by both the slope- (blue) and
curvature-based (red) refinement criterion with different thresholds
and the reference velocities at (a) t = 5 h; (b) t = 10 h; and, (c) t = 20 h.
The unit of εs is m/m and the unit of εc is 1/m. The reference bed slopes
are obtained on a mesh with N = 291, 614 cells.
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nectivity becomes significant when the catchment is drained and thus,
velocities in Fig. 12(c) are sensitive to mesh resolution. This is most
likely due to the representation of terrain connectivity on the wLMR
meshes [4]. The (lack of) accuracy in the predicted terrain connectiv-
ity also may explain the improvement in the predicted hydrographs for
N = 185, 000 cells in Fig. 11. Increasing N leads to additional refine-
ment in regions near to the outlet, which enhances the representation
of the terrain connectivity in these regions. Thus, the first peak of the
reference hydrograph is captured more accurately; which also leads to
a better prediction of the second peak—especially on the slope-based
wLMR meshes.
For increasing N , a rapidly diminishing improvement in the predic-
tion accuracy on both wLMR meshes is observed for all predicted quan-
tities. A reason for this might be the constraint posed by the available
topography data resolution of 10 m. This resolution is too coarse to
capture significant small-scale variations in flat regions. Hence, lower-
ing the threshold does not lead to refinement in these areas. We saw
similar behavior in the diagnostic investigation, where in the absence
of curvature, the curvature-based refinement criterion predicted no re-
finement. This means that, depending on the resolution and charac-
teristics of the available topography data, there is a certain threshold
beyond which no significant improvement can be gained. The value of
this threshold can be estimated by evaluating the accuracy of the bed
slope prediction on the wLMR meshes; see Fig. 10. The performance
reduction factor (PRF) for all N is shown in Table 6. As observed in
the previous case, the reduction in CPU time is again low; it ranges
between 2 and 3.
6 Conclusions
This work adapted a wavelet-based local mesh refinement (wLMR)
strategy to generate multiresolution meshes with unstructured trian-
gular elements from quad-based digital elevation model (DEM) for rain-
fall runoff simulations. The wLMR strategy used as input either the
bed elevation of the DEM or its bed slopes that led to two refinement
criteria: a slope-based refinement criterion and a curvature-based re-
finement criterion, respectively.
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The numerical model used in this work (ATS) simulated the over-
land flow dynamics by solving the two-dimensional zero-inertia equa-
tion—see Eq. (7)—with an implicit finite-volume scheme. Simulations
of rainfall-runoff were carried out for idealized geometries and two
realistic catchments with contrasting flow and topography features—
steady state vs. transient; flat and smooth vs. steep and rugged—were
carried out. The model results obtained on meshes generated by the
wLMR strategy for both criteria were systematically compared to re-
sults obtained on uniform resolution meshes at the available data res-
olution. The bed elevation, bed slope, and flow velocity predictions were
compared in a cell-by-cell manner using RMSE as a quantitative met-
ric. Plots of the correlation between predictions on different meshes
were also provided for the discussion. For cases featuring transient
flow, the hydrograph at the outlet of the domain predicted on wLMR
meshes was compared to a reference hydrograph obtained on a high-
resolution uniform mesh in terms of RMSE and NSE. While flow veloc-
ity and hydrograph predictions were used to evaluate the performance
of the wLMR meshes in terms of runoff prediction capability, bed ele-
vation and bed slope predictions were used to assess the suitability of
these terrain characteristics as a-priori indicators for the accuracy of
the terrain connectivity prediction on wLMR meshes.
Simulation runs on idealized geometries showed that the slope- and
curvature-based refinement criteria are equally effective and that the
shape of the topography significantly affects the performance of the
wLMR strategy. Where the topography has no curvature—a constant
slope—, the curvature-based refinement criterion is unable to detect
critical areas and should not be used. In these cases, using a slope-
based wLMR gives a more sensible refinement.
For the real case studies at laboratory- and real-scale, the bed el-
evation was well predicted on meshes generated by both refinement
criteria for all values of N . In contrast, the bed slope was not pre-
dicted to the same extent, which might reflect the scale-dependency of
topographic slope. In these cases, bed slope analysis provided a better
metric of the correlation between a wLMR mesh and a uniform mesh.
While the hydrograph at the outlet of the domain was well predicted on
all wLMR meshes, velocity predictions inside the domain deviated from
the high-resolution reference velocities. This suggests that the terrain
connectivity is not reproduced correctly by any of the wLMR meshes.
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In the flat and smooth catchment, the curvature-based refinement cri-
terion was found to better capture the channeling patterns, while in the
steep and rugged catchment, neither of the refinement criteria clearly
captured these. Nevertheless, the curvature-based refinement crite-
rion predicted the hydrograph better, while the slope-based refinement
criterion predicted the velocities inside the domain more consistently.
Overall, the performance of the refinement criteria was found to be de-
pendent on the shape and resolution of the available topography data.
In the investigated cases, using wLMR on the same number of CPUs
as the high-resolution reference simulation reduces computational cost
roughly by a factor between 2 and 3. This rather small increase in com-
putational efficiency is likely due to the simplified governing equations,
communication overhead of the distributed parallelization, and the use
of an implicit solver. A greater efficiency from using wLMR may be
more apparent in more computationally expensive simulations, such
as in domains with millions of cells or in problems considering cou-
pled processes. For example, if overland flow is coupled to subsurface
hydrology—as is increasingly needed in science applications [16]—the
resulting problems are much larger. It is foreseeable that the advan-
tage of mesh refinement in such problems may become more signifi-
cant. For rainfall-induced surface runoff processes, as considered in
this work, the terrain connectivity was found to be an important prop-
erty to be preserved by the adaptive mesh refinement. In other types
of problems such as river flooding or coupled subsurface flow, different
properties may need to be preserved by the adaptive mesh refinement
strategy. As such, it is likely that different conclusions than in this
work will be reached. Thus, the applicability of the presented wLMR
strategy remains to be explored in a range of problems beyond the one
presented here. However, a key aspect of this strategy is that it is
flexible and general enough that other data may be used as input to
generate multiresolution meshes for different objectives.
Acknowledgments This work is funded as part of IDEAS Water-
sheds by the U.S. Department of Energy, Office of Science, Office of Bio-
logical and Environmental Research, Award no. DE-AC02-05CH11231.
G. Kesserwani acknowledges the UK Engineering and Physical Sci-
ences Research council grant ID: EP/R007349/1. The simulations of
30
the Lower Triangle catchment of the East River, CO, U.S., are based
upon work supported as part of the Sustainable Systems Scientific
Focus Area funded by the U.S. Department of Energy, Office of Sci-
ence, Office of Biological and Environmental Research, Award no. DE-
AC02-05CH11231. This work used resources of the National Energy
Research Scientific Computing Center (NERSC), a U.S. Department of
Energy, Office of Science, user facility operated under Contract no. DE-
AC02-05CH11231.
References
[1] M. J. Berger and P. Colella. Local adaptive mesh refinement for
shock hydrodynamics. Journal of Computational Physics, 82:64–
84, 1989.
[2] L. J. Bracken, J. Wainwright, G. A. Ali, D. Tetzlaff, M. W. Smith,
S. M. Reaney, and A. G. Roy. Concepts of hydrological connectiv-
ity: Research approaches, pathways and future agendas. Earth-
Science Reviews, 119:17–34, 2013.
[3] R. W. H. Carroll, L. A. Brown, W. Dong, M. Bill, and K. H.
Williams. Factors controlling seasonal groundwater and so-
lute flux from snow-dominated basins. Hydrological Processes,
32:2187–2202, 2018.
[4] D. Caviedes-Voullième, J. Fernández-Pato, and C. Hinz. Perfor-
mance assessment of 2D zero-inertia and shallow water models
for simulating rainfall-runoff processes. Journal of Hydrology,
584:124663, 2020.
[5] D. Caviedes-Voullième, P. Garcı́a-Navarro, and J. Murillo. Influ-
ence of mesh structure on 2d full shallow water equations and scs
curve number simulation of rainfall/runoff events. Journal of Hy-
drology, 448–449:39–59, 2012.
[6] D. Caviedes-Voullième and G. Kesserwani. Benchmarking a mul-
tiresolution discontinuous Galerkin shallow water model: Im-
plications for computational hydraulics. Advances in Water Re-
sources, 86:14–31, 2015.
31
[7] A. Cohen. Adaptive methods for PDE’s: Wavelets or mesh refine-
ment? In Proceedings of the International Congress of Mathemati-
cians, Beijing, China, 2002.
[8] E. T. Coon, J. D. Moulton, and S. L. Painter. Managing complexity
in simulations of land surface and near-surface processes. Envi-
ronmental Modelling and Software, 78:134–149, 2016.
[9] D. Dwivedi, C. I. Steefel, B. Arora, M. Newcomer, J. D. Moulton,
B. Dafflon, B. Faybishenko, P. Fox, N. Spycher, R. Carroll, and
K. H. Williams. Geochemical exports to river from the intramean-
der hyporheic zone under transient hydrologic conditions: East
River Mountainous Watershed, Colorado. Water Resources Re-
search, 54:8456–8477, 2018.
[10] S. Fatichi, E. R. Vivoni, F. L. Ogden, V. Y. Ivanov, B. Mirus,
D. Gochis, C. W. Downer, M. Camporese, J. H. Davison, B. Ebel,
N. Jones, H. Kim, G. Mascaro, R. Niswonger, P. Restrepo, R. Rigon,
C. Shen, M. Sulis, and D. Tarboton. An overview of current appli-
cations, challenges and future trends in distributed process-based
models in hydrology. Journal of Hydrology, 537:45–60, 2016.
[11] D. Ferraro, P. Costabile, C. Costanzo, G. Petaccia, and F. Maccione.
A spectral analysis approach for the a-priori generation of compu-
tational grids in the 2-D hydrodynamic-based runoff simulations
at a basin scale. Journal of Hydrology, 582:124508, 2020.
[12] N. Gerhard, D. Caviedes-Voullième, S. Müller, and G. Kesserwani.
Multiwavelet-based grid adaptation with discontinuous Galerkin
schemes for shallow water equations. Journal of Computational
Physics, 301:265–288, 2015.
[13] R. S. Govindaraju, S. E. Jones, and M. L. Kavas. On the diffusion
wave model for overland flow: 1. Solution for steep slopes. Water
Resources Research, 24:734–744, 1988.
[14] T. J. Heinzer, M. D. Williams, E. C. Dogrul, T. N. Kadir, C. F. Brush,
and F. I. Chung. Implementation of a feature-constraint mesh gen-
eration algorithm with a GIS. Computers and Geosciences, 12:46–
52, 2012.
32
[15] J. Hou, R. Wang, Q. Liang, Z. Li, M. S. Huang, and R. Hinkel-
mann. Efficient surface water flow simulation on static Cartesian
grid with local refinement according to key topographic features.
Computers and Fluids, 176:117–134, 2018.
[16] S. S. Hubbard, K. H. Williams, D. Agarwal, J. Banfield, H. Beller,
N. Bouskill, E. Brodie, R. Carroll, B. Dafflon, D. Dwivedi, N. Falco,
B. Faybishenko, R. Maxwell, P. Nico, C. I. Steefel, H. Steltzer,
T. Tokunaga, P. A. Tran, H. Wainwright, and C. Varadharajan.
The East River, Colorado, Watershed: A mountainous commu-
nity testbed for improving predictive understanding of multi-
scale hydrological–biogeochemical dynamics. Vadose Zone Jour-
nal, 17:180061, 2018.
[17] V. Y. Ivanov, E. R. Vivoni, R. L. Bras, and D. Entekhabi. Catch-
ment hydrologic response with a fully distributed triangulated
network model. Water Resources Research, 40:W11102, 2004.
[18] G. Kesserwani, J. Shaw, M. K. Sharifian, D. Bau, C. J. Keylock,
P. D. Bates, and J. K. Ryan. (multi)wavelets increase both accu-
racy and efficiency of standard godunov-type hydrodynamic mod-
els. Advances in Water Resources, 129:31–55, 2019.
[19] S. Khosh Bin Ghomash, D. Caviedes-Voullième, and C. Hinz. Ef-
fects of erosion-induced changes to topography on runoff dynam-
ics. Journal of Hydrology, 573:811–828, 2019.
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