The 'local time on curves' formula of Peskir provides a stochastic change of variables formula for a function whose derivatives may be discontinuous over a time-dependent curve, a setting which occurs often in applications in optimal control and beyond. This formula was further extended to higher dimensions and to include processes with jumps under conditions which may be hard to verify in practice. We build upon the work of Du Toit in weakening the required conditions by allowing semimartingales with jumps. In addition, under vanishing of the sectional first derivative (the so-called 'smooth fit' condition), we show that the classical Itô formula still holds under general conditions.
Introduction
The prototype non-smooth function which necessitates a generalisation of the classical Itô formula for C 2 functions is the absolute value function, which is linear except at the origin, where it has an irregularity despite remaining continuous. Namely, for a continuous semimartingale X, we have Tanaka's formula Geometrically the function F (x, t) = |x − b(t)| is a glueing of two linear functions along b, and an expansion is easily obtained by noting that X − b is a semimartingale and so Tanaka's formula applies. More generally, we may try to glue together two smooth functions F 1 and F 2 along b yielding (1.3) F (t, x) = F 1 (t, x) x ≤ b(t), F 2 (t, x) x > b(t),
where F 1 = F 2 when x = b(t). Finding an expansion for F (t, X t ) falls outside the scope of classical results, but is crucial in applications appearing in mathematical finance and optimal stopping. This motivated the development of the local time on curves formula, a kind of time-dependent Itô-Tanaka formula due to Peskir [10] , which takes the form (1.4) F (t, X t ) = F (0, X 0 ) + The key motivation for the local time on curves formula appeared in [11] , where it was used to characterise the boundary of the optimal stopping problem associated to the American put option, solving a long-standing open problem. In practice, the expressions for F 1 , F 2 and b are implicit, and one must prove both that F defined by (1.3) is continuous and extends to a C 1,2 function from both sides of the curve b, and that b is of bounded variation. Despite being significantly weaker than the global C 1,2 condition of Itô's formula, this is difficult or impossible in general. However, the formula itself contains only one-dimensional limits parallel to the space axis of the form
which exist under far weaker regularity conditions. We will follow this idea to obtain weaker conditions under which this formula holds, even for the higher-dimensional analogues over hyper-surfaces and with multidimensional jump processes. Further, if the expression
vanishes, we say that the function F obeys the smooth fit condition over b. Once again, this is far weaker than F being C 1,2 or even C 1 at b. We will provide conditions in this case which are easily verified, and the resulting formula takes form of the classical Itô formula, where b may even be of unbounded variation.
This formula has since been applied in many other problems in mathematical finance and optimal stopping; relevant recent examples which required weaker conditions include [7, 14] , and very recently [4] . Further, in [8] , the authors go to some effort to prove that the (random) curve b is of bounded variation, a condition which we may remove entirely thanks to Theorem 3.2 below. One of the first works in the case of jump-diffusion processes [3] demonstrates the need for a change-of-variables formula like (1.4) for more general processes, especially given contemporary interest in unbounded variation Lévy models in finance. A formula of the type (1.4) was also recently used byÉtoré and Martinez in [6] to prove existence and uniqueness for a type of stochastic differential equation involving the local time.
Firstly in Section 2 we will introduce the local time on curves formula, its extension to surfaces, and discuss previous developments. In Section 3 we present two special cases, Theorems 3.1 and 3.2, which provide clear and applicable results for common settings in applications. It is hoped this will equip the reader to approach the main Theorems 4.1 and 5.1, in Sections 4 and 5 respectively. The main predecessor of this work is the thesis of Du Toit [5] ; Theorem 4.1 is a version of this Du Toit's result extended to include jump processes under certain conditions. Theorem 5.1 deals with the smooth-fit case, described below around equation (2.19) , which allows us to remove some technical assumptions when the local time term is no longer present. In this case the result is a strict generalisation of Itô's formula. Also present are some Remarks 4.2 -4.8 and 5.4, which further detail how technical barriers may be removed to help apply the formulae.
Previous results
We work throughout with semimartingales whose local time admits a right-continuous modification in the space variable. In this case, the right local time at time t ≥ 0 and level a ∈ R of an arbitrary semimartingale Y , denoted ℓ a t (Y ), may be defined pathwise almost surely by the limit
In general, the superscript c denotes the continuous part of a measure. We also mention the symmetric local time, defined similarly by the pathwise almost-sure limit
There exist discontinuous semimartingales for which the local time does not admit a rightcontinuous modification in space. In this case, the local time may be defined by the Tanaka formula. For a general overview of local time in the discontinuous case, see [13] . The local time on curves formula was first derived by Peskir in [10] , and later extended to surfaces in [12] . Let us set the scene in the time-space case. First, let b : R + → R be a continuous function of bounded variation. Define two sets:
The graph of b is a non-smooth but continuous curve. The sets C and D are the (strict) hypograph and epigraph of this curve respectively. A function F : R + × R → R is said to satisfy the strong smoothness conditions if it is globally continuous, and:
This means that the restriction of F to C has a C 1,2 global extension, and the same for the restriction of F to D. Under the strong smoothness conditions for continuous X, by [10] we have the local time on curves formula (1.4) . This is a very strong condition, as even uniform convergence of all derivatives from each side of the curve does not guarantee that the function can be extended to a C 1,2 function everywhere without further assumptions on the curve b. In general terms the geometry of the time-space domain allows us to approach the curve from many directions, forcing us to adopt strong assumptions. In preparation for weakening these assumptions, we say that F obeys the weak smoothness conditions if it is globally continuous and:
The first formula under weaker conditions was given by Peskir [10] . Assume that X solves the SDE (2.9) 
if the following three conditions are satisfied:
Here, V (G)(t) is the variation of G on the interval [0, t] . Note that the expression in (2.11) is the infinitesimal generator of X applied to F . This is a natural object, and usually appears in place of the individual derivatives of F . Its local boundedness ensures the existence of the time integral in (2.10) and weakens the previous conditions by allowing us to cancel oscillation or divergence of individual derivatives. Also, note that condition (2.12) ensures that the limiting jump in F x is continuous.
Du Toit [5] has removed the requirement (2.13) by using a different method of proof, and further weakened condition (2.12) to continuity of the map t → F x (t, b(t)+) − F x (t, b(t)−). In fact, he shows this in the more general setting when b also depends on a continuous bounded variation process A.
Let us generalise the setting in the introduction by moving to the discontinuous case, and introducing a process of bounded variation alongside the full semimartingale X. Let (A t ) t≥0 be an adapted process of locally-bounded variation, and let b : R + × R → R be continuous, such that (b(t, A t )) t≥0 is a semimartingale. Note now that A and X may have jumps. Define the sets:
We say F satisfies the strong smoothness conditions if it is globally continuous, and:
If F is globally continuous and instead we have C 1,1,2 regularity only on the open sets C and D then we say F obeys the weak smoothness conditions.
By [12] , in the strong smoothness setting we retain the obvious analogue of formula (1.4) above, which reads (2.18)
where the final integral is with respect to the time variable of L b s (X), the symmetric local time of the semimartingale (X − b) at 0.
In certain problems in optimal stopping, it is possible to directly verify the 'smooth fit' condition, meaning that
is identically zero. This indicates that we no longer require the local time component above. It should be noted that the function F may still fail to be C 1,1,2 at the surface b, so the conditions of the classical Itô formula may not hold.
The results of Du Toit [5] form the basis for the results and proofs in this paper, which are themselves a clever combination of the convolution and linear-interpolation methods of [10] . The extensions in this paper deal with jump processes, provide observations on removing some small technical barriers (see Remarks 4.2-4.7), and obtain weaker conditions in the smooth-fit case (Theorem 5.1). The reader should note that the thesis [5] contains results in the setting of intersecting curves, which this paper does not treat.
Results for diffusion and jump processes
The main results of this paper, Theorems 4.1 and 5.1, are general but technical. Here we treat some special cases which indicate their utility.
When X satisfies (2.9), then formula (2.10) holds under conditions (2.11), (2.12) and (2.13). We now demonstrate an example which shows that the analogous result holds when A and X are discontinuous, under certain conditions on the jumps. Theorem 3.1. Assume X solves the following SDE
where Y t is a pure-jump Lévy process with bounded variation. Assume A satisfies the SDE
Let b : R + × R → R and F : R + × R 2 → R be continuous, with b Lipschitz. Further assume F = F (t, a, x) obeys the weak smoothness conditions (2.7), (2.8) . If the following conditions are satisfied:
is locally bounded; (3.3)
then the following change of variable formula holds,
for all t ≥ 0, where the final integral is with respect to the time variable of ℓ b s (X), the right-local time of the semimartingale (X − b) at 0.
The requirement that Y has bounded variation ensures that X has bounded variation of jumps, meaning that
for all t ∈ R + , which implies that the local time is right-continuous in space (see [13] ). Further, if b is a Lipschitz function, then the process b t = b(t, A t ) is of locally-bounded variation whenever A is (see [9] ). Finally, the stipulation that P [X s− = b s− ] = 0 for each 0 < s ≤ t implies that the presence of the indicator functions in (3.6) do not change the value of the integrals in which they appear. Their introduction allows us to avoid discussion of the limiting values of the derivatives of F as we approach the surface b, which can be hard to check in practice.
In the smooth fit case, we no longer require the local time component above. It should be noted that the function F may still fail to be C 1,1,2 at the surface b, which is also much more difficult to check than the sectional continuity of the derivative. In this case, we may allow an arbitrary surface b and remove conditions on the jumps of X. Theorem 3.2. Assume X satisfies the following SDE
where Y t is a pure-jump Lévy process. Let Z be a pure-jump Lévy process of bounded variation, and assume A satisfies the SDE
obeys the weak smoothness conditions (2.7), (2.8). Assume that:
is locally bounded; (3.10)
Then the following change of variable formula holds, (3.13)
Note that the jumps of X are the product of λ and the jumps of Y , and so the final term above may also be written as
Local time on curves for jump processes
Throughout we fix a filtered probability space (Ω, F , (F t ) t≥0 , P). Let (t, A t , X t ) t≥0 be an F t -semimartingale, where (A t ) t≥0 is an F t -adapted process of locally-bounded variation. We note that X admits a decomposition (4.1)
into an F t local martingale M, an F t -adapted process K of locally-bounded variation, and an F 0 -measurable random variable X 0 , such that M 0 = K 0 = 0. Define b and sets C and D as given in (2.14) and (2.15). Let F : R + × R 2 → R be a continuous function such that:
We write (b t ) t≥0 to mean the process given by b t = b(t, A t ) for t ≥ 0.
Theorem 4.1. In the setting given above, assume that the function F obeys the following two criteria:
The limits F x (t, a, b(t, a)±) exist for all (t, a) ∈ R + × R;
Further assume that the surface b process A and semimartingale X satisfy:
The process (b t ) t≥0 is of locally-bounded variation almost surely; (4.6)
We have 0<s≤t |∆X s | < ∞ for all t ≥ 0, almost surely. If there exists a signed measure λ on R + , with locally-finite total variation, and a locally-bounded function H : R + × R 2 → R such that H(t, a, x−) exists for all (t, a, x) ∈ R + × R 2 , which satisfy
for all ε > 0 and all 0 < c ≤ δ for some fixed δ > 0, then we have (4.9)
Proof of this theorem is given in the next section. Note that condition (4.
, for H, c, ε as in the Theorem. This is clearly implied by local boundedness with left limits of
the generalised infinitesimal generator. In this case that it is not possible to directly combine these quantities as above, we have the following Remark which implies that the equivalent condition on each quantity alone suffices. Further, the other Remarks give further generalisations and remove technical barriers. Remark 4.2. Considering condition (4.8) above, we may generalize to the case where we have finitely many locally-bounded functions H 1 , . . . , H n : R + × R 2 → R, and signed measures λ 1 , . . . , λ n on R + , with locally-finite total variation, such that H i (t, a, x−) exists for each (t, a, x) ∈ R + × R 2 , where i = 1, . . . , n, which satisfy (4.12)
for all ε > 0 and all 0 < c ≤ δ for some fixed δ > 0. The resultant formula consequently changes in the obvious way.
Remark 4.3. We may also relax condition (4.8), requiring only that the left-limits of H exist for all t outside of a λ-null set, almost surely.
Remark 4.4. We may further allow dependence of H, F, b and λ on the underlying probability space, provided they are respectively adapted, predictably measurable processes and a random measure, and obey the conditions of the theorem almost surely.
Remark 4.5. Theorem 4.1 extends in a straightforward manner when we allow dependence on finitely many one-dimensional processes of locally-bounded variation. That is, if we allow onedimensional processes of locally-bounded variation A 1 , . . . , A k , and a general semimartingale X, the surface b is then defined on the domain R + × R k and takes values in R. We may also allow finitely many non-intersecting surfaces, under the obvious extension of the weak smoothness conditions. Note that (4.8) also changes correspondingly. Remark 4.7. We may replace the use of the right local time by the left or symmetric local time, provided that we replace the left limits in the space variable by the right or symmetric limits respectively. Note especially that the range of the variable c in (4.8) must also be changed correspondingly. If we are also using the weaker conditions on X given by Remark 4.8, then these conditions must be replaced by the obvious right or two-sided versions. The existence of such a local time, in the case of Lévy processes, has been studied by many authors. In particular, see [1] for necessary and sufficient conditions. It is already noted implicitly in the conditions of Theorem 4.1 that processes with so-called 'bounded variation of jumps', namely those satisfying (4.7), admit such a local time. A further special case consists of the α-stable Lévy processes, for 1 < α < 2, which also admit such a local time, a result given in [2] .
An extension of Itô's formula
The local time on curves formula of Section 4 provides an alternative to Itô's formula when the function of interest contains a discontinuity in the space derivative over a surface. Formally one can see that, in the smooth-fit case, meaning vanishing of (2.19), the integral term from (4.9) which includes the local time vanishes, meaning we may relax the condition that (b t ) t≥0 be of locally-bounded variation. Unless, for example, b is Lipschitz (meaning (b t ) t≥0 is automatically of bounded variation whenever A is), proving that (b t ) t≥0 is of locally-bounded variation can be a difficult task. Relaxing this condition in a more general way shortens many results which employ techniques based on specific cases.
This idea leads to the following theorem, which is now an extension of the classical Itô formula, not including the local time.
Theorem 5.1. In the setting of Section 4, assume that:
If there exists a signed measure λ on R + , with locally-finite total variation, and a locally-bounded function H : R + × R 2 → R such that H(t, a, x−) exists for all (t, a, x) ∈ R + × R 2 , which satisfy
for all ε > 0 and all 0 < c ≤ δ for some fixed δ > 0, then we have
Finally, let us note that Remarks 4.2 -4.6 still hold in this new setting, with obvious modifications to the conditions required.
Proof of Theorem 5.1. The proof follows the method of Du Toit [5] , making adjustments for the existence of jumps. The method of proof is to approximate the process t → b t = b(t, A t ) pathwise, from above and below, by a process of locally-bounded variation. After truncating and smoothing the function F , we then take limits to return to the original problem. Smoothing and truncation allows us to apply the Lebesgue-Stieltjes chain rule, and standard Itô formula, whereupon we can combine derivatives in the form of (5.3). Boundary terms appear from the truncation, which either vanish, or converge to the local-time correction term in (4.9).
We assume, through localisation, that the semimartingale (t, A t , X t ) t≥0 is bounded, and therefore takes values in a compact set. Let ρ : R → R be a function which is supported on [0, 1], such that R ρ(y) dy = 1.
If t → b t is of locally-bounded variation, defineb m = b for each m ∈ N. If not, we define the Moreau envelope of b for each m ∈ N by
where · is the usual Euclidean norm. Intuitively, this approximation is the vector sum of the epigraphs of the surface b and 1 2m
x − y 2 . It is known (for example, [15] ) that the Moreau envelope of a continuous function is Lipschitz, and converges pointwise monotonically to b from below as m → ∞. By Dini's theorem, this implies uniform convergence on compact sets.
It has also been shown in the one-dimensional case by Josephy [9] that the composition of a Lipschitz function with a process of locally-bounded variation is again of locally-bounded variation. We observe that this generalises to higher dimensions by considering increments in each variable separately.
Fix ε > 0, and n ∈ N. By uniform convergence, and recalling the localisation above, we can choose m large enough such that b m − b < ε on the compact set containing (t, A t ). We define two convolution approximations to F , on either side of the surfaceb m , by
In anticipation of letting ε → 0, we also define
We deal only with the G approximations -note that the same arguments apply to the H approximations. It is easily verified that these approximations have x derivatives of all orders, and that:
Fix t > 0. Define an arbitrary sequence of refining partitions of the interval [0, t] whose mesh tends to zero. Specifically, for eachñ ∈ N, define Tñ = {tñ 0 < · · · < tñ n }, such that Tñ ⊂ Tñ +1 , and max 1≤i≤ñ |tñ i − tñ i−1 | → 0 asñ → ∞. We deal first with an arbitrary semimartingale Y , which will allow us to make an appropriate substitution later. Let us approximate G n,m,ε applied to (t, A, Y ) by splitting it into purely stochastic and purely bounded variation increments across the partition Tñ. Consider a single increment of G n,m,ε temporarily fixñ ∈ N, and write T = Tñ = {0 = t 0 < t 1 ≤ · · · < tñ = t}. Lack of smoothness prevents us from directly applying Itô's formula. However, we can write this increment as
The observation that the latter (stochastic) increment is adapted allows us to make use of Itô's formula. We can then apply the usual deterministic calculus pathwise to the non-adapted bounded variation increment. More precisely, apply the extended Itô formula from [13, Thm. 18, pg. 278], yielding (5.13)
To deal with the deterministic increment, we apply the Lebesgue-Stieltjes change of variables pathwise, to obtain (5.14)
where db With the aim of combining the representations (5.13) and (5.14), we calculate the x derivatives in (5.13) directly. Write G n,m,ε as
Now we can differentiate under the integral sign in x. Integrating by parts in k, noting that F is C 1,1,2 where required, then changing variables, we obtain
Repeating this procedure gives
We may now substitute into the original expression (5.12), making use of the deterministic and stochastic Fubini theorems (see [13, Thms. 64-65, pg. 210-213]), yielding
By summing over the partition, we obtain G n,m,ε (t, A t , Y t ) − G n,m,ε (0, A 0 , Y 0 ). Then rechanging the order of integration, we may use continuity of the convolution approximation to allow the mesh size of the partition to tend to zero. The full expression is
We now substitute Y = X −b m . Then, we may replace terms X s by their respective leftlimits X s− , as the jump set of X is at most countable, and the continuous measures such as dA c assign zero measure to countable sets. We also change the order of integration freely. Combining the above with the H approximations, we obtain The square parentheses above represent the difference of the expression they contain, evaluated at the subscript and superscript limits. Now we may pass to the limit as ε → 0. Decomposing X = K + M, we employ the assumption (5.3). Letting ε → 0, we may then use (5.2) and continuity of F . We are left with (G n,m + H n,m )(t, A t , X t −b We know that g is right-continuous with left limits (for almost-all such ω) by (4.5) . By the standard theory of regulated functions, g admits a uniform approximation by right-continuous step functions. That is, for fixed ε > 0 there exists h such that h − g ∞ < ε on [0, t], with
where N ∈ N, the h i are real-valued constants, and 0 = a 1 < a 2 < · · · < a N = t. We employ again the time-dependent occupation time formula, yielding This may be shown using the extended occupation times formula and Fubini theorem. Hence we may eliminate limits in the stochastic integral in the same way. Similar considerations apply to other integral terms.
