Conformal symmetries of the super Dirac operator by Coulembier, Kevin & De Bie, Hendrik
ar
X
iv
:1
30
3.
21
95
v1
  [
ma
th-
ph
]  
9 M
ar 
20
13
Conformal symmetries of the super Dirac operator
K. Coulembier∗ H. De Bie†
Clifford Research Group
Department of Mathematical Analysis
Faculty of Engineering and Architecture – Ghent University
Krijgslaan 281, 9000 Gent, Belgium
Abstract
In this paper, the Dirac operator, acting on super functions with values in super spinor space,
is defined along the lines of the construction of generalized Cauchy-Riemann operators by Stein and
Weiss. The introduction of the superalgebra of symmetries osp(m|2n) is a new and essential feature
in this approach. This algebra of symmetries is extended to the algebra of conformal symmetries
osp(m + 1, 1|2n). The kernel of the Dirac operator is studied as a representation of both algebras.
The construction also gives an explicit realization of the Howe dual pair osp(1|2) × osp(m|2n) ⊂
osp(m + 4n|2m + 2n). Finally, the super Dirac operator gives insight into the open problem of
classifying invariant first order differential operators in super parabolic geometries.
MSC 2010 : 17B10, 30G35, 58C50
Keywords : Dirac operator, orthosymplectic superalgebras, conformally invariant differential operators,
Howe dual pairs
1 Introduction
This paper defines and studies the Dirac operator on flat superspace Rm|2n. In a more ad hoc approach
in e.g. [12] a related operator has been introduced of which the operator in this paper is an improvement.
The definition of the operator in the current paper follows the ideas of Stein and Weiss in [31] which
allowed for a unified treatment of generalized Cauchy-Riemann operators on Rm. We also study the
kernel of the super Dirac operator, its symmetries and the related Howe duality. In this introduction we
give an overview of the motivations to study this particular operator.
The construction of the Dirac operator is part of a larger program to classify conformally invariant first
order operators on superspace. The conformal Killing vector fields on Rm|2n generate a Lie superalgebra
isomorphic to the real form osp(m+1, 1|2n). This algebra appears as the algebra of conformal symmetries
in super field theories in e.g. [4]. We will prove that the super Dirac operator is a conformally invariant
operator. The classification in superspace would be an extension of the classification of Fegan in [16]
of conformally invariant first order differential operators on Rm or Sm. The result of Fegan has already
been generalized to other parabolic geometries in [19, 26, 29].
The Dirac operator in this paper is an interesting example in this classification because it reveals two
differences between the classical case and the case of supergeometry. First of all, the functions on which
this operator acts take values in an infinite dimensional osp(m|2n)-representation, whereas the classical
classifications in [16, 19] only consider finite dimensional representations. As will become apparent in this
paper, the natural extension of the classical Dirac operator leads to infinite dimensional representations.
This is already the case for the (generalized) symplectic Dirac operators on R2n studied in [20]. There,
a class of infinite dimensional representations was included in the classification of invariant operators on
metaplectic contact projective geometries. The second reason why this Dirac operator is an interesting
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starting point in the classification is that in some cases the construction encounters the problem of tensor
products which are not completely reducible. An important step in the work of Fegan is the decomposition
of the tensor product Cm⊗V , with V an irreducible so(m)-representation, into irreducible representations.
The corresponding tensor product for osp(m|2n) is not necessarily completely reducible. Therefore, the
Dirac operator in the current paper shows how this additional difficulty can be approached and how the
classification can be expected to differ from the classical case. In Section 8 the conclusions which are
made throughout the paper towards a Fegan classification will be summarized.
Another motivation comes from the theory of Lie superalgebra representations, where the question of
irreducibility of indecomposable highest weight representations plays a central role. In [5] the kernel of the
super Laplace operator was studied as an osp(m|2n)-representation. This gave new important information
on a certain class of finite dimensional irreducible highest weight representations. Similarly, in the current
paper, the kernel of the Dirac operator leads to an explicit realization of some infinite dimensional highest
weight representations of osp(m|2n). This direct approach leads to a better understanding of the concept
of indecomposable but irreducible highest weight modules, see [18]. In particular we will also obtain the
full decomposition series of a certain tensor product. This was already studied in [6], but the completeness
of the decomposition could not be proved there.
The Dirac operator on Rm|2n generates the Lie superalgebra osp(1|2) together with the corresponding
vector variable. These operators commute with the action of the Lie superalgebra osp(m|2n). We prove
that this is an explicit construction of the spinor representation of osp(m+4n|2m+2n), which according
to [24] is a Lie superalgebra in which osp(1|2) and osp(m|2n) are each other’s centralizers. This leads
to a realization of the Howe duality (osp(m|2n), osp(1|2)) if m− 2n 6∈ −2N, which has not been studied
before. The explicit Howe duality is summarized in the subsequent equations (18), (19) and (20). The
Howe dualities osp(1|2)× so(m) ⊂ osp(m|2m) in [25] and osp(1|2)× sp(2n) ⊂ osp(4n|2n) in [21] are limit
cases of the Howe duality in the current paper. If m − 2n ∈ −2N the realization of the Howe duality
breaks down and this different behavior is studied in Section 6. The Howe duality corresponding to the
super Laplace operator, which is the square of the super Dirac operator, is sl2× osp(m|2n) ⊂ osp(4n|2m)
and was studied in [5].
Finally, the super Dirac operator in the current paper also unifies two classical operators. These are
the Dirac operator on Rm, see e.g. [13, 25] and an operator constructed in [21] used to study differential
forms on R2n with values in the Kostant symplectic spinors S0|2n, as is presented in Figure 1. In case
we only consider polynomials, the classical Dirac operator acts on the symmetric tensor powers of the
fundamental so(m)-representation Cm with values in the orthogonal spinors Sm. The Dirac operator
generates the Lie superalgebra osp(1|2) together with the vector variable and this algebra commutes
with the action of so(m). Since the decomposition into irreducible representations of S(Cm)⊗ Sm under
the joint action of osp(1|2) × so(m) is multiplicity-free, we obtain a realization of the Howe dual pair
(so(m), osp(1|2)). In [21], a similar construction was made for the action of sp(2n) on differential forms
on R2n (the outer power Λ(C2n)) with values in the symplectic spinors S0|2n. The commutant of sp(2n)
was given by osp(1|2) and one of the generators of this Lie superalgebra can be seen as an analogue of the
Dirac operator. This construction showed that (sp(2n), osp(1|2)) is a Howe dual pair for this realization.
The super Dirac operator we will construct on Rm|2n, reduces in the two limiting cases m = 0 and
n = 0 to one of these situations. The polynomials on Rm|2n are given by the supersymmetric tensor
power S(Cm|2n), which corresponds to S(Cm) ⊗ Λ(C2n), and the super spinor space Sm|2n generalizes
and contains both the orthogonal and symplectic spinors, see [6].
The super Dirac operator also fits into a bigger picture with the symplectic Dirac operator on R2n of
[11]. Figure 1 also contains this symplectic Dirac operator, acting on functions on R2n with values in the
symplectic spinors S0|2n. The symplectic Dirac operator and the corresponding vector variable generate
the Lie algebra sl2, which leads to the Howe dual pair (sp(2n), sl2). It seems plausible that it is possible
to generalize this operator to superspace as well. This should also lead to a generalization of the operator
appearing in the study of differential forms on Rm with values in the spinor space Sm, see [13, 30], since
the algebra of super differential forms on Rm|2n contains a commuting subalgebra isomorphic to the
polynomials on R2n as well as the differential forms on Rm.
The paper is organized as follows. In the preliminaries we recall the basic notions of the classical
Dirac operator as a Stein-Weiss type operator and the necessary results on harmonic analysis on Rm|2n
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Figure 1: Howe dualities for the super Dirac operator and limiting cases
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and super spinor space. Then we introduce the super Clifford algebra and relate it to the super spinor
space and the Lie superalgebra osp(m|2n). This gives the necessary tools to define and elegantly describe
the super Dirac operator. At the end of Section 4 we show a similarity between the super Dirac operator
and a realization of osp(1|2) due to Bernstein. In Section 5 the Howe dual pair (osp(m|2n), osp(1|2))
is studied, where the Lie superaglebra osp(1|2) is generated by the super Dirac operator and the vector
variable. In particular the Fischer decomposition of S(Cm|2n) ⊗ Sm|2n is obtained if m − 2n 6∈ −2N. In
Section 6 the properties of the kernel of the Dira c operat or as an osp(m|2n)-representation are studied.
In Section 7 we construct all first order generalized symmetries of the super Dirac operator which have
a scalar leading term. They generate the Lie superalgebra osp(m + 1, 1|2n), which is isomorphic to the
Lie superalgebra of conformal Killing vector fields on Rm|2n. Moreover, it is shown that the leading
terms are exactly the conformal Killing vector fields. Then we study the kernel of the Dirac operator
as an osp(m+ 1, 1|2n)-representation. Finally, in Section 8, we review the obtained insights towards the
classification of conformally invariant first order differential operators.
2 Preliminaries
In this section we will recall some known facts about the classical Dirac operator, harmonic analysis in
superspace and the super spinor space. First we mention some conventions and notations. Unless it is
explicitly mentioned otherwise we will assume that m > 2 holds.
The real orthogonal algebra will be denoted by so(m) = so(m;R) and the irreducible so(m)-representa-
tion with highest weight µ by Lmµ . The real orthosymplectic Lie superalgebra is denoted by osp(m|2n).
Its irreducible highest weight representations will be denoted by K
m|2n
λ , where λ is the highest weight
corresponding to the simple root system used in [5] and [6]. This root system differs from the distinguished
one in [18] but is much more convenient to describe the type of representations we study. At the end
of Section 5 the most relevant representations will also be expressed in terms of the distinguished root
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system. For general representations the procedure to calculate the highest weight is described in Section
4 in [6]. The roots of so(m) are expressed in terms of ǫj , j = 1, · · · , ⌊m/2⌋ and those of the symp
lectic algebra sp(2n) in terms of δi, i = 1, · · · , n. Some important fundamental weights are given by
ωd =
1
2 (ǫ1 + ǫ2 + · · · + ǫd) if m = 2d or m = 2d + 1, ωd−1 = 12 (ǫ1 + · · · + ǫd−1 − ǫd) if m = 2d and
νj = δ1 + · · ·+ δj for 1 ≤ j ≤ n.
2.1 Dirac operator on Rm
In this subsection we recall the basic notions concerning Clifford analysis on Rm, see [13, 25, 31]. No
proofs will be given because they correspond to the limit case n → 0 of the Dirac operator on Rm|2n
studied in the current paper.
The complex Clifford algebra Clm corresponding to the vector space Cm is generated by the standard
basis vectors ej , j = 1, · · · ,m with commutation relations
ejek + ekej = −2δjk. (1)
The embedding Rm ⊂ Clm is given by identifying the vector (x1, . . . , xm) with the vector variable
x =
∑m
j=1 xjej . The variables xj are assumed to commute with the vectors ej . The Dirac operator is
given by
∂x =
m∑
j=1
ej∂xj (2)
and acts on smooth functions with values in the Clifford algebra or a minimal left ideal of the Clifford
algebra, the spinor space Sm:
∂x : C∞(Rm)⊗ Sm → C∞(Rm)⊗ Sm.
All minimal left ideals in Clm are isomorphic to the spinor space. If m = 2d + 1, the spinor space is
Sm ∼= Lmωd as an so(m)-representation. Ifm = 2d is even, the spinor space decomposes into two irreducible
so(m)-representations, Sm = S+m ⊕ S−m ∼= Lmωd ⊕ Lmωd−1 . The square of the Dirac operator is given by the
scalar Laplace operator
∂2x = −∆b = −
m∑
j=1
∂2xj .
The Dirac operator can equally be constructed as a Stein-Weiss type operator, see [31]. Consider
the space C∞(Rm) ⊗ V of functions on Rm with values in a simple so(m)-module V . The gradient can
naturally be seen as an operator
∇ : C∞(Rm)⊗ V → C∞(Rm)⊗ Cm ⊗ V,
which in coordinates is given by ∇f =∑mi=1 ∂xjf ⊗ ej in case V is the trivial representation.
The decomposition into irreducible so(m)-representations of the tensor product of two irreducible
representations V and W is given by V ⊗ W = V ⊠ W ⊕ (⊕iUi) for some irreducible highest weight
representations Ui with highest weight lower than the sum of the highest weights of V and W , and
V ⊠W the irreducible representation with highest weight equal to this sum. This last representation is
called the Cartan product of the representations V and W . When one of the two representations is the
fundamental representation, the so(m)-invariant projection onto the Cartan product is denoted by
E : Cm ⊗ V → Cm ⊠ V.
Stein and Weiss showed that many generalized Cauchy-Riemann systems with interesting properties
correspond to operators of the form ∂ = E⊥ ◦ ∇ with E⊥ = 1 − E, the invariant projection onto
4
everything except the Cartan product, for some module V . The generalized Cauchy-Riemann system is
then given by
∂f = 0 for f ∈ C∞(Rm)⊗ V
and functions satisfying this are called hyperholomorphic functions.
If the irreducible module V corresponds to spinor spaces, the tensor product decomposition is given
by
Cm ⊗ Sm ∼= Cm ⊠ Sm ⊕ Sm for m odd
Cm ⊗ S+m ∼= Cm ⊠ S+m ⊕ S−m for m even
Cm ⊗ S−m ∼= Cm ⊠ S−m ⊕ S+m for m even,
see [16, 31]. In case m is even we thus obtain two operators, acting between the spaces C∞(Rm) ⊗ S+m
and C∞(Rm)⊗ S−m, which sum up to a single differential operator acting inside C∞(Rm)⊗ Sm.
In the Stein-Weiss definition of the Dirac operator the Clifford algebra does not appear. However,
the Dirac operator is most elegantly described by introducing the endomorphism algebra of the spinor
space, which is the corresponding Clifford algebra, Clm ∼= End(Sm). By using this Clifford algebra we
can identify ∂ with the Dirac operator ∂x in equation (2). Note that the fact that Sm can be realized as a
left ideal in Clm and the fact that the action of Clm on Sm is given by left-multiplication is not important
in the Stein-Weiss construction. It will also no longer hold for the super Dirac operator, because the
symplectic spinors are no left ideal inside the Weyl algebra. This phenomenon also appears in the case
of the symplectic Dirac operator in [11] and in the study of the Howe dual pair on differential forms with
values in the symplectic spinors in [21].
On the sphere Sm, the conformal compactification of Rm, the Dirac operator is conformally invariant,
see [16]. This means that the Dirac operator acting on the space of functions Γ(Sm, SO(m+1, 1)×P Sm) is
SO(m+1, 1)-invariant. Here P is the Poincare´ group, which contains SO(m), the translations which act
trivially on Sm and the rescaling which acts on Sm through the conformal weight. The sphere satisfies
Sm ∼= SO(m + 1, 1)/P . The infinitesimal action of the morphisms on Sm which preserve the class of
metrics are the conformal Killing vector fields. They constitute the Lie algebra so(m + 1, 1). These do
not integrate to global diffeomorphisms when only the flat space Rm ⊂ Sm is considered. The conformal
invariance of the Dirac operator on Rm is therefore expressed by considering the conformal Killing vector
fields. This means that there is a set of first order differential operators D, which constitute the Lie
algebra so(m+ 1, 1), for which a second differential operator δ exists such that
∂xD = δ∂x
holds. Such differential operators D are called (generalized) symmetries.
The Lie algebra so(m) acts on spinor space through its realization as bivectors in the Clifford algebra
Clm. The standard generators which are realized on functions as Lij = xi∂xj −xj∂xi are given by − 12eiej
for 1 ≤ i < j ≤ m. The so(m)-action on C∞(Rm) ⊗ Clm or C∞(Rm) ⊗ Sm is therefore given by the
differential operators
xi∂xj − xj∂xi −
1
2
eiej .
The Dirac operator ∂x and the vector variable x generate the Lie superalgebra osp(1|2) and commute
with the realization of so(m) given above, see e.g. [12, 25]. This is a consequence of straightforward
commutation relations such as ∂xx+ x∂x = −2E−m, where E =
∑m
j=1 xj∂xj is the Euler operator.
The solutions of the Dirac equation ∂xf = 0 are called monogenic functions. In particular, the space
of spherical monogenics of degree k is given by
Mbk = {p ∈ C[x1, · · · , xm]⊗ Sm|Ep = kp and ∂xp = 0}.
Arbitrary polynomials can be decomposed into a sum of products of the powers of the vector variable
with spherical monogenics. This is the subject of the following decomposition, called monogenic Fis-
cher decomposition by analogy with the Fischer decomposition of scalar polynomials based on harmonic
functions.
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Theorem 1. The monogenic Fischer decomposition on Rm is given by
C[x1, · · · , xm]⊗ Sm =
∞⊕
j=0
∞⊕
k=0
xjMbk.
Let us discuss the consequences of this theorem in some more detail. First, we look at the case
where m = 2d+ 1 is odd. Each space Mbk is an irreducible representation for so(m) with highest weight
kǫ1+ωd. Therefore each representation L
m
kǫ1+ωd
appears an infinite amount of times in the decomposition.
The corresponding isotypical component
⊕∞
j=0 x
jMbk corresponds to an irreducible osp(1|2)-module with
weight vectors xjMbk and lowest weight k +m/2. Theorem 1 thus implies that under the joint action of
osp(1|2)× so(m), the space C[x1, · · · , xm] ⊗ Sm has a multiplicity-free irreducible direct sum decompo-
sition. Additionally, each osp(1|2)-representation is paired up with only one so(m)-representation which
also appears only once. This implies that (so(m), osp(1|2)) is a Howe dual pair (see [17]) for the action
on C[x1, · · · , xm]⊗ Sm. At the beginning of Section 5 an overview is given about how the Howe duality
of the Dirac operator, super Laplace operator and super Dirac operator extend the Howe duality of the
Laplace operator included in [17].
The casem = 2d is slightly more complicated. By introducing the polynomials of even and odd degree
with notation C[x1, · · · , xm]±, the decomposition in Theorem 1 can be refined to
(
C[x1, · · · , xm]+ ⊗ S+m
)⊕ (C[x1, · · · , xm]− ⊗ S−m) = ∞⊕
j=0
∞⊕
k=0
xjMbk(−1)
k
(
C[x1, · · · , xm]− ⊗ S+m
)⊕ (C[x1, · · · , xm]+ ⊗ S−m) = ∞⊕
j=0
∞⊕
k=0
xjMbk(−1)
k+1
,
with
Mbk± = {p ∈ C[x1, · · · , xm]⊗ S±m|Ep = kp and ∂xp = 0}
irreducible so(m)-representations with highest weight respectively given by kǫ1 + ωd and kǫ1 + ωd−1.
Now these two decompositions correspond to multiplicity-free irreducible direct sum decompositions,
with one-to-one pairing, under the joint action of osp(1|2)× so(m).
Remark 1. Clearly, there is also a Howe duality corresponding to the Laplace operator. This is the well-
known representation of sl2 × so(m) on C[x1, · · · , xm], see [17]. This Howe duality has been generalized
to Rm|2n in [5] and the corresponding Fischer decomposition will be recalled in the subsequent Lemma 2.
Moreover, other Dirac-type operators and their Howe duals can be found in [1, 10].
2.2 Super vector spaces and osp(m|2n)
The standard basis of the graded vector space V = Km|2n (with K a field which in this paper will always
be R of C) consists of the vectors Ej for 1 ≤ j ≤ m+ 2n, where Ej = (0, · · · , 0, 1, 0, · · · , 0) with 1 at the
j-th position. The elements Ej with 1 ≤ j ≤ m span V0, and Ej with m < j ≤ m + 2n span V1. As a
vector space Km|2n is clearly isomorphic to Km+2n.
For any Z2-graded vector space V = V0 ⊕ V1, a vector u belonging to V0 ∪ V1 is called homogeneous,
and in this case we define |u| = α for u ∈ Vα where α ∈ Z2 = Z/(2Z). We also introduce a function
[·] : {1, 2, · · · ,m+ 2n} → Z2, [j] = 0 if j ≤ m and [j] = 1 otherwise. (3)
Then |Ej | = [j] for all j for the super vector space V = Km|2n.
The space of endomorphisms on Rm|2n is denoted by End(Rm|2n) when seen as an associative algebra
or by gl(m|2n;R) when seen as a Lie superalgebra. As a vector space, End(Rm|2n) is isomorphic to
End(Rm+2n). The grading on End(Rm|2n) is inherited naturally from the grading on Rm|2n. The super
Lie bracket on gl(m|2n;R) is given by [A,B] = A ◦B− (−1)|A||B|B ◦A. We will always use this notation
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[·, ·], also in case A and B are odd and the super commutator equals the anti-commutator {·, ·}. The
bracket [·, ·] is super antisymmetric and satisfies a super Jacobi identity. A super vector space V with
such a super Lie bracket is called a Lie superalgebra if the bracket is grade-preserving, [Vi, Vj ] ⊂ Vi+j .
In this paper, the orthosymplectic metric g ∈ R(m+2n)×(m+2n) is given by
g =
(
Im 0
0 J2n
)
with J2n =
(
0 In
−In 0
)
. (4)
The Lie superalgebra osp(m|2n) can be defined as the subsuperalgebra of gl(m|2n;R) that preserves
this metric. Considering the applications in the current paper it is more natural to introduce osp(m|2n)
through the standard generators, which constitute a subset of gl(m|2n). The defining representation of
osp(m|2n) on Rm|2n is given by
KijEk = gkjEi − (−1)[i][j]gkiEj . (5)
The operators Kij generate osp(m|2n), and satisfy the following super commutator relations:
[Kij ,Kkl] = KijKkl − (−1)([i]+[j])([k]+[l])KklKij
= gkjKil + (−1)[i]([j]+[k])gliKjk − (−1)[k][l]gljKik − (−1)[i][j]gkiKjl. (6)
We will always assume real Lie superalgebras acting on complex spaces from now one. The defining
representation satisfies Cm|2n ∼= Km|2nǫ1 .
The tensor product V ⊗W of two osp(m|2n)-representations V and W , is again a representation with
action defined by
X · (v ⊗ w) = (X · v)⊗ w + (−1)|X||v|v ⊗ (X · w),
for X ∈ osp(m|2n), v ∈ V both homogeneous and w ∈ W . The supersymmetric tensor product V ⊙ V
is the span in V ⊗ V of the elements u ⊗ v + (−1)|u||v|v ⊗ u for u, v ∈ V homogeneous. This is a
subrepresentation of V ⊗ V .
2.3 Harmonic analysis on Rm|2n
In this subsection we recall some results on the study of the Laplace operator on superspace, see [5, 9].
Superspaces are spaces where one considers not only commuting (bosonic) but also anti-commuting
(fermionic) co-ordinates. The 2n anti-commuting variables x`i generate the complex Grassmann algebra
Λ2n. We consider a space with m bosonic variables. The supervector x is defined to be
x = (X1, · · · , Xm+2n) = (x, x`)
The first m variables are commuting and the last 2n anti-commuting. The commutation relations are
then summarized in
XiXj = (−1)[i][j]XjXi for i, j = 1, · · · ,m+ 2n.
The algebra generated by the variables Xj is denoted by P and is isomorphic to the supersymmetric
tensor power of Cm|2n. The flat supermanifold, corresponding with these variables, is denoted by Rm|2n.
The full algebra of functions on this supermanifold is O(Rm|2n) = C∞(Rm)⊗Λ2n which contains P as a
subalgebra. The partial derivatives are defined by the relation
∂XjXk = δjk + (−1)[j][k]Xk∂Xj .
Using the orthosymplectic metric g we can define the super Laplace operator and norm squared on
Rm|2n, along with the Euler operator:
∆ =
m+2n∑
j,k=1
∂Xjgjk∂Xk , R
2 =
m+2n∑
j,k=1
XjgjkXk, E =
m+2n∑
j=1
Xj∂Xj . (7)
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As in the classical case ∆, R2 and E+ m−2n2 generate the Lie algebra sl2, see [9, 28]. In these formulas,
the parameter M = m− 2n replaces the classical dimension m. It turns out that M plays an important
role and will often characterize properties independently of the exact super dimension m|2n.
The null-solutions of the super Laplace operator are called (super) harmonic functions.
Definition 1. The space of spherical harmonics of homogeneous degree k is given by Hk = ker∆ ∩ Pk,
with Pk the polynomials of degree k, i.e. those satisfying EP = kP .
We can use the metric to raise indices as ∂Xj =
∑
k gkj∂Xk . These partial derivatives satisfy ∂XjR
2 =
2Xj.
Since P ∼= ⊕∞k=0Sk
(
Cm|2n
)
= S
(
Cm|2n
)
, the osp(m|2n)-action on P is given by
πO : Kij → Lij = Xi∂Xj − (−1)[i][j]Xj∂Xi . (8)
This action clearly extends from P to the full algebra O(Rm|2n). The Laplace operator and norm squared
commute with these differential operators. The actions of sl2 and osp(m|2n) on Rm|2n therefore commute
with each other. In [5] it was proved that this pair (osp(m|2n), sl2) constitutes a Howe dual pair for this
representation in case m− 2n 6∈ −2N. Here we summarize the main results obtained in [5] on this Howe
duality.
Lemma 1. When M = m − 2n 6∈ −2N, the space Hk of spherical harmonics on Rm|2n of homogeneous
degree k is an irreducible osp(m|2n)-module. When M ∈ −2N, Hk is irreducible if and only if
k > 2−M or k < 2− M
2
.
The module Hk is always indecomposable. When reducible it has one submodule, R2k+M−2H2−M−k.
When Hk is irreducible, it is isomorphic to Km|2nkǫ1 as an osp(m|2n)-representation, otherwise the quotient
with respect to the submodule is isomorphic to K
m|2n
kǫ1
.
This leads to the harmonic Fischer decomposition.
Lemma 2. If M = m− 2n 6∈ −2N, P decomposes into simple osp(m|2n)-modules as
P =
∞⊕
k=0
Pk =
∞⊕
j=0
∞⊕
k=0
R2jHk. (9)
Similar to the classical monogenic Fischer decomposition in Subsection 2.1, this decomposition implies
that under the joint action of sl2× osp(m|2n), the space P ∼= S
(
Cm|2n
)
is isomorphic to the multiplicity-
free irreducible direct sum decomposition
P ∼=
∞⊕
k=0
Tk+ 12M ×K
m|2n
kǫ1
,
for M 6∈ −2N, with Tλ the irreducible sl2-representation with lowest weight λ.
2.4 Super spinor space
The spinors Sm|2n for osp(m|2n) are realizations of the Lie superalgebra as differential operators on the
supersymmetric version of a Grassmann algebra, see [6] for the complete construction, characterization
and motivation. This representation generalizes the spinor-representation for so(m), but also corresponds
to a notion of a minimal representation for osp(m|2n), similar to the metaplectic representation of sp(2n),
see [8].
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Definition 2. The complex algebra Λd|n is freely generated by {θ1, · · · , θd, t1, · · · , tn} subject to the
relations
θjθk = −θkθj for 1 ≤ j, k ≤ d, titl = tlti for 1 ≤ i, l ≤ n
and
θjti = −tiθj for 1 ≤ j ≤ d, 1 ≤ i ≤ n.
The parity which makes Λd|n a superalgebra, is given by |θj | = 0 and |ti| = 1.
The algebra Λd|n is a super antisymmetric algebra, i.e. ab = −(−1)|a||b|ba for a, b homogeneous
elements of Λd|n.
The subspaces of elements containing an even, respectively odd, amount of generators will be denoted
by Λ+
d|n respectively Λ
−
d|n. These should not be confused with the even and odd part according to the
Z2-gradation, in which case the even part consists of elements containing an even amount of the odd
generators.
The action of osp(m|2n) on Λd|n for m = 2d+ 1 and m = 2d will be given in Section 3. This makes
the algebra Λd|n a simple osp(2d+ 1|2n)-module, denoted by
S2d+1|2n ∼= K2d+1|2nωd− 12νn
∼= Λd|n.
For the osp(2d|2n)-superalgebra, the module is the direct sum of two simple modules,
S2d|2n = S
+
2d|2n ⊕ S−2d|2n ∼= K
2d|2n
ωd−
1
2νn
⊕K2d|2n
ωd+νn−1−
3
2νn
∼= Λ+d|n ⊕ Λ−d|n = Λd|n.
In order to apply the Stein-Weiss procedure of [31], explained in Subsection 2.1, to the super spinor
space, the decomposition into irreducible blocks of the tensor product with the fundamental representation
is needed. This theorem and the subsequent Theorem 3 follow from Theorem 8 in [6].
Theorem 2. The tensor products of the fundamental representation of osp(m|2n) with the super spinor
spaces satisfy
C2d+1|2n ⊗ S2d+1|2n ∼= C2d+1|2n ⊠ S2d+1|2n ⊕ S2d+1|2n
C2d|2n ⊗ S+2d|2n ∼= C2d|2n ⊠ S+2d|2n ⊕ S−2d|2n if d 6= n
C2d|2n ⊗ S−2d|2n ∼= C2d|2n ⊠ S−2d|2n ⊕ S+2d|2n if d 6= n
with K
m|2n
λ ⊠K
m|2n
µ = K
m|2n
λ+µ the Cartan product.
If d = n the tensor products C2n|2n ⊗ S±2n|2n are not completely reducible: there exist indecomposable
highest weight representations V ± such that
C2n|2n ⊗ S±2n|2n ) V ± ) S∓2n|2n
holds and the quotient V ±/S∓2n|2n is the irreducible highest weight representation with highest weight equal
to the sum of the highest weights of C2n|2n and S±2n|2n.
In the rest of this paper, we will mostly consider superfunctions with values in the super spinor space.
In particular, we will study the space P⊗Sm|2n and the properties of this function space as an osp(m|2n)-
module. Therefore, we look at the decomposition of the tensor product of the simple module Hk with the
super spinor space. According to Lemma 1, the tensor product of the representation K
m|2n
kǫ1
with spinor
spaces needs to be studied.
Theorem 3. The tensor product of the spherical harmonics on Rm|2n of homogeneous degree k or their
simple quotient module, with the spinor spaces of osp(m|2n) decomposes into irreducible osp(m|2n)-
modules as follows: for m = 2d+ 1
Hk ⊗ S2d+1|2n ∼= K2d+1|2nkǫ1 ⊗K
2d+1|2n
ωd−
1
2 νn
∼= K2d+1|2n
kǫ1+ωd−
1
2νn
⊕K2d+1|2n
(k−1)ǫ1+ωd−
1
2 νn
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holds and for m = 2d and k 6= n− d+ 1
K
2d|2n
kǫ1
⊗ S+2d|2n ∼= K
2d|2n
kǫ1
⊗K2d|2n
ωd−
1
2 νn
∼= K2d|2n
kǫ1+ωd−
1
2νn
⊕K2d|2n
(k−1)ǫ1+ωd+νn−1−
3
2νn
K
2d|2n
kǫ1
⊗ S−2d|2n ∼= K
2d|2n
kǫ1
⊗K2d|2n
ωd+νn−1−
3
2 νn
∼= K2d|2n
kǫ1+ωd+νn−1−
3
2νn
⊕K2d|2n
(k−1)ǫ1+ωd−
1
2νn
holds. If k = n− d+ 1 the tensor product is not completely reducible.
3 The super Clifford algebra and osp(m|2n)-spinors
As in the classical case the Dirac operator will be elegantly described in terms of a Clifford-type algebra.
This super Clifford algebra will be identified with an algebra of endomorphisms on the super spinor space.
The definition of the super Clifford algebra is an immediate graded extension of equation (1). We do not
use the term Clifford-Weyl algebra here because then the generators of the Clifford algebra are usually
assumed to commute with the the generators of the Weyl algebra, whereas in the following super Clifford
algebra they mutually anticommute.
Definition 3. The super Clifford algebra Clm|2n corresponding to the super vector space Cm|2n is the
associative superalgebra generated by Ek, where k = 1, · · · ,m+2n. The gradation is given by |Ek| = [k]
and the multiplication relation is
EkEl + (−1)[k][l]ElEk = −2glk, (10)
with g the orthosymplectic metric (4).
The super vector space Cm|2n is naturally embedded in the super Clifford algebra by identifying the
basis vectors Ej .
We define the superalgebra morphism ·̂ : a→ â on Clm|2n generated by
Êi =
m+2n∑
j=1
Ejgji and
âb = â b̂ for a, b ∈ Clm|2n.
This morphism is well-defined since the equation ÊkÊl + (−1)[k][l]ÊlÊk = −2glk holds.
Definition 4. The superalgebra morphism from the Clifford algebra Clm|2n to the endomorphism algebra
End(Sm|2n) of spinor space Sm|2n in Definition 2, is given by κ : Clm|2n →End(Sm|2n):
κ(Ej) = (θj − ∂θj ) for j = 1, · · · , d
κ(Ed+j) = i(θj + ∂θj ) for j = 1, · · · , d
κ(Em) = i(−1)
∑
d
j=1 θj∂θj+
∑
n
i=1 ti∂ti for if m = 2d+ 1
κ(Em+i) =
√
2ti for i = 1, · · · , n
κ(Em+n+i) = −
√
2∂ti for i = 1, · · · , n,
with d = ⌊m/2⌋.
The operator G = (−1)
∑
d
j=1 θj∂θj+
∑
n
i=1 ti∂ti satisfies θiG = −Gθi and tiG = −Gti. It is readily
checked that κ generates an algebra morphism by using the commutation relations in Definition 2. When
there is no confusion possible we will use the notation A · v for κ(A)v with A ∈ Clm|2n and v ∈ Sm|2n.
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The orthosymplectic Lie superalgebra osp(m|2n) can be embedded into the super Clifford algebra
Clm|2n by an identification with the bi-vectors:
ι : Kkl → Bkl = −1
2

glk + m+2n∑
a,b=1
EaEbgakgbl


= −1
2
(
ÊkÊl + glk
)
=
1
4
(
(−1)[k][l]ÊlEk − ÊkEl
)
(11)
A direct calculation using Definition 3 shows that the corresponding bi-vectors Bkl do satisfy the
relations in formula (6).
The combination of the embedding of osp(m|2n) into Clm|2n with the action of Clm|2n on Λd|n ∼= Sm|2n
in Definition 4 make Sm|2n into an osp(m|2n)-module, πS = κ ◦ ι, or
πS(Kkl) = κ(ι(Kkl)).
Remark 2. The actions such as πO and πS will also be used to denote the action of osp(m|2n) on the
tensor product of O(Rm|2n) or Sm|2n with the trivial representation. So in particular for any osp(m|2n)-
module V , the formula πO(X)(f ⊗ v) for f ∈ O(Rm|2n) and v ∈ V is equal to (πO(X)f)⊗ v, since V is
regarded here as a direct sum of trivial osp(m|2n)-modules.
When we consider functions on Rm|2n with values in a super vector space V , O(Rm|2n)⊗ V , we can
identify f ⊗ v with fv or (−1)|f ||v|vf . It can be checked that the corresponding commutation relation
Xjv = (−1)[j]|v|vXj leads to a consistent osp(m|2n)-action. In the case of spinor valued functions
O(Rm|2n) ⊗ Sm|2n, this implies that there is a gradation in the commutation of functions with the
endomorphisms on Sm|2n. Therefore the commutation relation
XjEk = (−1)[j][k]EkXj
holds.
Remark 3. In previous approaches to super Clifford analysis, see e.g. [12], a slightly different algebra
was considered, where this commutation relation was XjEk = EkXj. However, this does not allow for
an osp(m|2n)-symmetry of the basic operators.
Theorem 2 implies that there exists a surjective osp(m|2n)-module morphism E⊥ : Cm|2n ⊗ Sm|2n →
Sm|2n if m − 2n 6= 0. For m = 2d + 1 this is unique (up to a multiplicative constant) while for m = 2d
the space of such morphisms is two dimensional due to the fact that S2d|2n decomposes into two simple
modules. For m = 2d however, there is also a preferred natural choice for E⊥. The subsequent lemma
also proves that such a vector space morphism still exists for the case m− 2n = 0.
Lemma 3. The super vector space morphism E⊥ : Cm|2n ⊗ Sm|2n → Sm|2n defined by the expression
E⊥(Ek ⊗ v) =
m+2n∑
l=1
(El · v)glk = κ
(
Êk
)
v
is an osp(m|2n)-module morphism, thus it is invariant with respect to the osp(m|2n)-action πS on the
super spinor space and the natural action on Cm|2n given in equation (5).
Proof. It has to be proved that E⊥ ◦ Kij = Kij ◦ E⊥, or
E⊥ ((Kij · Ek)⊗ v) + (−1)[k]([i]+[j])E⊥(Ek ⊗ πS(Kij)v) = πS(Kij)κ
(
Êk
)
v.
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Therefore we need the relation
[Bij , Êk] = −1
2
̂[EiEj , Ek] = gkjÊi − (−1)[i][j]gkiÊj = K̂ij ·Ek. (12)
Using this, we calculate
Kij · E⊥(Ek ⊗ v) = κ(ι(Kij))κ(Êk)v = κ(BijÊk)v)
= κ([Bij , Êk])v + (−1)([i]+[j])[k](Êk · (Kij · v))
= κ(K̂ij · Ek)v + (−1)([i]+[j])[k](Êk · (Kij · v))
= E⊥ ((Kij ·Ek)⊗ v) + (−1)([i]+[j])[k]E⊥(Ek ⊗Kij · v)
= E⊥ (Kij · (Ek ⊗ v)) ,
which is the equation that needed to be proved.
4 The super Dirac operator
As in the classical case the super gradient is the osp(m|2n)-invariant first order differential operator acting
between O(Rm|2n) and O(Rm|2n)⊗ Cm|2n, see the subsequent Lemma 4. It is defined as
∇f =
m+2n∑
j=1
(−1)[j](1+|f |)∂Xjf ⊗ Ej (13)
for f ∈ O(Rm|2n) homogeneous. It is also naturally an osp(m|2n)-invariant operator between O(Rm|2n)⊗
V and O(Rm|2n)⊗ Cm|2n ⊗ V for V any osp(m|2n)-representation.
Lemma 4. The gradient ∇ is an osp(m|2n)-invariant operator between O(Rm|2n)⊗ V and O(Rm|2n)⊗
Cm|2n ⊗ V for V any osp(m|2n)-representation.
Proof. This follows immediately from the scalar case, where V is equal to the trivial representation. The
equation
[∂Xj , Lkl] = δjk∂Xl − (−1)[k][l]δjl∂Xk , (14)
which follows from the definition in equation (8) leads to the calculation
∇(Lklf) =
m+2n∑
j=1
(−1)[j](1+|f |)(Lkl∂Xjf)⊗ Ej
+ (−1)[k](|f |+[l])∂Xlf ⊗ Ek − (−1)[k][l](−1)[l](|f |+[k])∂Xkf ⊗ El.
This has to be equal to
Kkl · (∇f) =
m+2n∑
j=1
(−1)[j](1+|f |)(Lkl∂Xjf)⊗ Ej +
m+2n∑
j=1
(−1)[j](1+|f |)(−1)([j]+|f |)([k]+[l])∂Xjf ⊗Kkl · Ej .
Using equation (5), the second term is calculated as follows
m+2n∑
j=1
(−1)([j]+|f |)([j]+[k]+[l])∂Xjf ⊗Kkl · Ej
=
m+2n∑
j=1
(−1)([j]+|f |)[k]∂Xjf ⊗ gjlEk −
m+2n∑
j=1
(−1)([j]+|f |)[l](−1)[k][l]∂Xjf ⊗ gjkEl
= (−1)([l]+|f |)[k]∂Xlf ⊗ Ek − (−1)|f |[l]∂Xkf ⊗ El,
which proves the lemma.
12
Now we have all the necessary ingredients to define the super Dirac operator according to the Stein-
Weiss procedure in [31]. Only for the case M = m − 2n = 0 the tensor product in Theorem 2 of the
fundamental representation with the spinorial representations does not decompose into a Cartan product
part and a spinor representation, since this tensor product is not completely reducible. However, there
is still a unique homomorphism C2n|2n ⊗ S±2n|2n → S∓2n|2n and the corresponding E⊥ is given in Lemma
3. Thus, even though the notion of Cartan product is ill-defined for C2n|2n ⊗ S±2n|2n, the Stein-Weiss
procedure remains applicable.
Definition 5. The super Dirac operator is the first order differential operator acting on the function
space O(Rm|2n)⊗ Sm|2n given by
∂xf = E
⊥(∇f)
for f ∈ O(Rm|2n)⊗ Sm|2n with E⊥ : Cm|2n ⊗ Sm|2n → Sm|2n given in Lemma 3 and ∇ the gradient from
equation (13).
As in the classical case the Dirac operator can be elegantly expressed by making use of the identification
between the Clifford algebra and the endomorphisms on spinor space in Definition 4.
Proposition 1. The super Dirac operator of Definition 5 is given by
∂xf =
m+2n∑
j,k=1
gjkEj · (∂Xkf)
for f ∈ O(Rm|2n) ⊗ Sm|2n. In this formula, Ej · h ⊗ v should be interpreted as (−1)[j]|h|h ⊗ Ej · v =
(−1)[j]|h|h ⊗ κ(Ej)v for h ∈ O(Rm|2n) homogeneous and v ∈ Sm|2n. The Dirac operator can equally be
expressed as
∂x =
m+2n∑
j,k=1
κ(Ej)gjk∂Xk =
m+2n∑
k=1
κ(Êk)∂Xk =
m+2n∑
j=1
∂Xjκ(Ej).
Remark 4. The Dirac operator can now also be defined on super Clifford algebra valued functions,
O(Rm|2n)⊗ Clm|2n by the extension:
∂x =
m+2n∑
j,k=1
Ejgjk∂Xk =
m+2n∑
k=1
Êk∂Xk =
m+2n∑
j=1
∂XjEj ,
where Ej acts by left multiplication on O(Rm|2n)⊗ Clm|2n.
The invariance of the gradient ∇ : O(Rm|2n)⊗Sm|2n → O(Rm|2n)⊗Cm|2n⊗Sm|2n and the projection
E⊥ : O(Rm|2n)⊗ Cm|2n ⊗ Sm|2n → O(Rm|2n)⊗ Sm|2n imply that the Dirac operator
∂x : O(Rm|2n)⊗ Sm|2n → O(Rm|2n)⊗ Sm|2n
is osp(m|2n)-invariant. This can be expressed as
∂xKij = Kij∂x for Kij = Lij +Bij (15)
where Lij and Bij are defined in equation (8) and (11) respectively. It follows immediately from the fact
that O(Rm|2n) ⊗ Sm|2n is a tensor product representation that the operators Kij generate osp(m|2n).
This can also be calculated directly by taking into account the correct commutation relation EjXk =
(−1)[j][k]XkEj . This also implies that the Dirac operator acting on super Clifford algebra functions in
Remark 4 is osp(m|2n)-invariant.
Remark 5. In the present section the condition m > 0 is never needed, since the spinors for sp(2n)
behave as the limit m→ 0 for osp(m|2n). So also the Dirac operator on R0|2n can be constructed using
the Stein-Weiss procedure. In [21] this operator was introduced in a different context and its Howe duality
was also studied. So in the current paper we will not focus on this particular limit case.
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Now we show how the Dirac operator on Rm|2n is closely related with an operator in the construction
of Bernstein, which has been generalized by Shmelev, see [24, 27]. On superspace R2n|m with coordinates
(y1, · · · , y2n, y`1, · · · , y`m) we can consider differential forms, see e.g. the basic definitions in [12]. Then
the operators
X+ = 2
n∑
i=1
dyidyi+n +
m∑
j=1
(
dy`j
)2
and
X− = 2
n∑
i=1
∂yi⌋∂yi+n⌋+
m∑
j=1
(
∂y`j⌋
)2
generate sl2. This is equivalent with the fact that the operators in equation (7) generate sl2. Then the
operator
D− =
n∑
i=1
(
∂yi∂yi+n⌋ − ∂yi+n∂yi⌋
)− 1
2
2n∑
k=1
yk∂yk⌋+
m∑
i=1
(
∂y`j + y`j
)
∂y`j⌋
satisfies D2− = X− and together with X+ and X− this operator generates osp(1|2). The operator D+ has
a similar expression, but is also defined by [D−, X+].
Now we make an identification dyk ↔ x`k, dy`j ↔ xj , ∂yk⌋ ↔ ∂x`k , ∂y`j⌋ ↔ ∂xj with (x, x`) the
coordinates on Rm|2n, then
X+ = R
2, X− = ∆ and
D− =
n∑
i=1
(
−∂yi+n −
1
2
yi
)
∂x`i +
n∑
i=1
(
∂yi −
1
2
yi+n
)
∂x`i+n +
m∑
i=1
(
∂y`j + y`j
)
∂xj .
So this constitutes a different square root of the super Laplace operator leading to a realization of osp(1|2).
In this construction a Clifford-Weyl algebra with 2n bosonic variables and m fermionic variables is used,
while the Dirac operator in Proposition 1 is constructed using a super Clifford algebra with only n
bosonic variables and ⌊m/2⌋ fermionic variables, see the identification in Definition 4. The Howe duality
in Bernsteins construction is on the space of differential forms, the dual partner of osp(1|2) being the
super Poisson algebra po(2n|m), which contains osp(m|2n). In the following section we will study the
Howe duality in our construction for osp(1|2)× osp(m|2n).
5 Howe duality and Fischer decomposition
As in the classical case, the square of the super Dirac operator is given by minus the super Laplace
operator (7), ∂2
x
= −∆ which is a natural requirement for a proper super Dirac operator. This and other
commutation relations are calculated in Theorem 4 which shows that the super Dirac operator, together
with the vector variable x defined below, generates the Lie superalgebra osp(1|2). This realization of
osp(1|2) commutes with the action of osp(m|2n) on O(Rm|2n) ⊗ Sm|2n. In this section we prove that
these two algebras constitute a Howe dual pair if m − 2n 6∈ −2N. We also determine the action of the
Lie superalgebra osp(m+4n|2m+2n), in which osp(1|2) and osp(m|2n) are each other’s centralizers, on
O(Rm|2n)⊗ Sm|2n.
In the original setting in [17], dual pairs were considered where one of the two algebras is equal to
gl(k), so(m) or sp(2n). Consider k equal to so(m) or sp(2n) and V its natural representation, Cm or
C2n respectively. In [17] the representation structure of k on
(⊗kS(V )) ⊗ (⊗lΛ(V )) is investigated in
the context of invariant theory. There is a natural action of osp(2ld|2kd) (with d = dimV , which is
m or 2n) on this space, as in [5, 6, 17, 24, 25]. This action of osp(2ld|2kd) includes the action of k.
The representation of k is then studied by considering its centraliser in osp(2ld|2kd). One example is
k = so(m), k = 1 and l = 0, then the centraliser of so(m) inside sp(2m) is sl(2). This is the Howe duality
corresponding to the Laplace operator on Rm.
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There are several extensions of this principle, which are also known as Howe dualities and which
possess similar properties as the original dual pairs in [17]. We mention two concrete examples, which are
extensions of the specific Howe duality given above, for others see e.g. [2, 3, 24]. The first one is studied
in [5] and is a superization of the example above. The algebra k becomes the Lie superalgebra osp(m|2n),
the role of V replaced by its natural representation Cm|2n and the again the choice k = 1, l = 0 is
made. Since S(Cm|2n) ∼= S(Cm)⊗Λ(C2n) there is a natural action of osp(4n|2m), in which osp(m|2n) is
included and has centraliser sl(2). This is the Howe duality corresponding to the super Laplace operator
on Rm|2n. In [5] it is proven that whenever m− 2n 6∈ −2N the dual pair (osp(m|2n), sl(2)) possesses the
appropriate properties for a Howe dual pair.
Another extension considers k still equal to so(m) (for convenience we choose m even), but now the
action is studied on S(Cm)⊗ Λ(Cm2 ) where Λ(Cm2 ) has the so(m) representation structure of the spinor
space Sm as considered in Subsection 2.1. Now there is a natural action of osp(m|2m) and the centraliser
of so(m) in this algebra is given by osp(1|2). This Howe duality corresponds to the Dirac operator and
is studied in [25], where it is proven that this does indeed satisfy appropriate properties to be called a
Howe dual pair.
The super Dirac operator in this paper provides a way of combining these two extensions of the
principle of Howe dualities, which will be explored in this section.
The vector variable is defined as an element of O(Rm|2n)⊗ Clm|2n,
x =
m+2n∑
j=1
XjEj ,
which can be seen as an operator on O(Rm|2n)⊗Sm|2n via x =
∑
j Xjκ(Ej) with the κ-action in Definition
4 or as an operator on O(Rm|2n)⊗ Clm|2n by left multiplication.
It can be easily checked that, as the Dirac operator in equation (15), the operator x is osp(m|2n)-
invariant.
Theorem 4. The odd operators ∂x and x acting on O(Rm|2n) ⊗ Sm|2n or O(Rm|2n) ⊗ Clm|2n generate
the Lie superalgebra osp(1|2).
Proof. Definition 3 allows to calculate
[x,x] = 2x2 =
∑
j,k
(−1)[j][k]XjXkEjEk +
∑
j,k
XjXkEkEj
= −2
∑
j,k
XjXkgjk = −2R2.
Similarly, the expression for the Dirac operator using the Clifford algebra in Proposition 1 or Remark 4
allows to compute that [∂x, ∂x] = 2∂
2
x
= −2∆.
Then we prove that the equality [∂x,x] = −2(E+ 12M) holds by calculating
∂xx+ x∂x =
m+2n∑
l,k=1
ElglkEk +
m+2n∑
j,l,k=1
Xj
(
(−1)[j][l]ElEj + EjEl
)
glk∂Xk
=
1
2
m+2n∑
l,k=1
(
ElglkEk + (−1)[k][l]EkglkEl
)
− 2
m+2n∑
j,l,k=1
Xjgljglk∂Xk
= −M − 2
m+2n∑
k=1
Xk∂Xk .
It is already known that R2, ∆ and E + 12M generate the Lie algebra sl2
∼= sp(2), the underlying Lie
algebra of osp(1|2). The mixed commutators are given by[
x,x2
]
= 0
[
∂x,x
2
]
= −2x
[x,∆] = −2∂x [∂x,∆] = 0[
x,E+ 12M
]
= −x [∂x,E+ 12M] = ∂x,
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which concludes the proof.
Remark 6. The Dirac operator ∂x : P⊗Sm|2n → P⊗Sm|2n or ∂x : P⊗Clm|2n → P⊗Clm|2n is surjective
if m 6= 0. This follows immediately from the fact that the square ∂2
x
= −∆ is surjective on P , which is a
consequence of the surjectivity of the classical Laplace operator.
The null-solutions of the super Dirac operator are called super monogenic functions. The space of
spherical monogenics of degree k is given by
Mk = {p ∈ P ⊗ Sm|2n|Ep = kp and ∂xp = 0}.
The spaces M±k for m = 2d are the monogenic functions of degree k with values in S±2d|2n.
The relation [∂x,x] = −2E−M implies that the equalities
∂xx
2lMk = −2lx2l−1Mk (16)
∂xx
2l+1Mk = −(2k + 2l +M)x2lMk (17)
hold for Mk ∈Mk.
Theorem 5. For Hk, the space of spherical harmonics of degree k on Rm|2n, the decomposition
Hk ⊗ Sm|2n =Mk ⊗ xMk−1
holds if k 6= 1 − 12M . If m is odd this is a decomposition into simple osp(m|2n)-modules. If m is even
(with k 6= 1− 12M) this can be refined to
Hk ⊗ S+m|2n = M+k ⊗ xM−k−1
Hk ⊗ S−m|2n = M−k ⊗ xM+k−1
and if k < 1− 12M or k > 2−M holds these correspond to decompositions into simple osp(m|2n)-modules.
Proof. It is clear that ∂x∂xMk = 0 for Mk ∈ Mk and as a consequence of equation (17) we obtain that
also ∂x∂xxMk−1 = 0 holds for Mk−1 ∈ Mk−1. Equation (17) also implies that Mk ∩ xMk−1 = 0 if
k 6= 1− 12M . Now if k 6= 1− 12M , every harmonic Hk ∈ Hk ⊗ Sm|2n can be written as
Hk =
(
Hk +
1
2k − 2 +M x∂xHk
)
− 1
2k − 2 +M x∂xHk,
which proves Hk ⊗ Sm|2n =Mk ⊗ xMk−1, by applying equation (17).
Since ∂x and E commute with the osp(m|2n)-action on O(Rm|2n) ⊗ Sm|2n, the spaces Mk are
osp(m|2n)-modules. If m is odd k 6= 1 − 12M always holds. Comparison with Lemma 1 and Theo-
rem 3 then shows that for m = 2d+ 1, Mk ∼= K2d+1|2nkǫ1+ωd− 12νn holds and the theorem follows.
The case m = 2d is proven similarly.
The proof of Theorem 5 implies the following corollary.
Corollary 1. The spherical monogenics on R2d+1|2n satisfy
Mk ∼= K2d+1|2nkǫ1+ωd− 12νn
as osp(2d+ 1|2n)-representations. The spherical monogenics on R2d|2n satisfy
M+k ∼= K2d|2nkǫ1+ωd− 12νn and M
−
k
∼= K2d|2n
kǫ1+ωd+νn−1−
3
2νn
if d > n or d ≤ n with k 6∈ [1 + n− d, 1 + 2n− 2d].
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Proof. This is a consequence of the results in Theorem 3 and Theorem 5.
The remaining cases of M±k will be dealt with in Section 6.
Remark 7. In [23] and [22] Gelfand-Tsetlin bases for the spaces of monogenic polynomials on Rm are
constructed. It is an interesting question whether these methods extend to the monogenics on Rm|2n.
In case M 6∈ −2N, the previous results can be used to obtain the Howe duality for super Clifford
analysis.
Theorem 6. The monogenic Fischer decomposition on Rm|2n for m− 2n 6∈ −2N, is given by
P ⊗ Sm|2n =
∞⊕
j=0
∞⊕
k=0
xjMk.
For m = 2d+ 1, this is a decomposition into simple osp(2d+ 1|2n)-modules.
If m = 2d, with d− n > 0, the decomposition into simple osp(2d|2n)-modules is given by
P ⊗ S2d|2n =

 ∞⊕
j=0
∞⊕
k=0
xjM+k

⊕

 ∞⊕
j=0
∞⊕
k=0
xjM−k

 .
Proof. This is a combination of the scalar Fischer decomposition in Lemma 2 and the result in Theorem
5.
The combination of this theorem with equations (16) and (17) implies that the spinor-valued polyno-
mials on R2d+1|2n are isomorphic to an irreducible multiplicity-free direct sum decomposition under the
joint action of osp(1|2)× osp(m|2n). This is given by
P ⊗ S2d+1|2n ∼=
∞⊕
k=0
(
T
1|2
k+d−n+ 12
×K2d+1|2n
kǫ1+ωd−
1
2νn
)
,
with T
1|2
α the irreducible osp(1|2)-representation with lowest weight α.
If d > n, the multiplicity-free irreducible direct sum decompositions on R2d|2n is given by
P ⊗ S2d|2n ∼=
∞⊕
k=0
(
T
1|2
k+d−n ×
(
K
2d|2n
kǫ1+ωd−
1
2νn
⊕K2d|2n
kǫ1+ωd+νn−1−
3
2 νn
))
.
This does not yet correspond to a true Howe duality, because each different representation of osp(1|2)
corresponds to two irreducible osp(m|2n)-representations. As we will see later, the Howe duality splits
into two parts:
P+ ⊗ S+2d|2n ⊕ P− ⊗ S−2d|2n ∼=
∞⊕
k=0
(
T
1|2
k+d−n ×K2d|2nkǫ1+ωd− 12νn− 12 (1−(−1)k)δn
)
and
P+ ⊗ S+2d|2n ⊕ P− ⊗ S−2d|2n ∼=
∞⊕
k=0
(
T
1|2
k+d−n ×K2d|2nkǫ1+ωd− 12νn− 12 (1+(−1)k)δn
)
,
with P± the spaces of polynomials consisting of an even, respectively odd, amount of variables.
In order to discuss the Howe duality further we work with complex Lie superalgebras in the remainder
of this section. As can be seen from the table in [24], the Lie superalgebras osp(1|2;C) and osp(m|2n;C)
are each others centralizers inside the Lie superalgebra osp(m + 4n|2m+ 2n;C). Now we show how we
can realize osp(m + 4n|2m+ 2n;C) on the representation space P ⊗ Sm|2n, which completes the study
of the Howe duality. The classical case of this Howe duality is osp(1|2) × so(m) ⊂ osp(m|2m), see
[25]. The other classical limit is osp(1|2) × sp(2n) ⊂ osp(4n|2n), which has been studied in [21].n [5] as
sl2 × osp(m|2n) ⊂ osp(4n|2m).
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Definition 6. The Lie superalgebra g is generated by the operators
XiXj(−1)([i]+[j])E, 2Xi∂Xj (−1)([i]+[j])E + gji, ∂Xi∂Xj (−1)([i]+[j])E, Bij(−1)([i]+[j])E
for i, j = 1, · · · ,m+ 2n and with Bij the bi-vectors from equation (11) and by the operators
XiEj(−1)([i]+[j])E, Ej∂Xi(−1)([i]+[j])E for i, j = 1, · · · ,m+ 2n.
The gradation on g is induced by |Xj| = (−1)[j] and |Ej | = 1−(−1)[j]. In fact the choice |Xj| = 1−(−1)[j]
and |Ej | = (−1)[j] would have the same resulting gradation on g.
Obviously the realization of the Lie superalgebra osp(1|2) on P ⊗ Sm|2n is embedded in this algebra
g. The operators Kij(−1)([i]+[j])E with Kij given in equation (15) are also inside the algebra g. Since E
commutes with Kij these operators still satisfy commutation relation (6). This realization of osp(m|2n)
on P ⊗ Sm|2n clearly has the exact same properties so we identify this realization with the previous one
studied in the current paper.
The algebra g is defined by operators on P ⊗ Sm|2n and hence P ⊗ Sm|2n is immediately a g-module.
Theorem 7. The Lie superalgebra g from Definition 6 is isomorphic to the Lie superalgebra osp(m +
4n|2m+ 2n) and the representation on P ⊗ Sm|2n is irreducible if m = 2d+ 1,
P ⊗ S2d+1|2n ∼= K2d+1+4n|4d+2+2nωd+2n− 12νn+2d+1
while for m = 2d it decomposes into two irreducible modules as
P ⊗ S2d|2n =
(
(P+ ⊗ S+2d|2n)⊕ (P− ⊗ S−2d|2n)
)⊕(
(P+ ⊗ S−2d|2n)⊕ (P− ⊗ S+2d|2n)
)
∼= K2d+4n|4d+2n
ωd+2n−
1
2νn+2d
⊕
K
2d+4n|4d+2n
ωd+2n+νn+2d−1−
3
2 νn+2d
.
Before we prove this theorem we note that this different behavior for m even or odd corresponds to
the observed properties for the multiplicity-free irreducible direct sum decompositions under osp(1|2)×
osp(m|2n) earlier in this section. Each simple g-submodule of P ⊗ S2d|2n leads to a realization of the
Howe duality osp(1|2)× osp(m|2n).
Proof. The irreducibility and decomposition of P ⊗ Sm|2n as a g-representation follow immediately from
the definition of g and Definition 4.
To prove the claim g ∼= osp(m + 4n|2m + 2n) we restrict to m = 2d, with the case m = 2d + 1
being similar. First of all it is easier to replace the Clifford algebra elements Ej , j = 1, · · · , 2d by their
corresponding Grassmann variables θi, ∂θi , i = 1, · · · , d from Definition 4 and likewise we express Ej , j =
2d+1, · · · , 2d+2n in terms of tk, ∂tk , k = 1, · · · , n. The variables Xj(−1)[j]E, ti and θk(−1)E correspond
to 2d+ n commuting variables and 2n+ d anti-commuting variables such that the commuting and anti-
commuting variables mutually anti-commute. The operators in the definition of g are then exactly the
quadratic elements in the algebra generated by these variables and their partial derivatives which generate
the Lie superalgebra osp(2d+ 4n|4d+ 2n), as in the oscillator realization or super spinor realizations of
orthosymplectic superalgebras, see e.g. [5, 6, 25]. The highest weight then follows immediately from
[6].
The realizations of the Howe duality are thus given by
K
2d+1+4n|4d+2+2n
ωd+2n−
1
2 νn+2d+1
∼=
∞⊕
k=0
(
T
1|2
k+d−n+ 12
×K2d+1|2n
kǫ1+ωd−
1
2νn
)
, (18)
for osp(2d+ 1|2n)× osp(1|2) ⊂ osp(2d+ 1 + 4n|4d+ 2 + 2n) and
K
2d+4n|4d+2n
ωd+2n−
1
2 νn+2d
∼=
∞⊕
k=0
(
T
1|2
k+d−n ×K2d|2nkǫ1+ωd− 12νn− 12 (1−(−1)k)δn
)
and (19)
K
2d+4n|4d+2n
ωd+2n+νn+2d−1−
3
2 νn+2d
∼=
∞⊕
k=0
(
T
1|2
k+d−n ×K2d|2nkǫ1+ωd− 12νn− 12 (1+(−1)k)δn
)
, (20)
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for osp(2d|2n)× osp(1|2) ⊂ osp(2d+ 4n|4d+ 2n) if d > n.
For the sake of completeness, we repeat this main result in the distinguished root system, see [18].
We denote a highest weight representation of osp(m|2n) with highest weight µ with respect to that root
system by L
m|2n
µ . The conversion from one root system to the other is summarized in Section 4 in [6].
Explicitly we have the following:
L
2d+1+4n|4d+2+2n
ωd+2n−
1
2νn+2d+1
∼=
n⊕
k=0
(
T
1|2
k+d−n+ 12
× L2d+1|2n
ωd+νk−
1
2νn
)
⊕
∞⊕
k=n+1
(
T
1|2
k+d−n+ 12
× L2d+1|2n
(k−n)ǫ1+ωd+
1
2 νn
)
,
L
2d+4n|4d+2n
ωd+2n−
1
2 νn+2d
∼=
n⊕
k=0
(
T
1|2
k+d−n × L2d|2nω
d− 1
2
(1−(−1)k)
+νk−
1
2νn
)
⊕
∞⊕
k=n+1
(
T
1|2
k+d−n × L2d|2n(k−n)ǫ1+ωd− 1
2
(1−(−1)k)
+ 12νn
)
and
L
2d+4n|4d+2n
ωd+2n−1−
1
2 νn+2d
∼=
n⊕
k=0
(
T
1|2
k+d−n × L2d|2nω
d− 1
2
(1+(−1)k)
+νk−
1
2νn
)
⊕
∞⊕
k=n+1
(
T
1|2
k+d−n × L2d|2n(k−n)ǫ1+ωd− 1
2
(1+(−1)k)
+ 12νn
)
.
6 The osp(m|2n)-modules of spherical monogenics
In Corollary 1 most of the spaces of spherical monogenics on Rm|2n were identified as irreducible infinite
dimensional highest weight modules of osp(m|2n). In this section we show that in the remaining cases
the corresponding representations are not irreducible. They are still indecomposable highest weight
representations and we determine their decomposition series. An indecomposable representation is a
representation which is not the direct sum of two subrepresentations. First we need the following lemma.
Lemma 5. The space of spherical monogenics Mk on Rm|2n has a multiplicity-free decomposition into
simple so(m)⊕ sp(2n)-modules.
Proof. This can be proven similarly to the corresponding result for the spherical harmonics on superspace,
see [9]. First the decomposition of P ⊗ Sm|2n under the action of so(m)⊕ sp(2n) can be considered. This
corresponds to the Fischer decompositions of R[x1, · · · , xm]⊗ Sm|0 and Λ2n ⊗ S0|2n, which can be found
in [1, 13] and [21]. Each element of P ⊗ Sm|2n can be written in terms of the vector variables on Rm
and R0|2n and the corresponding spherical monogenics. Then it needs to be proven that for each pair
of degrees of the spherical monogenics on Rm and R0|2n there is only one polynomial in the two vector
variables of a fixed degree, such that the product with the monogenics is super monogenic.
An alternative proof is to consider the space Hk ⊗ S+2d|2n, using the decomposition into irreducible
so(2d) ⊕ sp(2n)-modules in Theorem 4 in [9], and the decomposition S+2d|2n = S+2d|0 × S+0|2n ⊕ S−2d|0 ×
S−0|2n, see [6]. Using the well-known classical tensor products for so(2d) and sp(2n) it follows that the
decomposition ofHk⊗S+2d|2n has multiplicities not greater than two. It then remains to be checked that the
representations that appear twice are split up under the decomposition Hk⊗S+2d|2n =M+k ⊕xM−k−1
Theorem 8. For Mk the space of spherical monogenics of homogeneous degree k on R2d|2n with d ≤ n
and 1 + n− d ≤ k ≤ 1 + 2n− 2d, the relations
x2d−2n+2k−1M2n−2d−k+1 ⊂ Mk
and
M+k /(x2d−2n+2k−1M−2n−2d−k+1) ∼= K2d|2nkǫ1+ωd− 12νn
M−k /(x2d−2n+2k−1M+2n−2d−k+1) ∼= K2d|2nkǫ1+ωd+νn−1− 32 νn
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hold. Furthermore M±k is always indecomposable and
M±k ∩
(
x P ⊗ S2d|2n
)
= x2d−2n+2k−1M∓2n−2d−k+1 (21)
holds.
Proof. The first relation follows immediately from equation (17).
For the second relation we take 1 + n− d ≤ k ≤ 1 + 2n− 2d and combine Lemma 1 with Theorem 3
into (
Hk+1 ⊗ S−2d|2n
)
/
(
R2k+2d−2nH1+2n−2d−k ⊗ S−2d|2n
) ∼= K2d|2n
(k+1)ǫ1+ωd+νn−1−
3
2 νn
⊕K2d|2n
kǫ1+ωd−
1
2νn
.
Applying Theorem 5 twice (which is possible since k + 1 6= 1 + n− d and 1 + 2n− 2d− k 6= 1 + n− d)
then yields that this is isomorphic to(M−k+1 ⊕ xM+k ) / (x2k+2d−2nM−1+2n−2d−k ⊕ x2k+2d−2n+1M+2n−2d−k) .
The first relation in the theorem implies that this is isomorphic to
M−k+1/
(
x2k+2d−2n+1M+2n−2d−k
) ⊕ (xM+k ) / (x2k+2d−2nM−1+2n−2d−k) ,
where for k = 1 + 2n − 2d the first quotient is equal to M−k+1 since we consider M+−1 = 0. This then
proves the second part of the theorem by iteration.
Now we prove thatM±k is indecomposable. For k satisfying 1+n−d ≤ k ≤ 1+2n−2d, Lemma 1 implies
that Hk+1 has a non-trivial submodule R2k+2d−2nH2n−2d+1−k. As an so(2d)⊕ sp(2n)-representation the
finite dimensional Hk is completely reducible, hence R2k+2d−2nH2n−2d+1−k has a complement so(2d) ⊕
sp(2n)-module:
Hk+1 = U ⊕R2k+2d−2nH2n−2d+1−k as so(2d)⊕ sp(2n)-representations.
Also as so(2d)⊕ sp(2n)-representations, the equality
U ⊗ S+2d|2n ∼= K
2d|2n
(k+1)ǫ1+ωd−
1
2 νn
⊕K2d|2n
kǫ1+ωd+νn−1−
3
2νn
holds, since U ∼= K2d|2n(k+1)ǫ1 as an so(2d) ⊕ sp(2n)-representation and k + 1 ≥ 1 + n − d, which implies
that Theorem 3 can be applied. This defines two so(2d) ⊕ sp(2n)-subrepresentations V ⊂ xM−k and
W ⊂ M+k+1 such that, as an so(2d) ⊕ sp(2n)-representations V ∼= K2d|2nkǫ1+ωd+νn−1− 32νn holds. Since M
−
k
has a multiplicity-free decomposition into so(2d) ⊕ sp(2n)-representations, this implies that V is the
unique so(2d) ⊕ sp(2n)-complement module of x2d−2n+2kM+2n−2d−k+1 inside xM−k . It remains to be
proved that the decomposition
xM−k = V ⊕ x2d−2n+2kM+2n−2d−k+1
does not hold as osp(2d|2n)-modules. This is equivalent to proving that the decomposition
Hk+1 ⊗ S+2d|2n = x2d−2n+2kM+2n−2d−k+1 ⊕ Z with Z = V ⊕M+k+1
does not hold as osp(2d|2n)-modules.
The highest weight vector of x2d−2n+2kM+2n−2d−k+1 is v+2 ⊗ 1 with v+2 the highest weight vector
of R2n−2n+2kH1+2n−2d−k. This highest weight vector (vector which is annihilated by all positive root
vectors) v+2 ∈ R2k+2d−2nH2n−2d+1−k ⊂ Hk+1 is generated by action of negative root vectors on other
elements of Hk, since Hk is an indecomposable highest weight module. This highest weight vector can
therefore be expressed as v+2 =
∑
i Yiui with ui ∈ U and Yi negative root vectors of osp(2d|2n). This
means that we can write the highest weight vector of x2d−2n+2kM+2n−2d−k+1 as
v+2 ⊗ 1 =
∑
i
Yi(ui ⊗ 1)−
∑
i
(−1)|Yi||ui|ui ⊗ Yi(1).
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Now,
∑
i(−1)|Yi||ui|ui ⊗ Yi(1) ∈ U ⊗ S+2d|2n ⊂ Z and (ui ⊗ 1) ∈ Z as well. If Z is an osp(2d|2n)-module,
then
∑
i Yi(ui⊗1) ∈ Z also holds, which would imply that v+2 ⊗1 ∈ Z which is a contradiction. Therefore
Z is not an osp(2d|2n)-module. The proof for M+k is exactly the same.
Since 2n − 2d − k + 1 ≤ n − d, Corollary 1 implies that x2d−2n+2k−1M−2n−2d−k+1 is an irreducible
subrepresentation. The fact that M+k /x2d−2n+2k−1M−2n−2d−k+1 is irreducible implies that M+k has no
other submodule. Therefore M±k has only one submodule and since M±k ∩
(
xP ⊗ S2d|2n
)
is also an
osp(2d|2n)-module it must be equal to x2d−2n+2k−1M−2n−2d−k+1.
This theorem yields, as a side result, the proof that Theorem 9 in [6] constitutes the complete decom-
position series of the tensor product K
2d|2n
(n−d+1)ǫ1
⊗K2d|2n
ωd−
1
2νn
. This could not be settled in [6] and is stated
in the following corollary, which gives extra information on the exceptional case in Theorem 2 and 3.
Corollary 2. If n ≥ d the tensor products K2d|2n(n−d+1)ǫ1 ⊗ S
±
2d|2n are indecomposable but not irreducible.
The representation has subrepresentations
K
2d|2n
(n−d+1)ǫ1
⊗K2d|2n
ωd−
1
2νn
) V ) K2d|2n
(n−d)ǫ1+ωd+νn−1−
3
2νn
,
with V an indecomposable representation satisfying(
K
2d|2n
(n−d+1)ǫ1
⊗K2d|2n
ωd−
1
2 νn
)
/V ∼= K2d|2n(n−d)ǫ1+ωd+νn−1− 32νn
V/K
2d|2n
(n−d)ǫ1+ωd+νn−1−
3
2 νn
∼= K2d|2n(n−d+1)ǫ1+ωd− 12νn
and the statements for S−2d|2n are similar.
Proof. The identifications S+2d|2n
∼= K2d|2n
ωd−
1
2 νn
and Hn−d+1 ∼= K2d|2n(n−d+1)ǫ1 hold. Corollary 1 shows that
xM−n−d ∼= K2d|2n(n−d)ǫ1+ωd+νn−1− 32νn holds. Then we define V =M
+
n−d+1. Theorem 8 shows that
V/K
2d|2n
(n−d)ǫ1+ωd+νn−1−
3
2νn
∼= K2d|2n
(n−d+1)ǫ1+ωd−
1
2νn
holds. The corollary is therefore proved if(
Hn−d+1 ⊗ S+2d|2n
)
/M+n−d+1 ∼= M−n−d
holds. This identity follows immediately from considering the operator ∂x on Hn−d+1 ⊗ S+2d|2n, since
Im(∂x) =M−n−d while Ker(∂x) =M+n−d+1.
Remark 8. It can be checked that up to an additive constant, the quadratic Casimir operator on
Hk ⊗ Sm|2n is given by the operator x∂x. In particular this shows that whenever Km|2nkǫ1 ⊗ Sm|2n is
completely reducible the Casimir operator has two different eigenvalues which can easily be checked di-
rectly. But it also shows that in case K
m|2n
kǫ1
⊗ Sm|2n is not completely reducible, the Casimir operator is
not diagonalizable.
7 Symmetries of the super Dirac operator
In this section we construct all first order generalized symmetries of the super Dirac operator with scalar
symbol. Generalized symmetries of the super Dirac operator are differential operators D for which there
exists another differential operator δ such that
∂xD = δ∂x
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holds. Such operators clearly preserve the kernel of the Dirac operator. The symmetries which are first
order generate a Lie superalgebra since the composition of two symmetries is still a symmetry and the
super commutator of two first order differential operators is still first order.
We define first order differential operators on O(Rm|2n)⊗ Sm|2n to be elements of the vector space(
O(Rm|2n)⊗ Clm|2n)
)
⊕ (vect(m|2n)⊗ Clm|2n)
with vect(m|2n) the Lie superalgebra of vectorfields on O(Rm|2n), endomorphisms which satisfy the
graded Leibniz rule.
We will find that the first order generalized symmetries with scalar symbol generate the Lie superal-
gebra osp(m+1, 1|2n), which is defined as in Section 2.2 but with a metric such that the orthogonal part
has signaturem+1, 1. Therefore the kernel of the Dirac operator has the structure of an osp(m+1, 1|2n)-
module. We prove that this module is irreducible if m− 2n 6∈ 2− 2N. If m− 2n ∈ 2− 2N it is reducible
but indecomposable and we determine the decomposition series.
In the classical case of the Dirac operator ∂x on Rm, the algebra of first order generalized symmetries
with scalar symbol is isomorphic to the Lie algebra so(m + 1, 1), which is also the algebra of confor-
mal Killing vector fields on Rm. More precisely, the leading term of the generalized symmetries is the
corresponding conformal Killing vector field. This conformal invariance of ∂x follows immediately from
the similarity between the Stein-Weiss construction in [31] and the construction of conformally invariant
first order differential operators by Fegan in [16]. By extending the calculation of Killing vector fields on
Rm|2n in Section 3 of [5] it can be proved that the conformal algebra for Rm|2n is osp(m+1, 1|2n). Again
the leading terms of the generalized symmetries correspond to conformal Killing vector fields. Therefore
we say that the super Dirac operator on Rm|2n is conformally invariant.
To describe the conformal symmetries we introduce the following Kelvin inversion
I : O(Rm|2n0 )→ O(Rm|2n0 ),
with O(Rm|2n0 ) = C∞(Rm0 )⊗ Λ2n, via
(If)(x) = xR−Mf
( x
R2
)
,
where f
(
x
R2
)
should be understood as a finite Taylor expansion in the anticommuting variables, see e.g.
[7] for a very explicit approach to such functions. This Kelvin inversion satisfies I2 = −1 and therefore
is an isomorphism of O(Rm|2n0 ).
Theorem 9. The super Dirac operator on Rm|2n has a Lie superalgebra of generalized symmetries which
is isomorphic to osp(m+1, 1|2n). This realization of osp(m+1, 1|2n) is given by the differential operators
Πj = xÊj +Xj(M + 2E)−R2∂Xj and ∂Xj for j = 1, · · · ,m+ 2n, (22)
2E+M − 1 and Kij given in equation (15).
Proof. As mentioned before the differential operators Kij in equation (15) commute with the Dirac
operator. The partial derivatives ∂Xj clearly also commute with the super Dirac operator ∂x. Next
we prove that the differential operators Πj in equation (22) are generalized symmetries. Therefore we
calculate, using Theorem 4 and Proposition 1
∂xΠj = ∂xxÊj + ∂xXj(M + 2E)− ∂xR2∂Xj
= −x∂xÊj − (2E+M)Êj + Êj(M + 2E) +Xj(M + 2E+ 2)∂x − 2x∂Xj −R2∂Xj∂x
= 2x∂Xj + xÊj∂x +Xj(M + 2E+ 2)∂x − 2x∂Xj −R2∂Xj∂x
=
(
xÊj +Xj(M + 2E+ 2)−R2∂Xj
)
∂x,
which implies that Πj is a generalized symmetry of ∂x. A direct calculation shows that these generalized
symmetries can be written as
Πj = I ◦ ∂Xj ◦ I, (23)
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where I is the Kelvin inversion.
The differential operator 2E+M − 1 is also clearly a generalized symmetry.
Now we define operators Kαβ for α, β = −1, 0, 1, · · · ,m+ 2n with α ≤ β given by:
Kαβ =


E+ M−12 for α = −1 and β = 0
1
2 (Πj − ∂Xj ) for α = −1 and β = j > 0
1
2 (Πj + ∂Xj ) for α = 0 and β = j > 0
and equal to the operators Kij in equation (15) for α, β > 0 and α = i and β = j.
We introduce the metric h ∈ R(m+2+2n)×(m+2+2n) given by
h =

 −1 0 00 1 0
0 0 g


with g the metric in equation (4).
Now we prove that the operators Kαβ satisfy
[Kαβ,Kγδ] = hγβKαδ + (−1)[α]([β]+[γ])hδαKβγ − (−1)[γ][δ]hδβKαγ − (−1)[α][β]hγαKβδ
with [−1] = [0] = 0 and [i] given by equation (3) for i > 0. It is easy to verify [K−1,0,K−1,j] = K0,j,
[K−1,0,K0,j] = K−1,j and [K−1,0,Kij ] = 0. Then we calculate
[∂Xk ,Πj ] = ÊkÊj + gjk(M + 2E) + 2(−1)[j][k]Xj∂Xk − 2Xk∂Xj
= −2
(
Kkj + gjk(E+
M − 1
2
)
)
.
Together with [∂Xj , ∂Xk ] = 0 and [Πj ,Πk] = 0, which is a consequence of equation (23), this leads to the
relations [K−1j ,K−1k] = Kjk, [K0j,K0k] = −Kjk and [K−1j,K0k] = −gkjK−10. To obtain the remaining
commutation relations we need
[∂Xj ,Kkl] = [∂Xj , Lkl] = gkj∂Xl − (−1)[k][l]glj∂Xk ,
which follows from equation (14), and
[Πj ,Kkl] = [xÊj ,Kkl] + [Xj(M + 2E), Lkl]− [R2∂Xj , Lkl]
= x[Êj , Bkl] + [Xj , Lkl](M + 2E)−R2[∂Xj , Lkl]
= x
(
gkjÊl − (−1)[j][k]gljÊk
)
+
(
gkjXl − (−1)[j][k]gljXk
)
(M + 2E)
− R2
(
gkj∂Xl − (−1)[k][l]glj∂Xk
)
= gkjΠl − (−1)[k][l]gljΠk,
where we used equation (12) and the osp(m|2n)-invariance of E, x and R2.
In [8], the action of the complexified osp(m+1, 1|2n)-algebra on scalar functions on Rm|2n is studied.
We note that the action of osp(m + 1, 1|2n) on O(Rm|2n) ⊗ Sm|2n considered in the current paper does
not correspond to a tensor product action of the action of osp(m+1, 1|2n) on O(Rm|2n) with some action
on Sm|2n, contrary to the osp(m|2n)-action.
Now we prove that the symmetries in Theorem 9 constitute all first order symmetries with scalar
symbol.
Theorem 10. Every first order generalized symmetry with scalar highest order term of the super Dirac
operator ∂x on Rm|2n is included in the realization of osp(m+ 1, 1|2n) in Theorem 9.
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Proof. We need to classify all differential operators
D =
m+2n∑
j=1
Fj∂Xj + F0
with Fj ∈ O(Rm|2n) (not all zero) and F0 ∈ O(Rm|2n) ⊗ Clm|2n such that ∂xD = δ∂x for δ another
differential operator. Since ∂x is a homogeneous operator, we can assume that D is homogeneous and
therefore use the notation |D| = |F0| = |Fj |+ [j].
First we restrict to the case F0 ∈ O(Rm|2n). The condition for D to be a generalized symmetry
then becomes ∂x(F0) = 0 (which has to be regarded as an equation in O(Rm|2n) ⊗ Clm|2n, not in
O(Rm|2n)⊗ Sm|2n) and
∑m+2n
k=1 Êk(∂XkFj) = HÊj for some H ∈ O(Rm|2n)⊗Clm|2n. The first condition
implies that F0 is a constant. Since the left-hand term of the second equation is vector valued, HÊj has
to be vector valued, which implies that H is scalar. If follows that (∂XkFj) = (−1)|D|[j]δkjH . Acting with
a second derivative ∂Xi on this identity shows that H is constant and therefore that Fj is an element of
P0 ⊕ P1. This yields the differential operators, (up to additive constants) D = ∂Xj and D = E, which
are included in Theorem 9.
Now we consider F0 ∈
(O(Rm|2n)⊗ Clm|2n) \O(Rm|2n). This leads to ∂x(F0) = 0 and∑
k
Êk(∂XkFj) = HÊj − (−1)[j]|D|ÊjF0
for some H ∈ O(Rm|2n) ⊗ Clm|2n. Only the vector valued term in HÊj − (−1)[j]|D|ÊjF0 can be dif-
ferent from zero and influence Fj , the others therefore have to cancel out between F0 and H and lead
to independent zero-order differential operators which we do not take into account. The non-trivial
contributions of F0 can only come from scalars and bi-vectors, which can be seen from equation (10).
Therefore we can expand F0 in a unique way as F0 =
∑
k,l fklBkl + f0, with f0 ∈ O(Rm|2n) and
fkl = −(−1)[k][l]flk ∈ O(Rm|2n). We obtain, using equation (12), that
HÊj − (−1)[j]|D|ÊjF0 = HÊj − F0Êj +
∑
k,l
fkl[Bkl, Êj ]
= hÊj + 2
∑
k,l
fklgjlÊk
holds, where h = H − F0 again has to be scalar. The conditions on D =
∑
j Fj∂Xj +
∑
k,l fklBkl + f0
then become
∂x(
∑
k,l
fklBkl + f0) = 0 (24)
∂XkFj = hδjk + 2
∑
l
fklgjl (25)
for an arbitrary h ∈ O(Rm|2n).
First we prove that equation (24) leads to the restriction that F0 =
∑
k,l fklBkl + f0 is an element of
(P0 ⊕ P1)⊗ Clm|2n. The equation ∂x(F0) = 0 falls apart into a vector and a tri-vector part,
∂Xkf0 =
∑
j,l
gjl∂Xjfkl(−1)([k]+[l])(|D|+1)]
(−1)[j](|D|+[j])∂Xjfkl = −(−1)[k](|D|+[k])∂Xkflj(−1)[j]([k]+[l]). (26)
¿From the second equation it follows that ∂Xi∂Xjfkl = 0, so fkl is first order and then the first equation
shows that f0 is first order as well.
As a next step we prove that Fj ∈ P2⊕P1⊕P0. The condition ∂XkFj = hδjk+2
∑
l fklgjl with fkl of
degree 1 implies ∂Xi∂Xl∂XkFj = (∂Xi∂Xlh) δjk which yields that h must be of degree 1 and Fj of degree
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2. Equations (24) and (25) show that there is no mixing up of different degrees, i.e. we can consider
Fj ∈ P2, Fj ∈ P1 and Fj ∈ P0 independently. First we take Fj ∈ P0. Equation (25) then implies that
fkl = −hgkl and since fkl = −(−1)[k][l]flk this implies fkl = 0 and we arrive in the case F0 scalar which
is already dealt with. Now assume Fj ∈ P1. Then equation (25) together with the anti-symmetry of fkl
imply that fkl are constants and therefore F0 is constant. It can then easily be checked that exactly the
symmetries Kij = Lij +Bij are obtained.
Finally take Fj ∈ P2. Then h ∈ P1 and up to a choice of coordinates and a renormalization we can
assume h = 2Xl and we study the generalized symmetry D − Πl =
∑
j F˜j∂Xj + F˜0 with Πl defined in
Theorem 9. For this generalized symmetry, equation (25) becomes
∂Xk F˜j = 2
∑
l
f˜klgjl.
The combination of this equation together with equation (26) for f˜kl then shows that ∂Xl∂Xk F˜j = 0
which shows that D = Πl up to zero degree terms.
Since the differential operators in osp(m+ 1, 1|2n) are generalized symmetries of the Dirac operator,
the kernel constitutes a module. In the following theorem we study this kernel M =⊕∞k=0Mk.
Theorem 11. The space of monogenic polynomials M =⊕∞k=0Mk on Rm|2n is a irreducible
osp(m+ 1, 1|2n)-module if m is odd with osp(m+ 1, 1|2n)-action given in Theorem 9. If M is even and
strictly positive, the spaces M+ = ⊕∞k=0M+k and M− = ⊕∞k=0M−k are irreducible osp(m + 1, 1|2n)-
modules. If M = −2p, with p ∈ N, then the spaces M+ and M− are still indecomposable module, but
they have a submodule, given by
p⊕
k=0
M±k ⊕
2p+1⊕
k=p+1
x2k−2p−1M∓2p−k+1 ∼= K2d+2|2d+2ppǫ1+ωd+1− 12 νd+p− 12 (1∓1)δd+p .
Proof. First we consider the case m odd and look at the action of osp(m|2n) →֒ osp(m+1, 1|2n) given by
the operatorsKij in (15). The osp(m+1, 1|2n)-representationM decomposes into irreducible osp(m|2n)-
representations as M = ⊕∞k=0Mk, see Corollary 1. Because of the partial derivatives ∂Xj ∈ osp(m +
1, 1|2n) it is clear that this representation is indecomposable and that each subrepresentation will contain
the scalarsM0. Since we know that Πk11 ∈ Mk the theorem is proved if we can show that Πk11 6= 0 for all
k ∈ N. Because of equation (23) this is equivalent to proving ∂k
X1
xR−M 6= 0, which follows immediately.
For the case m even, the structure of the differential operators in osp(m + 1, 1|2n) shows that M
decomposes asM+⊕M− as representations. We focus onM+, the other case being completely similar.
For any value of M this representation decomposes as
M+ =
∞⊕
k=0
M+k
into indecomposable osp(m|2n)-modules, see Corollary 1 and Theorem 8. The partial derivatives again
imply that M is an indecomposable osp(m + 1, 1|2n)-module and that each subrepresentation contains
the scalars. If M > 0, the proof is the same as in the case M odd.
Now we focus on the case M = −2p. Then we easily find that Πk11 6= 0 if k ≤ 2p+ 1 since xR−M is a
polynomial in X1 of maximal degree 1+2p. So for each subrepresentation U ⊂M+ we find U∩M+k 6= 0 if
k ≤ 2p+1. By considering the smallest osp(m|2n)-subrepresentations of theseM+k according to Corollary
1 and Theorem 8, this implies that
p⊕
k=0
M+k ⊕
2p+1⊕
k=p+1
x2k−2p−1M−2p−k+1 ⊂ U
holds. Next we prove that there can be no other osp(m|2n)-modules included in U than those on the
left-hand in the equation above. Assume M+k ⊂ U for k > p and take an arbitrary Mk ∈ M+k with
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Mk 6∈ xP ⊗ Sm|2n. Then it is obvious that ΠjMk 6∈ x2P ⊗ Sm|2n. Because of equation (21) this implies
that ΠjMk 6∈ xP ⊗ Sm|2n. By induction it follows that all M+k are inside U so U = M. Therefore the
only possible U is of the form
⊕p
k=0M+k ⊕
⊕2p+1
k=p+1 x
2k−2p−1M−2p−k+1.
The last step is to prove that this is actually an osp(m+1, 1|2n)-module. This corresponds to showing
that the action of Πj and ∂Xj stabilizes U . The relations
ΠjM+p ⊂ xM−p and Πjx2i−1M−p−i+1 ⊂ x2i+1M−p−i and Πjx2p+1 = 0,
are consequence of equations (22) and (21) and the corresponding claims for ∂Xj follow similarly. The
identification of the highest weight of this irreducible representation follows easily.
As a side result of Theorem 11 and Corollary 1 we obtain the following branching rule.
Corollary 3. The following branching rule of osp(2d|2d+ 2p) →֒ osp(2d+ 2|2d+ 2p) holds:
K
2d+2|2d+2p
pǫ1+ωd+1−
1
2νd+p
∼=
p⊕
k=0
(
K
2d|2d+2p
kǫ1+ωd−
1
2 νd+p
⊕K2d|2d+2p
kǫ1+ωd+νd+p−1−
3
2νd+p
)
.
Two limit cases are
K
2|2p
(p+ 12 )ǫ−
1
2νp
∼=
p⊕
k=0
(
K
0|2p
νk−
1
2νp
⊕K0|2p
νk+νp−1−
3
2νp
)
for sp(2p) →֒ osp(2|2p) and
K
2d+2|2d
ωd+1−
1
2νd
∼= K2d|2d
ωd−
1
2νd
⊕K2d|2d
ωd+νd−1−
3
2νd
for osp(2d|2d) →֒ osp(2 + 2d|2d).
A method to calculate the highest weights of the first case is explained in [6]. The second one is just a
special case of the equality S+2d|2n ⊕ θd+1S−2d|2n = S+2d+2|2n.
In this section we investigated the first order generalized symmetries of the super Dirac operator with
scalar symbol, which lead to the Lie superalgebra osp(m + 1, 1|2n). This forms but the first step in
the program of determining all (higher order) generalized symmetries of this operator. For the ordinary
Laplace operator on Rm, this problem was solved in the seminal paper [14]. In this case, it turns out
that the higher symmetries constitute the algebra U(so(m + 1, 1))/J with J the Joseph ideal. Some
preliminary results on the higher symmetries of the super Laplace operator are already obtained in [8]. It
is expected that the algebra of symmetries will be U(osp(m+1, 1|2n))/J with J an ideal in the universal
enveloping algebra studied in [8]. The generalized symmetries of the classical Dirac operator are studied
in [15]. It is an interesting open question whether these results can be generalized to the super Dirac
operator, introduced in the present paper.
8 The Fegan classification
In [16], the classification of conformally invariant first order differential operators between functions on
Rm or Sm with values in finite dimensional irreducible so(m)-modules, was obtained. The conformal
symmetries are given by the Lie algebra so(m + 1, 1) which has a Z-gradation so(m + 1, 1) = Rm +
co(m) + Rm, with co(m) = so(m) ⊕ R. There exists such an operator if and only if Lmµ appears in the
decomposition into irreducible pieces of the tensor product Cm⊗Lmλ . This operator D is the composition
of the gradient and the invariant projection Cm ⊗ Lmλ → Lmµ , which is clearly so(m)-invariant. The
tensor product is always multiplicity-free. For each representation Lmµ appearing in the tensor product of
Lmλ , there is a unique conformal weight (character of the one dimensional Lie algebra in co(m)) , making
them into co(m) +Rm-representations, such that the operator D is conformally invariant. In particular,
if the spinor spaces S(±)m are considered, the tensor product contains two irreducible representations, see
Theorem 2. The two invariant first order differential operators then are the Dirac operator, corresponding
to conformal weight 12 (m− 1) and a twistor operator corresponding to conformal weight − 12 .
As has been argued in [6], the natural generalizations of the spinor spaces to the supersetting are
infinite dimensional representations. This has also been justified in this paper by the resemblance between
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the super Dirac operator and the classical Dirac operator. In fact, highest weight representations of
osp(m|2n) corresponding to the double cover of the supergroup are always infinite dimensional due to
the corresponding statement for sp(2n). Therefore a proper generalization of the results in [16] will have
to contain infinite dimensional highest weight representations of osp(m|2n). This was also the case for
the classification in [20]. There an appropriate class of infinite dimensional sp(2n)-representations was
defined and studied.
On superspace, every conformally invariant operator on Rml2n,
D : O(Rm|2n)⊗ Lm|2nλ → O(Rm|2n)⊗ V,
for some osp(m|2n)-module V in particular has to be osp(m|2n)-invariant. By restricting to the first
order polynomials in O(Rm|2n) ⊗ Lm|2nλ and only considering the scalar part inside O(Rm|2n) ⊗ V we
obtain that D reduces to an osp(m|2n)-module morphism
Φ : Cm|2n ⊗ Lm|2nλ → V.
The existence of such a morphism for a representation V is equivalent to the property
V ∼=
(
Cm|2n ⊗ Lm|2nλ
)
/R,
for some osp(m|2n)-module R ⊂ Cm|2n ⊗ Lm|2nλ , which corresponds to Ker(Φ).
As an example of the Fegan classification on superspace we considered the Dirac operator. The corre-
sponding morphism Φ was constructed in Lemma 3. We can consider all the differential operators acting
between O(Rm|2n)⊗S(±)
m|2n and functions with values in some other representation. By the considerations
above, the only candidates are the Dirac operator and the operator corresponding to projection onto the
Cartan product. The case M = m− 2n = 0 is different since Theorem 2 implies that the relevant tensor
product is not completely reducible. The Dirac operator can still be defined for all values of M as the
projection of the gradient on the subrepresentation of the tensor product, isomorphic to a spinor space.
This is done in Definition 5. From Theorem 9 it follows that the super Dirac operator is conformally
invariant and the conformal weight is given by 12 (M − 1), which is the dimensional c ontinuat ion of the
classical value 12 (m− 1).
The question which needs to be explored as part of the Fegan classification in superspace is whether
there is also a conformally invariant differential operator corresponding to the invariant projection of
the gradient onto the Cartan product in Theorem 2. The most interesting case is M = 0. Based on the
osp(m|2n)-invariance and Corollary 2 the only other candidate is
(
C2n|2n ⊗ S±2n|2n
)
/V ±, with V ± defined
in Theorem 2, which however is an indecomposable but reducible representation. The quotient irreducible
representation is not a candidate because
(
C2n|2n ⊗ S+2n|2n
)
/R is never equal to K
2n|2n
ǫ1+ωn−
1
2νn
for any
subrepresentation R ⊂ C2n|2n ⊗ S+2n|2n, as follows from Corollary 2. So either reducible representations
need to be considered or the classification of invariant differential operators will y ield les s operators
than expected.
Keeping in mind the observed dimensional continuation property and the two classical conformal
weights (m − 1)/2 and −1/2, it can be expected that the two conformal weights coincide exactly for
the special value M = 0. This conjecture is also supported by the fact that in the classical case, the
conformal weight can be calculated from the value of the quadratic Casimir operator operator of so(m)
on Lmµ . Since the two relevant subrepresentations of C
2n|2n ⊗ S+2n|2n correspond to one indecomposable
representation V +, they have identical eigenvalues for the Casimir operators of osp(m|2n).
In the classical case, the appearing conformal weights for the differential operators starting from a
certain function space are always strictly different. Because of the arguments above it seems reasonable
that this does no longer hold on superspace and that this is intimately related to the appearance of not
completely reducible tensor products. The results in Remark 8 in case d = n are crucial for this part of
the classification.
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