Abstract. The main problem when solving a Thue equation is the computation of the unit group of a certain number field. In this paper we show that the knowledge of a subgroup of finite index is actually sufficient. Two examples linked with the primitive divisor problem for Lucas and Lehmer sequences are given.
Introduction
Let P be an irreducible form whose degree is at least three, and a a rational number. We are interested in the solution of the Thue equation:
Despite numerous recent improvements, the algorithmic solution of this equation still relies on the algorithm described in [21] .
The method works as follows: the original equation is reduced to a linear unit equation; then one expresses the unit as a product of powers of fundamental units of the associated number field. The coefficients of this decomposition are bounded using Baker's theory of linear forms in logarithms, and the bound is reduced by mean of the continued fractions algorithm or of the LLL lattice basis reduction algorithm. The values within the bound obtained after reduction can be enumerated in several ways.
The "reduction step" and the "enumeration step" have been widely investigated and improved recently; see [2, 3, 14, 19] for details. We shall focus on the initial and "implicit" step, i.e., computing the unit group.
It is well-known [6, 7] that computing a system of fundamental units of a given number field is a hard problem; indeed, it seems to be the major, if not the sole, bottleneck of the method.
We reduce this problem to the problem of computing a system of units which generates a subgroup of maximal rank of the group of units.
Rather than giving yet another account of a general method for solving Thue equations in a slightly more general context, we chose to show two examples which actually occurred during the investigation of the problem of primitive divisors of Lucas and Lehmer sequences. In both cases, it seems almost impossible to obtain 396 GUILLAUME HANROT a system of fundamental units, whereas obtaining a system of units that generates a subgroup of finite index is extremely easy.
Computing a maximal system of units
Computing a system of fundamental units is often a surprisingly difficult task. The currently most popular method, which is due to Hafner and McCurley [9] for quadratic fields and to Buchmann, Cohen, Diaz y Diaz and Olivier [5, 7] for general fields, produces a system of units which is always of maximal rank. Under the assumption of the generalized Riemann hypothesis, it can be proved to be fundamental in decent time.
This system of units can be "certified", i.e., unconditionally proved to be fundamental, but this "certification" process is usually very slow as soon as the invariants of the corresponding number field grow (degree, regulator, . . . ).
In this context, our adaptation of the method allows one to avoid the certification process, and still to obtain unconditional results where one had to assume the generalized Riemann hypothesis.
In the first example described below, the number field involved is of degree 41, and so it seems hopeless to obtain fundamental units by usual methods; however, our number field is a subfield of a cyclotomic field, and the cyclotomic units give us a system of independent units, which is a priori not fundamental.
In the second example, the number field involved can be chosen among 18 different number fields, one of which is of degree 4, another one being of degree 5. But the fundamental units for both of them are very large, and the certification process fails (actually, we stopped the computations after one day, since our method allows us to complete the solution of the corresponding equation in less than 10 minutes).
Note that this method has no analogue for the norm equation, i.e., one still has to determine a complete system of nonassociate solutions of the norm equation modulo the full unit group.
Primitive divisors of Lucas and Lehmer sequences
Let α and β be two algebraic numbers such that α + β (or (α + β) 2 in the case of a Lehmer sequence) and αβ are both rational integers, and α/β is not a root of unity.
The corresponding Lucas sequence (u n ) and Lehmer sequence (v n ) are defined by
A number p is said to be a primitive divisor of a Lucas sequence if p divides u n but p does not divide (α − β) 2 u 2 . . . u n−1 . For a Lehmer sequence, the definition is: p divides u n but not (α 2 − β 2 ) 2 u 3 . . . u n−1 . For large values of n, it is known [17, 18] that the n-th term of any Lucas or Lehmer sequence has a primitive divisor. For small values of n, the problem can be reduced to the solution of Thue equations by the use of the following: Lemma 3.1. Let n > 4, n = 6, 12. Let φ n (X) be the n-th cyclotomic polynomial, Φ n (X, Y ) = X n φ n (Y/X), and P + (n/(n, 3)) the largest prime divisor of n/(n, 3). Then u n has a primitive divisor if and only if Φ n (α, β) = ±1, ±P + (n/(n, 3)).
Proof. See [18, Lemmas 6 and 7] .
Moreover, one has
Since α + β (or (α + β) 2 ) and αβ are rational integers, so is α 2 + β 2 , and the criterion above reduces to the solution of four Thue equations of degree ϕ(n)/2.
Voutier [23] has solved the corresponding equations for n ≤ 30, finding all the sequences for which the n-th term has no primitive divisors. In [3] Bilu and I treated the case n = 67 as an example, and in [4, 10] a few more examples are given. Voutier [24] has recently solved the primitive divisor problem in the case max(log |α|, log |β|) ≤ 4.
The following two sections describe the problem encountered when trying to solve the corresponding Thue equations for n = 83, 4001, namely that the computation of the full unit group turns out to be very difficult, whereas the computation of a subgroup of finite index is relatively easy.
The 83rd term
In this section, we consider the equations
4.1. A preliminary lemma. The field Q cos( 2π 83 ) has degree 41 over Q, which implies in particular that this field is primitive. Thus, we cannot use the method of [4] .
Write the corresponding Thue equations as F (X, Y ) = a, and put g(Y ) = F(1, Y ). The classical method for solving a Thue equation relies on the remark that any "large" solution (x, y) should provide a very good rational approximation to one of the real roots of g. Here is an effective version of this remark. In the following lemma, as in all this paper, Log will be the principal branch of the complex logarithm, i.e., −π < Im Log z ≤ π. Lemma 4.1. Let (x, y) be an integer solution of (2).
(i) If |x| > 1, then for some k 0 ∈ {1, . . . , 41} we have
83
Since |ψ k | ≥ 4 sin(π/83) sin(2π/83), we obtain
, and since for |x| ≥ 3 one has 2.962 · 10 14 /|x| 41 ≤ 1/2, one sees that
For the case k = k 0 , since 1≤k≤41 (y − 2 cos
− 2 cos 2πk 83 
4.2.
Reduction to units. Let M be a complete set of solutions of the norm equations N K/Q (µ) = ±1, ±83 modulo the multiplicative action of the unit group, e.g. M = {1, 2 − 2 cos 2π 83 }. The quantity y − 2 cos 2πk 83 x, the norm of which is equal to a, can be written y − 2 cos 2πk 83 x = µη, where η is a unit and µ is in M . At this point one usually requires that a system η 1 , . . . , η r of fundamental units be known; the equation is then transformed into an exponential one by writing η = ±η b1 1 . . . η br r . One way to avoid the knowledge of the full unit group is to enlarge the set M by considering the set of solutions of the norm equation modulo the multiplicative action of the known subgroup U ; see [15] for instance. We propose here an alternative approach, which we believe is more practical, based on the following remark: for any solution (x, y), there are a unit η in the group U , an element µ of the set M , and an integer b 0 , not larger than the index [U K : U ], such that
Take for U the group generated by the cyclotomic units
It is known that under the generalized Riemann hypothesis, one has U = U K ; see [13] . However, this result relies on Odlyzko's effective version ofČebotarev's theorem, and though more extensive computations have been done since the paper [13] (see [12] ), it does not seem that the use of the generalized Riemann hypothesis can be avoided. Now, there exists an r-tuple (b 1 , . . . , b r ) such that η = η Deriving an upper bound for the index thus means finding a lower bound for the regulator of the field. The large degree of the field prevents us from using ad hoc techniques such as those described in [16] . We shall instead use the bound given in [8] , i.e., R K ≥ 85.4. Computing the regulator of the subgroup generated by the cyclotomic units, we find that b 0 ≤ B := 3.5 · 10 23 .
4.
4. An upper bound for b i . In view of (7), we can rewrite (5) as
be the inverse of the matrix [log |η
l |] (which is invertible, since the units are independent). We obtain 
Let us now pick 1 ≤ k 1 < k 2 ≤ 41, with k 1 and k 2 both different from k 0 . It is easy to see that Ψ = ψ k2 (y − 2 cos x. Since the field is totally real, 1 Ψ b0 = 1 can occur only for Ψ = −1. However, by (6), for |x| ≥ 3, one has |Log Ψ| ≤ 2.26 · 10 −5 .
Hence, since (10) is not −1, we can use the Baker-Wüstholz theorem [1] for the logarithm of the modulus of the b 0 -th power of (10), which is nonzero: it gives a lower bound for the quantity
where Λ = |LogΨ|, namely Λ ≥ exp(−1.41 · 10 257 log max
The upper bound can be expressed in terms of max 0≤i≤41 |b i |; the comparison of these two bounds yields max 0≤i≤41 |b i | ≤ 3.5 · 10 282 . In the sequel, Baker's bound will be denoted by B, whereas the bound on b 0 will still be noted B.
4.5.
Reduction of the bound. The reduction of Baker's bound is the technique that has been the most extensively studied recently. We apply the method of [2] , which is the most efficient, slightly adapted to the present context.
and define
Combining two different conjugates of the inequality (9), namely the ith and the i 0 th, we get
Note that if we use the extreme sides of the inequality (8), we obtain
Now, consider the lattice generated by the columns of the matrix 
with C slightly larger than BB 3 0 , and where for any real x, x = x + 1/2 . The idea of using a "weight" different from 1 when one has better control on one of the variables goes back to [22] . It allows a slightly better reduction, but the main feature of this trick, though, is that the value of C, and thus the precision needed, is significantly smaller.
Let l be the length of the shortest vector of an LLL-reduced basis. The reduction process relies on the following:
Proof. By [11, (1.12)], we know that for any
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Now,
and a similar inequality holds for i 2 , so that one has, if l > 4B 0 , max j∈{i1,i2}
Now one just needs to compare this lower bound with (11) . This concludes the proof.
Two steps of reduction, respectively with C = 3.9 · 10 442 and C = 4 · 10 56 , give max 1≤i≤r |b i | ≤ 5.2 · 10 24 . Further reductions do not significantly improve the bound.
Let B * be the bound for max 1≤i≤41 |b i | after reduction.
Final enumeration.
There are usually several ways to enumerate all the possible (r + 1)-tuples:
• straightforward enumeration of all the possibilities; the number of (r + 1)-tuples to check is (2B * + 1) r B, • intelligent enumeration similar to the one described in [3] ; the number of r + 1-tuples to check is (2B * + 1)B, • sieving, as in [22] .
However, due to the size of the reduced bound, none of these methods can be applied.
It appears that it is possible to avoid enumerating the b i by using Proof. Similar to that of Lemma 4.2, but uses the upper bound (12) instead of (11) at the last step.
Instead of the gigantic bound on B, we get the bound |x| ≤ 50. After enumerating 2 the corresponding values of x, we find out that we have proved Proof. The only solutions of the equation are (0, ±1), (±1, 0), ±(1, 1), ±(1, −1), ±(−1, 2), ±(1, 2), which correspond to pairs (α, β) with α/β a root of unity.
The total computational time for this example (on a PC Pentium Pro 200MHz), using pari version 2.0.2, was 20 minutes.
The 4001st term
In this section, we show that the method of [4] can be adapted along the same lines as the method of the previous section. We shall also see that the problem of computing fundamental units can occur even for very modest examples.
We shall consider the equation
The field L = Q 2 cos 2π 4001 is a cyclic extension of Q, with Galois group
* . Note that z → 3 z defines an isomorphism from Z/4000Z onto G. We will identify G with Z/4000Z.
For any divisor l of [L : Q] = 4000, there exists a unique subgroup lZ/4000Z of G of order l = 4000/l. By Galois theory, the fixed field of this subgroup is the unique subfield K of L of degree l. The action of the Galois group G(L/K) = {τ 1 , . . . , τ l } on L is given by τ j 2 cos 2π 4001 = 2 cos 2π3
The minimal polynomial of a generating element of such a subfield can be derived using elementary Galois theory. See [4] for further details and formulae for a generating element of a given subfield.
Using this procedure, one can exhibit the following "small" subfields
• K, generated by a root of
It is rather easy, using pari, to compute a system of units of full rank 3 for both these fields; however, the regulator of the first system is around 164000, and the regulator of the second one is slightly less than 900000. It is hopeless to certify such a system of units. This shows, for instance, that the Thue equation x 4 + x 3 y − 1500x 2 y 2 + 23756xy 3 − 81536y 4 = ±1 requires the method of the previous paragraph to be solved.
5.1.
A preliminary lemma. In the sequel, α (ik) will denote 2 cos
Let (x, y) be an integer solution of (14) . Put
Note that for τ j ∈ G(L/K) defined as above, with l = 4, one has τ j (α (ik) ) = α (i(k+j)) , which means that G(L/K) fixes ϕ (i) , and, by Galois theory, that ϕ (i) ∈ K. The following lemma is an analogue of Lemma 4.1. The prime 4001 is totally ramified in K. The set M = {1, 664835ν 1 − 43952ν 2 − 4048ν 3 + 4482ν 4 } is a complete set of nonassociate solutions of the norm equations N K/Q (z) = ±1, ±4001.
Just as in the preceding section, we can write ϕ b0 = µ b0 η , where η is in the subgroup of the unit group generated by {η 1 , η 2 , η 3 }.
Using Kant v.1.7, we derive the regulator bound R K ≥ 44.8. Note that the bound actually implemented is not that of [16] , but a much weaker one, so that it is probably possible to improve on 44.8.
Since the regulator of the unit system {η 1 , η 2 , η 3 } is less than 164175, we can assume that b 0 ≤ B := 3664. Now put η = η . By arguments similar to those of the preceding section, we derive the upper bound |b i | ≤ 31.7b 0 log |x| + 3b 0 , as soon as |x| ≥ 3, so that 1/|x| 2000 ≤ 1.6 · 10 82 exp(−63 max 1≤i≤3 |b i |/b 0 ). Now let 1 ≤ i 1 < i 2 ≤ 4, with i 1 and i 2 both different from k 0 . One can prove that for at least one choice of (i 1 , i 2 ) the quantity
is different from 1 (see [4] ).
Moreover, for |x| ≥ 3, by (17) , |Log Ψ| ≤ 5.73 ·10 −347 , hence Ψ = −1. Therefore, we can use the Baker-Wüstholz theorem for the logarithm of the modulus of Ψ b0 , which gives us the lower bound exp(−8.9 · 10 40 log max
The upper bound (17) can be used to derive an upper bound for the same quantity; expressed in terms of max 0≤i≤3 |b i | the comparison of the two bounds yields max 0≤i≤3 |b i | ≤ 1.1·10
45 . The reduction works in a similar way as previously; after two steps one gets max 1≤i≤3 |b i | ≤ 97000. Using a lemma similar to 4.3, one finds out that for any solution (x, y), one has |x| ≤ 2. The corresponding solutions are the same as in Section 4; we have just proved Theorem 5.2. The 4001st term of any Lucas or Lehmer sequence has a primitive divisor.
The total computation took 6 minutes and 30 seconds.
Comparison with the method using the full unit group
One may have expected the method described in this paper to be significantly slower than the method using the full unit group. This is however not the case.
There is only one computational drawback, which occurs during the reduction step. Usually, one needs only to compute one continued fraction expansion (or reduce one lattice) for each value of k 0 . With the present method, the corresponding lattice depends not only on δ i but also on λ i . In section 4, this amounts to reducing one lattice per solution of the norm equation, which is (almost) negligible. In section 5, we have to reduce one lattice per pair (i 0 , k 0 ), i.e. 500 times more than by the classical method. However, the computational time is not at all unreasonable, due to the small dimension of these lattices.
One could also argue that the fact that we obtain a very good bound on |x| whereas we obtain a very bad one on B comes mostly from the fact that we are considering very high degree equations. This does not seem to be the case. For the equation x 4 + x 3 y − 1500x 2 y 2 + 23756xy 3 − 81536y 4 = ±1, we got, by the same arguments, the bound |x| ≤ 16.
It is my belief that this adaptation of the classical method is particularly wellsuited to the solution of Thue equations appearing when one is trying to find out integral solutions of equations y p = f (x) by the so-called "Thue descent". In that situation, the Thue equations one needs to solve are indeed often rather complicated, and the corresponding units are often difficult to compute and still more difficult to certify. See for instance [20] for an example.
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