Abstract-Humans exhibit a wide range of adaptive and robust dynamic motion behavior that is yet unmatched by autonomous control systems. These capabilities are essential for real-time behavior generation in cluttered environments. Recent work suggests that human capabilities rely on task structure learning and embedded or ecological cognition in the form of perceptual guidance. This paper describes the experimental investigation of the functional elements of human motion guidance, focusing on the control and perceptual mechanisms. The motion, control, and perceptual data from first-person guidance experiments is decomposed into elemental segments based on invariants. These elements are then analyzed to determine their functional characteristics. The resulting model explains the structure of the agent-environment interaction and provides lawful descriptions of specific perceptual guidance and control mechanisms.
I. INTRODUCTION
Trained humans are capable of a wide range of highperformance, robust, and adaptive motion behavior that exceeds the capabilities of current autonomous systems. Recent advancements in deep learning demonstrate impressive performance by taking advantage of task structure [1] , but are not yet able to explain the principles underlying the control capabilities. An explicit description of the structural elements that are responsible for this behavior is critical for intelligent machines to be able to interact with human operators, and to be able to verify the performance of a system over a task domain.
The present works seeks to identify specific functional elements in a simulated driving task based on equivalence classes [2] in the human-environment system dynamics. The decomposition is formulated using a hierarchical model for human dynamic motion behavior [3] that divides human motion into fundamental levels of behavior: planning, guidance, and tracking. Experimental data is first decomposed into segments belonging to equivalence classes that correspond to distinct patterns in guidance behaviors. These patterns are referred to as interaction patterns (IP), and have previously been proposed to serve as a unit of organization of behavior. Because IP serve essential function roles in human behavior, they are used here as the unit of analysis [4] .
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mettler@umn.edu over a spatial task domain. A spatial value function (SVF) representation has limitations however: first, an agent using an SVF is only capable of choosing actions within the represented function domain. Second, large spatial domains associated with tasks such as driving or piloting would require impractical amounts of memory and a huge amount of prior experience to adequately learn an SVF. In contrast, humans generate motion behavior in large domains and with a small number of example trials suggesting that they extrapolate using functional principles learned from prior experience.
In this work, motion behavior is decomposed into segments that are functionally equivalent, i.e. share similar perception-action signal relationships, and that have similar sets of active constraints. Prior work modeled planning behavior using subgoals that are defined as spatial constraint transition points [7] , [8] . This concept is extended to suggest that transitions between dynamic perceptual guidance control modes occur when the set of active dynamic constraints changes. In addition, the concept of perceptual guidance [9] emphasizes the importance of the perceptionaction information exchange in human behavior [10] , [11] . This information-based approach suggests that control modes can be identified by unique sets of statistical dependencies between perceptual and action variables.
II. RELATED WORK This section reviews prior work that investigates the structure of human motion guidance behavior and approaches to behavior analysis and segmentation.
A. Constrained Optimal Control
Prior work showed how a constrained optimal control task can be simplified by segmenting it at constraint transition points [8] , [7] . This approach of dividing a continuous control task into a sequence of elements is similar to the maneuver automaton (MA) model [12] , [13] , [14] for motion behavior. A library of maneuver elements simplifies planning by reducing an infinite-dimension trajectory optimization to a finite-dimension planning task that can be solved using dynamic programming. The present work extends the concept of MA to consider guidance elements that incorporate agent-environment interactions including the key functional elements of the perception-action system.
B. Human Motion Guidance
Prior work in cognitive science and control engineering have investigated the cognitive processes supporting the capabilities needed to perform complex spatial tasks.
1) Perceptual Guidance:
Lee's work on perceptual guidance [9] extends earlier ideas by Gibson on perception during locomotion [15] , showing that the instantaneous time to gap closure (Tau) is related to observed biological motion profiles and is readily available in visual cues. Tau provides a simple method to generate actions that satisfy task constraints [16] . Gibson extended this concept with the idea of ecological cognition [17] , suggesting that organisms use their physical situation in the environment to generate motion. Gibson [18] and Warren [19] investigate affordances, suggesting that humans perceive their environment in terms of the results of possible actions. The concept of embodied cognition [20] extends these ideas, saying that the ecological nature of the agent-environment interaction replaces the need for internal cognitive representations of a task.
2) Interaction Patterns: The concept of interaction patterns (IPs) was introduced by Mettler and Kong [4] , [3] for the analysis and modeling of agile spatial guidance behavior. The IPs capture the structure of dynamic interactions and how humans use these properties, in combination with more general characteristics such as invariants and equivalence relations, to help mitigate complexity typically associated with spatial planning and control.
The central role of IPs as units of organization was subsequently used to formulate a hierarchical model that delineates the primary functions and how they are integrated, and details the key sensory and control quantities at each hierarchical control level [2] . The model also resolves the typical gap between discrete planning and continuous guidance and control.
Other applications of this framework over the past five years further validate that emergent patterns in agentenvironment behavior are exploited by human operator [21] , [22] , [23] . These elements represent functional units that can be exploited to provide detailed understanding of the underlying control, perceptual and cognitive functions and their organization.
C. Human Perception
To investigate how guidance behavior elements relate to both optimal control and to perceptual capabilities, it is necessary to understand the sensory functions required for motion guidance. An important aspect of spatial behavior is the perception-action dynamics. Existing models typically focus on a primary control loop (see Warren [10] ), however, as highlighted in the functional model [3] , perception is also a hierarchical process which can be conceived as a multiple-loop system, with specific attentional elements and perceptual functions at each level of the control hierarchy, as described in the hierarchical functional model [2] .
This model was investigated using a remote-control helicopter guidance task [24] . Experimental data was used to identify perceptual functions such tracking and estimating the current position of the aircraft (via smooth pursuits), and measuring gaps between the current position and a goal or obstacle (via saccades). Additional aspects of perception and human gaze behavior were investigated using simulated navigation tasks in an unknown environment [25] .
D. Information Model
More recently, researchers have taken an informationtheoretic perspective on perception and action. Tishby and Polani hypothesize that optimal behavior maximizes both utility and agent-environment information channel capacity and modeled perception and action as a dynamic Bayesian network [11] . Polani also investigated the information processing requirements of biological systems during motion control tasks [26] and concluded that embodied guidance strategies reduce information processing requirements. Additional research further validates that information processing cost, in addition to utility, may shape human and animal control strategies [27] .
E. Structure Learning
One important aspect of learning is the ability to recognize subtasks across a domain for which similar policies apply. Braun et al. [28] describes structure learning as learning to learn, which can be described as extracting invariants across task episodes that allow knowledge to be shared. Interaction patterns described in [4] describe a class of invariant structural characteristics of behavior. In contrast to equivalence concepts used in [4] to identify structure, Van Dijk et al. [29] describe an information-based method for identifying subgoals in a guidance task modeled as a Markov decision process (MDP). The idea is that control actions depend on relevant goal information (RGI). When the agent reaches a subgoal, the relevant goal information rapidly switches, which is reflected in control action.
F. Data Segmentation and Clustering
Extracting structural elements in behavior involves identifying and clustering data segments belonging to similar state subspace manifolds. One approach to this problem is piecewise affine clustering (PWA) [30] , which has been used for surgical skill analysis [21] . The PWA process identifies a linear model describing local windows of data points, then identifies a small number of clusters that represent the data. Other work on surgical skill analysis improves the state estimate by assuming a regular transition sequence across the data and excluding behavioral loops [31] .
One approach to identify signal relationships within a sample window is sparse graphical modeling [32] . Sparse inverse covariance estimate (SICE) uses an optimization procedure to suppresses covariance matrix elements and promote sparsity. For example, Tseng and Mettler [23] applied this SICE to extract sensory-motor patterns from data obtained in a telerobotic search experiment.
III. EXPERIMENTAL SETUP
A. Overview the underlying control and perceptual processes. The firstperson task is created in a simulated 3D environment [33] that allows for precise control of available visual cues, a repeatable environment configuration, and consistent vehicle dynamic response.
1) Experimental Task:
During each task trial, the subject begins at one of 20 start positions and uses a controller to generate commands that move the vehicle to a common goal corridor. The objective in each task is to reach the goal in minimal time while avoiding obstacles. Travel time is displayed to the subject when they reach the goal. The subject is allowed to attempt the task multiple times from each start location until they feel that they have reached their best time. The 3D environment model consists of a flat ground plane and a narrow goal corridor that restricts vehicle direction when it reaches the goal.
2) Data Collection: A Tobii gaze tracking device is used to measure the gaze vector of the subjects during the task. Gaze data is processed to determine which portions of the environment the subject is focusing on and what perceptual functions are important during specific phases of the task. In addition to gaze, the system records vehicle position, velocity, and the subjects' control inputs.
B. Agent-Environment System
The system simulates an ideal unicycle-type vehicle response. The system is constrained to 2D motion, having two control inputs consisting of forward and lateral acceleration. The dynamics are defined in Eqn. 1.
In Eqn. 1, u lat is constrained based on lateral acceleration, u lon ∈ [0, u max ], and k drag is a drag coefficient that provides speed stability. k acc is an acceleration gain that defines the maximum vehicle speed. The resulting system is easily controlled, but incorporates essential constraints present in real vehicles. The lateral acceleration limit reproduces either a limit on aircraft bank angle, or a limit on lateral traction of a wheeled vehicle on slippery surfaces, and requires the subject to plan turns in advance to successfully navigate the course. Symbol Description
Control action. r gaze ∈ R Gaze direction. The human guidance task can be formally defined as a constrained optimal control problem as illustrated in Fig. 2a , consisting of a system model over a state-space domain, X ⊂ R n . Motion of the system is constrained by the dynamics of the vehicle or body,ẋ(t) = f (x(t), u(t), with control input sequence u(t) ∈ U ⊂ R m , for time t ∈ [t 0 , t f ] ⊂ R. The workspace, W ∈ X is a system subspace defining the spatial domain of the vehicle, and includes free space (F ) and environment objects (
polygonal obstacles constituting subsets of the workspace, {C 1 , . . . , C n } ∈ O E . The optimal control objective is to guide a system from an initial state, x 0 ∈ F to a goal set, X g ∈ F , while satisfying system dynamics and spatial constraints, and minimizing some trajectory cost function.
IV. FUNCTIONAL BEHAVIOR MODEL
The perception-action model presumes that agents are embedded in their environment, forming a closed-loop dynamic system, as shown in Fig. 2b . The environment state e ∈ E describes environment objects O i relative to the agent. The function e = h(x) describes the relationship between agent state and environment state, consisting of a transformation into the agent's first-person reference frame. Perceptual mechanisms describe information i that an agent extracts from the environment state using a perceptual function, i = g(e, r gaze ). Perceptual actions include r gaze , eye and head motion, which modulates the perceptual information the agent can obtain from the environment.
In [2] closed-loop agent-environment dynamics are a hierarchical system. In this system, behavior is decomposed into subtasks but also into distinct control and perceptual modes. The agent interaction function describes how an agent chooses control actions u in response to perceptual information, u = k(i). Agent-environment dynamics describe how system state changes in response to control inputs, x = f (x, u). Both of these functions are partitioned into three hierarchical functional levels consisting of discrete task planning, guidance trajectory generation, and regulation of higher-order dynamics (following the hierarchical functional model described in [3] ). The agent-environment interaction functions at each hierarchical level will be described in detail in the next section. The agent-environment system model is:
Kinematics:
In Eqn. 4, a subgoal g k ∈ X is a task state representing an intermediate goal on the solution trajectory ← − s xg , as illustrated by points {g 1 , g 2 } in Fig. 2a . Transitions between subgoals are specified by Φ(g k , π k ), in which g k is the current subgoal and π k is a guidance trajectory moving the system to subgoal g k+1 . A solution trajectory consists of a sequence of segments, ← − s = {π 1 , . . . , π n }. A guidance element π k is a path between start and end task states x p (0) and x(T ) as specified by a reference velocity,
Guidance elements π 0 , π 1 , and π 2 are labeled in Fig. 2a . Finally, vehicle velocity v(t) is modeled by dynamics f (v, u), evolving based in response to control inputs. 4 illustrates two reference frames used to formulate the human guidance task. Reference frame A is centered at the agent position, and is the first-person frame from which visual cues are perceived. G is centered at the goal location, and oriented with the velocity vector at the goal state. The agent must understand how A relates to G to relate perceived cues in the visual field to relevant goal information, and to generate spatial guidance behavior. In the experimental task presented here, the workspace is a 2D, W ∈ R 2 . The agent position x p ∈ W is expressed in polar coordinates as
A. First-Person Task Definition
and the agent initial orientation expressed as ψ 0 , as illustrated in Fig. 4 .
V. GUIDANCE BEHAVIOR DECOMPOSITION

A. Overview
The behavior decomposition is based on two hypotheses about human dynamic spatial behavior: first, that they use a finite number of dynamic control modes to achieve the range of guidance behavior necessary to perform a task. Further, that guidance behaviors display functional equivalence, i.e., mode transitions occur following a specific sequence of sensory and control actions [34] . Such behaviors can be modeled using a finite-state automaton [35] , [13] . The second hypothesis is that dynamic control modes occur within lowerdimension subspaces of the agent-environment state-space.
The dimension of the control manifold can be reduced using different approaches. For example, defining meta-controls [28] , using latent states corresponding to a hierarchical task representation [3] , or with perceptual guidance principles such as Tau theory [9] .
Behavior data decomposition consists of two steps: first dividing behavioral data into functionally equivalent segments and second, clustering the segments into a small number of dynamic control modes that describe the majority of subject behavior. Behavior segments are functionally equivalent if they belong to the same subspace manifold. In this work, functional equivalence between segments is characterized by the set of active constraints and the statistical relationships between unconstrained signals.
B. Constraint Class Identification
The dynamic state of the system is defined as the product set of control inputs, {u lat , u lon } ∈ U and rates, {v, ω} ∈ V, X d = V × U = {u lat , u lon , v, ω}. The dynamic constraint state for a trajectory point is c(
, where c(x) is the constraint state of an individual parameter value x and is defined as:
Three values are used ({−1, 0, 1}) to explicitly account for minimum and maximum constraint activation for a signal being mutually exclusive. Fig. 5b shows a scatter of trajectory points in both a control input and dynamic state domains. Color in both plots indicates the constraint state of the control inputs for that point (u lat in yellow and u lon in blue). Fig. 5a shows the relative frequency for each of the 30 constraint mode clusters. This constraint state definition transforms a trajectory x(t) for t ∈ [0, T ] to a constraint-state trajectory, c(t) ∈ {−1, 0, 1} 4 × T . Fig. 5c shows the constraint state along each recorded trajectory.
C. Spatial Subgoal Identification
Subgoals are important for task planning because they divide the global problem into a set of equivalent local guidance problems. Subgoals in prior work were formalized based on the concept of causal state, which defines the subgoal equivalence used for their identification [4] . This type of subgoal can also be described using the principle of optimality [8] , [7] . From a functional standpoint, they represent transitions between regions that share similar active spatial constraints. This property is less restrictive and relevant for global behavior that hasn't yet converged to some optimal or near-optimal behavior [34] .
A different approach to subgoal identification is based on the concept of relevant goal information [29] and MDP policy options [36] . During guidance, motion can be described as a sequence of perceptual gap closures in the sense of Tau-theory [9] , [37] . Reaching a subgoal corresponds to gap closures, and results in a discontinuity in control actions. In the present study, subgoal locations are estimated using functional properties from constraint class transitions along each trajectory. The hypothesis is that subgoals occur at the transitions from turning to rectilinear motion, because at this transition, c(u lat ) = −1 becomes satisfied. The subgoal equivalence predicts that these constraint transition points correspond to a set of subgoals that are invariant with respect to trajectory start location. Fig. 6a shows that subgoal candidate points form concentric clusters, and occur in areas where multiple trajectories come together.
D. Guidance Behavior and Control Mode Identification
The identified subgoals divide trajectories into segments of guidance behavior. Each segment is an example of continuous, goal-reaching motion in response to perceptual information. The extracted segments are aggregated through rigidbody translation and rotation Fig. 6b shows the resulting segments, with goal velocity in the positive y-axis.
In previous work, this aggregate set of guidance behavior was used to estimate a spatial cost-to-go function [5] and also approximated using Gaussian Process regression [6] as shown in Fig. 6c . In the present work, the aggregate set is decomposed into a repertoire of control modes M based on functional characteristics.
The individual segments are then used to identify the underlying perceptual and control modes and associated mechanisms. Control modes are identified by clustering constraint modes that are functionally similar, in terms active constraints and relationships between free variables. The identified modes are then labeled, for example "turning" or "rectilinear", to produce semantic mode describing the meaning of these actions in the context of the guidance task. 
1) Graphical Modeling:
Graphical modeling is used to determine signal relationships present within each constraint mode. These relationships include known dynamic and kinematic relationships in the vehicle-environment model, as well as perceptual guidance relationships implemented by the human operator. The joint probability distribution between guidance signals is modeled as a Markov random field (MRF), with graph edge weights describing the inverse covariance of the adjacent random variables. A sparse MRF is estimated using the Matlab SLEP package [38] . Fig. 7 depicts graphical models describing the eight most common constraint modes.
2) Control Mode Clusters: Next, constraint classes are clustered to identify a small number of semantic control modes. Class similarity is formulated as a combination of graph edge similarity and constraint mode similarity. Edge similarity is quantified as the Jaccard index of graph edge sets. Constraint mode similarity is the L 1 -norm of the difference between constraint states:
Eqn. 6 is the similarity metric, with weight w defining the trade-off between edge similarity and constraint mode similarity. Constraint modes are clustered using this metric, resulting in five control modes as shown in Fig. (8) .
3) Control Mode Transitions:
The hypothesis is that motion behavior is based on an ideal transition mode sequence that is common across guidance segments, and for which observed mode sequences are a noisy measurement. Observed mode transitions probabilities are depicted as a graph in Fig. 8c . The actual mode transition sequence is considered as a hidden Markov model (HMM) from which the mostlikely sequence of modes is estimated using the Viterbi algorithm, with a transition probability matrix T ∈ R 5x5 and a measurement model, Z ∈ R 5x30 specifying the likelihood of observing each of 30 constraint classes within each control mode. 
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E. Control Modalities
Next, groups of related signals that indicate perceptual guidance relationships are identified in each control mode. Control modes contain common related signal groups, or control modalities, which are of two types: vehicle dynamic modalities that are defined by the vehicle system model, and agent control modalities. Agent control modalities represent perceptual guidance relationships used by the operator to generate guidance behavior. Table I describes four control modalities: steering, speedturnrate, a turnrate-control, and braking-control. The first and last modalities represent perceptual guidance relationships that are implemented by the operator. The second and third are system dynamic relationships, indicating which constraints are currently active.
Rectilinear
Turn Fig. 9 : Control mode sequence.
F. Tau Model of Mode Transitions
The observed control mode transition sequence suggests that guidance behavior can be described as a series of gap closures consistent with Tau theory [9] . Control modes typically proceed in the order: Rectilinear → Turn as depicted in Fig. 9 .
1) Turning Model: During turns, vehicle heading converges to the subgoal heading (ψ → ψ G ), the goal bearing error converges to zero (θ G → 0) and the distance to the subgoal converges to zero (d → 0).
The multiple gap closures such as this can be coordinated by coupling the Tau of the gaps, i.e. τ A = kτ B [37] . This coupling predicts that turning behavior is guided by τ ψ = kτ θG , where τ ψ = ψ/ψ and τ θG = θ G /θ G . The left three plots in Fig. 8d illustrate turning Tau relationships. The third plot shows that τ ψ and τ θ G converge to a linear relationship as they approach zero, consistent with Tau-coupling. This coupling results in linear relationships ψ ≈ 1.76θ G , as shown in the leftmost plot.
2) Rectilinear Model: Prior to starting a turn, vehicle heading is constant, while goal bearing error is decreasing. To determine when turning begins, the agent may use the steering ratio gap. During rectilinear motion, k θ is decreasing until it reaches the desired constant value for the turning mode. This change in steering ratio prior to initiating the turn can be modeled as a gap closure indicating to the agent when to initiate the turn.
VI. PERCEPTUAL BEHAVIOR DECOMPOSITION
The gaze-based approach to perceptual behavior decomposition identifies gaze patterns based on gaze measurements. Gaze behavior is classified into the typical motion types: fixations, smooth-pursuits, and saccades [39] . Prior work studying third-person motion guidance shows that eye motion is associated with two perceptual functional modes: measuring a gap to the goal, and tracking current vehicle position [24] .
A. Gaze Classification
Subject gaze behavior is first decomposed into the three modes using a Markov-based classification algorithm [40] , which produces a sequence of gaze motion segments, separated by saccades: P = {p 1 , . . . , p n } as shown in Fig. 10a .
B. First-person Gaze Functions
From Fig. 10a it is apparent that segments of gaze behavior attend to different features, suggesting that they serve different functions to the agent. The hypothesis for first-person experiments is that gaze segments serve two primary perceptual functions: cue-fixation and trajectory anticipation. Gaze points are classified as cue-fixation or anticipation based on the distance from an obstacle. Cue-fixation segments coincide with environment obstacle boundaries. Trajectory anticipation gaze segments do not attend to obstacle boundaries, and appear to project along the agent's future path. Fig. 10a illustrates two representative trajectories showing the gaze points mapped onto the 2D workspace.
To evaluate how well trajectory anticipation gaze predicts future agent behavior, the principal covariance direction of each gaze cluster is compared with the velocity direction at the nearest corresponding point along each trajectory. Fig. 10c shows the heading time-history of three example trajectories, along with the heading of each gaze cluster. Fig. 10d shows the correlation (ρ = 0.76) across all trials for this subject, suggesting that subjects use a predictive function to anticipate the future trajectory. A key point is that anticipatory gaze motion requires the agent to transform points in their visual field into the global task domain. This gaze behavior also demonstrates that trained operators have an accurate predictive model of guidance behavior.
VII. CONCLUSIONS
A. Specific Insights
This analysis validates specific hypotheses on human guidance behavior: first, that humans learn and use a small set of guidance modes to support necessary environment interaction. Results show that the majority of observed behaviors can classified as one of five control modes. These results extend previous work that classified behavior using piecewise affine identification [21] by showing that control modes can be defined by the set of active constraints. The second insight is that gaze motion during a guidance task can be classified into trajectory anticipation and cue fixation perceptual functions. Each function provides perceptual information to the agent, and defines a gaze motion profile. This extends work that previously identified similar perceptual functions in third-person helicopter control [24] .
B. Applications
The understanding provided by the decomposition and modeling of human interaction patterns are relevant to applications in human-machine systems and autonomous motion guidance systems. First, this decomposition suggests an autonomous guidance approach that consists of deploying sequences of control modes. Each control mode may be selected based on specific task requirements. Second, perceptual guidance strategies, by providing a link between perceived quantities and actions, provide a means to evaluate and trade-off risk vs. performance. Finally, perceptual guidance strategies can be used as a perceptual filter to identify features in the environment most important to the current task and filter out irrelevant background information. These approaches would allow an autonomous system to transparently share information with a human operator, increasing situational awareness and allowing more natural interaction than existing approaches.
C. Future Work
This work identifies perceptual guidance relationships and mode switching sequences in human behavior, and suggests that these perceptual guidance modes may optimize either utility or an informational quantity such as empowerment, linking them to perception. Future work will investigate if the identified perceptual guidance relationships do satisfy or optimize some expected human motivational factors.
The present work identified two perceptual gaze functions, but future work is required to understand the switching process between these functions. The experiments in the present work require subject to acquire only basic visual information to perform successfully. A topic of future work will be to understanding how attention is focused to relevant guidance information during higher-performance tasks in natural cluttered task environments. 
