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Введение
Количество и многообразие комбинаторных алгоритмов, постоянно воз­
никающих в теоретической информатике и ее приложениях, вызывают есте­
ственное стремление систематизировать и унифицировать этот массив, раз­
работать универсальные алгоритмы, не зависящие от частных особенностей 
той или иной задачи. Один из возможных путей сделать это -  комбинаторная 
задача CSP1, а также связанная с ней задача CSP о подсчете решений, обо­
значаемая #C SP. В задаче CSP требуется выяснить, выполнима ли в данной 
модели диофантова формула2, т. е. экзистенциальная формула первой ступе­
ни, бескванторная часть которой является конъюнкцией атомарных формул; 
соответственно в задаче t^ CSP  требуется найти число выполняющих присваи­
ваний. В другой, эквивалентной, формулировке требуется определить, суще­
ствует ли гомоморфизм между двумя конечными моделями и соответственно 
число таких гомоморфизмов. Хотя эти задачи составляют лишь малую часть 
многих известных комбинаторных задач, в последнее десятилетие стало яс­
но, что они занимают особое место в теоретической информатике и смежных 
областях.
Изучение задачи t^CSP является составной частью исследования задач 
о подсчете числа решений комбинаторных задач, инициированного Валиан- 
том [1 ,2 ]. С другой стороны, поскольку практически все классические задачи 
о подсчете решений, такие, как ^-В ы полним ость , ^ - С о ч е т а н и я  в  г р а ­
ф е , Н а д е ж н о с т ь  г р а ф а ,  П е р м а н е н т ,  А н т и ц е п ь ,  # Н - Р а с к р а с к а  г р а ­
ф а  и др., естественным образом представимы в виде частных случаев задачи 
#C S P, эта задача отражает в себе состояние всей области.
Исследования, связанные с задачей t^ CSP, можно сгруппировать в три 
взаимосвязанных направления. Первое из них условно назовем сложностью
* Работа выполнена при поддержке межвузовской научной программы «Университеты 
России» (проект № 04.01.437) и президентской программы поддержки ведущих научных 
школ Российской Федерации (проект НШ-2227.2003.1).
хОт английского «Constraint Satisfaction Problem»; в немногочисленных русскоязычных 
работах по этой проблематике встречается такж е название «Обобщенная выполнимость».
2Такие формулы называются такж е примитивно позитивными.
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ограниченных задач т^СЭР. Общая задача т^СЭР является т^Р-полной3, по­
этому естественными являю тся попытки изучения некоторых подзадач этой 
задачи с целью описать те из них, которые могут быть решены за полино­
миальное время. Данное направление представлено работами [3-10]. Второе 
направление нацелено на поиск алгоритмов, большей частью приближенных 
и /или  вероятностных, для решения частных задач т^СЭР. К ак правило, та­
кими задачами являю тся задачи из теории графов. В данном направлении 
следует упомянуть работы [11-15]. Наконец, заметим, что число гомоморфиз­
мов из данной конечной модели в некоторую фиксированную модель может 
рассматриваться как некий числовой параметр, связанный с моделью. Таким 
образом, третье направление изучает вопрос о том, какие числовые парамет­
ры могут быть представлены в такой форме. Пионерские работы в данном 
направлении принадлежат Ловашу [16].
Д анная статья представляет собой краткий обзор результатов о задаче 
7^  С ЭР, инспирированный недавним прогрессом в изучении сложности подза­
дач этой задачи. Упомянутый прогресс стал возможен благодаря открытию 
новой связи между сложностью задачи ^  С ЭР и универсальной алгеброй. Та­
ким образом, мы в основном сосредоточиваемся на первом из перечисленных 
направлений. Однако для полноты картины мы также затронем два других 
направления. Больш ая часть приводимых результатов опубликована, два ре­
зультата (следствие 3.2 и теорема 3.7) сообщаются здесь впервые.
В разделе 1 даны необходимые определения, а также приведен ряд при­
меров задач, выразимых в виде задачи т^СЭР. В разделах 2 и 3 мы даем 
обзор результатов о сложности подзадач задачи ^  С ЭР, полученных с по­
мощью ограничений различных типов, а также описываем связь сложности 
подзадач такого типа со свойствами конечных алгебр. Наконец, в разделе 4 
перечислены результаты Ловаша, а также основные результаты, связанные с 
приближенным решением задач ^  С ЭР.
1. О пределения и примеры
1.1. Задача # С в Р
Существует несколько эквивалентных определений задачи СЭР о подсче­
те решений. Наиболее удобным для нас является определение с помощью 
гомоморфизмов конечных моделей. Напомним, что сигнатурой  называется 
конечное множество реляционных символов {gi \ г С /} , каждый из которых 
имеет фиксированную арность. Моделью  сигнатуры {рг | я Е /}  называет­
ся пара % =  {Н ]{о ^  | г Е /} ), где Н  -  непустое множество, а каждое из
3Определение см. в п. 1.2.
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д ^  является отношением на Н , имеющим ту же арность, что и символ дд 
Пусть Я^Я -  модели одинаковой сигнатуры {д1 \ г С /} . Гомоморфизмом 
из Я в ГС называется отображение р: (7 —>► Н  такое, что для каждого от­
ношения д^ модели 0  и каждого кортежа (а[1],..., а[ш]) С д^ выполняется 
(^ ( а [ 1 ] ) , . . . ,Д И ) )  е  0й .
О пределение 1 .1 . Задача т^СБР -  это задача; в которой по данной па­
ре Я, Я  моделей конечной сигнатуры требуется определить, сколько суще­
ствует гомоморфизмов из Я в Я .
Пусть б  и -  классы конечных моделей. Через # С Э Р (б ,Д )  обознача­
ется множ ество частных задач СБР, в которых условием являет ся пара 
Я ,Я  такая; что Я С б ; % С $).
Если $ ) ( & ) -  класс всех конечных моделей; то мы пишем  С Э Р(*,5з) 
[соответственно # С Э Р (б ,* )]  вместо # С Э Р (б ,Д ) .
Если $ ) ( & ) -  одноэлементный класс, состоящий из модели % [соответ­
ственно Я]; то мы пишем  # С Э Р (* ,/Н) [соответственно #СЭР(£/,*)].
Пример 1.1 (#/с-Выполнимость [1,2,5,17]). Условием задачи ^ - В ы п о л ­
ним ость служит формула логики высказываний в конъюнктивной нормаль­
ной форме, каж дая элементарная дизъюнкция которой содержит точно к ли­
тералов. Спрашивается, сколько существует наборов значений переменных, 
при которых формула истинна. Нетрудно видеть, что эта задача эквива­
лентна задаче # С Э Р (* ,5 ) , где 5  =  ({0,1}; щ , . . . ,  £>2*0> а > 92к ~ наборы
выполняющих присваиваний для каждой из 2к возможных элементарных 
дизъюнкций длины к. Хорошо известно [1,2], что ^/с-В ы полним ость т^Р- 
полна для любого к > 2 .
П р и м е р  1.2 ( ^ Т / ’- Р а с к р а с к а  ГРАФА [8,18,19]). Пусть Н  -  (ориентирован­
ный) граф. В задаче ^ Т / ’- Р а с к р а с к а  ГРАФА требуется найти число гомомор­
физмов из данного граф а (7 в Н . Д ля (ориентированного) граф а % =  (V; Е) 
задача # 7 7 - Р а с к р а с к а  г р а ф а  эквивалентна задаче # С Э Р (*,% ), если % рас­
сматривается как модель с одним бинарным отношением.
Пример 1.3 ( А н т и ц е п ь  [20]). В задаче А н т и ц е п ь  дано конечное частич­
но упорядоченное множество V  =  (Т*;<); требуется найти число антицепей 
в нем. Эта задача может быть представлена в виде задачи ^ С Б Р  следую­
щим образом. Пусть Я ^ -  естественный порядок на множестве А  =  {0,1}, 
т. е. Я ^ =  {(0, 0), (0,1), (1,1)}. Тогда число антицепей в V  равно числу го­
моморфизмов из V  в А  =  (А; 7?Д . Чтобы показать это, заметим, что для 
каждого гомоморфизма р  если р(а) =  1 и а < 6 , то р(Ь) =  1. Таким образом,
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множество Р у  =  { а  Е Р  \ <р(а) =  1} является фильтром Р ,  а следовательно 
ср взаимно однозначно соответствует антицепи, состоящей из минимальных 
элементов Р .
С д р у г о й  с т о р о н ы ,  к а ж д а я  ч а с т н а я  з а д а ч а  #С Э Р (* ,Л ) с в о д и м а  к  ч а с т ­
н о й  з а д а ч е  А н т и ц е п ь , х о т я  и  б о л е е  с л о ж н ы м  о б р а з о м :  д л я  з а д а н н о й  м о д е ­
л и  ^  =  (б?; Р )  с е д и н с т в е н н ы м  б и н а р н ы м  о т н о ш е н и е м  н у ж н о  р а с с м о т р е т ь  
р е ф л е к с и в н о - т р а н з и т и в н о е  з а м ы к а н и е  Р ,  к о т о р о е  я в л я е т с я  к в а з и п о р я д о м  н а  
(7; у с л о в и е м  с о о т в е т с т в у ю щ е й  з а д а ч и  А н т и ц е п ь  с л у ж и т  ч а с т и ч н о  у п о р я д о ­
ч е н н о е  м н о ж е с т в о  с и м м е т р и ч н ы х  б л о к о в  э т о г о  к в а з и п о р я д к а .
Пример 1.4 ( # Л и н е й н ы е  у р а в н е н и я  [17]). В этой задаче дана система 
линейных уравнений над конечным полем С Р(п), требуется найти число 
решений системы. Легко видеть, что данная задача эквивалентна задаче 
# С Э Р (* ,£ ) , где £  -  класс моделей конечной сигнатуры с носителем С Б(п), 
отношения которых представимы в виде гиперплоскостей в конечномерных 
линейных пространствах над С ¥(п).
1.2. Классы слож ности и сводимости
Классы сложности для задач о подсчете решений аналогичны классам 
сложности задач распознавания. Так, класс РР  состоит из всех задач, решае­
мых за полиномиальное время. Однако чтобы определить класс, соответству­
ющий КР, нам потребуется следующее представление класса КР. Пусть X -  
конечный алфавит, X* -  множество всех слов над X. Бинарное отношение Я  
на X* называется полиномиально сбалансированным , если существует поли­
ном р  такой, что для любого (и, у) Е Я  справедливо ф| < р(\и\); отношение 
Я  называется полиномиально разрешимым , если существует детерминиро­
ванная машина Тьюринга Т, которая для любой пары (и, у) Е X* х X* за 
полиномиальное время решает, принадлежит ли данная пара отношению Я. 
Класс К Р состоит из всех языков Я над конечным алфавитом, для которых 
существует полиномиально сбалансированное и полиномиально разрешимое 
отношение Я  такое, что Я =  {и \ (и, у) Е Я}. Каждой задаче распознавания 
Я из класса К Р можно поставить в соответствие задачу о подсчете числа 
решений следующим образом. Пусть Я  -  соответствующее Я полиномиально 
сбалансированное и полиномиально разрешимое отношение. Тогда в задаче 
фЯ  для данного и требуется найти число ф и  элементов в {у \ (и ,у) Е Я}. 
Очевидно, фЯ  зависит также от выбора отношения 7?, однако во всех случа­
ях, с которыми мы будем иметь дело, этот выбор является в определенном 
смысле наиболее естественным. Задачи вида фЯ  для всевозможных Я ЕКР 
образуют класс т^Р.
Существуют два основных типа сводимости между задачами о подсчете 
числа решений. Скупой сводимостью  задачи фЯ  над алфавитом X к зада­
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че ф М  над алфавитом 0  называется полиномиально вычислимая функция 
/ :  X* —>► 0* такая, что ф и  =  ф /(и )  для всех и G Е*. Задача ф Ь  сводится 
к ф М  по Тьюрингу , если существует решающая ф Ь  машина Тьюринга, ис­
пользующая ф М  в качестве оракула и работающая полиномиальное время 
(каждый вызов ф М  считается одним шагом). Однако ни один из этих типов 
не может быть признан удовлетворительным. Скупая сводимость слишком 
слаба и не позволяет выяснить сложность многих задач, представляющих 
практический интерес. Сводимость по Тьюрингу слишком сильна и позволя­
ет сводить к задачам из фР  задачи, там не содержащиеся [21]. Тем не менее 
сводимость по Тьюрингу является наиболее используемым типом сводимости 
при изучении задач о подсчете числа решений. Мы также будем использовать 
этот тип сводимости. Задача называется #Р -т рудной , если любая задача из 
ф Р  сводится к ней. Отметим, что т^Р-трудными могут быть и задачи о вычис­
лении функций, не являющиеся задачами о подсчете числа решений. Задача 
называется #Р -полной , если она т^Р-трудна и содержится в т^Р.
Кроме точных детерминированных алгоритмов в задачах о подсчете ре­
шений широко используются приближенные и /или  вероятностные алгорит­
мы. Следующие понятия часто рассматриваются в качестве одних из наилуч­
ших моделей практически реализуемых вычислений. Говорят, что задача L  (о 
подсчете решений) решается вполне полиномиальной приближ енной схемой 
(ВППС), если существует такой алгоритм А , что для любого входа х  задачи 
L  и любого неотрицательного числа е выполняется неравенство
\ ф х - А { х ) \
# х
где ф х  обозначает точное решение задачи L  для входа ж, и А  полиномиа­
лен относительно длины х  и величины 1/е. Говорят, что L  решается вполне 
полиномиальной вероятностной приближ енной схемой (ВПВПС), если су­
ществует вероятностный алгоритм А  с теми же свойствами, что и для ВППС, 
но неравенство верно с вероятностью не меньше 1/3.
Точное определение класса задач (не только о подсчете решений, но и, 
более общо, о вычислении функций), решаемых с помощью ВПВПС, дано 
в [22]. Нам потребуется также класс RP всех задач распознавания, решаемых 
за полиномиальное время с помощью вероятностного алгоритма.
Основными проблемами, которые мы обсуждаем в данной статье, являю т­
ся характеризация задач CSP о подсчете числа решений, принадлежащих FP, 
Т^Р-полных, а также решаемых с помощью ВПВПС. Если для первых двух 
проблем получены достаточно серьезные продвижения, то в поиске ВПВПС 
прогресс не столь значителен. Основные результаты в этой области заклю ча­
ются, как правило, в нахождении таких алгоритмов для конкретных задач.
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2. Задачи вида ДСЭР(б,*)
Нам потребуется несколько дополнительных определений. Пусть 
-  конечная модель. Графом Гаифмана <3 называется 
граф  Сг(£/), множеством вершин которого является 67, а вершины а , 6  Е С 
смежны тогда и только тогда, когда а, Ь принадлежат одному и тому же 
кортежу какого-либо из отношений , . . . ,  .
Далее, напомним, что древесным разбиением  граф а 67 =  (V, Е) называется 
разбиение множества его вершин {С ш | гг Е ИД, индексированное вершинами 
некоторого дерева Т  =  (\¥, I)) и удовлетворяющее следующим двум услови­
ям: для любого ребра (а, 6 ) Е Е  найдется гг Е ТН такая, что а, Ь Е 6Д,; если 
а Е Су П (7^, то а принадлежит 6Д для всех вершин и, лежащих на пути от V 
к гг. Ш ириной  древесного разбиения называется размер наибольшего блока 
разбиения. Граф  имеет ширину к, если существует его древесное разбиение 
ширины к.
Следующая теорема исчерпывающе характеризует задачи вида ДСЭР(б, *), 
решаемые за полиномиальное время.
Теорема 2.1 (Далмау, Йонссон [6]). Задача ДСЭР(б,*) принадлеж ит ЕР  
тогда и только тогда, когда существует к такое, что граф Гаифмана лю ­
бой модели из б  имеет древесную ш ирину к.
3. Задачи вида ДСЭР(*,Д)
Этот раздел посвящен результатам, показывающим, что каж дая задача 
вида ДСЭР(*, Д) либо принадлежит ИР, либо ДР-полна, а также результатам, 
устанавливающим критерий полиномиальной разрешимости таких задач.
Первым результатом в этом направлении явилась характеризация двух­
элементных тДполиномиальных моделей.
Теорема 3.1 (Кренью, Херрман [5,17]). Задача Д С Э Р (* ,%) для двухэлемент ­
ной модели % принадлеж ит Г Р  тогда и только тогда, когда каждое отно­
шение из % являет ся множ еством решений некоторой системы линейны х  
уравнений над СР(2). В противном случае эта задача #Р-полна.
Д р у г и м  з н а ч и т е л ь н ы м  д о с т и ж е н и е м  н а  э т о м  п у т и  с т а л а  с л е д у ю щ а я  т е о ­
р е м а ,  о п и с ы в а ю щ а я  н е о р и е н т и р о в а н н ы е  г р а ф ы  В , д л я  к о т о р ы х  з а д а ч а  Д Н - 
Р а с к р а с к а  ГРАФА м о ж е т  б ы т ь  р е ш е н а  з а  п о л и н о м и а л ь н о е  в р е м я .  Рефлек­
сивным  м ы  н а з ы в а е м  г р а ф ,  у  к о т о р о г о  к а ж д а я  в е р ш и н а  и м е е т  п е т л ю .
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Теорема 3.2 (Дайер, Гринхилл [8 ]). Задача ДГ7-Р а с к р а с к а  для неориен­
тированного графа Н  мож ет быть решена за полиномиальное время тогда 
и только тогда, когда каждая компонента связности Н  есть либо изоли­
рованная вершина, либо полный двудольный граф без петель, либо полный 
рефлексивный граф. В  противном случае эта задача #Р-полна.
К сожалению, методы, использованные Кренью и Херрманом, а также 
Дайером и Гринхилл, годятся лишь в случае двухэлементных моделей и 
неориентированных графов. В общем случае нужна более мощная техника, 
которая описана в следующем разделе.
3.1. Задача #С Б Р  и конечные алгебры
Прежде всего мы покажем, что каждой конечной модели И  может быть 
сопоставлена конечная алгебра таким образом, что сложность задачи 
Д С Э Р Д ,?/) полностью определяется свойствами этой алгебры. Напомним, 
что операция / ( я д , . . . ,  жп) сохраняет  отношение д (говорят также, что д 
инвариантно относительно / ,  а /  есть полиморфизм  р), если для любых 
3.1, . . . ,  а п С р, кортеж / ( а ^  . . . ,  а п), где /  действует покомпонентно, также 
содержится в д. Д ля множества операций С  и конечной модели И  =  (Н ; |
г Е I} )  множество всех отношений, инвариантных относительно операций из 
(7, обозначается через 1п у (С), а множество всех операций, сохраняющих все 
отношения из {д1 \ г Е /} , -  через Ро\{%). Наконец, через А ц  обозначается 
алгебра (Н ; Ро\(П)).
Теорема 3.3 (Булатов, Далмау [3]). Пусть Я ,Н  -  конечные модели, имею­
щие один и тот же носитель, и такие, что Ад являет ся редуктом А ц .  
Тогда Д С Э Р Д ,?/) сводима по Тьюрингу к #С Э Р(*,£/).
Теорема 3.3 позволяет сформулировать понятие тДполиномиальной ал­
гебры. Алгебра А называется Д -полиномиальной , если для каждой конечной 
модели И  такой, что А является редуктом А%, задача Д С Э Р(* ,/Н) может 
быть решена за полиномиальное время. Алгебра А называется #Р -полной , 
если существует конечная модель И  такая, что Д С Э Р(* ,/Н) ДР-полна и А 
является редуктом А ц .
Свойство Д-полиномиальности выдерживает многие стандартные алгеб­
раические манипуляции.
П редлож ение 3.1 (Булатов, Далмау [3]). Пусть А  -  конечная алгебра, Ш, 
С, Ап -  ее подалгебра, гомоморфный образ и п -я  прямая степень соответ­
ственно. Если алгебра А  являет ся # -полиномиальной, то алгебры Ш, С, Ап 
такж е # -полиномиальны. Если  В, С или Ап являю т ся #Р -полны м и, то 
алгебра А  такж е #Р-полна.
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Предложение 3.1 влечет, что Д-полиномиальность -  это свойство много­
образий алгебр.
Следствие 3.1. Пусть 21 -  многообразие, порожденное конечной алгеброй 
А. Если  А являет ся # -полиномиальной, то любая конечная алгебра из 21 
такж е # -полиномиальна. Если  21 содержит конечную #Р -полную  алгебру, 
то сама алгебра А являет ся #Р-полной.
Напомним, что полным идемпотентным редуктом  алгебры А =  (А ; С ) 
называется алгебра И (А) =  (А;СД), где СД обозначает множество идемпо- 
тентных термальных операций А.
П редлож ение 3.2 (Булатов, Далмау [3]). Конечная алгебра А являет ся  Д- 
полиномиальной [#Р-полной\ тогда и только тогда, когда И (А) являет ся  
# -полиномиальной [#Р -полной ].
3.2. Критерий # -полиномиальности
Из следствия 3.1 вытекает, что тДполиномиальность алгебры должна 
определяться некоторым набором тождеств. Одно из таких тождеств давно 
известно. Тернарная операция /  называется мальцевской , если она удовле­
творяет тождествам
/(ж , у, у) = / (у ,  у, х) = X.
Отметим, что наличие мальцевского терма в алгебре эквивалентно конгруэнц- 
перестановочности многообразия, ею порождаемого.
Первое необходимое условие Д-полиномиальности мы приведем, исполь­
зуя следующую задачу ДСБР. Пусть д -  бинарное рефлексивное, но не сим­
метричное отношение на конечном множестве Н , содержащем не менее двух 
элементов; пусть также И  =  (Н ;д) -  соответствующая модель. Нетрудно 
видеть, что задача Д С Э Р(* ,/Н) является обобщением задачи А н т и ц е п ь  и з  
примера 1.3.
П редлож ение 3.3 (Булатов, Далмау [3]). Задача Д С Э Р (* ,%) являет ся # Р -  
полной.
Теперь мы воспользуемся следующим результатом.
Теорема 3.4 (Хагеман, Мичке [23]). Д л я  многообразия 21 и числа п следую­
щие условия эквивалентны.
(1) Существуют термы р \(х , у, г ) , . . .  ,р п (х, у, г) такие, что 21 удовлетво­
ряет тож дествам (а) х  =  р \(х , у, у), (Ъ) р ф х ,х ,у )  =  р ^ \ ( х , у , у )  для 
каждого г, (с) рп ( х ,х ,у )  =  у.
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(2 ) Д л я  любой алгебры А =  (А ; 7Д С 21 и произвольного рефлексивного от­
ношения Я  С \rivF выполняется условие Я ~ 1 С Я п .
Заметим, что при п  =  1 отношения из третьего условия теоремы 3.4 -  
это в точности рефлексивные, но не симметричные отношения; а (единствен­
ный) терм из второго условия -  это мальцевская операция. Таким обра­
зом, из теоремы 3.4 и предложения 3.3 вытекает необходимое условие Д- 
полиномиальности алгебры.
Теорема 3.5. Каж дая конечная # -полиномиальная алгебра являет ся маль- 
цевской.
Однако, как показывает следующий пример, это условие не является до­
статочным.
Рис. 1
Пример 3.1. Рассмотрим задачу # Д " - Р а с к р а с к а  г р а ф а ,  где Н  -  граф, 
изображенный на рис. 1. Заметим, что вершины Н  расположены на трех 
уровнях, которые мы будем называть нижним, средним и верхним. Опреде­
лим тернарную операцию, сохраняющую i7, в два шага. Сначала мы отожде­
ствим вершины (0,0) и (0, О)7, сохраняя для «совмещенной» вершины обозна­
чение (0,0). Определим тернарную операцию g на полученном 8 -элементном 
множестве следующим образом. Д ля любых х \  =  (Д,Д) ,  Х2 =  (Д,Д) ,  =
=  (*з,^з), где n ,« 2 ,*3 , i i , j 2 , j 3 е  {* ,0 , 1 }, полагаем ki = гг -  г2 + h  (mod 2 ) 
(если *i,*2 , * 3 G {0,1}), k2 = j i  -  j 2 + h  (mod 2) (если j i , j 2, j 3 <E {0,1}), и
g(x i , x 2, x 3) = <
(к1 ,к 2), если х \ , х 2,х з  находятся на среднем уровне;
Х£, если в точности два из Х1 , х 2,х% находятся на
одном и том же уровне, а х# на другом;
(*,/с2), если Ж1 ,Ж2 ,жз находятся на верхнем уровне;
(Ац,*), если Ж1 ,Ж2 ,жз находятся на нижнем уровне;
х \  в противном случае.
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На втором шаге определим операцию на Н . Д ля этого положим т (х  1 , Ж2 , жз) =  
=  д(х  1 , ^ 2 , жз), если д(ж1 ,Ж2 ,жз) ф (0 , 0 ) (таким образом, мы игнорируем раз­
ницу между (0 , 0 ) и (0 , 0 ) 7 в этом случае); в противном случае полагаем 
т (х  1 ,Ж2 ,жз) =  (0 , 0 )', если х \  =  Х2 =  жз =  (0 , 0 )' или в точности один из 
х \,  Ж2 , жз равен (0, О)7, а два других равны между собой; в остальных случаях 
полагаем т (х  1 , ^ 2 , жз) =  (0 , 0 ).
Нетрудно проверить, что полученная операция является мальцевским 
полиморфизмом граф а Н . Однако, как показано в [4], ДР-полная задача 
^ М а к с и м а л ь н ы й  р а з р е з  с в о д и т с я  к  Д Я - Р а с к р а с к е ; следовательно, эта 
задача также ДР-полна.
Второе необходимое условие Д-полиномиальности носит комбинаторный 
характер. Пусть ср /3 -  отношения эквивалентности на некотором множестве. 
Пусть также А \ , . . . ,  А^, В \ , . . . ,  Вц суть а- и /3-классы соответственно. Через 
М(ср/3) мы обозначаем матрицу (т ^)  размеров к х £, где =  | А{ Г) B j  |.
Теорема 3.6 (Булатов, Гроэ [4]). Пусть а , /3 -  отношения эквивалент но­
сти на некотором множ естве. Задача ДСЭР({ср /3}) # -полиномиальна то­
гда и только тогда, когда ср/3 перестановочны и гапк(М (ср/3)) равен коли­
честву классов в а  V /3. В  противном случае ДСЭР({ср /3}) #Р-полна.
Пусть теперь А -  мальцевская алгебра. Д ля любых ее конгруэнций а , /3 
имеем ДСЭР({ср /3}) С ДСЭР(А). Таким образом, если гапк(М(ср /3)) не ра­
вен количеству классов в скУ/З (поскольку А мальцевская, ср/3 перестановоч­
ны), то ДСЭР(А) ДР-полна. Этот ф акт оправдывает следующее определение. 
Алгебра называется конгруэнц-сингулярной, если для любых ее двух конгру­
энций ср/3 гапк(М(ср/3)) равен количеству классов в а  V (3. Далее, многооб­
разие называется конгруэнц-сингулярным, если каж дая его конечная алгебра 
конгруэнц-сингулярна.
Комбинируя теорему 3.6 и предложение 3.1, мы получаем следующее
Следствие 3.2. Если конечная алгебра # -полиномиальна, то она порожда­
ет конгруэнц-сингулярное многообразие.
Наконец, может быть показано, что два сформулированных необходимых 
условия Д-полиномиальности являю тся также и достаточными. Мы получа­
ем, таким образом, критерий Д-полиномиальности конечных алгебр.
Теорема 3.7. Конечная алгебра являет ся # -полиномиальной тогда и т оль­
ко тогда, когда она порождает конгруэнц-перестановочное и конгруэнц-син­
гулярное многообразие. В  противном случае А #Р-полна.
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Мы завершаем этот раздел демонстрацией общей идеи алгоритма, реша­
ющего задачу # С Э Р (*,%) в тех случаях, когда это можно сделать за поли­
номиальное время. Мы рассмотрим случай, когда И  =  (Н ;а,/3) -  модель, 
отношениями которой являю тся два отношения эквивалентности, причем от­
ношение а  V /3 полное.
Пусть М ( а , /3) =  (гпц) и гап к(М (а,/3)) =  1; пусть также И.1 , . . . ,  и 
ТД, . . . ,  В т -  классы <т и /3 соответственно. Тогда существуют числа од, . . . ,  ап 
(например, щ =  т ц )  и Ьх,. . . ,  Ьт (например, bj =  такие, что щ • bj.
Возьмем модель 5  =  (б?; сф/З7) и обозначим через <т*,/3* наименьшие отноше­
ния эквивалентности на О, содержащие сф/З7 соответственно. Классы эквива­
лентностей а*, /3* мы будем обозначать через С т , . . . ,  С8 и Д 1 , . . . , Д  соответ­
ственно. Легко понять, что отображение р: О ^  Н  является гомоморфизмом 
из 0  в % тогда и только тогда, когда (р отображает каждый класс а* в класс а  
и каждый класс /3* в класс /3. Следовательно, р  соответствует паре отображе­
ний (р\: {1, . . .  , 5 } —)► {1, . . .  , п}  и (р2 : {1, {1, . . .  , ш}. Таким образом,
общее число гомоморфизмов равно
V  ТТ т 1С{П° А =2-^ 1 1  <Р1(г)<Р2и)
<Р1: { ! , • • • , ге{1,...,Л 
(/?2 : {1,...,£}—>-{1,...,га}
у  ТТ1 1  (Р1{г) (Р 2(3)
: {1,... ,5}^{1,.. .,п} г<Е{1,...,Д 
(/?2 : {1,...,£}—>-{1,...,га} Щ р,...,£} 
п
= Е4С1'• Е П '' = •••
= П(«Р' + • • • + «Р1) • + • • • + ь^1).
г=1 ]=1
Последнее число может быть вычислено за полиномиальное время.
3.3. Прилож ения
В этом разделе мы покажем, как теоремы 3.1 и 3.2 могут быть получены 
с помощью теоремы 3.7.
Начнем с теоремы 3.1. Если задача ^ С Э Р (*,%) для двухэлементной мо­
дели % может быть решена за полиномиальное время, то по теореме 3.7 она 
имеет мальцевский полиморфизм. Далее, из результатов Поста [24] вытека­
ет, что если двухэлементная модель имеет мальцевский полиморфизм, то она 
имеет и полиморфизм вида х  — у + г, где + , — суть операции двухэлементного
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поля. Таким образом, мы получили необходимое условие теоремы 3.1. Чтобы 
убедиться в достаточности этого условия, отметим, что любое отношение, ин­
вариантное относительно х - у - \ - г ,  является множеством решений некоторой 
системы линейных уравнений (см. пример 1.4).
В случае теоремы 3.2 трудной частью также является доказательство 
Т^Р-полноты. Возьмем связный граф  И  =  (Н , Е) такой, что задача # Н -  
Р а с к р а с к а  (т. е. # С Э Р (* ,/Н)) решается за полиномиальное время. По тео­
реме 3.7 он имеет мальцевский полиморфизм д. Отметим сначала, что этот 
граф  не содержит вершин а, 6 , с, (1 (не обязательно различных) таких, что 
(а, с), (а, о!), (6 , д) -  ребра, а (6 , с) -  нет. В самом деле, если это не так, то
противоречие с тем, что (1 -  полиморфизм. Мы рассмотрим два случая.
Случай 1. % имеет петлю.
Предположим, что % имеет петлю в вершине и и у -  смежная с и вершина. 
Тогда, выбирая а = и ,Ь  = у , с  = у и с 1  = и, получаем, что % содержит пет­
лю (у , у). Поскольку % связен, все его вершины имеют петлю. Далее, пусть 
(и , г>), (г>, гг) -  путь длины 2. Мы полагаем а =  г>, 5 =  гг, с = иж д = у ж получа­
ем, что % содержит ребро (гдгс). Таким образом, % -  полный рефлексивный 
граф.
Случай 2. % не имеет петель.
Пусть (£, и), (и, г>), (г>, гг) -  путь длины 3. Выберем а = 1,Ъ = и, с = у и 
(1 =  гг. Таким образом, (£,гг) является ребром графа. Следовательно, если Ц  
двудольный, то он полный двудольный граф , а если он не двудольный, то 
содержит треугольник. Покажем, что последний случай невозможен. Если 
и, у, уо составляют треугольник, то, полагая а = и, Ь = с = у, с1 = гг, мы 
заключаем, что % содержит петлю (г>,г>), что противоречиво.
4. П риближенны е алгоритмы и числовые параметры моделей
4-1. Задачи, решаемые приближ енными алгоритмами
К сожалению, весьма немногие задачи о подсчете решений попадают в 
класс ЕР. Кроме полиномиально разрешимых задач, описанных в разд. 2 
и 3 , известны лишь считанные примеры таких задач (их представление в 
виде задач # С 8 Р менее очевидно). Это задача # О с т о в  г р а ф а  о подсчете 
числа остовных деревьев, полиномиальная разрешимость которой следует из 
теоремы Кирхгофа, и задача # П А Р О С О Ч Е Т А Н И Я  П Л А Н А Р Н О ГО  ГРАФА [25]. 
Валиант заметил, что обе эти задачи сводятся к решению систем линейных
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уравнений. Поэтому использование приближенных и вероятностных алгорит­
мов является здесь весьма привлекательным.
Хорошо известно, что для задач оптимизации существует огромное число 
различных классов сложности, объединяющих задачи, решаемые с различной 
степенью приближения. Любопытно, что для задач о подсчете решений это, 
по всей видимости, не так. Одно из свидетельств в пользу этого -  результат 
Дж еррума и Синклера из [26]. Полиномиально сбалансированное полиноми­
ально разрешимое отношение д называется самосводимым , если множество 
{у  | (ж, у) Е д} может быть представлено определенным образом с помощью 
множеств {у  I (жь у) {у \ (хк ,у ) е  гДе \х г\ < \х \ для 1 < г  < к.
Теорема 4.1 (Джеррум, Синклер [26]). Пусть  Т -  задача о подсчете реше- 
ний, соответствующая полиномиально сбалансированному и полиномиаль­
но разрешимому самосводимому отношению. Пусть такж е Е  -  это м но­
ж ество всех а  Е М, для которых существует 5 > 0 и полиномиальный  
вероятностный алгоритм А  такие; что А  с вероятностью \  +  д вычис­
ляет  # х  с относительной погрешностью, не превосходящей \х \а . Тогда Е  
либо пусто ; либо равно М.
Таким образом, наибольший интерес для приближенного решения задач о 
подсчете решений представляют ВПВПС. Несколько таких алгоритмов хоро­
шо известны. Назовем алгоритм Лубы и Великовича [27] для решения задачи 
# Д в о й с т в е н н а я  в ы п о л н и м о с т ь , в которой требуется найти число выпол­
няющих присваиваний для пропозициональной формулы в ДНФ; алгоритм 
Карзанова и Хачияна [28] для вычисления числа линейных расширений ча­
стичного порядка; алгоритм Дж еррума и Синклера [29] для вычисления пер­
манента плотной матрицы, элементы которой содержатся в множестве {0 , 1 }; 
а также алгоритм Дж еррума [30] для задачи т^к-РАСКРАСКА ГРАФА, ограни­
ченной на множество графов, степени которых ограничены.
Во всех указанных случаях ВПВПС могут быть получены из алгоритмов, 
выбирающих комбинаторные объекты (например, паросочетания) из боль­
шого массива (например, из множества всех паросочетаний графа) в соот­
ветствии с некоторым вероятностным распределением (например, равномер­
ным). Алгоритмы данного вида обычно реализуются с помощью марковских 
цепей, состояниями которых являю тся нужные нам объекты, обладающих 
следующим свойством: вне зависимости от начального объекта вероятность 
того, что через фиксированное число шагов цепь окажется в некотором со­
стоянии, соответствует заданному распределению. В [26, 29] были найдены 
условия, при которых марковские цепи алгоритмов поиска выборки могут 
быть трансформированы в ВПВПС для подсчета числа решений.
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Д ля некоторых задач существование ВПВПС эквивалентно равенству 
RP=NP. Таковыми, например, являю тся задача ^В ы п о лн и м о сть  [31], за­
дача ^ Н е з а в и с и м о е  м н о ж е с т в о  [13], в которой требуется найти число 
независимых множеств граф а (указанная эквивалентность остается верной, 
даже если эта задача ограничена на класс графов, степени вершин которых 
не превосходят 25). В работе [13] было также указано несколько задач, в 
их числе А н т и ц е п ь  и  #  Д в у д о л ь н о е  н е з а в и с и м о е  м н о ж е с т в о  ( о  чис­
ле независимых множеств в двудольных графах), для которых неизвестны 
ВПВПС, но и крайне маловероятно, что они столь же трудны, как и задачи 
^В ы п о лн и м о сть  и ^ Н е з а в и с и м о е  м н о ж е с т в о .
4-2. Числовые параметры моделей
Такие числа, связанные с графами, как количество клик, независимых 
множеств, разрезов и т.п., являю тся важными характеристиками граф а, а 
аналогичные им свойства -  важными характеристиками произвольных ко­
нечных моделей. Все они могут быть вычислены с помощью задач СЭР о 
подсчете числа решений. Возникает естественный вопрос: какие числовые ха­
рактеристики графов (или, более общо, конечных моделей) могут быть пред­
ставлены с помощью задач СЭР о подсчете числа решений? Частичному ре­
шению этой проблемы посвящена недавняя работа Ловаша с соавторами [16]. 
Заметим, что в этой работе рассматривается задача, несколько более общая, 
чем задача о подсчете гомоморфизмов графов, а именно задача о нахождении 
суммарного веса гомоморфизмов реберно взвешенных графов. Однако, как 
показано в [4], задача о взвешенных граф ах может быть сведена к обычной 
задаче # С 8 Р.
Нам потребуется еще несколько определений. Д ля графов Я\ и Я2 через 
Я\ и Я2 обозначается их дизъюнктное объединение. Граф  Я называется к- 
помеченным , если какие-либо к из его вершин помечены метками из множе­
ства {1, . . .  , к}. Изоморфизм помеченных графов -  это обычный изоморфизм 
графов, сохраняющий метки. Произведение Я1 Я2 ДВУХ ^-помеченных графов 
Яг и Я2 определяется следующим образом: в Я\ и Я2 мы отождествляем вер­
шины, помеченные одинаково. Пусть теперь /  -  числовой параметр граф а и 
к > 0. Определим (бесконечную) матрицу Р ( / ,  к) следующим образом. Стро­
ки и столбцы этой матрицы помечены изоморфными классами Аьпомеченных 
графов, а число, находящееся в столбце, помеченном Я\, и строке, помечен­
ной Я2 ч равно /{Я\Я2)- В общем случае ранг Р ( / ,  к) бесконечен, однако для 
большинства важных параметров он конечен. Мы будем рассматривать лишь 
этот случай. Тогда мы можем определить функцию r f(k )  =  гапк(Р (/, к)). В 
этом случае мы можем считать, что Р ( / ,  к) -  конечная матрица.
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Т е о р е м а  4.2 (Ловаш и др. [16]). Параметр /  мож ет быть представлен 
как решение задачи # C S P (* ,/H) для некоторого конечного графа % тогда 
и только тогда, когда функция  гу ограничена некоторой экспоненциаль­
ной функцией, а матрица  Р ( / ,  к) позитивна и все ее собственные значения  
неотрицательны.
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