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... ontogeny does not recapitulate phylogeny: it creates it.
Walter Garstang (1922)
Abstract
Comparative analyses of the human and chimpanzee transcriptomes aim at the identi-
fication of genes whose expression pattern has changed since both species last shared a
common ancestor. This approach complements the search for genes with altered func-
tion in compiling the catalogue of genetic changes responsible for the distinct phenotypes
of the contemporary species. However, gene expression analyses are ultimately depen-
dent on the availability of tissue samples. Embryonic tissues from chimpanzees are rare,
if available at all. Thus, changes in the gene expression pattern in these early stages
of ontogenesis, which potentially play a key role in differential development, are likely
to be missed. Here I present a bioinformatics approach to identify candidates that
may be expressed in a species-specific manner. Specifically, I have searched for genes
in the human and chimpanzee genomes of which evolutionary sequence change shows
signs of different extents of transcription-coupled-repair in the two species. Human,
chimpanzee and rhesus branch-specific substitution matrices were estimated for 12,596
non-overlapping sliding windows 125 Kb in size representing the transcribed fraction
in a human-chimpanzee-rhesus genome alignment. Applying a novel test statistic, 717
transcribed regions were identified in which the estimated branch-specific substitution
models differ significantly between humans and chimpanzees. More specifically, it is
shown that the two species differ mainly in their relative rates of A ↔ G and T ↔ C
substitutions, and in the rate ratio of the two transition types. This pattern is expected
when transcription-coupled-repair acts to different extents on the corresponding genes
in the two species and provides initial evidence that these genes may be differentially
expressed during early stages of human and chimpanzee development. A subsequent
Gene Ontology enrichment analysis of the corresponding genes revealed an enrichment
for embryonic developmental processes such as anatomical structure development (e.g.,
skeleton, spinal cord, brain, gut), neurogenesis, signal transduction and regulation pro-
cesses for transcription, translation and replication.
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Chapter 1
Introduction
Humans and their closest living relatives, the chimpanzees, separated from their last
common ancestor only about 5 million years ago. Since then substitutions have driven
the divergence of the two genomes such that now on average 1.2% of compared bases
between humans and chimpanzees differ (CSAC, 2005). The small genetic difference
of the two contemporary species is contrasted by the markedly distinct phenotypes. It
was therefore hoped that those genetic changes are identifiable that account for the
major phenotypic changes during the evolution of humans and chimpanzees. However,
despite numerous attempts (e.g., Varki and Altheide, 2005), no major breakthrough
has yet been achieved. Only a handful of genetic changes in protein coding sequences
have been detected that are suspected of having a major impact on the evolution of the
species phenotype (e.g., Vallender and Lahn, 2004). Accordingly, the question was raised
as to whether it is indeed substitutions in the protein sequences that played a major
role during the evolution of the species. Alternatively, changes in the pattern of gene
expression may be the driving force of phenotypic evolution (King and Wilson, 1975).
Meanwhile, a number of comparative studies have been performed on the transcriptomes
of humans and chimpanzees and identified a catalogue of genes that are differentially
expressed in the two species (Enard et al., 2002; Caceres et al., 2003; Uddin et al., 2004;
Khaitovich et al., 2005). Genome-wide transcriptome comparisons between humans and
chimpanzees using microarrays have been performed in a variety of studies (Enard et al.,
2002; Khaitovich et al., 2005; Gilad et al., 2006; Marvanova et al., 2003; Caceres et al.,
2003; Karaman et al., 2003; Uddin et al., 2004). The first published study compared
human and chimpanzee gene expression in liver and brain tissues (Enard et al., 2002).
Among the differentially expressed genes in brain tissues a higher fraction of genes were
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upregulated in humans compared to chimpanzees. In the other tissues such a trend was
not observed. The study of Khaitovich et al. (2005) reported that in testis the largest
number of differentially expressed genes were found compared to other tissues. Brain
tissues showed the least gene expression differences between humans and chimpanzees.
Gene expression differences were observed to be correlated with sequence divergence of
the encoded proteins. Tissue-specific genes seem to show more expression divergence
than genes that have no tissue specific expression patterns.
The measurement of gene expression using microarrays is limited by high noise levels
due to technical difficulties, e.g., in the hybridization procedures and also biological
fluctuations of the observed gene expression levels. For example the measurement of
individual gene expression levels are not constant and can differ depending on variables
such as gender (Reinius et al., 2008), tissue types and different environments throughout
various developmental stages, where the individual tissue and specific cell types emerge
(Khaitovich et al., 2006).
Comparative gene expression analysis between humans and chimpanzees are restricted
to adult tissues. Gene expression changes during early embryogenesis that may be re-
sponsible for the observed differences of the phenotypes between humans and chim-
panzees have therefore not been considered. Due to ethical reasons gene expression
analyses from embryonic tissue samples of humans and chimpanzees are not feasible.
An experimental approach may therefore miss differences of genes active early in embry-
onic development since the required samples are not available; moreover, subtle changes
in the gene expression level may be overlooked due to too stringent cut-offs.
Here, a bioinformatics approach is proposed to predict genes whose expression is
likely to have changed during human and chimpanzee evolution. To this end, we utilize
the proposed influence of transcription-coupled-repair on the substitution pattern in
transcribed sequences (Green, 2003). Genes that are differentially expressed in the two
species should be subject to different extents of transcription-coupled-repair, and thus
should differ in their rates and patterns of DNA sequence change. In general, DNA
sequences of humans and chimpanzees are believed to evolve with the same evolutionary
rates and the same substitution model (Ebersberger et al., 2002; Webster et al., 2003).
Exceptions to this assumption have been described (Ebersberger and Meyer, 2005), but
a genome-wide analysis of this aspect has not been conducted.
The study that was conducted in this thesis aims to identify differences in the sub-
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stitution model between humans and chimpanzees that are exclusively derived from
a different extend of the A → G substitution rate and are presumed to result from
species-specific differences in the transcription-coupled repair on the respective genomic
regions. The thesis will describe a pipeline how to extract alignment fractions from a
multiple genome alignment and outline the datasets that were used for the analyses.
In the second part the extent of the influence of transcriptional processes in the human
genome is analyzed. In detail, a Likelihood-Ratio-Test is conducted to test for the strand
symmetry between substitution rates between a transcribed and a non-transcribed align-
ment fraction. The strand-specific substitution rates are then compared between both
datasets. The third part describes the Single-Branch-Test to identify genomic regions in
the human and chimpanzee genomes, where the homogeneity between the human and
chimpanzee substitution models is rejected. The substitution patterns in the identified
genomic regions are then further studied for differences in strand-specific substitution
patterns. In the fourth part a Gene Ontology enrichment analysis is conducted on the
set of candidate genes located within the identified transcribed genomic regions. The
final part describes evaluation study for the Single-Branch-Test on simulated data.
Chapter 2
Genome alignment and metadata
In this chapter I describe details about the human-chimpanzee-rhesus genome alignment
that was used in this study. The concepts how publicly available genome alignments are
built are briefly introduced. Finally, the pipeline I developed to handle such data for
genome-wide studies is described.
2.1 Mammalian genome alignment
The prerequisite for a genome-wide phylogenetic or comparative analysis between species
is an accurate multiple sequence alignment of their entire genomes. A genomic multiple
sequence alignment describes the lineup of corresponding nucleotides between three or
more homologous sequences. In the case of comparing entire genomes between species,
the collinearity of the sequences is usually not given, due to rearrangements such as
inversions and translocations of genomic segments. Homologous segments need to be
identified and individually aligned by a local alignment. The strategies that are currently
developed for this purpose are based on a local or combined local-global alignment
approach described in the following.
The UCSC Genome Browser (Karolchik et al., 2007) provides a multiZ (Blanchette
et al., 2004) multiple genome alignment from several vertebrate species that were gen-
erated by a local alignment approach (Miller et al., 2007). All local pairwise alignments
between the genomes are identified using BlastZ (Schwartz et al., 2003). In a subsequent
filtering step, segments of collinear local alignments are constructed for each pair of
genomes (Kent et al., 2003). MultiZ is based on a progressive alignment strategy, where
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sequences are sequentially aligned to form a multiple sequence alignment according to a
predefined guide tree. In each step pairwise or multiple alignments are combined, where
the corresponding alignment sites are matched by a reference sequence that is present in
both alignments. The resulting multiple sequence alignment is projected along a defined
reference genome and represents any nucleotide from a genome in at most one alignment
block.
The local-global approach starts with the identification of local homologous sequence
segments between the individual genomes. Subsequently, the segments are aligned using
a global alignment strategy. More precisely, all local alignments between two genomes
are identified first. The best scoring subset of pairwise local alignments is then selected
to create a rearrangement map, where syntenic regions are identified and aligned using
a global alignment method (Green et al., 2003). The strategy is based on a progressive
alignment according to a predefined phylogenetic tree. At each step the genomes are
progressively aligned to an ancestral genome sequence that is estimated for each node
in the tree. The resulting alignments are then joined using the ancestral genome as
reference. Thus, this method does not depend on the choice of a certain reference
genome. This strategy is for example implemented in the VISTA Genome Pipeline
(Dubchak et al., 2009) that provides a multiple genome alignment between vertebrates
and other genomes.
Another reference free genome alignment strategy forms the basis of the Ensembl
Genome Browser (Flicek et al., 2008). The procedure described in Paten et al. (2008) first
identifies local pairwise alignments between all genomes. In the next step a graph-based
approach is used to order the alignments into consecutive multiple sequence segments.
These segments are subsequently globally aligned. The advantage of this method is that
neither the underlying phylogenetic relations of the genomes nor a predefined reference
genome is required.
For the genome-wide comparative study between the human and chimpanzee genomes
a pipeline was developed to efficiently extract fractions from genome alignments. Here,
the pipeline is described using the UCSC multiZ genome alignment (Miller et al., 2007)
containing the genomes of human, chimpanzee and rhesus. However, any other of the
introduced publicly available alignments can be processed with this pipeline as well.
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2.1.1 Genome sequences
The genome sequences of human (hg18, finished), chimpanzee (pt2, draft, 6x cover-
age) and rhesus (rheMac2, draft, 5.1x coverage) were obtained from the UCSC Genome
Browser database (Karolchik et al., 2007). We compressed and indexed the genome se-
quences from each chromosome using ”faToNib” (Kent et al., 2003) to decrease storage.
From the NIB-encoded sequences, segments are extracted using ”nibFrag” (Kent et al.,
2003).
2.1.2 Sequence quality
Most algorithms to call nucleotides from Sanger DNA sequence traces assign an error
probability to a called nucleotide. The definition of a quality value q is given by (Ewing
and Green, 1998):
q = −10 · log10(p) (2.1)
The quality value q is computed for a given error probability p. For example the quality
value q of 40 denotes a base-call with an error probability p of 1/10000 (0.01%).
The genome sequences from rhesus and chimpanzee are in draft status, and thus errors
due to low sequence quality must be taken into account. The quality files corresponding
to the rhesus genome1 and the quality files corresponding to the chimpanzee genome2
were therefore retrieved. The quality sequence file from chimpanzee chromosome 1
contains about 249 million quality values and uses about 670 Mb of disk-space stored as
plain-text. The size and format of the file is inconvenient for retrieving quality sequence
segments from a given genomic region of interest. To facilitate an instant access to the
quality information for any genomic region of interest the quality files were indexed and
compressed.
Quality information is stored as values varying from 0 to 99. Storing a quality value
in ASCII format (text format) requires at most 3 bytes; an one-digit or two-digit integer
and a space character as delimiter. However, a single byte can store an unsigned number
ranging from 0 to 255 and is thus sufficient to encode a given quality value. Removing
1ftp://hgdownload.cse.ucsc.edu/goldenPath/rheMac2/bigZips/rheMac2.qual.qv.gz
2ftp://hgdownload.cse.ucsc.edu/goldenPath/panTro2/bigZips/chromQuals.zip
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also the space delimiter, the quality file can be reduced to a storage volume ∼ 30% of
the original size. The quality files for each of the chimpanzee and rhesus chromosomes
were compressed and indexed individually (Figure 2.1 A). The compression and extrac-
tion of the quality information was done with the perl functions pack() and unpack(),
respectively. The program to compress and index the quality files ”qualToqib.pl” and
for the extraction of a quality value sequence ”qFrag.pl” were kindly provided by Sascha
Strauss.
2.1.3 Genome alignment
I retrieved a multiple genome alignment of 28 vertebrate species including human, chim-
panzee and rhesus from the UCSC Genome Browser3. The genome alignment is refer-
enced to each human chromosome and is provided in a MAF format (multiple alignment
format). Multiple aligned sequence segments are called alignment ”blockset”. Every
blockset contains the start and end coordinates, strand orientation and the correspond-
ing aligned sequence for each particular species. From this blocksets other species than
human, chimpanzee and rhesus were discarded (Figure 2.1 B).
I wanted to eliminate effects caused by sequencing errors in the chimpanzee and rhesus
draft genomes in subsequent analyses. Therefore only nucleotides were considered with
a quality value of at least 40. The threshold was chosen since it resembles almost the
quality of the human genome. Each human chromosome MAF file is split into chunks
and masked in parallel to accelerate the procedure (Figure 2.1 B). In the next step
(Figure 2.1 C) the quality masked MAF files are rejoined.
The program ”maf2fasta”4 was used to format the quality masked alignments into a
fasta format for each human chromosome. Here, the list of blocksets are formatted into
a linear multiple alignment along the entire human chromosome sequence string. Sub-
sequently, all columns with a gap position in the aligned human sequence were removed
from the alignments using ”deleterefgap.c” (Figure 2.1 C). The resulting human genome
projected sequences were separately compressed and indexed for each human chromo-
some. The indexed position of an alignment column for the three aligned sequences
corresponds to the indexed position of an nucleotide in a human chromosome.
3ftp://hgdownload.cse.ucsc.edu/goldenPath/hg18/multiz28way/
4http://www.bx.psu.edu/miller_lab/
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2.2 Transcribed regions in the human genome
The transcribed sequence positions in the human genome sequence were identified using
the information provided by Ensembl (build 50). The Ensembl (Hubbard et al., 2007)
annotation of human genome transcript coordinates were retrieved using the biomaRt
package (Durinck et al., 2005). The information of genomic transcripts were reformatted
and compressed into a linear representation. This facilitated the identification whether
an individual sequence position is transcribed.
A sequence string was defined that assigns the annotation of human genomic tran-
scripts along the entire human chromosome sequences. The annotation of a transcript
is described by the start position in the genome, genomic end position and the orien-
tation of the coding strand. We define ”0” for a human sequence position which has
no annotation to a transcript, ”1” and ”-1” for a transcribed position on the ”+” or
the complementary ”-” strand respectively. Nucleotide positions transcribed on both
strands were represented by a ”0”. The string is created by the the program ”transAR-
RAY.c”, which takes the genomic coordinates and chromosome sizes of each chromosome
as input. Further, this sequence is indexed and compressed into a 1-byte char using the
perl pack() function and extracted with the perl unpack() function by the perl scripts
”traARRAY2tip.pl” and ”tipFrag.pl” (Figure 2.2 B).
2.3 Genome alignment window extraction
In this section I describe the procedure to obtain alignment fractions from the processed
human referenced multiple genome alignment. The transcribed fractions of 125 Kb
alignment windows were extracted and oriented such that the coding strand is in ’+’
Figure 2.1 (following page): Compression and indexing of a human-chimpanzee-rhesus
genome alignment projected along the human genome sequence. A) The genome sequence
quality files of chimpanzee and rhesus are compressed and indexed for each individual chromo-
some. B) Human, chimpanzee and rhesus aligned blocksets in the MAF files are extracted from
the 28-way alignment and split into chunks for parallelized quality masking of the chimpanzee
and rhesus sequences. C) The MAF files for each chromosome are rejoined and reformatted into
a linear multiple sequence alignment along the human chromosome sequences. All alignment
columns with a gap in the human sequence are removed. The aligned sequences of human,
chimpanzee and rhesus projected along a human chromosome are separately compressed.
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orientation. First, an input file was created with human referenced coordinates for each
alignment window with the script ”hg cutter.pl”. Then the input file is split to extract
the alignment windows in a parallel manner using the script ”getTRFwindow.pl”. The
string defining the transcript annotation along the chromosomes is extracted to identify
the non-transcribed sequence positions and the orientation of a transcribed sequence
position. Alignment columns corresponding to the non-transcribed human nucleotides
were discarded (Figure 2.2 A).
Further, the alignment fraction of non-overlapping windows of 125 KB, 250 KB, 500
KB and 1000 KB in size were extracted. An input file was created with human refer-
enced coordinates for each alignment window according to a window size with the script
”hg cutter.pl”. The input file is split to extract the alignment windows in a parallel
manner using the script ”getwindow.pl”. (Figure 2.2 C).
2.4 Transcribed and non-transcribed alignment
fraction
The extraction of the datasets corresponding to the alignment fraction of individual
genes and further subsets of the transcribed regions such as from exon, intron, repeats,
intergenic flanking regions of genes and a dataset with excluded CpG related transitions
are described in the following. The exon coordinates of genes in the human genome
were obtained from Ensembl (build 50). In total, 24,890 human-chimpanzee-rhesus
alignments according to the genomic transcript start and end location of human genes
were extracted using the described pipeline in Figure 2.3.
A subset of alignments was defined that accounted for genes that are expressed in
Figure 2.2 (following page): Extraction procedures for the transcribed fraction (A, B) and
entire fraction (C) of windows from the human projected human-chimpanzee-rhesus genome
alignment. A) The genomic transcript annotation for each human chromosome is used to
construct a compressed sequence, which assigns whether a nucleotide is transcribed or non-
transcribed in the human genome. B) For the 125 Kb windows the corresponding transcribed
fractions are extracted in coding strand orientation and alignment columns corresponding to
non-transcribed genomic regions are discarded. C) The entire fraction of non-overlapping
alignment windows of sizes 125 Kb, 250 Kb, 500 Kb and 1 Mb are extracted from the com-
pressed aligned human, chimpanzee and rhesus sequences.
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the germline. The germline is defined by the line of cells starting from the zygote
and leading to mature sperm and egg cells. As gene expression along the germline is
not well studied in human, the identification of such genes was realized by obtaining
EST sequencing data from tissues that include germline cells. Unigene (Wheeler et al.,
2003) provides clustered and annotated collections of transcribed sequences derived from
different tissues and species, where the human testis tissue transcriptome data was used
to define genes expressed in the germline. The mapping of ensembl gene identifiers
to unigene cluster identifiers were retrieved from Biomart (Smedley et al., 2009). In
total, 11,285 Human Unigene clusters from testis tissue corresponded to 10,962 Ensembl
genes having a primary transcript length ≤ 500 Kb. Concatenating the corresponding
alignment fractions into a superalignment resulted in 634 Mb gap free alignment columns
with unambiguous nucleotides. Then, the alignment fraction corresponding to exons and
introns of the germline expressed gene set was extracted. Here, the intron coordinates
were computed along the genomic transcript boundaries for each gene in respect to the
exon coordinates. The concatenated intron alignment fractions resulted in a total of 588
Mb and the concatenated exon alignment fraction in 46 Mb.
From the defined transcribed regions, the fraction corresponding to 4 categories of
interspersed repeats (Smit, 1996) were extracted as well: LINEs (long interspersed nu-
clear elements), SINEs (short interspersed nuclear elements), DNA transposons and
LTRs (long terminal repeats). The coordinates of interspersed repeats in the human
genome were obtained from the RepeatMasker (Smit et al., 1996-2004) repository5.
The alignment fractions corresponding to the 4 categories of interspersed repeats were
extracted from the genome alignment and merged into a superalignment for each cat-
egory. Only the subset of repeat alignment fractions corresponding the germline gene
set were considered. The concatenated alignment fractions comprised a total of 75 Mb
(LINE), 64 Mb (SINE), 24 Mb (LTR) and 15 Mb (DNA Transposons) gapfree alignment
columns with unambiguous nucleotides.
Additionally, a dataset was constructed which represented a non transcribed fraction
of the genome alignment. Here, it was assumed that the genomic flanking regions of
genes are not transcribed. The 50 Kb flanking regions of the 5’ and 3’ ends of the genes
in the human genome were determined according to the genomic transcript start and
end coordinates. The flanking region was extracted from genes with no adjacent gene
5http://www.repeatmasker.org/genomes/hg18/hg18.fa.out.gz
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in the range of 200 Kb defined in Ensembl (further details in table 2.1).
2.5 Discussion
The genome-wide analysis of the substitution processes affecting the human and chim-
panzee genomes was based on the multiZ genome alignment provided by the UCSC.
First, a versatile tool was developed to extract human, chimpanzee and rhesus align-
ment fractions corresponding to the coordinates of the human genome that provided the
infrastructure for this analysis. Then, the tool was used to extract a number of different
datasets for the analysis. The procedure begins with a quality masking of the draft
genome sequences of chimpanzee and rhesus. For each human chromosome the corre-
sponding aligned sequences were extracted and stored in an indexed compressed format.
The information whether an alignment position corresponds to a human transcript and
its direction of transcription was additional stored in an indexed form. This informa-
tion is extracted to exclude alignment columns corresponding to the non-transcribed
alignment fraction.
The presented pipeline can be adapted to any of the publicly available genome align-
ments. Here, a reference genome needs to be defined, where each nucleotide of the
reference genome is aligned to at most one nucleotide in the other genome. The main
advantage of the UCSC multiZ genome alignments is that the one to one relation of
each human nucleotide to a nucleotide in the other genomes is provided. The sequence
quality cut-off was restricted to ≥ 40 for the draft genomes. However, for the sequence
quality masking step any other desired cut-off can be defined. For the analysis described
in the thesis only the genome of human, chimpanzee and rhesus was considered. The
pipeline can also be extended to any number of aligned sequences that are projected
along a defined reference genome.
The pipeline was used to extract alignment windows and a variety of subsets from the
transcribed fraction or the entire genome alignment. The extracted datasets correspond
to (i) individual windows along the genome (sizes ranging from 125 Kb to 1000 Kb),
(ii) the transcribed fraction of the 125 Kb windows and (iii) individual genes. Further,
the transcribed fraction from introns, exons, the four classes of transposable elements
(LINEs, SINEs, DNA transposon and LTRs) were extracted.
2.5 Discussion 14
Dataset Description
1) Window alignment fractions:
1000 Kb 2,176 windows (> 742 Kb)
1.79 Gb
500 Kb 4,321 windows (> 370 Kb)
1.79 Gb
250 Kb 8,608 windows (> 184 Kb)
1.79 Gb
125 Kb 17,138 windows (> 742 Kb)
1.8 Gb
125 Kb transcribed fraction (TRF125Kb) 12,596 windows (> 23 Kb)
926 Mb
Gene Transcripts (TRFTranscript) 7,292 transcripts (> 23 Kb)
654 Mb
2) Concatenated alignment fractions:
Unigene (Testis) 10,962 Ensembl genes (≤ 500 Kb)
all unigene transcripts 634 Mb
CpG transitions excluded 574 Mb
Exon 46 Mb
Intron 588 Mb
interspersed repeats:
LINE 75 Mb
SINE 64 Mb
DNA 15 Mb
LTR 24 Mb
3) non-transcribed 50 Kb intergenic flanking region of genes
with no adjacent gene in 200 Kb
7,499 regions
295 Mb
Table 2.1: Overview of the extracted window, transcribed and non-transcribed alignment
fractions from the human, chimpanzee and rhesus genome alignment. 1) The sizes shown in
brackets denote the defined minimal size for an extracted alignment window. 2) The tran-
scribed fraction corresponds to human germ line expressed genes with a maximal primary
transcript size of ≤ 500 Kb. For this purpose the genomic locations of Ensembl genes of testes
expressed EST sequences represented as Unigene Clusters are used. 3) The non-transcribed
fraction corresponds to 50 Kb directly flanking up and downstream regions of genes with no
adjacent gene in a distance of 200 KB.
Chapter 3
Modeling the evolution of DNA
sequences
This chapter introduces substitution models that are used to describe the process of single
nucleotide substitutions in biological sequences.
Mutations drive the molecular evolution of biological sequences such as DNA, RNA
and protein sequences. Causes of mutations are replication errors in a dividing cell,
chemical mutagens, radiation or viruses and transposons. These events occur in all cells
of an organism, but only the mutations that were inherited by germline cells generation
after generation are accumulated in contemporary sequences.
The mutations of single nucleotides (point mutations) are distinguished from muta-
tions, that affect whole sections of genomic regions. The mutations of whole genomic
sections that are e.g., derived from chromosomal rearrangements, where several consec-
utive nucleotides are deleted, inserted, translocated (from another genomic region) or
duplicated. Point mutations are deletions or insertions of single nucleotides or substitu-
tions of a single nucleotide by another nucleotide.
Sequence evolution is in general investigated by analyzing single nucleotide substitu-
tions inferred from an alignment between sequences. This chapter will introduce Markov
models to describe such a substitution process in a stochastic framework. The formulas
shown in this chapter are based on Salemi and Vandamme (2003), Felsenstein (2004)
and Yang (1994b).
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3.1 Markov substitution models
For a given alignment, e.g., between two homologous sequences, the substitution process
is in general investigated from the observed substitutions (Figure 3.1).
ACATGGGGGATATATATGGGCCAGACG
ACGTGGGGGTTATACATG-GGCAGACG
Human
Chimpanzee
substitutions insertion/deletion
Sequence-Alignment
alignment columns (D)
1 2 3 4 5 6 ...
Figure 3.1: Point mutations inferred from a pairwise sequence alignment. Mismatch nu-
cleotides are called substitutions. An insertion/deletion of a single nucleotide is represented
by a gap character.
The observable number of substitutions is limited due to a saturation of the sub-
stitutions (Figure 3.2). Therefore the number of observed substitutions generally un-
derestimates the actual number of substitutions that have occurred. The saturation of
substitutions can be explained by the following scenarios: 1) Backmutation: a substitu-
tion of a nucleotide is not observed when a second substitution recovers the initial state
of the nucleotide; 2) Multiple substitutions: only one substitution is observed when mul-
tiple substitutions occur at the same site; 3) Parallel substitutions: when comparing two
homologous sequences a substitution is not observed when the same substitution occurs
at the same site in both sequences. To overcome such problems a substitution model is
used to describe the evolution of aligned sequences.
Suppose that the rate of changes in DNA sequences from one nucleotide into another
follows a Markov process with four states, where each state represents one of the four
nucleotides (A, G, C, T). In general, the substitutions described by a Markov model are
assumed to occur independently for each site in the sequence. Assume the substitution
of a nucleotide to another nucleotide (Figure 3.3) within a DNA sequence X from a time
point t0 to t:
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Figure 3.2: The number of observed differences and expected number of substitutions per
site (branch length) between two DNA sequences. The observed differences are defined by the
mismatch characters per site observed between two homologous sequences and the expected
number of substitution per site (branch length) is estimated. The saturation of observed
substitutions between two homologous aligned sequences are shown.The observed number of
substitutions (black line) underestimates the expected number of substitutions (dotted line),
e.g., due to parallel, multiple and backmutations as explained in the text.
Xt0 −→ Xt
The substitution model describes the probability Pij(t) to observe nucleotide j at time
t, if nucleotide i is present at time t0. The probability is solely dependent on the initial
state without considering the putative changes that occurred within a given time period.
The transition probabilities follow an exponential distribution, where the probability for
a substitution increases with time t. In general, the transition probabilities from one
nucleotide into another are described in a 4× 4 matrix P (t):
P (t) = exp(Q(t)) (3.1)
The transition probabilities in P (t) are a function of time t and can differ at each
sequence position. The rate matrix Q describes the process in an infinitesimal time
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interval and therefore does not depend on time.The matrix Q has off-diagonal entries
qij > 0 that give the instantaneous substitution rates per unit time at which nucleotide
j is replaced by nucleotide i (i 6= j ∈ {A,C,G, T}). The diagonal elements of Q are
given by
qii = −
∑
j 6=i
qij (3.2)
such that rows sum up to zero. Let pi = (piA, piC , piG, piT ) be the equilibrium frequency
of nucleotide i (i ∈ {A,C,G, T}) . The rate matrix Q is typically normalized such that
the total rates of changes is 1 per unit time by scaling the negative sum of the diagonal
components (trace) to 1.
−
∑
i
piiqii = 1 (3.3)
The normalization allows to measure time in expected numbers of substitutions per site.
The transition probability matrix P (t) is computed from the matrix exponential of
Q (equation 3.1). There are several approaches to compute the matrix exponential
(Moler and Charles, 2003). The most popular method to compute the exponential is
the eigenvalue decomposition method (Bailey et al., 1990). Assume that the transition
probability matrix P (t) has a spectral decomposition:
P (t) = U · diag(eλ1t, eλ2t, eλ3t, eλ4t) · U−1 (3.4)
The matrix P (t) is described by the product of left 4 eigenvectors in the matrix U , the
diagonal matrix of the 4 eigenvalues λi and the 4 right eigenvectors in the matrix U
−1
of Q. The eigenvectors describe the properties of a matrix and are equal between P (t)
and Q. The exponential of the matrix is obtained by replacing the eigenvalues λi by
eλit. The rate matrix Q can be expressed from equation 3.4 as
Q = U · diag(λ1t, λ2t, λ3t, λ4t) · U−1. (3.5)
The substitution process is generalized in a so called Markov process which describes
the relative rates of change of the nucleotides along a sequence defined in the rate
matrix Q. The substitution model defined in Q is in general restricted to the following
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Figure 3.3: Nomenclature for the dif-
ferent types of substitutions. Transi-
tions are substitutions between a purine
and a purine nucleotide described by an
exchange between a Guanine (G) and
a Adenine (A) or a pyrimidine to a
pyrimidine nucleotide described by an
exchange between a Thymine (T) and a
Cytosine (C). The remaining substitu-
tions types are transversions which de-
scribe an exchange between purine and
pyrimidine nucleotides.
three assumptions: First, the rate of change from nucleotide i to j is independent from
any previous state of the nucleotide i. In other words the process is memoryless i.e.
independent from any previous event at any site. Second, the homogeneity of the process
assumes that the substitution rates remain unchanged over time. Third, the stationarity
of the process assumes that the relative nucleotide frequencies (piA, piC , piG, piT ) are in
equilibrium, i.e., remain unchanged.
3.2 Reversible substitution models
The most commonly used substitution models assume the reversibility of the substitution
process. In a reversible model the substitution rate between any nucleotide i to j is the
same as the reverse substitution rate from nucleotide j to i:
qij = qji (3.6)
This class of substitution models are called time-reversible substitution models that are
introduced in the following.
The general time-reversible model (GTR) describes the evolutionary process by the
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following instantaneous rate matrix Q (Lanave et al., 1984):
Q =

− αpiC βpiG γpiT
αpiA − δpiG εpiT
βpiA δpiC − ηpiT
γpiA εpiC ηpiG −
 (3.7)
The components qij of matrix Q are defined as parameters, where the rate parameters
(α, β, γ, δ, ε, η) and the parameters for the equilibrium nucleotide frequencies pii for
i ∈ {A,C,G, T} are defined. The off-diagonal components of the matrix Q quantify the
flow of a nucleotide exchange by another nucleotide. The diagonal elements in Q are
defined such that a row in the matrix sum to zero and represent the total rate of an
exchange from a nucleotide i to any other nucleotide j.
The number of free parameters of a substitution model depend on the defined sym-
metry assumptions and the scaling of the parameters in the substitution model. For
example in the GTR model the number of free parameters are defined in the following
way: The sum of the nucleotide frequencies is one,
A,C,G,T∑
i
pii = 1 (3.8)
thus, 3 free parameters are sufficient to describe the nucleotide frequencies. Assuming
a reversible process (equation 3.6) and scaling the rate matrix Q to one (equation 3.3),
the substitution rates can be described by 5 free rate parameters. In total, the GTR
model has therefore 8 free parameters.
Within the GTR model (8 free parameters) a variety of reversible submodels can be
defined, where the number of parameters are reduced by introducing additional restric-
tions. In the following a few of these submodels are introduced. The TN93 model
(Tamura and Nei, 1993) describes a parameter for the ratio between transitions and
transversions (κ) and another parameter the ratio between purine and pyrimidine tran-
sitions γ. The TN93 model has 5 free parameters with 2 free rate parameters and 3
parameters for the nucleotide frequencies. The HKY85 model (Hasegawa et al., 1985)
describes only the parameter for the ratio of transition and transversion rate κ. The
HKY85 model has 4 free parameters, 1 free rate parameter and 3 free parameters for
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the nucleotide frequencies. The F81 describes one parameter for the substitution rate
and remains with 3 free parameters for the nucleotide frequencies. By assuming uni-
form nucleotide frequencies (pii=0.25) and a parameter for the ratio between purine and
pyrimidine substitutions describes a K80 model (Kimura, 1980) that has only 1 free
parameter. The simplest model of DNA evolution is the JC model (Jukes and Cantor,
1969), where the rate of change from one nucleotide i to another nucleotide j is the
same for all substitution rates and the equilibrium nucleotide frequencies are uniform
(pii=0.25). The JC model has no free parameters.
3.3 Non-reversible substitution models
The most general Markov model is shown in Figure 3.4, where the rates are defined by
the product of the rate of a substitution from one nucleotide i to the nucleotide j and
the nucleotide frequency pij (Figure 3.4). The generalization to describe the substitution

A G C T
A −(apiC + bpiG + cpiT ) apiC bpiG cpiT
G gpiA −(gpiA + dpiG + epiT ) dpiG epiT
C hpiA ipiC −(hpiA + ipiC + fpiT ) fpiT
T jpiA kpiC lpiG −(jpiA + kpiC + lpiG)

Figure 3.4: The most general instantaneous rate matrix Q. The diagonal elements are defined
such that the rows sum up to zero. The rate parameters a, b, c, d, e, f, g, h, i, j, k, l define the
relative rates of the substitution from one nucleotide to any other nucleotide. The parameters
piA, piC , piG, piT define the nucleotide frequencies.
process leads to a Markov model that does not assume reversibility. The non-reversible
substitution describes the instantaneous rate matrix Q as following
Q =

− α β γ
δ − ε η
θ ϑ − ι
κ λ µ −
 (3.9)
The so called unrestricted model (Yang, 1994b) has 12 parameters (Greek letters), one
for each substitution type. Note, in the unrestricted model the nucleotide frequencies are
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a function of the parameters. The reason to this constraint is that there might not exist
an equilibrium nucleotide frequency for the substitution model (the largest eigenvalue
of Q is not 0). In the unrestricted model the actual base frequencies of the sequences
are used as the equilibrium nucleotide frequencies. The total number of substitutions
are standardized to one, the model has in total 11 free parameters.
A variety of additional constraints can be defined to simplify the unrestricted model.
In general, substitutions can not be distinguished on which strand they occur. A sub-
stitution that occurred on one strand will result in the complementary substitution on
the other strand. In Sueoka (1995) a strand symmetric model was introduced, where
the substitution rates between complementary substitutions get the same parameter
assigned.
Q =

A G C T
A − α β γ
G λ − δ ε
C β γ − α
T δ ε λ −
 (3.10)
In the matrix Q, for example, A→ G is strand complementary to T → C and hence are
assigned to the same parameter α. The model describes parameters for 6 complementary
substitution pairs and has 5 free parameters.
3.4 The Maximum likelihood
The substitution models are used to compute the distances and for the estimation of
the substitution process among the sequences observed in an alignment that are repre-
sented by a phylogenetic tree (Figure 3.5). The substitution model describes the process
along the branches that most likely generated the observed sequences. In general, the
parameters of a specified substitution model Q are estimated to compute a likelihood
for the model and a given tree. Let T denote a phylogenetic tree and M a substitu-
tion model for a sequence alignment D. The likelihood of the data given a substitution
model is computed as follows. Suppose Ds be a site pattern or column in the alignment
(Figure 3.1). For this site pattern the product of the transition probabilities in P (t) for
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unrooted treerooted tree
Figure 3.5: A rooted and an unrooted 3 species tree. The most recent common ancestor is
represented by the internal nodes, where the external nodes represent the observed contempo-
rary species. The branches in the tree represent the time estimated from a substitution model.
Both trees are computationally equivalent.
given nucleotide states at the internal nodes over all branches t in the tree is calculated.
The likelihood for the site pattern is defined by the sum of the products for all possible
nucleotide states at the internal nodes. The likelihood to observe Ds is denoted by:
P (Ds|T,M) (3.11)
The likelihood function L(T,M) computes the total likelihood over all sites in an align-
ment by the sum of the log likelihoods over all sites:
logL(T,M) =
m∑
s=1
logP (Ds|T,M) (3.12)
The log scale is used to avoid arithmetic underflow, because the probabilities of the
site patterns are usually close to zero. The parameters of the substitution model are
separately estimated by maximizing the likelihood function L. In general, iterative
global optimization procedures are used for this purpose (Swofford et al., 1996). The
likelihood method allows to estimate the parameters for a given model to describe the
substitution process leading to the observed sequences in an alignment. A method
to infer the most appropriate substitution model or number of parameters for a given
alignment is described in the following section.
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3.4.1 The Likelihood-Ratio-Test
A substitution model with several parameters such as the GTR model or the unrestricted
model described in the previous sections can be simplified when further symmetries are
assumed between the parameters. When the number of parameters are reduced within
a substitution model, the simplified model is called nested within the more complex
model. Usually, the more complex substitution model provides a better fit to the data
(higher likelihood) than the model with fewer parameters. However, the more complex
model will also have a larger variance in the estimation that might lead to an overfit of
the data.
The standard method to compare the likelihood between two nested substitution mod-
els to select the most appropriate is a Likelihood-Ratio-Test (LRT) (Felsenstein, 2004).
The statistic of the test is described by:
∆ = 2(logeL1 − logeL0) (3.13)
The log likelihood of the parameter rich model is denoted by L1 and the null model with
fewer parameters by L0. In this particular case the ∆ statistic follows approximately
a χ2 distribution with the degree of freedom according to the differing numbers of free
parameters between the null and alternative model.
Chapter 4
The influence of transcription on the
substitution process
In this chapter the role of strand-specific substitution patterns in transcribed genomic
regions are described. The extent of the A → G has been suggested to be specifically
increased over the T → C in transcribed genomic regions and was explained to result
from transcription-coupled-repair. A genome-wide study is conducted for the estimation
of the strand-specific substitution process from the human-chimpanzee-rhesus genome
alignment. Using a Likelihood-Ratio-Test, it is shown that the unrestricted nonreversible
substitution model gives a significantly better fit to the data from a transcribed alignment
fraction than a simpler model in which A→ G and T → C are assigned to the same rate
parameter. Furthermore, the extent of the differences between the substitution patterns
in transcribed and non-transcribed genomic regions are estimated and compared.
In the course of his work, Erwin Chargaff has established several rules describing the
relative frequencies of the four nucleotides A, G, C, and T in DNA sequences. His first
parity rule states that A occurs with the same frequency as T, and G occurs with the
same frequency as C in all DNA molecules. This rule contributed substantially to the
understanding that native DNA occurs as a double helix where two antiparallel DNA
strands are paired via H-bond formation between the complementary bases A and T,
and G and C, respectively. While the general applicability of the first parity rule is
undisputed, Chargaffs second rule of intrastrand parity is not. According to this rule,
the complementary bases should occur with the same frequency also along a single
DNA strand. However, this intrastrand parity rule is only approximately followed on a
genome-wide level, and substantial deviations are observed on a local level (Touchon and
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Rocha, 2008). This raises the question how the relative frequency of the four nucleotides
along a DNA sequence is locally modulated. The base composition of contemporary
DNA sequences is determined by the substitution process, which changes DNA sequences
over time (c.f., Chapter 3). Thus, one needs to hypothesize that genomic regions with
different base compositions differ also in their substitution processes. In the past years
several biological factors have been proposed to influence the substitution process on
region specific scale and, thus the base composition of DNA sequences: mutation bias
(e.g., Wolfe et al., 1989), natural selection (e.g., Eyre-Walker and Hurst, 2001), biased
gene conversion (BGC,e.g., Duret and Arndt, 2008). Common to all these factors is that
they affect both DNA strands to the same extent.
More recently, the focus has been extended to strand-specific processes that affect the
substitution process of the two DNA strands to a different extent (Touchon and Rocha,
2008). In the literature a variety of terms are used to distinguish between the two DNA
strands. In this chapter the two DNA strands are distinguished by the terms leading
and lagging strand when the process of DNA replication is referred. For the process
of DNA transcription the non-coding strand is defined as the template for the RNA
Polymerase to copy the mRNA strand and the coding strand is defined as the opposite
strand. As a unifying principle it is suggested that single stranded DNA is more vul-
nerable to nucleotide changes than either double stranded DNA or single stranded DNA
protected by large protein complexes. For example, it has been shown in prokaryotes
that deviations from the intrastrand parity rule can be attributed to processes related to
DNA replication. The lagging strand, which remains temporarily single-stranded during
replication, is distinguished from the leading strand by having compositional skews of
G > C, and, although less prominent, of T > A (Lobry, 1996). This would correspond
to T → C and to a lesser extend A → G transitions occurring more frequently on the
lagging than on the leading strand. The correlation of this compositional skew and
replication process is so marked, that origins of replication could be reliably predicted
by analyzing compositional skews in bacterial genomes (Lobry, 1996). In eukaryotes
a similar but less pronounced influence of replication on compositional skews has been
observed (Huvet et al., 2007). Transcription is the second biological process that leaves
one DNA strand transiently single stranded and has been associated to compositional
skews. After separation of the template and the coding strands by the transcription
machinery, only the template strand is protected by the protein complex of the RNA
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polymerase. In both bacteria and eukaryotes it has been shown that this difference
between the two strands results in a different mutation pattern. In bacteria C → T
transitions have been found to occur more frequently on the coding strand than on the
transcribed strand (Francino and Ochman, 2001). In mammals, it was postulated that
the rate of the A↔ G transition is higher on the coding than on the transcribed strand
(Green, 2003; Mugal et al., 2009). As a result a different compositional skew is abound
for the transcribed than for the non-transcribed fraction of the genome. One biological
model that is used to explain these rate differences between the complementary strands
is provided by the process of transcription coupled repair (TCR; Figure 4.1). According
to this model, an A → G mutation occurs more frequently on the coding strand that
results in G:T mismatches along the genomic transcribed fraction of a gene. In vivo
and in vitro assays have shown that the MutSα repair enzyme binds efficiently to such
G:T mismatches (Jiricny et al., 1988; Lamers et al., 2000). It was therefore postulated
that the binding of MutSα to such a bulky mismatch is able to stall the transcription
machinery and induce a specific repair mechanism.
In this chapter a study is conducted to describe strand-specific substitution patterns in
the human genome that is estimated from a transcribed and a non-transcribed alignment
fraction. Bielawski and Gold (2002) analyzed replication associated strand asymmetry
between the leading and lagging strand in mitochondrial DNA sequences. For this pur-
pose they developed a Likelihood-Ratio-Test (c.f. chapter 3) to infer, whether a more
complex substitution model gives a significant better fit to the data than a simpler
strand symmetric model. In the strand symmetric model, a single rate parameter is
assigned for each pair of complementary substitution rates (Sueoka, 1995, see chapter 3,
substitution model defined in 3.10). However, the more complex non strand symmetric
model with one additional parameter allows to distinguish between complementary sub-
stitution rates. Bielawski and Gold (2002) used three more complex substitution models
Figure 4.1 (following page): Transcription-coupled-repair in mammalian genomes as pro-
posed by Green (2003). a) During transcription the complementary DNA strands are tran-
siently single stranded. While the transcribed strand (non-coding strand) is protected by the
transcription machinery the coding strand is more exposed to DNA damage. b) MutSα rec-
ognizes and binds efficiently G:T mismatch pairs c) A DNA repair machinery is activated at
RNA polymerase (RNAP) stalled lesions. d) Preferential repair of non-coding strand that
favors the incorporation of G that leads to an increased fixation of A → G mutations on the
coding strand.
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that assigned individual rate parameters for G→ A 6= C → T , A→ G 6= T → C and
C → A 6= G→ T , respectively.
A genome-wide analysis using the Likelihood-Ratio-Test of Bielawski and Gold (2002)
for the analysis of the strand asymmetry of substitutions associated to transcription has
not been performed to date. The method allows to answer the question whether a
more complex non strand symmetric substitution model would be more appropriate to
describe the substitution patterns in the corresponding transcribed genomic regions from
the human-chimpanzee-rhesus genome alignment. In the following a similar Likelihood-
Ratio-Test will be described to test for the strand symmetry between pairs of substitution
rates estimated from sampled alignments corresponding to human transcribed and non-
transcribed genomic regions. The direction of a particular strand-specific substitution
rate is quantified as ratio to the corresponding strand complementary substitution rate.
Finally, the difference of substitution rates between transcribed and non-transcribed
alignment fraction are discussed.
4.1 Testing the strand symmetry in transcribed
genomic regions
4.1.1 The transcribed and non-transcribed alignment fraction
The transcribed genomic regions from the human genome were selected from genomic
transcript coordinates corresponding to genes that are also expressed in the germline.
A set of non-transcribed genomic regions were defined by the intergenic left and right
flanking regions of genomic transcripts, where the flanking region was not in the direct
neighborhood of another gene. The alignments corresponding to the defined genomic re-
gions were extracted from the human-chimpanzee-rhesus genome alignment (see chapter
2, Table 2.1). In the following, the alignment set corresponding to the transcribed re-
gions will be termed transcribed alignment fraction and the alignment set corresponding
to the non-transcribed genomic regions will be termed non-transcribed alignment frac-
tion. Additional subsets from the transcribed alignment fraction corresponded to exon,
intron, interspersed repeats and a subset where CpG related transitions were excluded.
The datasets were sampled from the concatenated alignments fractions corresponding
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to a particular dataset. The alignment set of the transcribed fraction and the align-
ment set of the non-transcribed fraction were each concatenated (see section 2.4). The
transcribed alignment fraction comprised a total of 634 Mb and the non-transcribed
alignment fraction a total of 295 Mb excluding all columns with gap characters, am-
biguous or masked nucleotides. From both datasets 1000 bootstrap alignments, each
consisting of 100 Kb in size were sampled.
4.1.2 Likelihood-Ratio-Test using reversible models
Two reversible null models with 4 rate parameters are defined assuming strand symmetry
of transversion rates M10 (A↔ C=T ↔ G) and the strand symmetry of transition rates
M20 (A↔ C=T ↔ G). The alternative model is defined by the general reversible model
(GTR) with 5 free rate parameters (Figure 4.2).
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Figure 4.2: Reversible substitution models used for the Likelihood-Ratio-Test. The null
models have 4 free rate parameters, each, and the alternative GTR model has 5 free rate
parameter.
The log likelihood of the alternative model MGTR and the strand symmetric models
M1,20 were estimated using paml (Yang, 2007). The substitution models M
1,2
0 differ
by having one parameter less than the alternative model MGTR. The statistic for the
Likelihood-Ratio-Test follows therefore approximately a χ2 distribution with one degree
of freedom. A confidence limit of 5% was chosen for the tests.
The fraction of Likelihood-Ratio-Tests rejecting the null hypothesis of a strand sym-
metry between a pair of substitution rates was computed and compared between the
sampled alignments corresponding to human transcribed and non-transcribed genomic
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regions. The null hypothesis for strand symmetry was rejected, when >95% of the per-
formed tests for a particular dataset rejected the simpler strand symmetric substitution
model. The strand symmetry assumption of transition rates was rejected in the tran-
scribed fraction and could not be rejected in the non-transcribed fraction (Figure 4.3).
In contrast, for transversion rates the strand symmetry assumption could not be rejected
in both the transcribed and non-transcribed fraction.
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Figure 4.3: Testing for strand symmetry of substitution rates using reversible substitution
models. The null hypothesis for the strand symmetry between transitions (α = A ↔ G =
T ↔ C) and between transversions (β = A ↔ C = T ↔ G) was tested in the transcribed
alignment fraction and non-transcribed alignment fraction. The fraction of tests that reject M0
in the LRT are shown. In total, 1000 sampled alignments of the transcribed fraction and 1000
sampled alignments of the non-transcribed fraction (Flanking) were used for the tests. The
strand-symmetry for a particular dataset was rejected when at least 95% of the correspond-
ing alignments rejected the null-hypothesis. In the transcribed fraction the transition strand
symmetry assumption was rejected in all tested alignments, whereas the transversion strand
symmetry assumption was rejected in 11% of the tested alignments. The non-transcribed frac-
tion the strand symmetry assumption for transitions and transversions was rejected in ∼ 5%
of the performed tests.
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4.1.3 Likelihood-Ratio-Test using non-reversible substitution
models
When using reversible models it is not possible to infer, whether the rejection of the
strand symmetry assumption between the transitions A→ G and T → C , G→ A and
C → T or both contributed to the preference for the GTR model. Therefore, a second
analysis was performed using an unrestricted non-reversible substitution model.
In total, 10 strand symmetric models were defined for the strand-symmetry of each
of the six complementary substitution rate pairs, and for the 4 remaining substitution
rates that are assumed reversible in the GTR model (Figure 4.4). The alternative model
was the unrestricted model (GTR) with 11 free rate parameters (Figure 4.4). The log
likelihoods of the substitution models were estimated using paml (Yang, 2007). The in-
dividual substitution models M0 differ by having one parameter less than the alternative
model MA. The statistic for the Likelihood-Ratio-Test follows therefore approximately
a χ2 distribution with one degree of freedom. Again, a confidence limit of 5% was
chosen for the tests. The fraction of Likelihood-Ratio-Tests rejecting the null hypoth-
esis of strand symmetry was computed and compared between the sampled bootstrap
alignments corresponding to the transcribed and non-transcribed regions in the human
genome. In addition, the transcribed fraction was divided in subsets corresponding to
exons and introns, a subset where CpG related substitutions were excluded, and the
fraction corresponding to the 4 categories of interspersed repeats. The null hypothesis
for strand symmetry was rejected, when >95% of the performed tests for a particular
subset rejected the simpler strand symmetric substitution model. The strand symme-
try for the A → G and T → C transitions was rejected in all subsets, except for the
non-transcribed and exon alignment fraction. In contrast, the strand symmetry for the
complementary pair G → A and C → T was not rejected in any subset (Figure 4.1).
The other performed LRTs for symmetry did not discriminate between the transcribed
and non-transcribed alignment fraction.
Figure 4.4 (following page): Non-reversible substitution models used for the LRT. A
Likelihood-Ratio-Test is used to estimate whether a null model that assumes strand symmetry
between rates corresponding to complementary substitutions or assume reversibility between
substitution rates describes the data better than an unrestricted model. The null models have
10 free parameters and the alternative unrestricted model has 11 free parameters.
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4.1.4 The direction of the strand-specific substitution rates
A more detailed view on the substitution strand symmetry is obtained by comparing
the ratios of complementary substitution rates estimated from the transcribed and non-
transcribed alignment fractions (Figure 4.5). The substitution rate parameters were
estimated from the unrestricted non-reversible substitution model using paml (Yang,
1994a). In the transcribed fraction the ratio between complementary transitions A →
G and T → C was in average 1.26. The ratio between other strand complementary
substitution rates showed only an average ratio of 1.1. An exception are the transversions
A→ C and T → G that showed strand symmetry in the transcribed and non-transcribed
dataset. In the non-transcribed alignment fraction all performed comparisons showed a
strand symmetry.
The transition rates G→ A and C → T have the highest rates followed by the A→ G
and T → C transitions. Transversion rates were about 4 fold lower than transition rates.
The estimated substitution rates were then compared between the transcribed and non-
transcribed fraction. Two transition rates (G → A , A → G ) and three transversion
rates (C → G , A→ C , T → G ) are significantly increased in the transcribed fraction
(t-test, p≤0.05). The remaining 7 substitution rates showed a significant decreased
rate in the transcribed fraction (t-test, p≤0.05). The distributions of the rates for
the individual substitution types are shown in Figure 4.6 A. To judge the extent of
the substitution rate differences between the transcribed and non-transcribed fraction
the difference of the mean substitution rates estimated from both alignment fractions
are shown (Figure 4.6 B). Although a significant difference was observed between all
substitution rates of the transcribed and non-transcribed alignment fraction, a large
difference is more meaningful than a small or a slight change. The A → G transition
is remarkably increased in the transcribed fraction, whereas other substitution rates are
Figure 4.5 (following page): Ratio between strand complementary substitution rates. The
individual distributions and mean of the substitution rate ratios between strand complementary
substitution rates that were estimated from 1000 bootstrap sampled alignments in the tran-
scribed and non-transcribed fraction using an unrestricted non-reversible substitution model
are shown. In the transcribed fraction the ratio of the transitions A → G and T → C was
in average 1.26 and largest in comparison to the other ratios with an average of 1.1 in the
transcribed fraction. The transversions A → C and T → G showed an average ratio of 1 in
the transcribed fraction. All ratios from strand complementary substitution rates estimated
from the non-transcribed fraction had also an average ratio of 1.
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decreased or only slightly changed compared to the non-transcribed fraction.
4.2 Discussion
Transcription-coupled repair has been suggested to specifically increase the rate of A→G
transitions relative to the rate of the complementary change, T→C (Green, 2003). Yet,
a genome-wide statistical analysis of this proposed transition asymmetry in transcribed
regions has not been confirmed. Here, I have separated the human genome into two frac-
tions. The first part consists of genes for which evidence exist that they are transcribed in
the human germ line. The second part, corresponding to the bona-fide non-transcribed
fraction of the human genome, is comprised by genomic regions located outside of known
genes.
A Likelihood-Ratio-Test (LRT) revealed that in the transcribed dataset a more com-
plex non-reversible substitution model (11 parameters) gives a significantly better fit to
the data than the simpler model in which the same rate was assigned to the complemen-
tary A → G and T → C transitions (10 parameters). Notably, the strand symmetric
null models for the 5 remaining pairs of complementary substitution pairs could not
be rejected. For the non-transcribed alignment fraction none of the strand symmetric
models could be rejected. Thus, I provide evidence that an increased rate of A→G over
T→C substitutions is specific to transcribed sequences in the human genome. It may
therefore be indeed an effect of transcription-coupled repair.
To analyze the impact of other components of the transcribed fraction to the results
Figure 4.6 (following page): A) Distribution of substitution rates estimated from the
transcribed and non-transcribed dataset. Shown are the substitution rates estimated using
the unrestricted substitution model (Yang, 1994a) from 1000 alignments sampled from the
transcribed (red) and non-transcribed (blue) dataset. The distribution of the A → G tran-
sition rates shows the most prominent increase in the transcribed dataset compared to the
non-transcribed dataset. Strand complementary substitution rates are placed next to each
other in the diagram. The median of transitions are about 4-fold higher than the median of
transversions. The C → T and G→ A transition rates have the highest median rate followed
by the A → G and T → C transition rates. B) Differences between the average substitution
rates estimated from 1000 sampled alignments of the transcribed and non-transcribed dataset.
Whereas the average A → G rate is prominently increased in the transcribed dataset the
average of the other substitution rates are decreased or only slightly changed.
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obtained from the LRTs, the analysis was additionally performed in the protein-coding
exons, in introns, a fraction where substitutions related CpG dinucleotides were ex-
cluded, and four fractions corresponding to interspersed repeats. Except for the exon
fraction all other alignment fractions corresponding to the transcribed fraction rejected
the simpler model for A→ G =T → C. However, notably for the exon fraction is, that
almost all symmetries introduced into the substitution models lead to LRT results that
are at the border of significance (c.f. Table 4.1). This may be attributed to the particular
mode of evolution in protein coding exons. The information is encoded in base triplets
making the assumption of the neighbor independent substitution process inherent in the
models used in this analysis inappropriate. In addition, the substitution rates are highly
decreased in exonic sequences due to selective constraints. However, exons make up only
for a small part of the transcribed fraction and have no influence on the results for the
entire transcribed fraction. To examine a putative impact of CpG related transitions
to the observed rejection of the strand symmetry an additional dataset was examined,
where CpG related substitutions were excluded. However, as for the entire transcribed
alignment fraction the simpler model A→ G =T → C was rejected. This indicates that
an increased A→ G rate is not an effect of CpG-related substitutions.
The substitution model parameters were estimated from sampled alignments of the
concatenated alignment fractions for the different datasets, where the estimates represent
a global average. It is therefore not expected that results change for other gene subsets
that define the transcribed alignment fraction. The study shows that the observed
increase of the A→ G substitution rate in the transcribed fraction of the human genome
has a significant impact to distinguish the substitution model between the transcribed
and non-transcribed alignment fraction.
Chapter 5
Species-Specific evolving regions in
the human and chimpanzee genomes
In the previous chapter it was shown that the substitution rates A → G 6= T → C
in transcribed genomic regions. This can be explained by transcription-coupled-repair
(Green, 2003). The extent of the A→ G signature for a gene could be therefore used as
an indicator for the transcription activity in the genome of a particular species. Thus,
genes that are differentially expressed in humans and chimpanzees are subject to different
extents of transcription coupled repair, and thus should differ in their rates and patterns
of DNA sequence evolution. In this chapter, the homogeneity of the substitution model
between human and chimpanzee is tested to identify transcribed genomic regions with
species-specific substitution patterns.
A substitution model provides a stochastic framework to model the substitution pro-
cess between DNA sequences in an alignment. As introduced in chapter 3, a markov
process is used for this purpose that assumes homogeneity, stationarity and reversibil-
ity. The reversibility of the process assumes that a substitution and the corresponding
reverse substitution are not distinguished. When the homogeneity of the substitution
model is assumed the substitution patterns are the same and independent from time
for all branches in the phylogenetic tree. In such a homogeneous substitution model an
equilibrium nucleotide composition exists, and is the same for all taxa considered, to
which the sequences evolve and approximate in time infinity. The stationarity of the
substitution model assumes that the sequences have reached already the equilibrium
nucleotide composition which will then remain unchanged during the process. However,
40
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these assumptions are commonly applied simplifications to model the substitution pro-
cess and are not always valid when biological sequence data are analyzed. Species that
do not evolve alike evolve towards a different equilibrium nucleotide composition and
can therefore vary extensively in the genomes GC content. For example the genome of
the protozoan parasite Plasmodium falciparum has a very low GC content of ∼ 20%
(Gardner et al., 2002) in comparison to Plasmodium vivax that has a GC content of ∼
45% (Carlton et al., 2001). However, when the homogeneity assumption is not valid a
more complex substitution model may be more appropriate to describe the evolutionary
process. Such a more complex ”non-homogeneous substitution model” describes the
evolutionary process individually for each branch in the tree (e.g., Barry and Hartigan,
1987).
Different strategies are introduced for statistical comparisons of the substitution pat-
terns between species. A simple approach was introduced by the disparity index (Kumar
and Gadagkar, 2001) that measures the observed compositional differences between a
pair of sequences to infer whether the homogeneity of the substitution patterns do not
differ more than expected from the divergence from the sequences. However, for compar-
isons between sequences that have the same nucleotide composition such as, e.g., human
and chimpanzee, such a test is not appropriate. Therefore, a more sensitive method that
estimates the substitution process between the sequences in an alignment is required. A
parametric bootstrap approach to test the homogeneity assumption of the substitution
model in a phylogenetic tree has been described by the Model-Homogeneity-Test (MHT)
in Weiss and von Haeseler (2003). In the MHT, the statistic ∆ measures the deviations
between the substitution models that are estimated from sequence pairs in an multiple
sequence alignment. From all pairwise substitution rate matrices a covariance matrix is
computed and decomposed. The test statistic is then defined by the sum of eigenvalues
of the decomposed covariance matrix. It is necessary to determine whether the differ-
ences between the pairwise estimated substitution models, captured in ∆ are significant
or whether they arise due to the stochastic nature of the substitution process and the fi-
nite amount of data. Even if sequences evolve according to the same substitution model,
their substitution patterns can vary by chance such that the estimated pairwise substi-
tution models differ from each other. The Model-Homogeneity-Test uses a simulation
procedure to infer the significance of ∆ to reject the homogeneity of the substitution
model. For this purpose, a model for the null-hypothesis that the substitution process
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is homogeneous over the entire tree is required. To arrive at such a model, the average
of the pairwise substitution rate matrices is computed and used as a null-model. The
variation of ∆ that is expected by chance is inferred from sequence alignments that are
generated under the homogeneous null-model. The procedure generates 1000 simulated
alignments to compute the distribution of ∆sim. The error probability when rejecting
the homogeneity of the substitution model in the tree is then assumed from the fraction
of ∆sim values ≥ ∆obs.
The Model-Homogeneity-Test has been designed to test the homogeneity of the sub-
stitution model for an entire phylogenetic tree. For a comparison of the substitution pro-
cesses between individual branches more complex non-homogeneous substitution models
are required. A non-homogeneous model allows to distinguish the substitution process
between individual species. An extension to the MHT for testing the homogeneity of
the substitution model between individual branches in a tree, called the Single-Branch-
Test (SBT), was developed by Gunter Weiss and Arndt von Haeseler (unpublished).
The substitution rate matrices are estimated for each branch in the tree from pair-
wise sequence comparisons in an alignment (Baake, 1998). The statistic is defined as
a contrast between a set of two or more branches, where the variations between the
models are measured as squared distance between the corresponding substitution rate
matrices. The null-distribution of the defined contrast is again inferred by parametric
bootstrap, where sequence alignments are simulated under the homogeneity assumption.
The Single-Branch-Test is described in detail in the next section.
5.1 Estimation of branch-specific substitution models
The transition probability matrix P (t) describes the substitution process of a lineage
from the ancestral state to the observed present-day sequence. As the transition proba-
bilities are not directly observable from sequence data, it is shown in the following how to
estimate P (t) from pairwise sequence comparisons. In a pairwise sequence comparison
the time units t leading to the sequence X1 and X2 from the ancestral sequence X0 is un-
known: Let h
(r,s)
(i,j) denote the frequency of having nucleotides i and j (i, j ∈ {A,C,G, T})
in sequences r and s, respectively. These probabilities are gathered in the so-called
divergence matrix H(r,s).
The definition of Q allows to estimate the evolutionary distance and the substitution
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X 0
X
X 1
2
model from the enumerated substitutions in a pair of sequences when a reversible process
is assumed (Baake, 1998).
Assuming stationarity and reversibility of the substitution process the divergence ma-
trix can be expressed as
H(r,s) = diag(piA, piC , piG, piT ) · P (r,s). (5.1)
The transition probability matrix for the path from sequence x to y is then given by
P (r,s) = diag(
1
piA
,
1
piC
,
1
piG
,
1
piT
) ·H(r,s). (5.2)
From the pairwise leaf-to-leaf transition matrices branch specific transition matrices
can be estimated (Baake, 1998) by the following: Let i, j, k denote leaves in an unrooted
three taxon tree and m the internal node (Figure 5.1). The return-trip transition matrix
M (i,m) for an external branch connecting leaf i and node m can be expressed as:
M (i,m) = P (i,m) · P (m,i)
= P (i,j) · (P (k,j))−1 · P (k,i). (5.3)
The equation shown in 5.3 requires only leaf-to-leaf transition matrices. Thus, the
return-trip matrices M (i,m) can be expressed in terms of divergence matrices (Eq. 5.3).
The transition probability matrix M (i,m) is defined as exponential of the instantaneous
rate matrix Q(i,m):
M (i,m) = exp(Q(i,m)(t)) (5.4)
Assume M (i,m) has a spectral decomposition (Bailey et al., 1990):
M (i,m) = U · diag(eλ1ti,m , eλ2ti,m , eλ3ti,m , eλ4ti,m) · U−1 (5.5)
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Figure 5.1: Return-trip transition matrices reconstructed from pairwise leaf-to-leaf transition
matrices (Baake, 1998)
The matrix M (i,m) is decomposed to the left eigenvectors in U , the eigenvalues defined
in λ and right eigenvectors. The instantaneous rate matrix Q(i,m) is computed from the
logarithm of the eigenvalues, where eλjti,m is replaced by λjti,m.
Q(i,m) = U · diag(λ1ti,m, λ2ti,m, λ3ti,m, λ4ti,m) · U−1 (5.6)
For a given alignment the substitution rate matrix Q is estimated for each branch
in the unrooted tree of human, chimpanzee and rhesus. The test for the homogeneity
of the substitution patterns are performed by a contrast of the human and chimpanzee
branch. The variations between the substitution models are quantified by a statistic
that measures the squared distance δ of the corresponding substitution rate matrices:
δ =
12∑
i=1
(q
(human)
i − q(chimp)i )2. (5.7)
The vectors q(human) and q(chimp) describe the off-diagonal elements of the individual rate
matrices Q of the human and chimpanzee branch in the tree. For the null-hypothesis
that the substitution process is homogeneous over the entire tree an average substitution
rate matrix is computed from the substitution rate matrices of the branches and used
as null-model. The null model qnull is defined by averaging the substitution rates in the
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vectors qi from all branches i in the three taxon tree:
qnull =
1
n
n∑
i=1
q(i) (5.8)
The probability to reject the homogeneity assumption over the defined branches is
estimated from the fraction of δsim values ≥ δobs. An overview of the procedure is shown
in Figure 5.2.
Figure 5.2: Testing model homogeneity between human and chimpanzee. The substitution
rate matrices are estimated for the branches in the human, chimpanzee and rhesus tree. The
difference between the human and chimpanzee substitution matrices are inferred by a squared
distance. The homogeneous model for the tree that is used for the simulation procedure is the
average substitution rate matrix of all branches. Sequence alignments are simulated under the
homogeneous model to obtain the null-distribution of δ. The critical value of δ to reject the
homogeneity assumption between the human and chimpanzee substitution model is determined
from the simulated null-distribution.
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5.2 Testing the homogeneity assumption of the
substitution model between humans and
chimpanzees
A sliding window approach was used to screen the human genome for regions that
evolve in a species-specific manner. The individual alignment window datasets that
were used for the study are described in detail in chapter 2 (Table 2.1). The SBT was
applied to each alignment window to identify genomic regions for which the human
substitution model differs significantly from the chimpanzee substitution model. To
assess the influence of the window length on the outcome of the test, different window
sizes of 125, 250, 500, and 1000 Kb were used. In addition, the transcribed fraction of
the 125 Kb windows as well as the transcribed fraction of individual genes was analyzed
separately. The confidence limit for the SBT was set to p ≤ 0.05. An alignment window
for which the homogeneity assumption between human and chimpanzee substitution
process was rejected is referred to as significant alignment window in the following. The
results of the analysis are summarized in table 5.1.
The impact of the alignment length on the power to detect a significant difference
between the models was verified by comparing the fraction of significant tests of the
alignments between the different alignment window sizes. The fraction of significant
alignment windows is slightly increased in the bigger window sizes with 5.69% tests in
the 125 Kb to 8.1% tests of the 1000 Kb alignment windows (Table 5.1). This indicates
that the power of the test increases with the sample size.
The signal to detect a difference between the human and chimpanzee substitution
models is expected to be weak due to the low number of substitutional sequence differ-
ences between both species. As only a small fraction of significant alignment windows
were detected (c.f. Table 5.1), the distribution of the p-values obtained from the genome-
wide analysis are expected to follow almost an uniform distribution. The power of the
SBT to detect a difference between the human and chimpanzee substitution model is
examined by a probability-probability plot. The probability-probability plot allows to
compare the cumulative p-value distribution to a cumulative uniform distribution (Fig-
ure 5.3). For the different datasets only a small deviation to an uniform distribution is
observed that slightly increases for bigger window sizes.
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Dataset Total windows tested Significant Fraction (significant)
1000 Kb 2176 177 8.13%
500 Kb 4321 287 6.64%
250 Kb 8608 544 6.32%
125 Kb 17138 974 5.68%
TRF125Kb 12596 717 5.69%
TRFTranscript 7292 412 5.65%
Table 5.1: Results of the SBT between human and chimpanzee. Overview of the results
obtained for the alignments of the 125 Kb to 1000 Kb alignment window (Dataset) and the
transcribed fraction of the 125 Kb windows (TRF125Kb) and the transcribed fraction of indi-
vidual genes (TRFTranscript). Shown is the total number of alignment windows as well as the
number and the percentage of significant alignment windows.
When multiple tests are performed at a significance level of 5% one accepts to falsely
reject the null hypothesis of model homogeneity in 5% of all performed tests. In my
analysis, about 5% of the performed tests reject the null hypothesis. Hence, it is nec-
essary to show that the substitution models do not differ solely by chance due to the
multiple tests that have been performed. A detailed analysis of the substitution patterns
is conducted to describe the differences between the human and chimpanzee model in
the significant alignment windows.
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Figure 5.3: Probability-Probability plot of the SBT nominal p-values. The plot shows the
percentages of tests falling at or below a given p-value from the SBT in 125 KB to 1000 KB
alignment windows, and the transcribed fraction datasets. The diagonal (black) illustrates a
distribution of samples from a uniform distribution. The vertical line shows the 5% confidence
limit. Only a small deviation of the p-value distributions to a uniform distribution is observed.
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5.2.1 Normalization of δ estimated from different alignment
windows
The number of analyzable ungapped alignment positions and the amount of divergence
between the sequences differ among the alignment windows. With an increasing size of
an alignment or increasing sequence divergence the distance measure of δ decreases due
to the higher accuracy and precision of the estimates. How close the estimated δ is to
the true unknown value is dependent on the accuracy and the variation of δ around the
true value, i.e., on the precision of the estimate δ. For the comparison of the δ statistic
estimated among different alignment windows a normalization procedure is therefore
required that is discussed in detail in chapter 6. The estimated δ is then scaled to a
sample size of 50 000 analyzable alignment columns and a pairwise sequence divergence
of 1 %. For each alignment window the branch length of the unrooted three species tree
is inferred using the neighbor-joining algorithm (Saitou and Nei, 1987).
The scaling factor for the estimates δ relative to a branch length of 0.005 expected
substitutions per site for the human and chimpanzee branch as was determined from
a calibration curve (chapter 6, Figure 6.6). For a variety of branch lengths, the mean
of δ was computed from 1000 simulated alignments of 50 Kb in length, generated with
the same substitution model for all branches in the tree. The model was defined by
a random substitution rate matrix explained in detail in chapter 6. δ was measured
between two branches with branch lengths between 0.001 and 0.2 expected substitutions
per site. The calibration curve is defined by an interpolation function F that describes
δ as function of the branch length. The function allows to determine the expected δ
for any given branch length b. The scaling factor for δ estimate is then determined
by the ratio of F0.005 and Fb, where b denotes branch length estimated for human and
chimpanzee from the given alignment window. The normalization of δ considering the
alignment size and branch length is computed by:
δnorm = δ · F0.005/Fb · Ls/L50Kb (5.9)
Ls denotes the number of analyzable alignment columns of an alignment window and
L50Kb denotes the reference alignment size of 50 Kb. The effect of the normalization
procedure is shown in Figure 5.4.
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Figure 5.4: The distribution of δ obtained from the alignment datasets of 1000 Kb, 500
Kb, 250 Kb, 125 Kb windows, the transcribed fraction of the 125 Kb windows (TRF 125)
and the transcribed fraction of individual genes (Ensembl) are shown before (red) and after
normalization (blue). δ is normalized relative to a pairwise sequence divergence of 1% between
human and chimpanzee and an alignment size of 50 Kb.
5.2.2 Overview of the significant alignment windows
In the following, it was investigated whether the fractions of significant alignment win-
dows or the distributions of δ differ among the chromosomes. The enrichment of signif-
icant alignment windows for each chromosome was inferred using the Fisher exact test
(Table 5.3). The number of significant alignment windows are enriched on chromosome
X (42/491, 8.5%), chromosome Y (6/31, 19.35%) and chromosome 6 (52/712, 7.3%).
Multiple testing was considered by estimating the false discovery rate (FDR, Benjamini
and Y. (1995)). The FDR denotes the expected fraction of false positive tests among
the significant alignment windows. When multiple tests are considered chromosome X
and Y remain significant for a FDR < 0.1. The distribution of δ estimated from the
transcribed fraction of the 125 Kb alignment windows were compared between the chro-
mosomes by an one factor ANOVA analysis. This shows that the distributions of δ
are significantly different between the chromosomes (ANOVA, p≤2.2e-16). Figure 5.5
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shows the corresponding distributions of δ for each chromosome. Note, chromosome Y
has a remarkably increased distribution of δ compared to the other chromosomes. The
ANOVA analysis remains significant when chromosome Y is excluded.
So far, I have searched for alignment windows which had a significant difference be-
tween the substitution models of human and chimpanzee. Intuitively, an alignment with
a large δ suggests that the differences between the human and chimpanzee substitution
models also have a biological significance. Subsequently I selected those windows for
further analysis that show the strongest difference among all tested alignment windows.
For further analysis the alignment windows with a a significant p-value and with a δ
in the 5% largest δ values were selected (Figure 5.5). The selected alignment windows
comprised a total of ∼ 4.5% for the different datasets (Table 5.2).
Dataset Total p ≤ 0.05; δ > δ95% Percentage Selected
1000 Kb 2176 107 4.92 %
500 Kb 4321 205 4.74 %
250 Kb 8608 395 4.59 %
125 Kb 17138 771 4.5 %
TRF125Kb 12596 565 4.49 %
TRFTranscript 7292 328 4.5 %
Table 5.2: Significant alignment windows with δ > δ95% from all tests after normalization.
Alignment windows were selected with strongest difference between the estimated human and
chimpanzee substitution model.
5.2.3 Characterization of the substitution patterns in significant
alignment windows
In the next step, the aim was to identify which type of substitution contributes sig-
nificantly to the rejection of the substitution model homogeneity assumption between
human and chimpanzee. The δ statistic allows only to measure the overall differences
between the human and chimpanzee models by the squared distance between the cor-
responding rate matrices. Therefore, the Single-Branch-Test was extended by defining
a statistic to measure the differences between each component of the human and chim-
panzee substitution model.
The individual substitution rates were tested whether they differ significantly between
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Figure 5.5: Human and chimpanzee model differences for the 24 human chromosomes. The
plot shows the distributions of δ estimated from the transcribed fraction of the 125 Kb align-
ment windows (TRF125Kb). The horizontal line denotes the genome-wide 95% quantile of the
δ distribution estimated from all alignment windows. Significant alignment windows with a δ
above the horizontal line and a p-value ≤0.05 are selected for further analysis.
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the human and chimpanzee model for all 125 Kb alignment windows in the transcribed
fraction of the human genome (TRF125Kb). The statistic is defined as a squared difference
for each of the 12 substitution rates i between q(human) and q(chimpanzee).
δi = (q
(human)
i − q(chimpanzee)i )2 (5.10)
The null-distribution of each δi for each substitution type is inferred from the 1000
simulated alignments that were generated under a homogeneous model.
The number of how often the rate equality for each substitution type was rejected
between the human and chimpanzee model was counted and compared between the
set of significant alignment windows (SBTp ≤ 0.05; δ > δ95%) and the non-significant
alignment windows of the TRF125Kb alignment dataset (Figure 5.6). As the human
and chimpanzee substitution model underlying this analysis are reversible the counts of
tests that rejected equality for the individual substitution types are averaged for the six
reversible substitution rate pairs.
The observed model differences between the human and chimpanzee substitution mod-
els are mainly driven by a difference between the transition rates. The significant align-
ment windows rejected the substitution rate equality between the human and chimpanzee
model for the transitions A↔ G in >50%, for the transitions T ↔ C in >50% and for
each of the transversions (A ↔ C , T ↔ G , G ↔ C , T ↔ A ) in <20 %. In the
non-significant alignment windows, only less than ≤ 5% rejected the substitution rate
equality for the different substitution types.
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Chromosome Percentage (%) Significant Expected Total P-value FDR
1 5.05 58 65.35 1148 0.8533 0.9986
2 4.27 44 58.63 1030 0.9859 0.9986
3 4.57 40 49.86 876 0.9450 0.9986
4 6.96 46 37.63 661 0.0899 0.4315
5 6.04 40 37.68 662 0.3693 0.8057
6 7.30 52 40.53 712 0.0374 0.2992
7 6.21 54 49.52 870 0.2691 0.8057
8 5.98 33 31.42 552 0.4103 0.8206
9 7.32 38 29.54 519 0.0657 0.3942
10 5.23 33 35.92 631 0.7216 0.9986
11 4.20 25 33.87 595 0.9601 0.9986
12 6.11 37 34.50 606 0.3516 0.8057
13 4.26 14 18.73 329 0.9007 0.9986
14 5.39 20 21.12 371 0.6332 0.9986
15 6.33 25 22.48 395 0.3195 0.8057
16 4.23 16 21.52 378 0.9175 0.9986
17 6.44 29 25.62 450 0.2690 0.8057
18 4.98 14 16.00 281 0.7350 0.9986
19 5.64 19 19.18 337 0.5517 0.9458
20 2.33 7 17.08 300 0.9986 0.9986
21 8.05 12 8.48 149 0.1421 0.5684
22 5.86 13 12.64 222 0.4992 0.9216
X 8.55 42 27.95 491 0.0053 0.0864
Y 19.35 6 1.76 31 0.0072 0.0864
Table 5.3: Enrichment analysis of significant tests for the 24 human chromosomes
For each chromosome the percentage and number of significant alignment windows, the
number of expected significant alignment windows and the total number of alignment
windows are shown. The enrichment of significant alignment windows on a chromosome
was estimated by a one-sided Fisher Exact Test (p-value). Chromosome 6, X and Y show
an enrichment for significant alignment windows (confidence limit for nominal p-value
p ≤ 0.05). To account for multiple testing, a p-value correction was performed using the
FDR. The FDR estimates the expected false discovery rate and is < 0.1 for the X and
Y chromosome.
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Figure 5.6: Substitution rates with a significant difference between the human and chim-
panzee models. The Single-Branch-Test was extended to identify which type of substitution
contributed significantly to the rejection of the substitution model homogeneity assumption
between human and chimpanzee detected. The analysis was performed using the TRF125Kb
dataset. Shown are the fractions of rejected equality between the human and chimpanzee
models for the individual substitution types. The results for the set of significant alignment
windows is shown in red. The results for the set of non-significant alignment windows are
shown in blue. Transition rates (A ↔ G or T ↔ C ) showed in > 50% and each of the
transversion rates showed in < 20% a significant difference between the human and chim-
panzee model. In non-significant alignment windows ≤5% rejected rate equality for all the
individual substitution types between the human and chimpanzee model.
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5.2.4 Species-specific transition patterns in the human and
chimpanzee genomes
In the following the distributions of the substitution rate differences between the corre-
sponding human and chimpanzee substitution models are analyzed in more detail. The
analysis is again performed on the TRF125Kb dataset. As the underlying substitution
models are reversible, the differences between the 12 off-diagonal substitution rates in
the vector of q(human) and q(chimpanzee) were averaged for the six reversible substitution
rate pairs.
In the significant alignment windows, the distributions of substitution rate differences
are bimodal for the transition rates and unimodal for the transversion rates (Figure 5.7).
This indicates that there is a strong tendency for a significant window to have a high
transition rate in humans and a low transition rate in chimpanzees and vice versa. For
the transversion rates no such trend is observed. The non-significant alignment windows
show no remarkable difference of the transition rates and transversion rates between the
human and chimpanzee model.
The observed differences in significant alignment windows are supposed to be driven
by different extents of transcription-coupled repair. In significant alignment windows a
difference of the extent of the strand-specific A → G increase in either the human or
the chimpanzee substitution model is therefore expected. The strand-specific A ↔ G
increase is quantified as the A↔ G /T ↔ C ratio and is compared between the human
and chimpanzee substitution model that was estimated from the transcribed fraction
125 Kb alignment windows. Moreover, the ratios between the human and chimpanzee
substitution models in significant and non-significant alignment windows were compared.
Indeed, the extent of the A ↔ G /T ↔ C ratios are remarkably different between the
human and chimpanzee model in the significant alignment windows (Figure 5.8). The
A↔ G /T ↔ C ratios between both species show a bimodal distribution with two peaks
at a ratio of ∼1.4 and ∼1 in either human or chimpanzee. This indicates that there is
a strong tendency for a significant window to have an increased A ↔ G /T ↔ C ratio
in humans and a decreased A↔ G T ↔ C ratio in chimpanzees and vice versa. In the
non-significant alignment windows the A↔ G /T ↔ C ratios between both species are
unimodal and show no remarkable difference (Figure 5.8).
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5.3 Discussion
Human and chimpanzee DNA sequences are believed to evolve according to the same
substitution model. Exceptions to this assumption have been described (Ebersberger
and Meyer, 2005, e.g.,), but a genome-wide analysis of this aspect has not been per-
formed. It was aimed to identify regions in the transcribed fraction of the human
and chimpanzee genomes that evolve species-specific. To this end, the human, chim-
panzee and rhesus branch specific substitution matrices (Baake, 1998) were estimated
for 12,596 non-overlapping windows 125 Kb in size, representing the transcribed part in
the human-chimpanzee-rhesus genome alignment. For each window a squared distance
δ was computed between the two substitution rate matrices, Qhuman and Qchimpanzee. A
parametric bootstrap approach was used to simulate the null-distribution of δ under the
homogeneity assumption, i.e., when the substitution model is the same on all branches.
If the value of δ fell outside of the 95% quantile of the null-distribution, the homogene-
ity assumption was rejected for the corresponding window. In total, 717 windows were
found evolving in a species-specific manner. A closer look on the individual types of sub-
stitutions in these windows revealed, that mainly differences in the transition rates were
responsible for rejecting the substitution model homogeneity for both species. Notably,
the extent of the strand-specific A↔ G over T ↔ C transition bias is markedly different
between human and chimpanzee in the significant regions. The strand-specific increase
of A→G over T→C substitutions on the transcribed strand is interpreted as signature
of transcription coupled repair (Green, 2003). The results suggest that species-specific
differences in the germline gene expression of the corresponding genes account for the
different modes of evolution.
A major problem of the conducted analysis is the choice of an appropriate window
size. On one hand a fine-scaled analysis on the gene level with small window sizes is
desired. And on the other hand a sufficient sample size for accurate estimates of the
substitution model is required to overcome numerical problems of zero entries in the
divergence matrix. Based on a simulation study, I assessed the minimal window size to
Figure 5.7 (following page): Substitution rate differences between human and chimpanzee
in significant and non-significant alignment windows The rate differences of transitions (red)
between the human and chimpanzee models show a bimodal distribution only in significant
alignment windows.
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be at least 15 Kb for human, chimpanzee and rhesus alignments (see section 6.2). The
cut-off for the minimal size for the TRF125Kb dataset was 23 Kb, and hence sufficient
to prevent numerical problems. A higher resolution of the model differences is expected
with an increasing number of observed substitutions. The fraction of significant tests
should therefore increase with the size of the alignment and with the divergence of the
sequences from the corresponding branches that are tested. As expected the fraction of
significant tests increases slightly from the smaller (125 Kb, 5%) to the bigger (1000 Kb,
8%) sized alignment windows.
The distribution of the estimated p-values appeared almost uniformly distributed
and the fraction of observed significant alignment windows was only marginally larger
than 5%, which would be expected significant just by chance at the chosen significance
level. This finding is not too surprising. The close evolutionary relationship between
the two species suggest that the majority of genomic regions may simply evolve alike.
Indeed, several studies showed that a general homogeneity of the substitution process
between the human and chimpanzee was suggested (Webster et al., 2003; Ebersberger
et al., 2002). Therefore, only a low fraction of differently evolving genomic regions
was expected. Their detection is then further more hindered by the limited amount of
divergence between human and chimpanzee sequences making the detection of significant
differences between the species-specific substitution models hard. To show that it is not
likely that the identified candidate regions did not come out as significant solely due
to multiple testing, the different substitution patterns between human and chimpanzee
were analyzed.
For this analysis, the set of alignment windows was selected, where the homogene-
ity of the human and chimpanzee substitution model was rejected (p≤0.05) and that
additionally resulted in a δ that exceeded the 95% quantile estimated for all alignment
windows. The rationale for selecting only alignments with a large δ was to focus on
Figure 5.8 (following page): A ↔ G /T ↔ C rate ratio of human and chimpanzee in
significant and non-significant alignment windows The distributions of the transition ratio
A ↔ G /T ↔ C estimated from the human (x-axis) and chimpanzee (y-axis) substitution
model from significant alignment windows are compared in a density and a contour plot. In
significant alignment windows a bimodal distribution is observed, where a mean 1.5 fold A↔ G
/T ↔ C transition ratio in human corresponds to a mean 1 fold A ↔ G /T ↔ C transition
ratio in chimpanzee and vice versa. In non-significant alignment windows a mean of 1.25 fold
A↔ G /T ↔ C ratio is observed in both species.
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such windows, where the difference between human and chimpanzee substitution mod-
els is substantial, and may also be biologically significant. A total of 565 from the 717
significant alignment windows were used for further analysis (TRF125Kb,p≤0.05,δ>95%).
The δ statistic agglomerates the difference between the human and chimpanzee sub-
stitution model as a single value distance measure. It was verified whether the δ statistic
captures the sought-after differences of strand-specific substitution patterns by identi-
fying which substitution rates contributed most to the distance measure δ. A statistic
for each substitution rate was defined, where the null-distribution was estimated from
simulated alignments that were evolved under the homogeneity assumption for each
alignment window. In significant alignment windows it was observed that either the
A ↔ G or the T ↔ C transition were significant, whereas the difference of other sub-
stitution rates (i.e. transversions) between the human and chimpanzee models were less
pronounced. Therefore, it can be presumed that the δ statistic is mostly influenced by
the differences of transition rates between human and chimpanzee.
Interestingly, the difference of the individual transition rates compared between the
human and chimpanzee model in significant alignment windows showed a bimodal distri-
bution. This suggested an increased A↔ G or T ↔ C in either human or chimpanzee,
which results from a strand-specific increase of A↔ G over T ↔ C in only one species.
The comparison of the A ↔ G over T ↔ C ratio between the human and chimpanzee
models confirmed this presumption in the significant alignment windows. A ∼ 1.4 fold
increased A↔ G over T ↔ C rate in one species is opposed to a ratio of ∼ 1 fold in the
respective other species.
In summary, our analysis shows that the significant alignment windows are consistent
in their pattern of difference between humans and chimpanzees. There is argues strongly
against multiple testing artifacts during their selection. Rather it implies that this dif-
ference in this mode of evolution between the two species is biologically meaningful.
Interestingly, the differences between the substitution models in human and chimpanzee
are in agreement with the hypothesis that the corresponding regions experience dif-
fering extents of transcription-coupled repair reflecting a differential expression of the
corresponding genes in the germline.
Chapter 6
Simulation and evaluation studies
The Single-Branch-Test introduced in chapter 5 was used to detect significant differ-
ences between the substitution model of human and chimpanzee. In this chapter the
Single-Branch-Test is evaluated to detect a change in the substitution model between two
branches in an unrooted 3 species tree. Further, the influence of the alignment size and
the branch lengths in the tree on the test statistic δ is evaluated.
6.1 Evaluation of the Single-Branch-Test
In this section, the statistical power of the Single-Branch-Test (SBT) to detect a change
in the substitution model is inferred from a simulation procedure. The simulation is
performed by testing the homogeneity of the substitution model between two branches
in a 3 species tree. Two sets of alignments are generated, one using the same model Q
for all branches in the tree and a second, where the substitution model Q is changed to
Q∗ in one branch (Figure 6.1).
The differences between the substitution models are more likely being detected when
the number of observed substitutions is higher. This can be achieved by enlarging either
the alignment size or the branch length. For the simulation study the alignment size was
kept fixed to a size of 25 Kb and the length of the branches was varied. The homogeneity
of the substitution model was tested between the two branches b and c that have the
same branch length ranging from 0.001 to 0.1 substitutions per site, where the length of
the outgroup branch a is doubled (Figure 6.1). A set of 1,000 alignments with a size of 25
Kb were generated according to an unrooted 3 species tree. In the following a significant
62
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Figure 6.1: Homogeneous and non-homogeneous substitution process within a phylogenetic
tree. Sequence evolution was modeled along a three taxon tree under two different scenarios.
In scenario 1 sequences evolve with the same model on all branches in the tree. In scenario 2
sequence evolution along the branch b (red) was modeled with a modified substitution model
Q∗.
test denotes a test performed for an alignment, where the homogeneity assumption of
the substitution model between the two branches was rejected.
In total, 3 datasets were generated using the same model Q on all branches with
uniform nucleotide frequencies pi0 = (0.25, 0.25, 0.25, 0.25). For the first dataset all rate
parameters were equal with r0 = (1, 1, 1, 1, 1, 1). To reduce the effect of the random
sampling error the number of alignments was increased for the second dataset to 10,000
alignments generated with r0 = (1, 1, 1, 1, 1, 1). For the third dataset the rate parameters
were randomly generated (rr). The random rate parameters rr were generated by the
following procedure: The off diagonal elements of the matrix are sampled from a uniform
distribution {0,1}, and the diagonal elements were then chosen such that the rows sum
up to 1. The resulting random rate matrix R was normalized by dividing all entries by
the sum of the diagonal (trace). The rate parameters in rr are defined from the six rates
in the upper triangle of the random rate matrix R.
To arrive at a modified substitution model, Q∗, the nucleotide frequencies were al-
tered to pi1 = (0.15, 0.25, 0.25, 0.35), and pi2 = (0.15, 0.2, 0.3, 0.35). More severely al-
tered models Q∗ were generated by changing the rate parameters to r1 = (1, 1, 1, 1, 2, 1)
and r1 = (1, 1, 1, 1, 4, 1). For each of the four Q
∗ models one dataset was created. Ad-
ditionally, an alignment set was generated, where individual randomly generated rate
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parameters rr were assigned in Qr and Q
∗
r.
For the simulation study the sequence simulation program TRIGEN that is based on
the Single-Branch-Test code was developed. The program allows to specify individual
substitution models and branch lengths for each branch in an unrooted 3 taxon tree.
The power of the Single-Branch-Test to detect a difference in the substitution model
between two branches was assessed by the fraction of significant tests for a set of align-
ments. For the alignments that were generated using the same substitution model for
all branches in the tree the homogeneity of the substitution model was falsely rejected
in a percentage of 3.2 % to 5.7 %. The slight variations around the percentage of 5%
expected by chance due to multiple testing are explained by the random sampling error.
The random sampling error is reduced when the dataset is extended from 1,000 to 10,000
alignments. The percentages for the different branch lengths showed less variations and
converge closer to 5% (Table 6.1).
Relative to the observed percentage of 5% tests that are expected significant by chance,
the percentage of significant tests increases notably with increasing branch lengths when
the substitution model is changed in one branch. When moderate differences are intro-
duced between Q and Q∗ by changing the nucleotide frequency parameters the fraction
of significant tests increases for branch lengths >0.005 expected substitutions per site.
For more rigorous differences between Q and Q∗, where one rate parameter was two- and
fourfold increased or random rate parameters were assigned in Q and Q∗, an increase was
also observed for the smallest branch length of 0.002 and 0.001 expected substitutions
per site (Table 6.1). However, with increasing branch length it is more likely to detect
a difference between the substitution models due to more accurate estimates.
6.2 Minimal window size
For the accurate estimation of the substitution model an appropriate choice of the align-
ment size is required. When the sequence divergence is low or the alignment size is too
small not all substitution types are observed in a pairwise sequence comparison. The
missing observations lead to zero entries in the divergence matrix H (c.f., equation 5.1)
that can cause wrong estimates of the rates in Q. In the following an example for a
divergence matrix with zero entries inferred from an alignment between sequence B and
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0.001 0.002 0.005 0.01 0.02 0.05 0.1
homogeneous
1 Qr0,pi0 0.032 0.043 0.046 0.040 0.044 0.041 0.032
2 Q10,000r0,pi0 0.0380 0.0460 0.0493 0.0483 0.0529 0.0516 0.0540
3 Qrr,pi0 0.044 0.042 0.057 0.045 0.043 0.040 0.048
non-homogeneous
4 Qr0,pi0 , Q
∗
r0,pi1
0.048 0.057 0.127 0.223 0.439 0.813 0.955
5 Qr0,pi0 , Q
∗
r0,pi2
0.051 0.080 0.145 0.291 0.561 0.893 0.986
6 Qr0,pi0 , Q
∗
r1,pi0
0.085 0.179 0.432 0.720 0.946 0.998 1.000
7 Qr0,pi0 , Q
∗
r2,pi0
0.403 0.766 0.991 1.000 1.000 1.000 1.000
8 Qrr,pi0 , Q
∗
rr,pi0
0.456 0.729 0.931 0.983 0.991 0.999 1.000
Table 6.1: Evaluation study for the Single-Branch-Test. The homogeneity of the substitution
model between two branches was tested for 8 alignment sets that were generated using a homo-
geneous model Q (1-3) for all branches and a non-homogeneous model, where a different model
Q∗ was assigned to one branch (4-8). Shown are the fractions of test results obtained for each
dataset consisting of 1000 alignments with a size of 25 Kb. For the simulation using a homoge-
neous model a dataset with 10,000 alignments with a size of 25 Kb was considered as well (2).
The homogeneous substitution model (1-3) was generated with uniform nucleotide frequencies,
where the rate parameters were defined in r0, from a randomly generated rate parameters rr.
Moderate changes in the substitution model are implied by altering the nucleotide frequency
parameters (4,5) and more rigorous changes by altering the rate parameters (6,7,8) between Q
and Q∗. The parameters that were used to generate the datasets are the nucleotide frequen-
cies: pi0 = (0.25, 0.25, 0.25, 0.25), pi1 = (0.15, 0.25, 0.25, 0.35), pi2 = (0.15, 0.2, 0.3, 0.35), the
rate parameters: r0 = (1, 1, 1, 1, 1, 1), r1 = (1, 1, 1, 1, 2, 1), r2 = (1, 1, 1, 1, 4, 1) and randomly
generated rate parameters rr.
C is shown:
H(B,C) =

A C G T
A 0.260500 0.000000 0.000500 0.000250
C 0.000000 0.246000 0.000750 0.000000
G 0.000500 0.000750 0.245000 0.000000
T 0.000250 0.000000 0.000000 0.245500

To overcome the problem of zero entries in the divergence matrix a large alignment size
or a higher sequence divergence between the sequences is required. In the following a
simulation study is described to infer the minimal alignment size that is required to
obtain accurate estimates of Q. For different branch lengths of 0.001, 0.002, 0.005, 0.01,
0.02, 0.05 and 0.1 expected substitutions per site, a set of 1000 alignments are generated
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ranging from 100 bp to 30000 bp. For the simulation, a GTR model with uniform
nucleotide frequencies was used, where the rate parameters were randomly generated as
described in section 6.1.
The zero entries that occur in the divergence matrix H between a chosen pair of
sequences are counted for each alignment and then averaged and rounded to integers for
each alignment set. As expected, the number of zero entries decreases with increasing
branch lengths or alignment size. For example, for a branch length of 0.005 expected
substitutions per site an alignment size of at least 15 Kb is sufficient to avoid zero
entries in the divergence matrix (Figure 6.2). For smaller branch lengths such as 0.002
expected substitutions per site larger alignments with a size of at least 30 Kb should be
considered.
6.3 Evaluation of the test statistic δ
The statistic for the Single-Branch-Test is defined by the squared distance δ between
the substitution rate vectors q of two branches i and j (equation 5.7). In this chapter
the accuracy and precision (Taylor, 1996) of δ to measure the distance between two
substitution models is evaluated with respect to the influence of the alignment size and
the branch lengths. The accuracy defines how close δ is to the unknown true value
and the precision describes the scatter of the estimates of δ (Figure 6.3). When the
homogeneity of the substitution model is assumed, δ should reflect the random variations
of the substitution process between the branches of a tree that converge near zero with
an increasing accuracy and precision of the estimates. In this section the distributions of
δ were simulated for different alignment sizes, substitution models and branch lengths.
For the evaluation, δ was estimated from simulated alignments for an unrooted 3
taxon tree. Two sets of alignments were generated, one using a homogeneous model
for all branches in the tree, and a second using a non-homogeneous model, where the
substitution model was changed for one branch. The rate parameters of the substitu-
tion models were randomly generated as described in section 6.1. The alignments were
generated using the TRIGEN program (c.f. section 6.1).
The impact of the alignment size and the branch length on the measurement of δ
was inferred by the following. For the evaluation study, δ is computed for two branches
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Figure 6.2: Number of expected zero entries in a divergence matrix. 1000 alignments each
were generated for varying alignment sizes (100 to 30000 alignment columns) and branch
lengths (0.001 to 0.1 expected substitutions per site). The average number of zero entries in
the divergence matrices is shown for the different alignment sizes and branch lengths.
b and c in a 3 taxon tree from simulated sequence alignments (Figure 6.4 B). In the
first part, the branch lengths of the tree were kept constant and the alignment size was
varied from 5 Kb to 1 Mb (Figure 6.4 D.1). In the second part, the alignment size was
kept constant and the length of the branches in the tree were varied between 0.001 and
0.2 substitutions per site (Figure 6.4 D.2). The third part, the alignment size and the
lengths of the branches b and c were kept constant and the length of branch a (outgroup)
was varied between 0.005 to 0.25 substitutions per site (Figure 6.4 D.3).
6.3 Evaluation of the test statistic δ 68
Accuracy
Precision
 unknown 
true value
Figure 6.3: The accuracy describes how close the estimate δ is to the unknown true value
and the precision describes the scatter of δ.
6.3.1 Effects of the alignment length on the estimate of δ
The accuracy of δ is expected to improve with increasing alignment size as more substi-
tutions can be considered to describe the substitution process. In a simulation procedure
δ was estimated from simulated alignments of different lengths for a tree with constant
branch lengths. The lengths of the branches b and c were set to 0.005 expected substi-
tutions per site and the length of branch a was set to 0.01 expected substitutions per
site. The alignment size was varied in 5 Kb steps from 5 Kb to 100 Kb and further to
125 Kb, 250 Kb, 500 Kb and 1 Mb (24 intervals in total).
The statistic δ is used to measure the variations between the substitution models of
Figure 6.4 (following page): Evaluation of δ. For the simulation procedure sequence align-
ments were generated using a homogeneous (Simulation 1) and non-homogeneous (Simulation
2) substitution model. For Simulation 2, the substitution model for the branch b differs from
the other branches a and c in the tree. The values of the rate parameters were randomly
generated. The statistic δ was estimated for the branches b and c from the simulated align-
ments. To measure the impact of the alignment size and branch length on the estimate of δ the
following settings were used: 1) The lengths of all branches were kept constant and the sizes of
the alignments were varied from 5 Kb to 1 Mb. 2) The alignment size was kept constant and
the lengths of the branches in the tree were varied from 0.001 to 0.2 expected substitutions
per site. 3) The alignment size and the length of branches b and c were kept constant and the
length of branch a was varied from 0.001 to 0.2 expected substitutions per site.
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branch b and c. In simulation 1 a homogeneous model was used for all branches in the
tree. In simulation 2 a non-homogeneous model was used. For the non-homogeneous
model, the substitution model was modified for branch b (Figure 6.4). The effect on the
estimate of δ caused by the varying alignment lengths is remarkable, especially for length
<20Kb (Figure 6.5) . As expected, δ is substantially increased when the substitution
model is changed on one branch. For alignment length ≥ 20 Kb, the distributions of
the δ estimate are by and large similar. Only for the short alignments (5-15Kb) the δ
distribution is slightly shifted towards larger values. In summary, this indicates that for
alignments ≥ 20 Kb length, the alignment length has only very little influence on the δ
estimate.
6.3.2 Branch length effects
The accuracy of δ is expected to improve with increasing branch lengths as more substi-
tutions can be considered to describe the process. In total, 21 unrooted three taxon trees
were generated, where the individual trees varied in their branch lengths. The branch
lengths were chosen from the interval between 0.001 to 0.2 expected substitutions per
site for the branches b and c. The branch length of branch a was set two twice the
branch length of branch b and c. The alignment size was fixed to 50 Kb. In simulation
1 again 1000 alignments were generated for each individual tree using a homogeneous
substitution model for the three branches. In simulation 2 the different substitution
model was chosen for branch b compared to branch a and c.
An influence on the estimate of δ for branches b and c caused by the varying branch
length is observed for short branches of < 0.01 expected substitutions per site. Again, as
expected δ between b and c is highly increased when the substitution model is changed
in branch b. For the short branches < 0.01 a slight shift of δ towards larger values is
observed in comparison to longer branches. The branch length has therefore not a strong
influence on the estimate of δ when the substitution model differs between the branches
(Figure 6.6).
6.3.3 Effects of the outgroup divergence on the estimate of δ
The accuracy of δ measured between the branches b and c is evaluated for a putative
influence of the length of the outgroup branch a. For the simulation the length of the
6.4 Normalization of δ 71
branches b and c were fixed to 0.005 expected substitutions per site and the outgroup
branch a was increased from 0.001 to 0.2 expected substitutions per site. In total,
21 trees were considered. For each tree, 1000 alignments were generated with uniform
nucleotide frequencies, using a homogeneous model and a non-homogeneous substitution
model (Figure 6.7). The outgroup branch length does not affect the δ measurement for
the branches b and c. A slight increase of δ was observed only for very large outgroup
branch lengths with more than 0.1 expected substitutions per site.
6.4 Normalization of δ
For the analysis of real sequence data stemming from different regions of a genome, both
the divergence between sequences and the number of analyzable alignment columns can
vary. In the previous section I have shown that both alignment length and extent of
sequence divergence have an influence on the δ estimate. In the following a normalization
procedure for δ is developed that considers the size of the alignment and the length of
the branches for the estimates.
The bias on δ caused by the alignment size can be modeled by a linear factor. The fac-
tor is described as ratio of the number of alignment columns Lsize to an arbitrarily chosen
reference size of 50 Kb (L50Kb). The normalized δ is obtained from the normalization
function FN1 by:
FN1(δ) = δ ∗ Lsize/L50Kb (6.1)
Figure 6.4 shows the result of the normalization on δ estimates for different alignment
sizes.
The influence on δ caused by different branch length is modeled by a calibration curve
that was estimated from simulated alignment sets. For a fixed alignment size of 50 Kb,
1000 alignments were generated for varying branch length, using a homogeneous model
for all branches in the tree (Figure 6.4 a). For each branch length the average of δ was
estimated from 1000 simulated alignments. The calibration Function Fcal was defined
from the linear interpolation between the averages of δ estimated for each branch length
as function to the branch length. The distributions of δ were normalized to a fixed
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reference branch length of bl0.01 by the following:
FN2(δ) = δ ∗ Fcal(bl0.01)/Fcal(bl) (6.2)
The branch length bl of the branches b and c was estimated from the alignments using
the Neighbor-Joining method (Saitou and Nei, 1987). Figure 6.4 b shows the result of
the normalization procedure. The normalized δ is now independent from the branch
length.
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6.5 How to decrease the computing time of the
Single-Branch-Test
The Single-Branch-Test uses a parametric bootstrap approach to estimate the null dis-
tribution of δ from 1,000 simulated alignments that were generated according to a ho-
mogeneous model for all branches in the tree. The speed-up of the procedure can be
realized by two general approaches. The first is a simple stopping rule, where the sim-
ulation procedure runs until a fixed number of simulated test statistics had exceeded
the observed one from the data, i.e., exceeded the chosen confidence limit. The sec-
ond strategy is to estimate the p-values directly from a standard null distribution of
δ corresponding to a fixed alignment size and branch length. For δ no standard null
distribution was assumed as the estimates of the branches in the tree are expected to
be highly correlated. Therefore the distribution of δ given the null-hypothesis is true
are determined by a parametric bootstrap approach. However, the simulation study
conducted in the previous section showed that the correlations between two branches
are mainly dependent on the branch length and the alignment size. For a normalized δ
value, the null distribution corresponding to fixed alignment size and branch length can
be considered (c.f. section 6.4). When the paramaters of a chosen standard distribution
are fitted to a null distribution of δ corresponding to a fixed alignment size and branch
length, the probability to reject the homogeneity of the substitution model between two
branches can then be directly estimated from the cumulative distribution function of
the standard distribution.
6.5.1 Estimating the p-values of the Single-Branch-Test from a
Gamma distribution
The Gamma distribution model has a shape and a scaling parameter for a distribution
of positive continuous values and is therefore appropriate to model the null distribution
of δ. The parameters of the Gamma distribution were fitted to the null distribution of
δ corresponding to a fixed branch length and alignment size. The Gamma distribution
has a scale parameter k and a shape parameter λ. The density function is described by:
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f(x) =
λkxk−1e−λx
Γ(k)
, x > 0 (6.3)
As the null distribution of δ is estimated only once, the number of samples was in-
creased from 1,000 to 10,000 samples to further reduce the effects of random sampling
errors. The null distribution of δ was estimated from 10,000 alignments that were gener-
ated according to a homogeneous model for all branches in the tree with branch lengths
of 0.005 (expected substitutions per site) and an alignment size of 50 Kb. The param-
eters of the Gamma distribution were estimated using the fitdistr() function in R from
the MASS package (Venables and Ripley, 2002). The null distribution of δ was then
compared to 10,000 randomly sampled values of the Gamma distribution according to
the estimated scale parameter k=2.44 and shape parameter λ=43.41. The Gamma dis-
tribution shows a good fit to the null distribution of δ (Figure 6.9). With the estimated
parameters of the Gamma null distribution the probability that the given null-hypothesis
is true can be directly estimated from the Gamma cumulative distribution function.
To show, whether the parametric approach can be applied on real data the p-values of
the Single-Branch-Test estimated for the TRF125KB dataset obtained from the paramet-
ric bootstrap approach were compared to p-values that were estimated from the Gamma
distribution with the given parameters. For each alignment window in the TRF125KB
dataset the p-value corresponding to the normalized δ value was estimated from the
Gamma cumulative distribution function. In Figure 6.10, the p-values estimated from
the parametric bootstrap null distribution and from the gamma null distribution of δ
show as expected a high correlation with R2 = 0.94. The estimation of the p-values
from a standard distribution extensively accelerate the computation time of the Single-
Branch-Test as the simulation procedure to obtain the null distribution of δ between
two branches is not required.
6.5 How to decrease the computing time of the Single-Branch-Test 79
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0
2
4
6
8
10
12
14
δ
D
en
si
ty
sampled gamma (10000)
10000 Alignments (50 Kb, b=0.005)
Figure 6.9: Fitting the parameters of a Gamma distribution to the null distribution of δ.
δ was estimated from 10,000 simulated alignments generated using a homogeneous model for
all branches in a 3 taxon tree with an alignment size of 50 Kb. The Gamma distribution
is randomly sampled for 10,000 values from a Gamma distribution with the scale parameter
k=2.44 and shape parameter λ=43.41.
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Figure 6.10: Comparing p-values of the TRF125Kb dataset estimated from the parametric
bootstrap approach and from the gamma distribution function.
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6.6 Discussion
In this chapter the sensitivity and reliability of the Single-Branch-Test to detect a change
in the substitution model was evaluated. Moreover, the minimal size of the alignment
that is required for accurate estimates was inferred, and the influence of the alignment
size and branch length on the test statistic δ was assessed.
In the first part, the homogeneity of the substitution model between two branches was
tested for simulated alignments using the Single-Branch-Test. A set of alignments were
generated using different branch lengths under a homogeneous and a non-homogeneous
substitution model for the branches. In the non-homogeneous substitution model, the
substitution model differed only between the two branches that were tested in the Single-
Branch-test. The probability to reject falsely the homogeneity assumption between two
branches was in agreement with the expected 5% tests that are expected significant by
chance due to multiple testing (Table 6.1).
The differences of the substitution model between the branches could be better re-
solved by larger alignment sizes and when branch lengths are increased. This is since
more substitutions were available, a better inference of the underlying substitution model
is facilitated. The more precise the parameters are estimated the smaller can the model
distance be to be still significant. The fraction of significant tests therefore increases
with the size of the alignments or the branch length. The fraction of significant tests
increased substantially when branch-specific substitution models were used. More pro-
nounced model differences were more often detected than only subtle differences as e.g.
differences in the equilibrium frequency. In summary, the results show that the Single-
Branch-Test is reliable and sensitive enough to detect a difference in the substitution
model between two branches. In chapter 5, a study was conducted to test the homogene-
ity of the substitution model between the human and chimpanzee branch. The branch
length between human and chimpanzee corresponds in average to a branch length of
0.005 expected substitutions per site. For this branch length the Single-Branch-Test is
expected to detect only datasets with strong differences between the substitution mod-
els as only the simulated datasets with the strongest substitution model differences a
percentage of 99.1% correctly rejected the nullhypothesis (dataset 7, Table 6.1).
In the second part, a simulation was conducted to infer the minimal size of the align-
ment that is required to obtain accurate estimates of the substitution model. Zero entries
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in a divergence matrix are a problem for the estimation of the substitution model when
the alignment size is limited and the sequence divergence is low. Such zero entries can
cause numerical problems for the estimation of the substitution rates in Q, and hence
need to be avoided.
For the estimation of Q between human and chimpanzee, the simulation suggests that
for a branch length of 0.005 an alignment size of 15 Kb is sufficient to avoid the oc-
currence of zero entries in the divergence matrix. Note, that for the simulated datasets
randomly generated rate matrices were used that have putatively larger variations be-
tween the rates within a model than in a model that was estimated from real data. The
approximate cut-off of a minimal alignment size 15 Kb for a branch length > 0.005 is
therefore sufficient for real or simulated data.
The statistic δ is used in the Single-Branch-Test to measure the distance between the
substitution models of two branches. In the third part of this chapter, a simulation study
was presented that assessed the impact of varying alignment sizes and branch lengths
and outgroup branch length to the measure of δ. The increase of both the alignment size
and the branch length decreases the measured distance of δ between two branches due
to a higher accuracy and precision of the estimates. On the other hand, the outgroup
branch length proved to have little impact on δ that is measured between the other two
branches. Therefore it can be presumed that the branch-specific substitution models
can be accurately estimated independent of the choice of the outgroup.
A normalization procedure was developed to account for influences on the accuracy of δ
caused by different alignment sizes and branch lengths. The branch length effect on δ was
modeled by fitting a curve to the mean values of δ obtained from simulated datasets for
differing alignment sizes and branch lengths. I could show that after the normalization
the measure of δ was independent of the alignment size and branch length. For the
study conducted in chapter 5 the alignment windows that rejected the homogeneity
of the model between the human and chimpanzee branch with the largest distance δ
were selected among all alignment windows. The variations of the alignment length and
branch lengths among the alignment windows can lead to a bias for selecting shorter
alignment windows or alignment windows with a low sequence divergence when the
normalization would not be considered.
The parametric bootstrap approach of the Single-Branch-Test is time intensive for
a genome-wide analysis that uses large alignment sizes. For each alignment the null
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distribution of δ is determined from a simulated dataset of 1,000 alignments that are
simulated with a homogeneous model. One way, to reduce the computation time is to
reduce the number of simulations. To estimate whether a test rejects the null hypothesis
it suffices to run the simulation until the observed δ exceeds δnull in 5% of the simulations.
However, for a test that rejects the null-hypothesis significantly the computation time
would not be reduced as only less than 5% of the simulated δ values are larger than the
observed δ.
A more effective alternative is to model the null-distribution of δ by a known standard
distribution. The shape and rate parameters of a Gamma distribution were estimated
for a null distribution of δ from an alignment dataset with fixed alignment size and
branch length (e.g. 50 Kb and a branch length of 0.005). The p-values corresponding
to the normalized δ values of the TRF125Kb dataset were recomputed from a Gamma
cumulative distribution function according to the estimated shape and rate parameters.
The comparison of the p-values estimated from the bootstrap approach to the p-values
estimated from the Gamma distribution are as expected highly correlated. This approach
would allow to substantially reduce the computing time especially for large-scale datasets
with large alignment sizes as the simulation procedure would not be required in the
Single-Branch-Test. Such a speed-up would be desirable, compared to the bootstrap
method, which is currently used.
Chapter 7
Functional analysis of candidate
genes
This chapter describes a Gene Ontology enrichment analysis to characterize the biological
role of the set of candidate genes that were identified from the significant alignment
windows described in chapter 5.
In chapter5 a set of alignment windows were identified, for which human and chim-
panzee showed a significantly different extent of the strand-specific A ↔ G rate. The
difference of the strand-specific A↔ G rate between the two species over the other can
be interpreted as a signal that the expression of the corresponding genes has changed
either in humans or chimpanzees. These genes may therefore play a role in processes
leading to phenotypic differences between humans and chimpanzees.
A biological meaningful interpretation of the results obtained from a genome-wide
screen is essential to draw conclusions about the underlying affected processes in the
cell. Among the most popular and most widely used are Gene Ontology (Ashburner
et al., 2000), Panther (Thomas et al., 2003) and the molecular signature database (Sub-
ramanian et al., 2005). The molecular signature database (Subramanian et al., 2005)
provides curated collections of genes that are derived from experiments in which chemi-
cal and genetic approaches are applied to pertubate gene expression, canonical pathways
and several pathway databases such as KEGG (Kanehisa and Goto, 2000), BioCarta
(http://www.biocarta.com). The pathway databases provide manually curated path-
way maps that are based on well studied protein-protein interactions.
The Gene Ontology (Ashburner et al., 2000),provides a structured and defined vocab-
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ulary describing the role of genes and gene products in eukaryotic cells. Terms from
this vocabulary are assigned to genes to reflect functional information about this gene
provided by a variety of sources, e.g. from experimental analysis (e.g.,direct assay) from
an experimental analysis (e.g. a direct assay), from author statements in the literature
or computational analysis (e.g., inferred from sequence similarity). The assignments in
the Gene Ontology are manually revised by a curator and complemented by automatic
assignments that are inferred from computational analyses that are not manually re-
vised. Gene products are described in the Gene Ontology (GO) by a terminology that is
divided in three domains: 1) Biological Process, 2) Molecular Function and 3) Cellular
Component. Gene Ontology terms are organized as nodes in a directed acyclic graph.
A directed acyclic graph is a graph with no directed cycles, i.e., a path that starts in
any node ni does not lead back to the same node ni.
A catalogue of statistical approaches can be applied to obtain the relevant biological
terms that describe the characteristics of a list of genes. Although, there is no unified
strategy most methods compare a list of candidate genes derived from a genome-wide
screen or experiment to a set of reference genes and test for an enrichment of associated
ontology terms. The reference gene list is usually defined by all genes available in the
organism’s genome or by the list of genes that were considered in the analysis. The most
common approach is to infer an over- or under-representation of ontology terms in the
candidate gene set. The statistical methods to test for an enrichment commonly applied
are the hyper-geometric test (Robinson et al., 2002, one sided Fisher exact test), Fisher
exact test (Zeeberg et al., 2003; Beissbarth and Speed, 2004), χ2 test (Khatri et al.,
2002) and a binomial test (Maere et al., 2005).
7.1 Gene Ontology enrichment analysis
The Gene Ontology annotation for all human genes in Ensembl was retrieved from hsapi-
ens gene Ensembl (build 53) using the ”biomaRt” (Durinck et al., 2005) package from
Bioconductor (Gentleman et al., 2004). The pipeline for the gene ontology enrichment
analysis was implemented using the ”topGO” R package (Alexa et al., 2006) and the
GOstat R package (Beissbarth and Speed, 2004) from Bioconductor in R version R-2.8.1.
The significance level of the enrichment for a gene ontology term was determined by a
hyper-geometric test (one sided Fisher Exact Test).
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7.1.1 Selected candidate and reference genes
An overview of the number of genes overlapping within the genomic coordinates of the
125 Kb alignment windows in the transcribed fraction of the human genome is shown
in Table 7.1. An alignment window overlaps in average with 2.79 individual genes. For
significant alignment windows the candidate gene set comprised a total of 1,420 genes.
The reference gene set comprises a total of 25,236 genes.
Alignment Genes Genes
windows (avg %) (total)
TRF125Kb 12,596 2.79 26,656
p ≤ 0.05 717 2.83 1,956
Candidate p≤0.05,δ>q95% 565 1,420
Reference 25,236
Table 7.1: Gene content within the TRF125Kb dataset. The numbers of significant and non-
significant alignment windows, the average and total number of genes overlapping with the
alignment windows are shown. The candidate genes were defined by the genes that overlap
with the 565 significant alignment windows having the strongest substitution model differences
between human and chimpanzee measured by δ. The remaining genes were used as reference.
7.1.2 Significantly enriched Gene Ontology terms
From all 26,656 Ensembl genes covered by the alignment windows only 50% were an-
notated with a gene ontology term. For the enrichment analysis only terms assigned
to ≥ 3 candidate genes were considered for the analysis. The enrichment analysis was
performed separately for the three classes Biological Process (BP); 917 terms, Molecular
Function (MF); 386 terms and Cellular Component (CC); 198 terms (Table 7.2). The
p-value distributions resulting from the gene ontology enrichment analysis are shown in
a PP-Plot (Figure 7.1). The deviation from the uniform distribution is more prominent
for the Biological Process and Molecular Function and less pronounced for Cellular Com-
ponent terms. Gene Ontology terms with a nominal p-value ≤ 0.05 in the enrichment
analysis are selected as significantly enriched in the candidate gene set. For the GO
class Biological Process a total of 153 significant terms, for the Molecular Function 60
significant terms, and for Cellular Component 16 significant terms were inferred (Table
7.2).
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Biological Process Molecular Function Cellular Component
Terms (p≤0.05) 153 60 16
Terms (tested) 917 386 198
Candidates 750 (52.8%) 797 (58.1%) 825 (58.1%)
Annotated Reference 12,978 (48.7%) 13,983 (52.5%) 14,234 (53.4%)
Table 7.2: Overview of the results from the Gene Ontology enrichment analysis. Shown are
the number of significant terms (Terms (p≤0.05)), the total number of tested terms, number
of annotated candidates, the number of annotated reference genes and the total number of
candidate genes (Candidates (total)) for the three GO domains separately. In total, 908/1420
(63.9%) candidate genes were annotated with least one term of the three GO domains. Overall,
15,780/26,656 (59.2%) genes were annotated with at least one term of the three GO domains.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
p−value
cu
m
u
la
tiv
e
 d
ist
rib
u
tio
n
Biological Process
Molecular Function
Cellular Component
Figure 7.1: Probability-probability plot of the nominal p-values inferred from the enrichment
analysis in the three gene ontology domains (Biological Process, Molecular Function, Cellular
Component).The black diagonal line represents a cumulative uniform distribution. Terms were
selected with a p-value ≤ 0.05 (vertical line) for further analysis.
7.1.3 Graphic representation of enriched Gene Ontology terms
The tabular output of a gene ontology enrichment analysis includes redundant informa-
tion for related terms (e.g. parent to child relations) and is often difficult to interpret.
This is the more the case when the number of significantly enriched terms is high. The
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most intuitive approach to facilitate the interpretation of the results is a visual graph
representation of all significantly enriched terms.
The significant terms for the three GO domains (Table 7.2) were arranged in a sub-
ontology that was generated by the following procedure. A gene ontology graph object
was built containing the set of significant terms using the GOgraph function of the
GOstat R package (Beissbarth and Speed, 2004). To reduce the size of the resulting
graph, a procedure was implemented that iteratively deletes non significant parental
term nodes from the graph. In this iterative procedure the corresponding significant child
terms of a deleted node are connected to the parental nodes of the deleted node. The
resulting GO graphs for Molecular Function and Cellular Component sub-ontology were
plotted using the Rgraphviz (Carey et al., 2005) R package and then edited manually.
The graph for the Biological Process sub-ontology was imported to the Cytoscape graph
visualization tool (Shannon et al., 2003) to perform the graph layout and manual editing.
The GO terms were subsequently organized into a map of functional groups based on
their shared roles in biological processes.
The Biological Process graph has in total 153 nodes corresponding to the significantly
enriched GO terms (Figure 7.2). The significant enriched terms are related to embryonic
developmental processes, anatomical structure morphogenesis, and organ development,
such as gut, brain, spinal cord, limb, skelet and neurogenesis, gliogenesis and axono-
genesis. Further, terms for cell morphogenesis, cell migration, learning and pain are
overrepresented. Significant terms for signal transduction are enriched for a variety of
receptor signaling pathways, e.g., Wnt receptor, epidermal growth factor receptor and
glutamate signaling pathway. Further, terms are enriched for the regulation of replica-
tion, transcription, protein translation and chromatin and histone modification.
For the Molecular Function sub-ontology 60 terms were significantly enriched that
are shown in Figure 7.3. Terms for a variety of receptor activities are seen more often
than expected by chance, such as the β-adrenergic receptor activity, androgen receptor
activity, opioid receptor activity, vascular endothelial growth factor receptor activity,
C-C chemokine receptor activity and interleukin-1 receptor activity and prostaglandin
E receptor activity. An enrichment was also observed for binding of cytokine, GTP,
cAMP and GTPase and for transmembrane transporter activity that involves a variety
of ion transporter, symporter and antiporter activity for sulfate, sodium, hydrogen,
amino-acids and sugar. Further, terms related to the regulation of transcription involve
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transcription factor activity, transcription factor repressor activity, ribonucleases and
histone deacetylase activity are enriched.
The analysis of the Cellular Component sub-ontology revealed an enrichment for 16
terms that are shown in Figure 7.4. Here, terms representing the keratin filament,
secretory granule, histone deacetylase complex, the cAMP-dependent protein kinase
complex, and the post- and pre-synaptic membrane and synapse are enriched.
7.2 Enrichment analysis for curated gene sets
This section gives an overview of the candidate genes by constructing a map of the
genes and their association to pathways and experimental gene set collections from the
Molecular Signature database (Subramanian et al., 2005). The Molecular Signature
database is divided in 5 collections for positional gene sets (C1), curated gene sets
(C2), motif gene sets (C3), computational gene sets (C4) and gene ontology gene sets
(C5). To identify overrepresented gene sets an enrichment analysis was conducted for
the curated gene sets that are termed in the following as C2 gene sets. The candidate
and reference genes used for the enrichment analysis are defined in Table 7.1. The gene
Figure 7.2 (following page): Map of the GO Biological Process (BP) enrichment analysis.
Shown is a graph of 153 significantly enriched terms. The boxes show the GO identifier, the ex-
pected number of genes (EXP) and, in brackets, the number of significant and annotated genes
assigned to the term. The box-color reflects the p-value (P) that range from red (p≤0.001)
to yellow (p≤0.05). The edges denote parent to child relations among the GO terms. Terms
were grouped into 5 main categories i) developmental processes in embryogenesis, ii) signal
transduction, iii) regulation of biological processes, iv) chromatin/histone modification and v)
biosynthetic processes. The GO terms related to developmental processes cover organ devel-
opment such as brain, gut, muscle, spinal cord, limb, skelet, epidermis, anatomical structure
development and embryonic morphogenesis. Further, terms for neurogenesis, glial cell differen-
tiation, axonogenesis, learning, cell migration and cell morphogenesis are enriched. The second
category shows an enrichment for a variety of signal transduction processes, such as Wnt re-
ceptor, glutamate, epidermal growth factor receptor signaling pathway, protein Kinase C, arf
protein, second-messenger mediated signaling and Intra-S-DNA damage checkpoint. The third
category is comprised by terms involved in regulatory biological processes. Among them are
regulations of replication, transcription, protein translation. The fourth group describes terms
for translational protein modification (e.g., methylation, alkylation) and histone deacetylation.
The fifth group describes biosynthetic processes for GTP, CTP and UTP. For a tablular format
of the results see Table A.1.
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set assignments to human gene symbols were obtained from the Molecular Signature
Database repository1. In total, 645 candidate genes (of 1,420) and 11,054 reference genes
(of 25,236) were assigned to at least one C2 term (of 1,891 C2 terms). The enrichment
for each C2 term was inferred by a hypergeometric test (one-sided Fisher’s Exact Test).
For the resulting set of enriched terms a graph is constructed, exported to Cytoscape
(http://www.cytoscape.org/) and then manually edited.
In Figure 7.5 candidate genes are shown that correspond to significantly enriched
curated gene sets. An enrichment of gene sets derived from studies that investigated the
modulation of transcription to UV-C light and 4-nitroquinoline-1-oxide (4NQO) induced
DNA damage for different time intervalls . Further an enrichment was found for Hox
genes, signaling pathways, cell cylce regulators, autophagy and cell growth. The full
table and term descriptions of all enriched C2 dataset terms is shown in the appendix
section B.
1http://www.broadinstitute.org/gsea/msigdb
Figure 7.3 (following page): Map of the GO Molecular Function (MF) Enrichment Analy-
sis. The figure shows in total, 60 significant terms (p≤0.05) that are arranged in the subfigures
(A-F). The terms were processed to subgraphs that are organized in a hierarchical structure,
where the more general terms are located at the top and the more specific terms are at the
bottom of the graph. The boxes show the GO identifier, the expected number of genes (EXP),
and in brackets, the number of significant and annotated genes assigned to the term. The sig-
nificance level of the p-value (P) is reflected by the box-color ranging from yellow (p≤0.05) to
red (p≤ 0.001). A) An enrichment is observed for cytokine binding including interleukin-1 re-
ceptor activity and C-C chemokine binding receptor activity. Further, the functions for opioid
and vascular endothelial growth factor receptor activity are enriched. B) Molecular functions
are enriched that are related to cAMP and GTP binding, where the enrichment is strongest
for terms leading to GTP binding. The unconnected terms describe an enrichment for the β
adrenergic receptor activity, (Rho) GTPase binding, GTPase activity and GTPase activator
activity. C) The subgraph consists of 17 related terms that describe transmembrane trans-
porter activity for ions, amino acids and carbohydrates. In particular terms are enriched in ion
transporters for sulfate and cation antiporters, cation symporters for sodium with neurotrans-
mitters, sodium with amino-acids and hydrogen with sugar. D) Shown are enriched terms for
transcription regulator activity for transcription repressors and transcription factors. Further,
genes for the deacetylation of histones and androgen and chaperone binding are enriched. E,F)
A collection of the remaining unconnected enriched GO terms. Terms with only 3 genes for
pancreatic ribonuclease activity (endonucleolytic cleavage of RNA), phospatidate phosphatase
activity, carbamoyl-phosphate synthase activity and cytoskeletal adaptor activity. Further, an
enrichment for glycosaminoglycan and single-stranded DNA binding is shown. For a tablular
format of the results see Table A.2.
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Figure 7.4: Map of the GO Cellular Component (CC) Enrichment Analysis. The figure shows
in total, 16 significant terms (p≤0.05) that are organized in a hierarchical structure, where the
more general terms are located at the top and the more specific terms are at the bottom of the
graph. The boxes show the GO identifier, the expected number of genes (EXP) and in brackets
the number of significant and annotated genes assigned to the term. The significance level of
the p-value (P) is reflected by the box-color ranging from yellow (p≤0.05) to red (p≤ 0.001).
The following cellular components terms are enriched: the histone deacetylase complex and
the keratin filaments that are part of the intermediate filaments of the cytoskeleton. Further,
genes related to the cAMP-dependent kinase complex and organelles such as the secretory
granule and microtubule-based flagellum are enriched. An enrichment is also found for genes
related to the synapse including the pre- and postsynaptic membrane. For a tablular format
of the results see Table A.3.
7.3 Discussion
The genome-wide analysis of the transcribed fraction in the human-chimpanzee-rhesus
genome alignment identified 565 significant 125 Kb alignment windows, where the ho-
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mogeneity of the substitution patterns between human and chimpanzee was rejected and
that showed the ∼5% most extreme model difference between both species. The differ-
ences of the substitution patterns in the human and chimpanzee models were suggested
to result from different extents of transcription-coupled repair in the two species. This
provides an initial indicative that the corresponding genes are differentially expressed
in the germline of human and chimpanzee. A gene ontology enrichment analysis was
conducted to elucidate, whether the identified genes might play a role in embryonic
developmental processes that determine the phenotypes of human and chimpanzee.
From the 565 significant alignment windows, a total of 1,420 genes were defined as
candidate gene set and 25,236 reference genes overlap with the remaining alignment
windows. An enrichment for the three domains of the gene ontology showed that the
candidate gene set is enriched in terms related to embryonic developmental processes,
such as organ development and neurogenesis, signal transduction, and a variety of reg-
ulatory biological processes such as the regulation of replication, transcription, protein
translation and post-translational protein modification that modulate gene expression.
In summary, the functional annotation of the candidate gene set imply a regulatory
role for developmental and morphological processes that could indeed account for the
phenotypic differences between human and chimpanzee.
There are several alternative strategies available that could be applied to test for the
enrichment of a term vocabulary such as provided by Gene Ontology. Some methods
require a weighting measure or statistic that is assigned to each gene, e.g., that was
experimentally inferred. The simplest approach is then to compare the distributions of
the measures between the candidate and reference genes for each gene set. To assess the
significance of the difference between the two distributions a variety of standard statis-
tical methods can be employed, such as the Kolmogorov-Smirnov test (Ben-Shaul et al.,
Figure 7.5 (following page): Map of the Molecular Signature Database C2 dataset Enrich-
ment Analysis. Shown are the significantly enriched C2 terms with a nominal p-value <= 0.05
(yellow) and the corresponding assigned candidate genes (red). The enrichment for each C2
term was performed using a hypergeometric test. Terms were grouped (in dashed lines) for
UVC light modulated transcription studies in fibroblasts (da Costa et al., 2005; Gentile et al.,
2003; Kyng et al., 2005), Hox genes and Hox related gene sets (da Costa et al., 2005; Gen-
tile et al., 2003; Kyng et al., 2005). Other enriched gene sets are related to Cytomegalovirus
(CMV) and Reovirus infection response, cell communication, autophagy, signalling and cell
growth.
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2005), the student t-test (Boorsma et al., 2005) and the Wilcoxon rank test (Barry et al.,
2005). Recently introduced methods, the so called gene set enrichment analysis (GSEA)
method (Mootha et al., 2003) has the advantage not to require a predefined candidate
and reference gene list. The method computes a summary statistic for each gene set
from the weighting measures that are assigned to each gene. The null distribution of
the summary statistic is computed for each term repeatedly from random permutations
of the score assignments of all individual genes. The statistics commonly used are rank
statistics, e.g., Kolmogorov-Smirnov score (Subramanian et al., 2005) or summary statis-
tics (Tian et al., 2005; Jiang and Gentleman, 2007). The latter described methods are
appropriate when only subtle changes are expected in an experiment, e.g., by a coordi-
nated change of a geneset that are not detected with the conventional methods, such as
by a hyper-geometric test (Mootha et al., 2003).
Chapter 8
Outlook
In this thesis a set of candidate genes has been identified showing species-specific sub-
stitution patterns. It was shown that the underlying changes in the substitution pat-
terns agree with what would be expected when the genes are subject to species-specific
extents of transcription-coupled-repair. This implies that these genes are presumably
differentially expressed in the germline of humans and chimpanzees. Interestingly, a
Gene Ontology enrichment analysis revealed that the candidate genes play a role in
major developmental processes, which are capable to account for different anatomical
and behavioral phenotypes of humans and chimpanzees. The proposed gene expression
changes are in-silico predictions and are difficult to confirm by experimental analyses.
An experimental evaluation of differential gene expression during early embryonic devel-
opmental stages between humans and chimpanzees is not feasible due to ethical reasons
as embryonic tissue samples would be required. For human and chimpanzee only gene
expression data from adult tissues are available. It will therefore remain difficult to
find strong correlations of strand-specific substitution patterns detected in this study to
actual gene expression levels. Choosing species for an analysis as described here that
are more accessible to experimental research, e.g., the species pair Mus Musculus and
Mus spretus (Dejager et al., 2009) would facilitate a wet-lab analysis to confirm in-silico
predicted gene expression changes. In mammalian species the transcription signature in
the substitution patterns of transcribed genomic regions is expected to be same (Green,
2003). Mus musculus and Mus spretus for example have a similar sequence divergence
compared to the sequence divergence between humans and chimpanzees (Dejager et al.,
2009). The analysis to test for the homogeneity of the substitution patterns could be
conducted between Mus musculus and Mus spretus using Rattus norvegicus as outgroup.
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However, this analysis is not possible since the genome sequence of Mus spretus is not
yet available.
For the use of other eukaryotic model organisms it would be first necessary to elucidate
the explicit substitution patterns in transcribed and non-transcribed genomic regions.
The observed strand asymmetries in transcribed genomic regions are likely to differ
between vertebrates, invertebrates and plant species (Touchon et al., 2004). This could
be performed by a genome-wide analysis as described in chapter 4 for different eukaryotic
species using the Likelihood-Ratio-Test for strand symmetry.
The factors driven by transcription-related processes that affect genomic DNA se-
quences are also used for the identification of novel transcribed genomic regions in the
human genome (Glusman et al., 2006). In Glusman et al. (2006), ”transcription foot-
prints” are detected by scoring for strand asymmetry measured by G+T excess, substitu-
tion patterns between interspersed repeats, repeat orientations and polyadenylation sites
along the human genome. The modular approach from Glusman et al. (2006) could also
consider branch-specific substitution patterns estimated from a multiple genome align-
ment to complement and improve predictions of genomic regions that are transcribed in
the germline.
The branch-specific substitution model described by (Baake, 1998) that is used in the
Single-Branch-Test assumes reversibility of the substitution process. This assumption
does not allow to distinguish between the A → G and G → A rate and between the
T → C and C → T rate. Only few studies consider the use of non-reversible branch-
specific (non-homogeneous) substitution models (e.g., Lake, 1997; Barry and Hartigan,
1987). In Chang (1996) an example is shown, where different sets of substitution matrices
for the branches of a tree can correspond to the same observed sequences in an align-
ment. This might be a problem for methods that require a closed-form solution (Lake,
1997) or for iterative optimization methods that converge to local optima (Barry and
Hartigan, 1987). In Oscamou et al. (2008) the error in the estimation of non-reversible
non-homogeneous substitution models was evaluated and shown to allow accurate es-
timates. The error was measured by the mean distance between the true substitution
matrix used for a simulation of 3 taxon alignments and the inferred substitution matri-
ces. However, the accuracy of such methods could also be measured by estimating the
variations between branches from simulated data generated using a homogeneous com-
pared to non-homogeneous substitution model. A variety of statistics can be applied to
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measure the differences of the substitution patterns when more than two branches are
considered (Weiss and von Haeseler, 2003; Hamady et al., 2006). Further evaluations
might provide a better understanding when such methods to estimate non-reversible
non-homogeneous models give accurate estimates and when they fail.
It will be a challenge to identify the explicit factors that lead to differential gene ex-
pression patterns that explain phenotypic variations between different species. Gene ex-
pression differences might result from changes in the regulatory stages of gene expression
starting from the regulation of DNA transcription to the regulation of post-translational
processes. Sequence changes in regulatory genomic regions such as gene promotors, si-
lencers, insulators and enhancers might alter binding specificity of transcription-factors
and modify the control of transcriptional initiation, enhancement or repression (Donald-
son and Gottgens, 2006). Differences in the RNA processing can alter the stability of
the transcribed mRNA (e.g., increased by polyadenylation) and processing of alternative
splice forms (Calarco et al., 2007). Another factor is changes of DNA methylation pat-
terns, where transcription is generally repressed in genomic regions that are methylated
(Irvine et al., 2002). Changes on the chromatin structure e.g., via histone modifications
or chromatin-remodeling enzymes alter the accessibility of the DNA for transcriptional
activity (Li et al., 2007). The positioning of chromosomes in the nuclear matrix can
also influence transcriptional activity of genomic regions (Lanctot et al., 2007). Another
factor is genomic rearrangements that can cause a change of the genomic neighboring
environment of a gene. This might have a direct or indirect influence on the expression
patterns of a gene (Marques-Bonet et al., 2004). Gene duplications and gene losses ob-
served between or within mammalian species lead to gene copy number variations (CNV)
(Perry et al., 2006). CNVs are suggested to affect gene expression by gene dosage effects,
by affecting the chromatin structure or changes of the neighboring genomic regulatory
sequences (Kleinjan and van Heyningen, 2005). Another suggested regulatiory mecha-
nism for transcription is processes involved in stalling or pausing the RNA polymerase
at the stage of early elongation (Tamkun, 2007). However, the explicit factors that
would explain differential gene expression patterns between humans and chimpanzees
are speculative and unclear to date.
The substitutional changes derived from transcription-coupled-repair denoted as tran-
scription signature are thought to be neutral and assumed to reflect the strength of gene
expression. The identified set of candidate genes that showed a different extend of the
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transcription signature between human and chimpanzee might affect changes in the reg-
ulatory network of the metabolome, transcriptome and proteome. It would therefore be
useful to study the role of the candidate genes in the protein-protein interaction network
to identify new key regulators of developmental processes. This might help to find new
signaling pathways during development and might help to understand related human
diseases leading to e.g., developmental anomalies, intellectual impairment or growth
retardation.
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Appendix C
Zusammenfassung
Vergleichende Genexpressionsanalysen zwischen Mensch und Schimpanse ermo¨glichen
die Identifizierung von Kandidaten-Genen, die fu¨r die pha¨notypischen Unterschieden
zwischen den beiden Arten verantwortlich sein ko¨nnen. Unterschiede in der Genex-
pression in fru¨hen Stadien der Ontogenese spielen eine potentielle Schlu¨sselrolle bei der
differentiellen Embryonalentwicklung der beiden Arten. Direkte Genexpressionsvergle-
iche in diesen Entwicklungsstadien sind allerdings in der Regel mo¨glich, da embryonales
Gewebe fu¨r solche Versuche weder vom Menschen noch vom Schimpansen zur Verfu¨gung
steht. In der vorliegenden Arbeit wird daher ein bioinformatischer Ansatz zur Identi-
fizierung von Genen pra¨sentiert, deren Expression sich in einer artspezifischen Weise
vera¨ndert hat. Das Substitutionsmuster weist in transkribierten genomischen Regionen
eine erho¨hte Rate von A → G im Vergleich zu T → C Substitutionen auf, die auf den
Effekt der transkriptions-gekoppelten Reparatur zurueckgefu¨hrt wird. Es wurden Gene
im Genom von Mensch bzw. Schimpanse gesucht, deren Substitutionsmuster Anzeichen
eines unterschiedlichen Ausmaßes an der transkription-gekoppelten Reparatur in den bei-
den Arten zeigen. Zuna¨chst wurden spezifische Substitutionsmatrizen fu¨r 12,596 nicht-
u¨berlappende 125 Kb Alignmentfenster in der Fraktion des transkribierten Genoms fu¨r
Mensch, Schimpansen und Rhesus gescha¨tzt. Anschliessend wurde eine neue Teststatis-
tik verwendet, mit der 717 transkribierte Genomregionen identifiziert wurden, bei denen
sich die Substitutionsmatrizen von Mensch und Schimpanse signifikant unterscheiden.
Die Substitutionsmatrizen unterscheiden sich hauptsa¨chlich in ihrem relativen Ausmaß
von A ↔ G im Vergleich zu T ↔ C Substitutionen. Genau ein solcher Unterschied ist
zu erwarten, wenn die transkription-gekoppelte Reparatur im unterschiedlichem Maße
auf die entsprechenden Gene der beiden Arten wirkt. Diese Beobachtung liefert erste
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Hinweise darauf, dass diese Gene wa¨hrend der fru¨hen Stadien der Entwicklung von
Mensch und Schimpanse differentiell exprimiert werden. Eine nachfolgende Genontolo-
gie Anreicherungsanalyse zeigt daß die entsprechenden Gene hauptsa¨chlich eine Rolle
in embryonalen Entwicklungsprozessen wie z.B. anatomische Strukturentwicklung (z.B.
Skelett, Ru¨ckenmark, Gehirn, Darm), Neurogenese, Signaltransduktion, Transkriptions-
regulation, Translation und Replikation spielen.
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