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A hallmark of a thermodynamic phase transition is the qualitative change of system thermo-
dynamic properties such as energy and heat capacity. On the other hand, no phase transition is
thought to operate in the supercritical state of matter and, for this reason, it was believed that
supercritical thermodynamic properties vary smoothly and without any qualitative changes. Here,
we perform extensive molecular dynamics simulations in a wide temperature range and find that
a deeply supercritical state is thermodynamically heterogeneous, as witnessed by different temper-
ature dependence of energy, heat capacity and its derivatives at low and high temperature. The
evidence comes from three different methods of analysis, two of which are model-independent. We
propose a new definition of the relative width of the thermodynamic crossover and calculate it to
be in the fairly narrow relative range of 13-20%. On the basis of our results, we relate the crossover
to the supercritical Frenkel line.
Transitions between different phases and properties of
those transitions have been one of central themes of con-
densed matter physics. Ideas and methods developed in
this field are applied to other wide-ranging areas, includ-
ing geology, chemistry, quantum field theory and cos-
mology. First and second-order phase transitions and
related critical phenomena are best-studied [1]. A first-
order transition takes place across the boiling line. The
line finishes at the critical point where the transition be-
comes second-order.
Phase transitions involve phases traditionally defined
as physically uniform and homogeneous states or regions
of space and which have qualitatively different proper-
ties such as different temperature or pressure dependen-
cies of system characteristics. Interestingly, an absence
of a phase transition in a certain range of thermodynamic
parameters (pressure, temperature) does not necessarily
imply that no qualitatively different states exist in that
range. In other words, a transition between two states
with qualitatively different properties can still take place
even when the states belong to the same phase in the tra-
ditional definition of this term. When this occurs, we are
dealing with a thermodynamic non-uniformity (hetero-
geneity) where a smeared transformation or a crossover
takes place between the two states, rather than a phase
transition. Compared to phase transitions, crossovers are
less understood in general, not least because they are
more subtle and are more difficult to detect, but also be-
cause their understanding is not developed from a general
theoretical standpoint.
One example of what is believed to be a physically uni-
form and homogeneous state is the supercritical state of
matter. Supercritical fluids are increasingly deployed in
a number of important applications but their theoreti-
cal understanding is not developed [2]. The supercritical
state is loosely defined to be above the range of ther-
modynamic parameters above the critical point. It was
widely thought that no qualitative differences exist be-
tween gases and liquids, or any physical states, in the
supercritical regime [1, 2]. This belief implied that ther-
modynamic properties vary smoothly and without any
qualitative changes. Guided by a theoretical considera-
tion of particle dynamics and modelling results [3–5], we
have recently proposed that two qualitatively different
states with gas-like and liquid-like properties exist in the
supercritical state and are separated by a crossover cen-
tered at the Frenkel line (FL). Recently, structural and
dynamical changes at the FL have been experimentally
confirmed in supercritical neon [6], methane [7] and CO2
[8]. Here, we focus on important thermodynamic prop-
erties of this crossover and discuss the evidence for the
thermodynamic crossover seen as the change of central
system properties such as energy, heat capacity and its
derivatives.
We start by recalling the main idea of the Frenkel line
in the supercritical state, based on the qualitative change
of particle dynamics. At low temperature, the dynamics
of liquid particles combine small-amplitude solid-like os-
cillatory motion around quasi-equilibrium positions and
large-scale diffusive jumps between neighbouring posi-
tions, the picture introduced by Frenkel [9]. This motion
is quantified by the liquid relaxation time τ , the average
time between particle’s jumps. τ is directly related to
viscosity and other important liquid properties. The FL
proposal is based on considering how τ changes with tem-
perature (pressure). Below the critical point, τ decreases
with temperature until the liquid crosses the phase tran-
sition line and boils. Above the critical point where
no phase transition intervenes, τ continuously decreases
with temperature until it reaches its limiting value com-
parable with the shortest (Debye) transverse oscillation
period τD. When τ ≈ τD, a particle spends about the
same time oscillating as diffusing, at which point the
oscillatory component of particle motion is lost. The
crossover from combined oscillatory and diffusive particle
motion to purely diffusive is the crossover at the FL. The
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FIG. 1: The Frenkel line in the supercritical region. Parti-
cle dynamics includes both oscillatory and diffusive compo-
nents below the line, and is purely diffusive above the line.
Schematic illustration.
FL is illustrated in Figure 1.
The dynamical crossover can be operationally defined
from the disappearance of minima of velocity autocorre-
lation function (VAF), corresponding to monotonic VAF
decay as in a gas [3]. This gives the FL on the phase
diagram which coincides with cv = 2, where cv is specific
heat and kB = 1. There is a good reason for this coinci-
dence because cv = 2 signifies a particular dynamical and
thermodynamic state of the system as discussed below.
Frenkel predicted [9] that at short times t < τ or high
frequency ω > 1τ (by a factor of 2pi), the liquid behaves
like a solid and therefore supports two solid-like trans-
verse modes. The range in which transverse modes prop-
agate shrinks with temperature, starting from the lowest
frequency (or, to be more precise, from the smallest k-
point or largest wavelength as discussed in detail later).
Eventually, the liquid exhausts the frequency range at
which it can support transverse modes, the result con-
firmed by direct molecular dynamics simulations [17]. At
this point, liquid potential energy is given by the poten-
tial energy of one remaining longitudinal mode only, or
T
2 per particle. Together with the kinetic contribution
3T
2 , the energy per particle becomes 2T , giving the spe-
cific heat cv = 2 [15]. On further temperature increase,
it is now the longitudinal mode that starts shrinking in
range, starting from the shortest wavelength because the
wavelength can not be shorter than the particle mean
free path [10, 15].
Therefore, different collective modes evolve with tem-
perature differently below and above the FL. This pro-
vides the key to predicting the thermodynamic crossover
at the FL: since each mode contribute the energy T per
particle to the total energy of the supercritical system,
the energy and its derivatives are predicted to have differ-
ent temperature dependence below and above the FL (be-
low we give specific equations for the system energy below
and above the FL), i.e. exhibit a crossover around cv = 2.
However, there has been no study of actual functional de-
pendencies of the energy, cv and its derivatives below and
above the FL and the associated crossover from its low-
temperature to high-temperature regime. Another im-
portant open question is how wide is the thermodynamic
crossover? Is the crossover range comparable to the en-
tire range of variation of thermodynamic functions, or is
it localised around the predicted cv = 2?
In this paper, we perform extensive molecular dynam-
ics simulations of supercritical system in a very wide tem-
perature range and analyze the functional dependence of
energy, cv and its derivatives below and above the FL.
Two of our analysis methods are model-independent and
do not rely on any prior knowledge related to a crossover.
The analysis shows that the supercritical state is ther-
modynamically heterogeneous, with different tempera-
ture dependence of energy, cv and its derivatives at low
and high temperature. We find that the thermodynamic
crossover corresponds to the Frenkel line, and is of a fairly
narrow relative width of 13-20%.
We have performed extensive parallel molecular dy-
namics (MD) simulations of supercritical liquid Ar using
the Lennard-Jones (LJ) potential. This is a commonly-
used potential which describes Ar with well-documented
properties in a wide range of temperature and pressure
(see, e.g. Ref. [11]). We used the constant volume and
energy ensemble with two densities, 1.5 and 1.9 g/ml,
corresponding to system linear sizes of about 71 A˚ and
65 A˚. The simulated temperature starts from just above
the melting temperature and increases to very high tem-
peratures deep in the supercritical state up to 50,000 K,
corresponding to 215 times the critical temperature. In
this work we study energy derivatives, cv and its deriva-
tive. This is often done by fitting the energy points and
subsequently differentiating the fit. We find that the re-
sulting cv and its derivatives can depend on the type of
fit used. For this reason, we do not fit the energy. In-
stead, we simulate 510 temperature points for each den-
sity using a high-performance computing cluster. Each
run involves 30 ps of equilibration and further 50 ps of
production runs during which the calculated properties
are averaged. Each temperature simulation is repeated
20 times using different starting conditions, and the cal-
culated energy at each temperature is further averaged
over 20 different runs. This averaging was found to be
essential in order to reduce fluctuations of energy deriva-
tives, particularly large at high temperature. In total, we
performed 20,000 MD runs, equivalent to over 100,000
processor-hours or over 11 processor-years.
We focus on temperature dependence of energy E,
cv =
1
N
dE
dT and its derivatives. We show cv at two
densities in Figure 2. As discussed above, the pre-
dicted crossover of thermodynamic properties takes place
at temperature corresponding to cv = 2. This corre-
sponds to the temperature range of about 1000− 4000 K
at both densities. This temperature range corresponds
to approximately 10 − 30Tc (Ar critical temperature is
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FIG. 2: cv calculated for density 1.5 g/ml (top) and 1.9 g/ml
(bottom). The insets show the same data of each graph in
the log-log plots for easily data reading.
Tc = 151 K) and hence the crossover can not be at-
tributed to the Widom line, the line of persisting near-
critical anomalies [12] which disappears after about 2Tc
[13, 14].
We note that the crossover at cv = 2 assumes that
each mode contributes T2 to the energy as in the harmonic
case. Intrinsic anharmonicity, present in experiments and
MD simulations, can alter cv somewhat [15], implying
that the crossover of cv takes place around cv = 2 but
not exactly at it.
We perform three methods of analysis. In the first,
model-independent method, we focus on the tempera-
ture dependence of the system energy and fit the low-
temperature and high-temperature parts of the energy
to the simplest three-parameter function with a varying
power exponent, E = A + BTn. The high-temperature
fitting range starts from temperature 3000 K above the
predicted crossover range so that the analysis is not af-
fected by the prior knowledge of the crossover tempera-
ture and finishes at 50,000 K, over ten times the crossover
temperature. The low-temperature fitting range starts
from just above the critical temperature and finishes 1000
K below the crossover range. The coefficient of determi-
nation related to the goodness of the fit, R2, is signif-
icantly higher if the fit is performed for low- or high-
temperature range as compared to the entire range: in
the first case 1 − R2 is 10 − 100 times larger than in
the second case. We define and calculate the difference
parameter D:
D = (E − Eh)2 + (E − El)2 (1)
where Eh and El are fitted energies in the high- and low-
temperature range, respectively.
D can be used to study whether a given curve rep-
resents one or two different functional dependencies. If
E(T ) is described by a single function, D is zero or a
small value related to fitting errors. If low and high-
temperature dependence of E(T ) is given by two differ-
ent functions, El and Eh will make zero contributions to
D at low and high T , respectively and, conversely, large
contributions to D at high and low T . This, together
with D being positive, implies that D has a minimum.
Large D at either low or high T indicates that this tem-
perature is far away from the crossover between the two
functions. At the minimum, neither Eh nor El fit the
function as well as they do on the asymptotes but do not
make a large contribution to D. Hence, the minimum of
D approximately corresponds to the crossover between
the two functions.
We plot D for two densities in Figure 3 and make two
important observations. First, we observe a very deep
minimum of D for both densities. Second, the minimum
develops at temperatures around 1000 K and 4000 K at
both densities. We observe that these are the temper-
atures at which cv = 2 at both densities in Figure 2,
corresponding to the crossover at the Frenkel line.
Similarly to the first method, our second method of
analysis is model-independent and deals with cv and
its derivaties. We observe that cv changes slowly at
high temperature in Figure 2 and crosses over to a
much steeper function at low temperature. The double-
logarithmic plot of cv is not linear (see the inset to Fig-
ure 2), implying that the temperature dependence of cv
can not be described by a power law. To address the
change of slope of cv in more detail, we calculate
dcv
dT us-
ing the data in Figure 2 and observe a slow and nearly
constant behavior at high temperature which crosses over
to a much steeper dependence at low temperature. The
crossover from the small to large slope is in the range
of about 1000-3000 K for both densities. This is close
to the temperature range at which cv = 2 in Figure 2,
corresponding to the crossover at the FL.
Next, we fit dcvdT and show the fit in Figure 4a (the in-
set shows the semi-logarithmic plot highlighting the low-
temperature range with the large slope). Using the fit,
we calculate the second derivative d
2cv
dT 2 and plot it in
4102 103 104
103
104
105
106
102 103 104
10-5
10-4
10-3
10-2
10-1
100
101
102
103
104
105
106
D
Temperature (K)
 
 D
 (E-El)
2
 (E-Eh)
2
T(K)
102 103 104
104
105
106
107
102 103 104
10-4
10-3
10-2
10-1
100
101
102
103
104
105
106
107
D
Temperature (K)
 D
 (E-El)
2
 (E-Eh)
2
T (K)
FIG. 3: Difference parameters D calculated for density 1.5
g/ml (top) and 1.9 g/ml (bottom). The insets show D and
two terms of D: (E − El)2 and (E − Eh)2, respectively.
Figure 4b, together with the semi-logarithmic plot high-
lighting the low-temperature range with the steep slope).
We observe a similar behavior of the second derivative:
the crossover from slow high-temperature to steep low-
temperature behavior. The crossover is in the range
1000-2000 K for both densities and is close to the tem-
perature range where cv = 2 at the FL.
In view of the very wide temperature range considered
in Figure 2, the closeness of the crossover temperatures of
first and second derivatives to temperatures where cv = 2
is particularly encouraging.
On the basis of Figure 4, we can discuss the width
of the thermodynamic crossover, W . There is no uni-
versal approach to defining the crossover width. If low
and high-temperature range of a function in question (or
its certain transformation) are close to straight lines, the
crossover width is given by the difference between tem-
peratures at which deviations from the straight lines are
seen. However, this definition is not unique and depends
on the path chosen on the phase diagram (we have chosen
the constant-volume path for convenience of calculating
cv). Indeed, a constant-pressure path gives a different W :
density decrease with temperature results in faster tem-
perature decrease of τ below the FL and faster increase
of the mean free path l above the FL and, therefore, gives
a smaller W .
In order to alleviate the issues related to the depen-
dence of the crossover width on the path on the phase
diagram, we propose a definition of the crossover that is
based on cv itself (or functions of cv) rather than on ther-
modynamic parameters such as temperature or pressure.
We define the relative width of the specific heat crossover
as
W =
clv − chv
ccrv
(2)
where clv and c
h
v are values of cv corresponding to the
deviation of cv or its function from their low- and high-
temperature behavior and ccrv = 2 is the value of cv at
the FL crossover.
Observing that low- and high-temperature range of
d2cv
dT 2 can be approximated by the straight lines, we find
clv and c
h
v from taking the deviation temperatures from
Figure 4b,d and subsequently finding corresponding cv
from Figure 2. We note that there is a slight ambiguity
in finding the deviation temperatures related to how one
chooses to draw the straight-line approximation, partic-
ularly in the low-temperature range. Whereas this may
affect the deviation temperature, the corresponding vari-
ation of cv in Figure 2 is insignificant. We find c
l
v = 2.15
and chv = 1.895 for low density and c
l
v = 2.3 and c
h
v = 1.9
for high density. Eq. (2) gives W of 13% and 20% at low
and high density, respectively. The smaller W is close
to the width of the experimental structural crossover of
10-12 % in supercritical Ne [6].
In our third method of analysis, we continue to ana-
lyze the temperature dependence of the system energy.
This method is based on linearizing the energy by trans-
forming the energy functions into linear dependencies us-
ing recent theoretical predictions. This method of anal-
ysis might be viewed as a less general analysis method,
however it is widely used in the analysis of experimen-
tal and modelling data. The key to calculating the en-
ergy below the FL is accounting how the range of solid-
like transverse modes shrinks with temperature. In the
Frenkel picture where transverse modes propagate above
frequency ωF =
1
τ , the energy of transverse modes per
particle is calculated to be [15] Et = 2T
(
1−
(
ωF
ωD
)3)
,
where ωD is Debye frequency. A more detailed analy-
sis [15] gives the dispersion relation of transverse modes
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as ω =
√
c2k2 − 1τ2 , which implies the gap in k-space,
kg =
1
cτ . Ascertained on the basis of direct modelling
results [16], the gap implies that the range of transverse
modes shrinks with temperature because τ increases. Et
can be calculated as either the integral over k-space or
frequency, and gives the same Et as above [16, 17]. As
shown previously [15], adding the energy of the remain-
ing longitudinal mode and the kinetic energy gives the
total liquid energy per particle as:
E = E0 + T
(
3−
(
ωF
ωD
)3)
(3)
where E0 is the temperature-independent term giving the
classical energy at zero temperature.
Using (3), the energy below the FL can be linearized as
follows. Using the commonly considered Vogel-Fulcher-
Tammann (VFT) law for the temperature dependence of
ωF = ωDe
− UT−T0 , where U and T0 are VFT parameters,
we introduce fl as fl =
1
ln(3−E−E0T )
. According to (3),
fl = −T−T03U . Hence, fl is predicted to be a linear function
of temperature.
Calculating the energy above the FL involves consid-
ering how the remaining longitudinal mode changes with
temperature. Recall that above the Frenkel line, the os-
cillatory component of particle motion is lost and only
the gas-like diffusive motion remains. As temperature
increases, the particle mean free path l grows. Because
the system can not oscillate at wavelengths shorter than
l, l sets the smallest wavelength of the remaining longitu-
dinal wave in the system. As shown previously [10, 15],
adding the energy of this mode to the kinetic energy of
atoms gives the total energy per particle of the supercrit-
ical fluid above the FL as:
E = E0 +
3
2
T +
1
2
T
(
1 +
αT
2
)(a
l
)3
(4)
where a is the interatomic separation and α is the coef-
ficient of thermal expansion that makes an anharmonic
contribution to the mode energy, significant at high tem-
perature above the FL.
Using (4), the energy above the FL can be linearized
by introducing fh =
E−E0− 32T
1+ 12αT
. According to (4), fh =
1
2T
(
a
l
)3
. l can be calculated from the gas-like viscosity
as η = 13ρv¯l, where ρ is density and v¯ is average veloc-
ity. Using experimental η, we have earlier shown that
l depends on temperature as power law, l ∝ Tα [10].
The same result follows from the kinetic gas theory: ap-
proximating the Enskog series by the first term and con-
sidering the interatomic interaction in the form of the
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FIG. 5: Thermal expansion coefficient at density ρ =1.9 g/ml.
inverse-power law U ∝ 1rm gives viscosity η as η ∝ T s,
where s = 12 +
2
m−1 [18]. Combining it with η =
1
3ρv¯l,
we find l ∝ T 2m−1 because v¯ ∝ T 12 . Hence, fh = 12T
(
a
l
)3
follows the power law and is the linear function in the
double-logarithmic plot.
To calculate fh, we need to first determine α. Since
our energy calculations are at constant density, we per-
form new calculations at constant pressure enabling the
calculation of α = 1V0
V−V0
T . α depends on pressure which
increases with temperature in the constant-density sim-
ulations used for energy calculations. To calculate α, we
used the pressure in the middle of the pressure range in
constant-density simulations. The calculated α as a func-
tion of temperature is shown in Figure 4. Interestingly,
we observe that α in the gas-like regime above the FL de-
creases approximately as inverse power law, as expected
from the ideal gas equation of state. Using α(T ) from
Figure 5, we calculate fh at each temperature.
We plot fl and fh at two densities in Figure 6. Consis-
tent with theoretical predictions, we observe a linear tem-
perature dependence of fl in the low-temperature range
and linear slope of fh in the high-temperature range in
the double-logarithmic plot. Deviations from the linear-
ity are seen and take place at temperatures close to the
crossover temperature at both densities. This is expected
because the theoretical results (3) and (4) are designed
to work for 2 < cv < 3 and 1.5 < cv < 2, respectively.
The important insight from this analysis is that lineariz-
ing the energy using a theoretical model works for either
low- or high-temperature range but not both. This pro-
vides further support to the previous results that there
are two supercritical regimes characterized by different
temperature dependencies of the energy, with an accom-
panying thermodynamic crossover.
In addition to linearizing energy functions, Eqs. (3)
and (4) provide a physical explanation for why cv has
two different functional dependencies at low and high
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FIG. 6: fl and fh shown at low density in (a)-(b) and high
density in (c)-(d). The dashed lines show the linear regimes
at low and high temperature, respectively.
7temperature and its very different slopes in particular.
The physical properties of interest are ωF in (3) and l
in (4). ωF in (3) increases faster-than-exponential with
temperature, namely as the VFT law discussed above.
This gives fast disappearance of transverse modes with
temperature and large slope of cv and its derivatives in
Figure 4). On the other hand, l in (4) is a slow func-
tion of temperature. Indeed, l ∝ Tα with α close to
0.1, as followed from the experimental gas-like viscosity
η = 13ρv¯l [10]. The same result follows from the kinetic
gas theory [18] as mentioned earlier: l ∝ T 2m−1 , where
m is the exponent of the interaction potential U ∝ 1rm .
We recall that the function describing the repulsive part
of the LJ potential is governed by both repulsive 1r12 and
attractive 1r6 terms, with the net result that the effective
m is 18-20 [19]. Consistent with the previous result, this
gives α close to 0.1, explaining why cv and its derivative
are slow functions of temperature.
Before concluding, we note that the although the high-
est temperatures simulated in this work might seem un-
usually high, there are three reasons why they are rele-
vant to real systems and experiments. First, liquid argon
remains an unmodified system up to fairly high temper-
ature: the first ionization potential of condensed liquids
is on the order of 105 K. Hence the simulated tempera-
ture range corresponds to the unmodified non-ionized ar-
gon describable by the LJ potential. Second, performing
experiments at realistic constant pressure, rather than
constant density used here, lowers the crossover temper-
ature significantly due to faster increase of the mean free
path when volume increases. Third, performing the ex-
periments in systems with lower critical point such as
Ne implies that the crossover temperature is lower: the
crossover at the largest temperature simulated here is
predicted to be lower by the ratio of Ar and Ne critical
temperatures, or over 3 times.
In summary, we have established thermodynamic het-
erogeneity of the supercritical state using three differ-
ent methods of analysis. The associated thermodynamic
crossover has the relative width in the range 13-20 %
and corresponds to the Frenkel line. Our results do not
preclude the existence of a phase transition in a narrow
temperature range close to cv = 2 and call for a more
detailed investigation of this point.
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