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Resume 
Les convertisseurs analogique-numerique (CAN) occupent une place 
preponderante dans les circuits electroniques et le choix du convertisseur depend 
considerablement de la nature de l'application. Dans le cadre de notre projet de detection 
des substances micro fluidiques par le biais de dispositifs miniaturises tels que les 
laboratoires sur puces, les CAN Sigma-Delta (SA) sont parmi les meilleurs candidats. 
D'abord parce que ces derniers permettent une precision elevee, en plus ils sont plus 
facilement integrables dans un circuit integre dedie. Cependant de tels convertisseurs 
exigent un certain traitement de signal specialise ce qui peut conduire a un temps de 
conversion eleve. Ainsi, dans ce projet, notre objectif est de reduire ce temps de 
conversion pour accelerer le traitement de signal. 
Un convertisseur ZA se compose principalement de deux grandes parties : le 
modulateur et le decimateur (ou decodeur). Le decodeur consiste a rendre l'information 
fournie par le modulateur interpretable par l'utilisateur. Pour realiser cette partie deux 
approches sont possibles : 1) filtrage, 2) decodage. Le decodage permet d'atteindre une 
meilleure precision mais son implementation materielle est plus complexe que celle du 
filtrage et le delai de traitement des donnees est plus long. Notre choix s'est arrete sur le 
decodage vu que la precision est d'une grande importance pour notre application, en 
plus nous avons propose une technique de decodage dynamique permettant une 
reduction considerable du temps de traitement. Notons que l'utilisation d'un algorithme 
de decodage plutot que le filtrage est justifiee par le fait que les sequences generees par 
un modulateur EA renferment un bon niveau de bruit de sorte que le filtrage peut 
supprimer une partie de l'information recherchee. C'est pour cette fin que le decodage 
est mieux adapte dans le cas ou on s'interesse a la precision. 
Quant a 1'architecture dynamique son avantage est d'eviter la redondance dans le 
traitement de l'information. Ceci est tres benefique pour des applications dont la 
Vll 
frequence de fonctionnement est faible. L'architecture proposee a permis une 
acceleration du temps de traitement de 2 a 4 fois. Elle se base en partie sur un algorithme 
de decodage iteratif qui a ete recemment publie. 
Pour valider 1'algorithme propose nous avons implements son architecture dans 
un composant programmable (FPGA). Les resultats montrent qu'une telle approche 
permet d'atteindre un gain moyen de 4.00 dB pour une sequence de longueur 8 bits et de 
1.70 dB pour une sequence de longueur 80 bits. 
L'architecture proposee a ete implementee sur la plateforme de developpement 
d'Actel AFS-EVAL-BRD qui consiste en un nouveau composant mixte 
(analogique/numerique) programmable. En effet, cette plateforme donne acces a toutes 
les entrees sorties du FPGA en plus d'integrer des outils de bases tels que des horloges, 
des regulateurs de tensions ainsi qu'a toute la fonctionnalite d'un FPGA comme le 
generateur d'horloge interne et le CAN integre a ce dernier. 
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Abstract 
Analog to Digital Converters have a considerable impact in electronic circuits. 
In fact, there are several types of ADCs and, according to every application; one type of 
ADC may be adapted better than others. Within the framework of our project intended to 
the detection of microfluidic substances based on a laboratory on chip platform, the SA 
converters are the best choice. These XA converters have a better precision than others 
and can be easily implemented. But such converters require specialized signal 
processing work, which can lead to a high conversion time. Thus, in this project, our 
goal is to reduce such conversion time in accelerating the signal processing tasks. 
Basically a SA converter is composed of two parts: the modulator and the 
decimator or decoder. The decoding part consists of extracting the information related to 
the sampled signal from the ZA modulator. Nevertheless, to carry out this part, two 
approaches can be chosen: 1) filtering, and 2) decoding. The decoding technique offers 
higher precision, but it is more complex and requires more time for data processing. The 
decoding technique is more adapted for our project than filtering, because sequences 
generated by the 2A modulator contain much more information mixed with noise thus 
filtering can remove a part of the requested information to restore the sampled signal. 
Thus, decoding is more useful in our project since high precision is our main goal. 
At the same time, using a dynamic architecture in the decoder is useful to avoid 
redundancy in the data processing. This is advantageous for low frequency applications. 
The proposed architecture offers data processing acceleration from 2 to 4 times. It is 
based on an iterative recently published decoding algorithm. 
IX 
To validate the proposed decoding algorithm, we implemented its architecture on 
a Field-programmable gate array (FPGA). The results show that such an approach offers 
an average gain of 4.00 dB for an 8-bit sequence and 1.70 dB for an 80-bit sequence. 
Actel AFS-EVAL-BRD prototyping kit was used to implement the proposed 
architecture. This platform provides access to all FPGA Inputs/Outputs in addition to 
configurable clock and voltage regulators; it allows access to all FPGA functions such as 
the clock generator and an integrated ADC available inside this mixed-signal (analog-
digital) FPGA. 
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1 
Introduction 
De plus en plus de dispositifs traitant 1'information de facon numerique sont 
presents sur le marche permettant un traitement avance de cette information, a titre 
d'exemples, nous pouvons citer le plus celebre d'entre eux soit l'ordinateur personnel 
(PC) ou encore des circuits integres specialises tels que les microcontroleurs ou les 
FPGA. Le point commun entre tous ces outils est le fait qu'ils ne peuvent traiter une 
information numerique codee que par des valeurs binaires. 
Cependant la source d'un signal electrique est souvent analogique et non 
numerique comme les signaux electriques captes du corps humains qui ont de faibles 
amplitudes et qui sont extremement sensibles. Mais dans des applications bien 
particulieres telles que les dispositifs bases sur la nouvelle technique laboratoire sur 
puce (Laboratory on chip - LoC), la precision est encore plus accrue. Une plateforme 
LoC, faisant l'objet de nos applications, et des mini laboratoires graves sur des verres ou 
des polymeres ou encore sur des puces et sous la forme d'un reseau de canaux 
microfluidiques. Les LoC permettent l'analyse ou la detection d'un echantillon, d'un 
melange ou de toute autre substance liquide. Leurs principaux avantages sont leur 
facilite d'utilisation et la reproductibilite du resultat grace a l'automatisation et la 
standardisation du processus, la vitesse de l'analyse et la faible consommation 
d'echantillons [l]-[5]. 
Un exemple d'utilisation d'un LoC est l'injection des medicaments dans le corps 
humain avec des doses bien precises a des moments bien determines. Une simple erreur 
de dosage ou de temporisation peut avoir des consequences extremement graves. D'ou 
l'importance de controler des micromachines avec une precision accrue [6]-[7]. Un tel 
controle est generalement effectue par d'autres composants qui sont soit un PC ou un 
circuit dedie au traitement de signal comme les FPGA. Cependant ces unites de 
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traitement de signal sont, en grande partie, de circuits numeriques, autrement dit, ils ne 
peuvent fournir et recevoir que des 0 et 1. Et done une interface s'impose entre l'unite 
de controle et les circuits analogiques. Ces interfaces sont connues sous le nom de 
convertisseurs analogique/numerique (CAN) (Analog to digital converters - ADC) et de 
convertisseurs numeriques/analogiques (CNA) (Digital to analog converters - DAC). 
Les CAN recoivent un signal analogique, font la conversion numerique et envoient le 
signal binaire obtenu suite a la conversion a l'unite de traitement. Ces derniers doivent 
etre capables de convertir un signal avec une precision elevee et un temps de conversion 
le plus faible possible surtout pour les applications biomedicales. Dans notre application 
notre objectif est d'avoir un temps de conversion ne depassant pas les 100 ns. A titre 
d'exemple le CAN que nous avons mis en oeuvre pour l'application LoC est capable de 
detecter une variation de capacite de l'ordre de 1 fF. Ceci implique une variation tres 
faible du signal analogique provenant du LoC, et done une precision elevee s'impose du 
cote de l'ADC. 
De nombreux travaux de recherche ont ete publies pour chacun des points cites 
precedemment. Certains d'entre eux tentent de minimiser les bruits et les artefacts 
introduits par l'environnement exterieur en augmentant la resolution des CAN. Le revers 
de la medaille est le temps de conversion qui augmente en fonction de la resolution et 
par la suite la vitesse d'echantillonnage qui decroit. L'espace occupe par le CAN prend 
de plus en plus d'importance, vu qu'il est souhaitable de minimiser au minimum 
l'espace d'une puce electronique. 
Plusieurs architectures de CAN ont ete proposees au fil du temps dependamment 
de revolution technologique. Toutes ces architectures peuvent etre classees en ces 4 
grandes families de convertisseurs parmi elles: 
• les convertisseurs a approximation successive dont le fonctionnement consiste en 
une approximation du signal d'entree a des valeurs predefinies. Le signal obtenu 
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a la sortie n'est qu'une representation de cette approximation. Plus le niveau 
d'approximation est eleve, meilleure est la resolution. 
• les convertisseurs paralleles dont le fonctionnement se base sur la comparaison 
de la tension d'entree a plusieurs seuils et une transformation du resultat de la 
comparaison par une logique combinatoire en un mot binaire. 
• les convertisseurs bases sur les distributions de charges a l'aide de capacites qui 
se chargent et se dechargent dependamment de la tension d'entree. 
• les convertisseurs Sigma-Delta dont le principe de fonctionnement se base sur le 
sur-echantillonnage du signal analogique. L'utilisation des filtres numeriques et 
du decodage permet d'atteindre une resolution pouvant aller jusqu'a 20 bits pour 
ce type de CAN. Ces convertisseurs sont specialement adaptes pour les signaux a 
faible frequence et haute resolution. lis ont, en plus, une grande precision et une 
linearite remarquable. 
Autre point culminant est 1'introduction de 1'analyse dynamique, approche 
devenue possible avec les moyens technologiques dont nous disposons actuellement et 
specialement les FPGA et DSP qui permettent un traitement elabore de 1'information. 
Cette approche qui adopte une conduite particuliere dependamment de l'environnement 
dans lequelle elle evolue est de plus en plus convoitee par les chercheurs. Le but de cette 
approche est d'accelerer les taches de traitement du signal. Ceci est tres important dans 
les applications biomedicals vu que les fonctions biologiques se deroulent a des 
vitesses relativement faibles. Dans ce cas, il est souhaitable de ne pas refaire un 
ensemble de traitement identique si 1'information traitee reste inchangee. D'ou l'idee 
d'adopter une approche dynamique dans la phase de la conversion des donnees. Cette 
technique donnerait aux convertisseurs la possibility d'adopter un traitement ou un autre 
pour une information donnee. Ajoutons que cette technique est deja appliquee pour la 
gestion du flux des donnees sur Internet [8] ou pour les applications robotiques. En 
resume, l'approche dynamique permet de dormer une autonomie de decision a des 
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machines qui sont de plus en plus appelees a fonctionner dans des environnements 
inconnus dont le corps humain fait partie. 
L'equipe de recherche Polystim etant specialised dans la conception des implants 
destines a etre utilises dans le corps humain, ce projet s'inscrit dans le cadre de la mise 
en oeuvre des microsystemes bases sur un laboratoire sur puce dont la fonction est de 
determiner la substance microfluidique et ses caracteristiques pour des applications 
medicales. Ce genre de microsysteme necessite des CAN a haute precision capable de 
detecter une variation de tension inferieure a 30 mV tout en reduisant les parasites 
introduits par la le LoC, mais souvent a tres basse consommation d'energie. Notre choix 
s'est arrete sur les CAN Sigma-Delta. Cependant ce type de CAN necessite un module 
de decodage des donnees. 
Le present projet de maitrise concerne plus precisement le developpement d'une 
architecture de decodage dynamique pour les CAN Sigma-Delta. 
Nous introduisons dans le chapitre 1 les architectures des principaux 
convertisseurs analogique/numerique, leurs avantages et inconvenients et une 
comparaison permettant de mettre en evidence les avantages des uns par rapport aux 
autres. 
Le chapitre 2 fera la lumiere sur les convertisseurs analogique/digital Sigma-
Delta ainsi que sur les differentes techniques de decodage qui accompagnent ces 
convertisseurs. L'algorithme de decodage utilise ainsi que l'approche dynamique feront 
Pobjet du 3e m e chapitre. Quant au 4eme chapitre, il detaille 1'implementation de 
1'architecture de decodage proposee sur FPGA, l'architecture statique et la gestion 
dynamique des donnees y sont toutes les deux presentees. Le dernier chapitre est 
consacre a la presentation des resultats de 1'implementation que ce soit l'espace occupe, 
la puissance consommee ou encore la validation materielle du fonctionnement du 
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decodeur developpe. Une comparaison des resultats entre les approches statique et 
dynamique est presentee pour mettre en evidence les avantages de la gestion dynamique 
dont le principal atout est la reduction du temps de conversion. L'architecture 
developpee a permis une reduction du temps de conversion de 2 a 4 fois dependamment 
du signal echantillonne tout en assurant un bon rapport signal sur bruit. 
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Chapitre 1 
Introduction aux convertisseurs 
analogique-numerique 
1.1. Introduction 
Un systeme electronique peut renfermer plusieurs composants et circuits 
electriques. Dans le cas d'un laboratoire sur puce, systeme qui fait l'objet de nos 
applications et presente dans 1'introduction du memoire; nous retrouvons un etage 
d'acquisition de donnees biologiques, un autre qui transforme ces donnees en un signal 
electrique, une unite de traitement, un controleur de l'ensemble et un dernier module qui 
represente 1'interface usager. 
Dans l'application que nous avons developpee, le laboratoire sur puce est un 
systeme qui recoit les donnees biologiques et les transforme en un signal electrique, un 
FPGA traite le signal et enfin un PC represente la partie de controle et l'interface avec 
l'utilisateur. Ainsi une chaine d'acquisition des donnees recueille les informations 
provenant de l'environnement exterieur et envoie ces informations sous une forme 
appropriee a une unite specialised pour leur exploitation [9]. Or, ces differents elements 
ne peuvent pas communiquer entre eux directement, etant donne qu'ils traitent des 
informations de nature differente. La Figure 1.1 represente la chaine d'acquisition des 
donnees qui montre les interactions entre ces differents modules. 
Dans notre application ou nous cherchons a avoir les donnees les plus precises 
tout en reduisant le temps de conversions pour permettre au systeme de detecter 
n'importe quelle variation des son apparition pour cette fin une approche dynamique 
s'impose. 
Usager 
Figure 1.1 Chaine d'acquisition des donnees 
Nous donnons ci-dessous quelques exemples de donnees manipulees par chaque 
module dans le cadre du projet de laboratoire sur puce: 
• le module biologique manipule des substances moleculaires. 
• le laboratoire sur puce gere le flux de cellules biologiques et genere des 
signaux electriques analogiques. 
• le FPGA traite les donnees numeriques. 
• Le PC traite, lui aussi, les donnees numeriques et genere des donnees des 
graphiques ou des tableaux qui peuvent etre visualises sur son ecran. 
Les diverses parties de ce systeme n^cessitent des composants qui permettent la 
liaison et la communication entre ces dernieres. De tels composants sont les 
convertisseurs analogiques/numeriques (CAN) et CNA. 
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Dans de ce chapitre, nous allons nous restreindre aux CAN en presentant leur 
principe de fonctionnement, ainsi que leurs principales families. 
1.2. Echantillonnage des donnees 
L'echantillonnage est la premiere etape dans la transformation d'un signal 
analogique x(t) en un signal numerique x(n) . Cette operation consiste a remplacer le 
signal analogique par une suite de valeurs ponctuelles 
x(n) = x(nTe) ; n-0, 1, ..., °° (1-1) 
ou Te est la periode d'echantillonnage separant les differentes valeurs et n le nombre de 
periode d'echantillonnage. 
Le signal echantillonne peut alors etre approxime par un signal xe (t) qui est egal a 
x(t) pendant de brefs instants de duree T et de periode Te, tel que 
fe=jr (1-2) 
oufe est appelee aussi frequence d'echantillonnage qui doit satisfaire les critere enonces 
par le theoreme de Nyquist-Shannon de sorte que la frequence d'echantillonnage fP d'un 
signal doit etre egale ou superieure au double de la frequence maximale contenue dans 
ce signal, afin de convertir ce signal d'une forme analogique a une forme numerique.. 
xe(t) est nul autrement. 
En pratique, le signal xe(t) est obtenu en echantillonnant le signal x(t) avec un circuit 
echantillonneur/bloqueur (E/B) actionne par une impulsion de duree T et de periode Te 
comme le montre la Figure 1.2. T Defini le temps d'acquisition du signal analogique 
par l'echantillonneur bloqueur. Pour cette fin, elle doit etre suffisamment grande pour 




Figure 1.2. Principe de l'echantillonnage 
1.3. Principe de fonctionnement des CAN 
Un CAN convertit un signal analogique en un signal numerique. Cette operation 
se fait dans certains cas en deux etapes : la quantification puis le decodage. 
La quantification transforme un signal analogique continu en une suite finie de 
valeurs numeriques. La Figure 1.3 montre le principe de quantification: chaque etat 
couvre un intervalle de valeurs analogiques de largeurs QN, appele pas de quantification 
ou quantum. Lorsque les pas de quantification sont tous egaux (c'est loin d'etre le cas 
etant donne que cela implique une reproduction parfaite des circuits analogiques 
correspondant a chaque niveau), la quantification est dite uniforme. C'est cette etape de 
quantification qui fixe en partie le temps et la precision de la conversion mais elle 
introduit une certaine erreur dans le resultat final. En fait si on cherche a avoir un code 
binaire de N bits il nous faudra 2 -1 etats de quantification. Un code binaire est une 











Figure 1.3. Quantification des donnees dans un CAN 
Le decalage binaire et le complement a deux sont frequemment utilises dans la 
generation des codes dans les CAN. Citons egalement le code Gray qui est utilise de 
temps a autre [10]. 
En outre, un CAN est defini par plusieurs parametres dont la resolution, 
l'exactitude, la frequence d'echantillonnage, le temps de conversion, la tension de 
references, son offset, le temps d'etablissement... Mais puisque notre projet de 
recherche concerne uniquement la partie de decodage des CAN Sigma-Delta, seuls 
quelques parametres ont un impact sur cette partie. Ces derniers sont introduits dans la 
section suivante. 
• Resolution 
C'est la plus petite variation de 1'entree qui fait changer la sortie numerique. Elle 




Vmax etant la tension maximale que peut detecter le CAN et N le nombre de bits 
representant le signal de sortie. 
11 
• Exactitude : Nombre effectif de bits ENOB 
Ce parametre illustre la precision effective de votre convertisseur une fois les 
differentes erreurs additionnees. Le calcul de ENOB est base sur la valeur du Rapport 
signal sur bruit et distorsion SINAD et est donnee en retournant la formule : 
SNR = 6.02'N +1.76 dB , ce qui donne : ENOB= (SINAD-1.76dB) / 6.02. Sachant que 
le SINAD est le rapport entre la valeur RMS du signal sinus de test et la valeur RMS de 
la somme des amplitudes de toutes les autres frequences presentes dans le signal sauf la 
tension continue. 
• Erreur de quantification 
La quantification introduit une erreur (bruit) qui correspond a une difference 
entre la valeur analogique et la valeur numerique codee. Ce bruit varie en dent de scie et 
est donne par 1'equation (1.4). 
Erreur de quantification = ± — LSB = ± — (1-4) 
Le LSB etant le bit le moins significatif du mot binaire ou code binaire genere par le 
CAN. 
• Temps d'etablissement 
C'est le temps necessaire au convertisseur pour repondre a une variation pleine 
echelle du signal d'entree. C'est un parametre important si plusieurs signaux sont 
multiplexes pour etre traites par le meme CAN. 
D'autres parametres existent pour les CAN tels que l'erreur de decalage, l'erreur 
du gain, la distorsion harmonique, le rapport signal sur bruit (SNR) qui sont expliques en 
details dans [11]. Tous ces parametres ont un impact sur le bruit de quantification et la 
resolution du convertisseur. 
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Suite a cette breve presentation du principe de fonctionnement des CAN nous 
exposons les grandes families de ceux qui sont frequemment utilises, leurs avantages, 
inconvenients ainsi que leur domaine d'utilisation dans la prochaine section 
1.4. Principaux types de CAN 
Plusieurs types de CAN ont ete developpes par les chercheurs selon leur 
application. Certains s'adaptent le mieux pour des applications a hautes frequences, 
d'autres pour des applications exigeant une faible consommation, dans d'autre cas c'est 
la precision et 1'exactitude du CAN qui sont importantes. Pour justifier notre choix des 
CAN EA, il est important de presenter quelques principales architectures de CAN et 
leurs particularites ainsi que leurs domaines d'application, ce qui est le sujet de la 
section suivante. 
1.4.1. CAN a approximation successive 
La technique utilisee par cette famille de CAN consiste a approximer 1'entree 
analogique a des valeurs binaires en utilisant un CAN tel que montre dans la Figure 1.4. 
En fait, un registre de n bits renferme une valeur initiale « 0 ». Par la suite le bit de poids 
le plus fort est mis a « 1 ». Le contenu du registre (SAR) est envoye a un CNA qui le 
convertit en une valeur analogique. Le signal analogique obtenu sera compare au signal 
d'entree. Si ce dernier est inferieur a la valeur fournie par le CNA, le bit ayant ete mis a 
« 1 » est remis « 0 », et le bit suivant est mis a « 1 » et on refait la comparaison. Ainsi 
de suite jusqu'a ce qu'on atteigne le bit moins significatif (LSB). Ainsi un bit donne ne 
peut garder un « 1 » que si la valeur analogique fournie par le CNA est inferieure a la 
valeur du signal analogique d'entree. En consequence, il faudra n etapes de comparaison 









Figure 1.4. Architecture du CAN a approximation successive 
Deux signaux caracterisent ce type de CAN : le signal de debut de conversion et 
le signal de fin de conversion. Les CAN a approximation successive sont relativement 
rapides, precis et fournissent souvent une sortie de n-bit paralleles et quelques fois en 
serie en commencant par le MSB sur une seule ligne de sortie. 
Ce genre de convertisseurs est sensible au decalage du comparateur et a la 
linearite du CNA. Le temps de conversion s'echelonne entre lus et 50us pour une 
precision standard de huit a douze bits. Ce CAN parait peu sensible a la variation de la 
tension durant la periode de conversion cependant cette derniere peut conduire a une 
perturbation si elle est inferieure au LSB [12]. Par contre les pics de tension tres elevee 
et de tres haute frequence a 1'entree sont completement desastreux et peuvent conduire a 
un resultat completement errone. 
Cette famille de CAN est utilisee surtout pour les signaux non periodiques vu 
que nous pouvons activer la conversion a un instant desire et ignorer le reste. lis sont 
egalement adaptes pour les signaux a basse frequence etant donne que la conversion 
prend assez de temps (n cycles de comparaison, n etant le nombre de bits a la sortie). 
Lors de l'utilisation des SAR il faut absolument faire attention au 
crenelage (chevauchement spectral: phenomene qui est du a la presence de frequences 
non souhaitees lorsque nous travaillons avec les hautes frequences). L'utilisation des 
filtres passe-bas s'avere tres utile dans des cas pareils pour supprimer les hautes 
frequences indesirables. 
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Plusieurs recherches mettent en evidence l'impact du bruit sur les CAN de type 
SAR et traitent en detail ce phenomene [14]. D'autres recherches ont ete effectuees et 
sont encore en cours pour ameliorer les caracteristiques de ce genre de CAN comme la 
reduction de la puissance consommee en gardant une bonne resolution et une frequence 
d'echantillonnage relativement elevee [15]-[17]. 
1.4.2. Convertisseur Parallele 
C'est de loin le convertisseur le plus rapide grace a son architecture parallele. 
L'architecture de ce dernier est presentee a la Figure 1.5. 
Entree 
analogique 
Figure 1.5. Architecture de base d'un CAN parallele 
Le fonctionnement de ce convertisseur repose sur la comparaison de la valeur 
d'entree par rapport a differentes valeurs de reference a l'aide de plusieurs comparateurs 
connectes en parallele. II existe 2n-l comparateurs pour une resolution de n bits. Une 
des entrees du comparateur est connectee au signal d'entree 1'autre est connectee a la 
tension de reference v(N). Cette derniere est generee a parti d'un reseau de resistances 









reference differente selon la Figure 1.5. Les sorties de tous les comparateurs pour 
lesquels la tension d'entree est superieure a la tension de reference adequate v(p)o<p<n 
recoivent simultanement un « 1 » logique alors que les autres recoivent un « 0 ». Le 
decodeur convertit les 2n-l sorties des comparateurs en un mot binaire sur n bits. Ce 
decodeur est un circuit combinatoire de transcodage. Ainsi le temps de conversion qui 
est le temps de propagation du signal a travers les comparateurs et le decodeur est de 
l'ordre de 10 ns a quelques 10 ns [12]. 
Les inconvenients d'un tel convertisseur sont l'espace important qu'il occupe 
dans une puce electronique pour avoir une grande resolution et necessitant des repliques 
exactes de tous les comparateurs. Ainsi plus on ajoute un bit dans la resolution plus la 
surface est grande. A titre d'exemple pour une resolution de 8 bits on doit avoir 255 
comparateurs et si on veut elever la resolution a 9 bits on doit multiplier cette surface par 
deux. Done peu importe la technologie, bipolaire ou CMOS, l'espace occupe reste 
toujours important. Un autre inconvenient, non negligeable, e'est la charge d'entree qui 
est relativement importante vu 1'architecture parallele de ce CAN et par suite une 
consommation assez importante. Cette capacite elevee en entree limite la precision du 
CAN puisque l'entree n'arrive plus a etre chargee correctement pour proceder a sa 
conversion, mais generalement ceci ne peut avoir lieu que dans le cas des tres hautes 
frequences. De plus ce CAN n'est pas approprie pour des applications ou le signal 
change de facon relativement lente puisqu'il echantillonnera la meme valeur durant un 
intervalle assez long en fonctionnant en hautes frequences ce qui conduit a un probleme 
de redondance dans le signal [15]. 
1.4.3. Convertisseur Sigma-Delta 
Tout au long de cette section nous decrirons brievement le fonctionnement du 
convertisseur EA. Une presentation detaillee de ce dernier fera l'objet du 2eme chapitre. 
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Principalement un convertisseur SA est forme de deux modules : 
• Un module analogique qui convertit un signal analogique en une suite de bits. 
• Un filtre numerique qui convertit cette suite de bits en une valeur numerique sur 
n bits dependamment de la resolution du convertisseur. 
Typiquement le principe de base est le sur echantillonnage, ainsi le role du filtre est 
de: 
• Ramener la frequence de sur-echantillonnage a celle de Nyquist, operation 
connue sous le nom de decimation. 
• Eliminer le bruit du a la quantification, (la quantification est une operation 
effectuee a Pinterieur du module analogique et qui sera aussi decrite avec plus de 
details dans le chapitre suivant). 
En d'autres termes, les filtres ne font que la moyenne des bits d'une sequence 
donnee : Si on suppose que, suite a une entree analogique donnee, le modulateur XA 
fournit une sequence de 8192 bits, la moyenne de tous ces bits n'est autre que la valeur 
du signal analogique. Cette approche est correcte cependant on n'a pas tenu compte du 
bruit introduit par le modulateur, d'ou la necessite d'un pretraitement du signal pour 
supprimer le bruit et pour aller chercher 1'information utile [11]. 
Les filtres sont demeures longtemps l'outil de predilection pour les CAN LA. 
Cependant avec l'apparition des nouvelles technologies comme les DSP et les FPGA, de 
nouvelles approches ont ete developpees parmi ces dernieres il y a les algorithmes de 
decodage de la sequence generee par le modulateur EA. Le decodage a pu voir le jour 
pour ameliorer certains parametres comme le SQNR (Signal Quantized to Noise Ratio) 
qui est le rapport signal sur bruit applique pour un signal numerique. L'inconvenient de 
ce decodage est que le traitement du signal requis necessite enormement de ressources. 
L'idee qui a pousse les chercheurs a s'orienter vers le decodage est le fait que la 
sequence de bits generee par le modulateur ZA renferme beaucoup plus d'informations 
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qu'un filtre numerique ne peut en extraire. En eliminant le bruit par l'operation de 
filtrage on enleve egalement une partie de l'information utile. D'ou l'idee d'utiliser un 
decodage au lieu d'un filtrage. Cependant une certaine controverse s'est installee : 
certains chercheurs considerent que le decodage est equivalent a la decimation et 
d'autres le considerent comme une operation a part entiere. Etant donne que cette 
technique demeure encore dans le domaine de la recherche, plusieurs algorithmes de 
decodage ont ete proposes principalement pour les DA de premier ordre [31]-[34]. La 
limite au decodage reside dans la complexite d'implementation des decodeurs. A l'etat 
actuel de la recherche, les decodeurs sont assez efficaces pour les XA de ler ordre et pour 
les signaux de basses frequences ou constants. Pour des signaux periodiques, les filtres 
demeurent encore plus performants que les decodeurs. Cependant, une etude detaillee 
des filtres et des decodeurs est presentee dans le 2eme chapitre. 
De plus nous trouvons plusieurs ordres de CAN SA [19]-[23]. L'ordre d'un EA 
correspond au nombre de boucles de retroactions dans le modulateur (un modulateur de 
ler ordre nous indique qu'il n'y a qu'une seule boucle de retroaction dans le 
modulateur). A titre purement informatif, a la Figure 1.6 le modele d'un SA de 2eme 
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Figure 1.6. Modele d'un convertisseur Sigma-Delta de 2eme ordre 
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1.4.4. Convertisseur pipeline 
Cette structure s'adapte le mieux pour les circuits fonctionnant a haute vitesse. 
Le « pipelinage » est une approche qui a souvent attire les chercheurs et les concepteurs 
parce qu'elle permet de lancer plusieurs operations en meme temps. L'execution de 
chaque phase est assuree par une unite fonctionnelle elementaire du processus appelee 
etage. La duree d'une phase correspond a un cycle d'operations. L'idee du pipeline 
consiste a coordonner toutes les phases pour qu'elles fonctionnent en parallele en 
executant differentes taches. Ce meme principe a ete applique pour les convertisseurs. 
Un premier module permet de generer les bits les plus significatifs, un deuxieme 
les bits intermediaires, alors que le premier continue a generer les bits les plus 
significatifs de l'echantillon suivant. Un troisieme etage permet de completer la serie en 
generant les bits les moins significatifs alors que les autres etages continuent a convertir 
des echantillons plus recents. En fin du compte, passe le temps de latence au debut qui 
necessite trois cycles de conversion, a chaque cycle on a une nouvelle valeur du signal 
digital qui correspond a une entree analogique. 
Le principal inconvenient d'une telle architecture est la necessite de la presence 
d'echantillonneurs/bloqueurs au niveau de chaque etage. La realisation de ces derniers 
est plus delicate, ce qui represente la limitation majeure de cette architecture [10], [24]-
[26]. 
1.5. Comparisons des CAN 
A ce stade il est utile de faire une comparaison entre les convertisseurs presentes 
dans ce chapitre. Le Tableau 1.1 resume les caracteristiques principales de ces 
convertisseurs. 
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Tableau 1.1 Caracteristiques des principales families des CAN [27] 
— - _ _ _ ^ Famille du CAN 




Multiplexage de plusieurs entrees 
























* 1 : Tres bon, 2 : Bon, 3 : Moyen, 4 : Mauvais 
Comme nous pouvons bien le remarquer, aucun convertisseur ne monopolise la 
tete du classement dans toutes les caracteristiques et chaque CAN possede son propre 
domaine d'application. Ainsi les CAN paralleles sont utilises pour des applications 
necessitant une frequence d'echantillonnage tres elevee sans dormer une grande 
importance a la resolution. lis permettent egalement le multiplexage de plusieurs entrees 
analogiques. Par contre les CAN ZA ont une resolution tres elevee ce qui leur donne la 
possibilite d'etre utilises dans des applications necessitant une grande precision pour des 
signaux analogiques de faible frequence par rapport aux autres types de CAN. L'objectif 
de notre application est d'avoir des signaux tres precis. Les CAN EA permettent 
d'atteindre cet objectif, cependant ceci n'est pas la seule et l'unique raison. 
L'architecture du laboratoire sur puce qui est un capteur capacitif est sous forme 
matricielle. Ce qui implique la necessite d'implementer plusieurs CAN. Ainsi il est 
primordial d'opter pour un CAN de faible complexite. Notre choix s'est fixe sur les 
CAN SA, parce qu'ils offrent une grande precision, mais en plus ils disposent de 
plusieurs configurations de complexite variable. Parmi ces configurations, il y a le CAN 
SA de premier ordre qui occupe un espace tres faible, tout en offrant une tres bonne 
precision. Toutefois, pour expliquer le fonctionnement d'un tel convertisseur et 
comprendre son architecture, une description plus detaillee de ce dernier est presentee 
dans le deuxieme chapitre. 
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1.6. Conclusion 
Tout au long de ce chapitre, nous avons presente les differents types de CAN, 
nous avons decri brievement leur architecture et leur principe de fonctionnement. 
Cependant, il existe quelques CAN qui sortent du commun vu qu'ils sont concus pour 
des applications bien particulieres. A titre d'exemple nous trouvons des CAN 
fonctionnant a une frequence d'echantillonnage de 20 echantillons par seconde ou bien 
d'autres qui sont developpe pour des applications video. Certains CAN n'offrent pas une 
grande flexibilite par rapport a revolution technologique et sont voues a la disparition 
avec l'apparition de nouveaux precedes. Par contre d'autres s'adaptent parfaitement bien 
en ameliorant leurs performances en utilisant d'autres approches, tel est le cas pour les 
CAN 2A qui ne cessent de s'ameliorer en developpant des architectures offrant de 
meilleures performances. Mais avant tout il est primordial de bien comprendre le 
fonctionnement d'un CAN avant de proceder a son amelioration ce qui fera l'objet du 
deuxieme chapitre dans lequel une description plus detaillee du convertisseur Sigma-
Delta est presentee. 
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Chapitre 2 
Le decodage dans les convertisseurs Sigma-Delta 
2.1. Introduction 
Suite a la presentation de principaux convertisseurs analogiques numeriques au 
chapitre 1, nous nous interessons dans ce chapitre aux CAN SA. Quel est l'interet 
d'utiliser ces derniers? Pourquoi sont-ils plus performants que d'autres dans des 
applications particulieres et surtout pourquoi le decodage et le filtrage dans le cas de ces 
convertisseurs est d'une importance capitale? 
Tout au long de ce chapitre, nous repondrons a ces questions et nous montrerons 
a travers des differents exemples que le decodage dans les CAN SA permet d'ameliorer 
les performances de ces convertisseurs et en particulier ceux de ler ordre. 
2.2. Convertisseurs Sigma-Delta 
Comme nous l'avons deja mentionne dans le chapitre 1, le principe de 
fonctionnement d'un convertisseur EA est le sur-echantillonnage. Le modulateur fournit 
en sortie un signal sur 1 bit. Le signal obtenu renferme des donnees relatives au signal 
analogique module mais aussi du bruit provenant du quantificateur. D'ou la necessite 
d'utiliser un filtre numerique pour supprimer ce bruit tout en deplacant la frequence du 
signal dans le domaine de Nyquist. La fonction du filtre numerique et des algorithmes de 
decodage est d'augmenter la resolution des CAN SA tout en eliminant l'erreur, ce qui est 
primordial dans des applications de pointe telles que les applications biomedicals. 
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La Figure 2.1 montre un diagramme bloc simplifie d'un CAN SA dans la partie 
(a) et represente en (b) le schema typique de son modulateur. 




Sortie N bits 
• 
(a) 







Figure 2.1. Convertisseur XA: (a) diagramme bloc, (b) contenu du modulateur 
Notons que u„ correspond a l'echantillon n a un instant t du signal analogique. 
La figure 2.2 montre le principe de fonctionnement d'un CAN ZA. +U et -U 




Figure 2.2. Principe de fonctionnement des convertisseurs LA 
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<?("«) = 
+U; 0 < u; 
-U: w<0; 
(2.1) 
Comme montre dans la figure 2.1 les CAN £A sont formes de plusieurs blocs 
dont le plus important est le quantificateur. Ci-dessous, la definition mathematique d'un 
bloc quantificateur. 
q(u)-
f-i> f > -
* - > (£- l )A<w<M avec A:: 
• y + 2 A ; «nT-2A: 
^. i) f^_i^ (2-2') 
" 2 + 2 '"" T _ 2 . " 
ou M est le nombre de niveaux existants dans un quantificateur, A la distance separant 
deux niveaux successifs ce qui est 1'equivalent de QN a la figure 1.3. Elle doit etre la 
plus faible possible pour avoir le minimum d'erreur, u etant la valeur du signal 
analogique. Nous pouvons egalement definir l'erreur introduite par le bloc quantificateur 
comme suit: 
e-q{u)-u (2.3) 





Figure 2.3. Principe de la quantification 
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Apres avoir defini le fonctionnement de chaque partie du convertissew nous 
pouvons retrouver 1'equation qui regit le fonctionnement du modulateur EA de ler ordre. 
ou x„ est l'echantillon n du signal analogique a 1'entree du modulateur et sn l'erreur de 
quantification 
Et selon 1'equation (2.2) on a : 
c„ =?(«»)-"» (2-5) 
d'ou 
q(un) = x„_l+e„-£„_l (2.6) 
L'information qui precede n'est applicable que pour les SA de ler ordre, c'est-a-
dire ne contenant qu'une seule boucle d'asservissement. II est a noter qu'un Sigma-Delta 
d'ordre n correspond a un convertisseur avec n boucles d'asservissement. 
A titre d'exemple, un modulateur SA de 2eme ordre est regit par 1'equation (2.7). 
q(u„ ) = £„ + un =e„- 2e„_x + £n_2 + x„_, (2.7) 
Dans ce qui suit, nous nous limitons a un modulateur SA de ler ordre avec un 
signal d'entree DC qui constitue notre principal interet. 
Ainsi le quantificateur, peut etre represente par 1'equation (2.8) en remplacant U 
par b dans 1'equation (2.1): 
\-b, si u < 0 
9(u„) = \ . . " (2-8) 
[+b, si un>0 
Cette equation regissant le convertisseur du ler ordre demeure la meme, 
cependant le resultat de cette derniere depend des valeurs initiales. Cette equation limite 
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egalement le nombre de sequences pouvant etre generees par un modulateur LA. 
Pour expliquer cette theorie nous allons utiliser l'equation (2.9) qui represente le 
fonctionnement du modulateur LA de ler ordre mais sous une autre forme [28]. 
U0G(X-b,X + b)=>UnG(X-b,X + b) pour tout rc>0 (2.9) 
ou Uo est la valeur initiale de l'integrateur et l'entree du modulateur. L'equation (2.9) 
reste valide quelque soit n. X represente l'echantillon xn de l'equation (2.4). 
Cependant les differentes combinaisons de sequences pouvant etre generees par 
un modulateur LA sont limitees. Pour determiner le nombre maximal de codes ou de 
sequences pouvant etre generes par un modulateur, ainsi que le code lui-meme, nous 
pouvons nous referer a [29]. En revenant aux equations (2.4), (2.8) et (2.9) nous pouvons 
constater que X est decremented de b - X a chaque pas si U„.i > 0, par contre si U„.j < 0 
elle est incremented de b + X = 2b - (b -X). Ainsi nous remarquons que X est toujours 
decremented et que si U < 0 elle est incremente de 2b. Bien sur l'equation (2.9) doit etre 
toujours valide. D'ou la necessite de la condition suivante : 
X-b<U0-n(b-X) + 2jb<X + b (2.10) 
ou j est le nombre de bits negatifs, represente par la valeur -b dans l'equation (2.8). 
L'intervalle dynamique du quantificateur [-b, +b] peut etre divise en un ensemble 
d'intervalles dependamment de UQ ainsi toutes les entrees DC situees a l'interieur d'un 
meme sous-intervalle generent le meme code, le seuil de transition entre chaque 
intervalle est defini par l'equation suivante : 
x = pb-i2jb + Ua) ( 2 U ) 
P 
ou p est entier qui est donne par 
\<p<N-\ (2.12) 
N etant le nombre de bits caracteristiques du CAN et j un entier naturel tel que 
Xe(-b,+b). 
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Ainsi p ety determinent le nombre de sous-intervalles ainsi que le seuil - c'est-a-
dire la largeur des intervalles. Le tableau 2.1 met en evidence la theorie expliquee 
precedemment en montrant quelque exemple de point de transition (limites des 
intervalles) correspondant a un couple (p, j) determine. 
Tableau 2.1. Points de transitions pour N=12 et Uo=0 













































































Les valeurs du Tableau 2.1 sont calculees a partir de Pequation (2.11). Ces 
valeurs sont normalisees par rapport a b. puisque l e (-b,+b) alors ces valeurs 
appartiennent a l'intervalle ]-l,l[. Par exemple sip=5 et/=3 et Uo=0 alors nous aurons : 
XJ±^ = -h (2.13) 
5 5 
le nombre maximum de codes generes est determine par les equations suivantes et ceci 
en calculant le nombre de combinaison possible de (pj). 
C =\ (2 14) 
max [±N(N-l)(N-2) + l ,U0=0 
Cependant le nombre reel de codes pouvant etre generes pratiquement est 
inferieur a celui defini par l'equation (2.14) vu que certains parametres peuvent conduire 
a un meme point de transition [29]. Le tableau 2.2 presente quelques exemples de codes 
de 12 bits generes par un modulateur 2A de ler ordre 
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Tableau 2.2. Exemples de codes generes par un modulateur EA 
~Point de transition 0 1 2 3 4 5 6 7 8 9 10 11 
1 - + + + + + + + + + + + 
9/11 - + + + + + + + + + + 
4/5 . + + + + + + + + + - + 
7/9 - + + + + + + + + - + + 
3/4 - + + + + + + + - + + + 
5/7 - + + + + + + - + + + + 
2/3 - + + + + + - + + + + + 
7/11 - + + + + + - + + + + 
3/5 - + + + + . + + + + - + 
5/9 - + + + + - + + + - + + 
1/2 . + + + . + + + . . + + 
5/11 . + + + . + + + . + + . 
3/7 . + + + . + + . + + + . 
2/5 . + + + . + + . + + . + 
1/3 . + + - + + . + + + + + 
3/11 . + + . + + . + + + 
1/4 . + + . + + . + . + + -
1/5 . + + . + - + + - + - + 
1/7 . + + . + . + . + + - + 
1/9 - + + . + . + . + - + + 
1/11 . + + . + . + . + . + . 
0 . + . + - + . + . + . + 
-1/9 . + . + . + . + . . + . 
-1/7 . + . + . + . . + . + 
-1/5 - + . + - . + . + . . + 
-1/4 . + . + . . + . . + . + 
-1/3 - + . . + - . + . . + . 
-2/5 - + - - + . . + - . . + 
-3/7 - + - - + . . - + . . + 
-5/11 - + . . + - - - + - -
-1/2 . + . . . + . . . + . 
-5/9 . + . . . + . . . - + . 
-3/5 - + . . . . + - - - - + 
-7/11 . + - - - . + 
-2/3 - + + - - -
-5/7 - + + - -
-3/4 - + + -
-7/9 - + + -
-4/5 - + + 
-9/11 - + 
2.3. Le bruit de quantification 
L'expression generate de l'erreur introduite par le quantificateur dans le cas d'un 
CANSAde l e r ordrees t : 
»-=-H?+Iv) <2- l5> 2 \ 2 ^ A 
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n ^x \ {n x\x 
ou ( — + 2_j —-) represente la partie rationnelle de — + 2_, — 
k 
,2 t^> A, 
autrement (r mod 1), de plus nous avons 
^ A 





et b correspond a l'intervalle dynamique du quantificateur [-b, b] et M est le nombre de 
sous-intervalles. 
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Ce qui fait que le bruit est considere comme uniforme et son spectre de puissance serait: 
0; 
{Inn)' 
si n = 0 
-; sin&O 
(2.20) 
La figure 2.4 montre la variation de l'erreur de quantification. Cette figure est 
obtenue a partir de l'equation (2.15). Dans ce cas de figure Pentree est egale a 0.374313 
et une longueur de code de 1024, la valeur moyenne du signal est -0.002296 et la 
variance est de 0.083420. 
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SigH»-Deta Error, DC m N= 5.024, Input = 0.374313 
" 0 206 400 600 «0G 1000 1200 
m e n * -0.002294 variance = 0UWJ42O n 
Figure 2.4. Erreur de quantification pour une entree DC 
Cette explication theorique est un resume des points les plus importants cependant 
des details plus approfondis figurent dans [31]. 
Nous remarquons que 1'erreur est un parametre intrinseque au quantificateur, d'ou 
l'idee de developper un systeme capable de compenser ou d'eliminer cette derniere. 
Plusieurs approches ont ete adoptees dont la decimation qui fait l'objet de la section 
suivante. 
2.4. La decimation dans les modulateurs £A 
Etant donne que les modulateurs SA sont bases sur le principe de 
sur-echantillonnage, nous avons besoin d'une technique complementaire au 
sur-echantillonnage pour retracer Finformation adequatement. Cette technique s'appelle 
la decimation, dont le but est de deplacer la frequence d'echantillonnage vers la 
frequence desiree (celle de Nyquist). Nous allons expliquer brievement et 
mathematiquement les raisons de la necessite de la decimation. 
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Pour cette fin nous avons repris la transforme en z de 1'expression du ZA de 
premier ordre selon [31]: 
Y(z) = z'1X(z) + (l-z'l)E(z) (2.21) 
Sachant que 
E(f) = e4lt = a A- (2.22) 
V 6 
ou a est l'ecart type du quantificateur et ~e est le «bruit rms » et T le temps 
d'echantillonnage. 
La densite spectrale de puissance du bruit est alors 
N(f) = 2e y/2rsm(x fz) (2.23) 
L'equation (2.23) montre que le bruit depend de la frequence. De plus on a 
remarque que dans les hautes frequences le bruit a effet desastreux, c'est pour cette 
raison que nous evitons d'echantillonner avec des frequences elevees. Cependant dans le 
cas du 2A nous ne pouvons faire autrement d'ou la necessite d'appliquer un processus 
capable de minimiser ce bruit de decimation. 
Selon [31] suite a la decimation, tous les bruits provenant du circuit analogique et 
ceux qui resultent de la quantification s'additionnent, c'est pour cette raison qu'il est 
necessaire d'utiliser une technique de filtrage qui permet d'eliminer les bruits avant de 
proceder a la decimation. Les filtres passe bas constituent une solution a ce probleme 
elle peut etre tres couteuse 
Le resultat de la decimation dortne un nouveau code qui est plus long que le code 
fourni par le quantificateur. Cependant la frequence d'echantillonnage est plus faible. 
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Ces filtres ne doivent en aucun cas reduire la resolution de facon considerable. 









Cette equation est valide pour un filtre dont l'equation est 
V 
(2.24) 
D{z) = 1 0 - ^ ) 
N (1-z-1) 
(2.25) 
La decimation depend de la nature du filtre utilise qui peut etre defini par 
l'equation (2.25). Cette derniere est caracterisee par les deux parametres N et k, avec N 
qui represente le nombre d'echantillons du signal et k correspond a l'ordre du filtre. 
Ainsi la decimation est aussi caracterisee par ces 2 derniers. La figure 2.5 montre 
1'impact de ces parametres sur la longueur du code [31]. 
8 16 32 64 128 256 512 
DECIMATION RATIO, N 
Figure 2.5. Impact de l'ordre du fdtre de decimation sur la resolution du CAN 
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La technique de decimation par filtrage reduit la frequence d'echantillonnage, 
mais son utilisation pour des basses frequences resulte en un taux de rejection de bruit 
faible et introduit une distorsion, c'est pour cette raison que des recherches sont en cours 
pour ameliorer des performances et peut etre remplacer la decimation. Une des solutions 
envisageable est l'utilisation des algorithmes de decodage. En effet, des travaux recents 
donnent lieux a des resultats encourageant, surtout du point de vue du taux de rejection 
du bruit. Nous nous interessons dans ce memoire a une nouvelle methode de decodage. 
Dans la section qui suit nous allons presenter les divers algorithmes de decodage 
repertories et nous introduisons une nouvelle technique de decodage appelee dynamique. 
2.5. Algorithmes de decodage 
Le decodage est le processus qui transforme un signal d'entree u(x) ayant subit la 
quantification en une estimation u(x). Le filtrage lineaire est un decodage qui reduit le 
bruit introduit par la quantification avec une tres haute resolution. Les decodeurs les plus 
repandus sont les filtres a reponse impulsionnelle finie (FIR) qui presentent des 
caracteristiques fortes interessantes notamment en ce qui concerne le bruit et la vitesse. 
Etant donne que le signal de sortie du quantificateur renferme beaucoup 
d'informations et que l'utilisation d'un filtre lineaire pourrait provoquer la perte d'une 
partie de ces informations, notre attention s'est portee sur de nouveaux algorithmes de 
decodage pour extraire le maximum d'information de ce dernier. Les recherches dans ce 
domaine ne sont pas abondantes car l'utilisation des algorithmes de decodage presente 
un defi pour aboutir a une implementation materielle peu complexe. Avec l'arrivee des 
FPGA, la tache est devenue plus facile, puisque cet outil permet de passer d'une 
description logicielle a une implementation materielle facilement. 
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Parmi les approches qui ont ete elaborees pour le decodage d'une sequence generee 
par un modulateur I A, nous retrouvons le « Zoomer algorithm » [32], le « Robust 0(N 
log N) algorithm » [38] et le « Rational cycle decoding algorithm » [34]. 
2.5.1. L'algorithme « Zoomer » 
L'idee de base de cet algorithme est d'utiliser les limites inferieures et 
superieures pour pouvoir determiner une approximation de la valeur d'entree, ces limites 
sont definies par les lettres U (Upper) et L (Lower). En effet cet algorithme compare 
chaque fois la valeur quantified a la valeur moyenne X de la somme des valeurs 
quantifiees precedentes. La limite superieure correspond au max de (U, X) et la limite 
inferieure correspond au min de (L, X). Ainsi plusieurs iterations sont effectuees 
jusqu'a un maximum de N iterations, N etant la longueur de la sequence en entree. La 
valeur decodee est la moyenne de U et L. Au cours de 1'initialisation, chaque limite est 
affectee a une borne de la gamme dynamique du quantificateur. En d'autres mots cet 
algorithme fonctionne comme une boule qui ce gonfle jusqu'a atteindre un volume 
donne comme montre dans la figure 2.6. 
Limites finales 
Limites initiales 
Figure 2.6. Principe de l'algorithme "Zoomer" 
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La figure 2.7 detaille le fonctionnement d'un tel algorithme. 
n <— 1 
L <^-kb 
U <- +kb 
S *-0(U,) 
+b 
U «- max(U,X) L <r- min(L,X) 
non 
T 
L + C/ 
Figure 2.7. Organigramme de l'AIgorithme "Zoomer" 
ou S est la sommes des valeurs quantifiees dans une sequences donnees, n un compteur 
qui permet de determiner le nombre d'iterations effectuees, b est un parametre du 
quantificateur defini par U dans l'equation (2.1). k est un coefficient determinant la 
gamme dynamique du quantificateur, idealement on lui attribue la valeur 0.9. 
q(u„) est la valeur quantified du signal a un instant donne, Xest la valeur 
moyenne du signal en tenant compte uniquement d'un certain nombre de bits 
significatifs dependamment de 1'iteration et N est la longueur de la sequence. 
Notons que pour cet algorithme : 
• Tous les etats initiaux sont a zero. 
• Le signal d'entree est constant. 
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La figure 2.8 montre la performance du decodage en utilisant l'algorithme 




Figure 2.8. SNR vs. ratio de sur echantillonnage (tire de [32]) 
Nous remarquons que le decodage utilisant l'algorithme Zoomer est meilleur que 
celui utilisant le FIR dans le cas d'un modulateur EA de premier ordre. II est a noter que 
cet algorithme a ete valide aussi pour les modulateurs 2A de 2eme ordre. 
2.5.2. L'algorithme Robust 0(N log N) 
Cet algorithme se sert d'un signal d'entree x G [0,1/2]. Soit y(m) une sequence 
generee par un modulateur ZA de premier ordre pour ce signal constant x compris entre 
0 et Vi. Posons w(i) la sequence derivee de y(m). w(i)=l si la longueur des zeros 
successifs est egale a [l/x\ et w(i) = 0 dans le cas ou cette longueur est egale a \_\/x\ -
1. Notons que |_ 1/JCJ represente le plus grand entier inferieur ou egal a 1/x. Notons que m 
est la longueur de la sequence originale et i celle de la sequence derivee. 
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•1 = 2 
y(m): Sequence du modulateurZA: 1 ( 0 0 ^ 1 ( 0 ^ 1 ( 0 ^ 1 ( ^ 0 ) 1 ( 0 0)1(0 0)1 
T • • I 
w(/J: Sequence derivee: 1 0 0 0 0 0 
Figure 2.9. Exemple de generation de la sequence derivee w(i) 
En fait cet algorithme reconstitue le signal d'entree a partir de la sequence 
derivee w(i). Si la longueur de la sequence derivee est inferieure ou egale a la moitie de 
la longueur de la sequence originale y(m), alors l'algorithme calcule le signal d'entree a 
partir de cette derniere, dans le cas contraire, il calcule la derivee de celle-ci et ainsi de 
suite jusqu'a satisfaire la condition precedente. 
Dependamment de la sequence y(m) ou w(i), les cas suivants se presentent: 
• II n'y a que des 0 dans la sequence 
E[x\ x < (1 / N) et uniquement des Os] = 2N I x(l - Nx)dx = (2.26) 
E[x\ x< — etuniquementdesOs ] = 2N 
ou N est la longueur de la sequence. Et E une estimation de x. 
Si j etait le nombre de zeros precedant le 1 et & le nombre des zeros succedant a 
ce dernier, le calcul d'une estimation E de x se fait en se basant sur les formules 
suivantes : 
E[x\un 1 et L 0s] = L(L + 1) 
ou L=max (j, k) 
2x2dx+ I 2x2\ - - L 
I) J l / ( £ + l ) I x 
dx 
1 
3 ( i + l) 31 
- + J - (2-27) 
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f2/(iV+l) ,11N 1 A/ 
2x~dx+ x 
* J2l(N+l) [ x 2 
dx 
2 2_ 
3(/V + l) 37V 
(2.28) 
• j = k 
E[x\ un 1, A' pair (N -1) / 2 Os] = 2N(N +1) 
ou Â  est la longueur de la sequence 
• Lorsque sequence totale ne peut etre decomposee qu'en un seul echantillon d'une 
longueur unique, alors 





ou n est un parametre interne representant le nombre de d'element courant dans 
une sequence. L'element courant peut etre 1 ou 0 selon le signal echantillonne [33]. 
Ainsi la complexite d'un tel algorithme est de O (N log (N)) [33]. La figure 2.10 montre 
les performances de cet algorithme par rapport a des FIR de differentes formes. La 
forme d'un FIR correspond a la fenetre de filtrage appliquee. Dans l'exemple presente a 
la Figure 2.10 des fenetres carrees et triangulaires, defmies dans [33], ont ete appliquees. 
o teconive decoder 
x triangular FIR 
+ square FIR 
Number of Samples 
Figure 2.10. Performances de l'algorithme O ( N log N ) (tire de [33]) 
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Nous constatons qu'avec cet algorithme, nous avons un meilleur SNR par rapport 
aux autres techniques mentionnees dans la figure 2.10. 
2.5.3. Modele de generation hierarchique et decodage optimal 
Cet algorithme (rational Cycle decoding) est l'un des plus recents algorithmes de 
decodage. II presente des performances meilleures qu'un FIR, que l'algorithme 
« Zoomer » et l'algorithme « Robust (9(Nlog(N)) », au depens d'une complexite plus 
elevee [34]. 
Ce decodage est base sur la prediction du code suivant, tout en estimant le 
predecesseur d'un code donne, le resultat final serait la moyenne de ces trois valeurs. 
Sachant que cet algorithme est a l'origine realise dans ce memoire, nous allons 
decrire plus en details son fonctionnement. Mais pour cette fin il est important de 
connaitre le fonctionnement de l'encodeur. 
2.5.3.1. Apercu sur l'encodeur 
Reprenons le schema du CAN £A de la Figure 2.1 mais vu autrement comme 
montre dans la Figure 2.11. Ce schema, dans lequel le delai a ete represente dans la 
boucle de retroaction, a ete repris uniquement pour simplifier les notations. 
u(k) 
• 
Figure 2.11. Structure du convertisseur LA de premier ordre (Tiree de [34]) 
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La problematique de cet algorithme est la suivante: 
Tenant compte du fait que 1' entree est representee par une sequence finie comme 
montre dans l'equation (2.30), et que l'etat initial zo est inconnu, une estimation (u(q)) 
de la sequence q peut etre trouvee. Notons que q est une sequence de longueur N, 
q = q(0),...,q(N-\) (2.30) 
De plus, le ratio signal sur bruit quantifie (SQNR, Signal-to-Quantization Noise Ratio) 
doit etre maximise : 
SQNR = E(u~(k» => Max (2.31) 
E((u(k)-u(k))2) 
E(.) etant l'esperance. 
Chaque sequence q d'un ensemble de bits correspond a une region bien definie 
du diagramme des vecteurs de quantification, tel qu'illustrer aux Figure 2.12 et figure 
2.13. Vu le caractere aleatoire du signal d'entree, chaque valeur quantified depend non 
seulement du signal lui-meme uo mais aussi de la valeur d'initialisation ZQ. De ce fait a 
chaque paire (uo, zo) E [0,1[ correspond une region unique du diagramme, 
chaque region B possede les caracteristiques suivantes : 
• B peut avoir la forme triangulaire ou celle d'un quadripole. 
• Si B etait un quadripole, alors une de ses diagonales sera parallele a l'axe des ZQ 
horizontale (2 coins du quadripole ont l'ordonnee UQ). Les coordonnees de cette 
region sont definies par (umax, uc, umin). 
Les figure 2.12 et figure 2.13 resument ces conditions. De plus, la figure 2.13 
montre le diagramme des vecteurs de quantification pour une sequence de longueur 6 
bits. 
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A - t - J ^.Z() 
Figure 2.12. Region B sous forme d'un quadripole 
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Figure 2.13. Diagramme des vecteurs dc quantification normalise 
Chaque region de la Figure 2.13 est defmie par un couple (uo, zo). A chaque 
couple (UQ, ZQ) est associee une seule et unique sequence q de longueur N bits. Ce 
principe est utilise pour retracer la valeur du signal encode par le modulateur. Les 
paragraphes suivants detaillent le decodage en question. 
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2.5.3.2. Principe de fonctionnement du decodeur base sur le modele de generation 
hierarchique 
Le point de depart de cet algorithme connu aussi sous le nom de « Rational cycle 
decoding » est l'equation suivante : 
MSE (Mean Square Error) = E(u(k) - u(k))2 (2.32) 
ou u{k) est la valeur decodee de 1'entree 
En integrant cette equation sur la region B, on aura : 
Vq:MSE(q) = \\(u0-u(q)) dz0du0 (2.33) 
Les variables ZQ et uo sont supposees etre independantes et uniformement 
distribuees sur toute la region [36] [37]. Ainsi la resolution de l'equation (2.33) nous 
conduit au resultat suivant: 




Ainsi la valeur optimale serait la valeur moyenne de la valeur courante, de son 
predecesseur et de son successeur. En effet, chaque sequence q possede un predecesseur 
et un successeur definis comme suit: 
uc(Succ(q)) = umax (q) (2.35) 
uc(Pred(q)) = umJq) (2.36) 
ou umc est la valeur de la sequence courante qui est egale a uc(q), umax(q) et umin(q) sont 
respectivement les valeurs du successeur et du predecesseur. En consequence l'equation 
(2.34) peut s'ecrire autrement: 
uop,(q) = -(uc(Succ(q)) + uc(q) + uc(Pred(q))) (2.37) 
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Cet algorithme de decodage se resume done aux operations suivantes : 
• trouver les successeurs et predecesseurs d'une sequence donnee : q, Succ(q) et 
Pred(q); 
• determiner les parametres relatifs a: q, Succ(q) et Pred(q) : poids et longueur, ces 
derniers sont des fonctions de probabilite permettant de calculer q et son 
voisinage; 
• calculer uopt a partir de l'equation (2.34) en se servant des parametres etablis 
precedemment; 
La methode de determination des successeurs et predecesseurs a ete etablie par 
[34] a partir des Figure 2.12 et figure 2.13. 
SQNR [dB] 
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Figure 2.14. SQNR vs amplitude du bruit normalised pour les algorithmes de 
decodage cycliques, lineaires et 1'algorithme Zoomer. 
Notons que le decodage lineaire consiste dans l'utilisation d'un filtre passe bas. 
Ce dernier algorithme presente de meilleures performances lorsque le bruit est de faible 
amplitude d'un point de vue SQNR que les autres, par contre son point faible est sa 
complexite qui est elevee. 
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De ce fait nous avons entrepris la mise en oeuvre d'une architecture de decodage 
qui assure de meilleures performances que cette derniere et une vitesse de decodage plus 
elevee. Ceci est important pour des systemes a haute precision ce qui est le cas de notre 
application ou la detection des substances fluidiques dans la puce doit etre tres precise. 
La compression des donnees et 1'acceleration du traitement de 1'information, sont 
des techniques largement utilisees en imagerie et notamment dans le standard 
H.264 [38]. En effet, seulement l'information significative est utilisee pour restituer 
1'image. Certains algorithmes utilisant cette norme se basent sur un critere de 
comparaison qui leur permet de decider si l'information qu'ils sont en train de traiter est 
necessaire ou non pour restaurer l'image source, et ceci, en la comparant avec des 
donnees precedemment sauvegardees dans une memoire. Un tel systeme est 
principalement utilise dans les videos conferences en temps reel. En essayant 
d'appliquer ce meme principe pour les modulateurs ZA, nous pouvons ainsi doter le 
CAN d'un certain degre de liberie. Ce dernier peut subsequemment arreter la conversion 
au moment opportun, puisqu'il dispose de suffisamment d'information pour restituer le 
signal original. 
2.6. Conclusion 
Apres avoir presente les points culminants des convertisseurs EA, tout en 
examinant les principaux algorithmes de decodage, nous avons porte une attention 
particuliere a Palgorithme « Rational cycle decoding ». Nous allons, dans les chapitres 
qui suivent, detailler l'architecture proposee tout en precisant les liens avec ralgorithme 
« Rational cycle decoding ». 
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Chapitre 3 
Formulation mathematique du processus de decodage 
base sur l'algorithme « Rational Cycle decoding » 
3.1. Introduction 
Apres avoir presente les principales techniques de decodage, leurs avantages et 
inconvenients, nous presentons dans ce chapitre ralgorithme de decodage que nous 
avons implements ainsi que sa formulation mathematique. 
L'inconvenient principal du processus du decodage est le fait qu'il necessite un 
grand temps d'execution, ce qui reduit la frequence d'echantillonnage du CAN SA. En 
plus, la plupart des CAN ne distinguent pas entre un signal DC et AC, ce qui represente 
un inconvenient important pour les applications des signaux DC ou de tres faible 
frequence. Ainsi au cours de ce chapitre, nous decrivons la theorie de decodage 
dynamique, developpee tout en expliquant ses liens avec l'algorithme de generation 
hierarchique et le decodage optimal. 
Comme chaque circuit numerique, un decodeur numerique ne peut traiter que des 
sequences de bits : « 0 » et « 1 » uniquement. Les elements de base de la technique de 
decodage utilisee sont l'element correctif (Correction element) que nous noterons 
« Ecorrectif » et l'element courant (Run element) que nous noterons « Ecourant ». Ces deux 
elements permettent de definir la nouvelle sequence. Une sequence est definie par une 
suite d'elements que nous appelons symboles. Ainsi, une sequence de longueur n 
contiendra n symboles. Un symbole peut etre l'element correctif ou l'element courant. 
Ces elements constituent la base de la theorie qui sera elaboree dans ce chapitre. 
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3.2. Algorithme de decodage statique 
Sachant que le decodeur recoit une suite de bits (0 ou 1), la sequence originate, 
que nous representons par le symbole Sorjginaie est une suite de 0 et de 1 generee par le 
modulateur EA tel que representee par l'equation 3.1, N etant la longueur de la sequence. 
Song^-{SorigmaM, 0<k<N-\, telqueSongmale(k) = \ou 0) (3.1) 
3.2.1. Determination de l'element courant et de l'element correctif 
L'element courant dans une sequence est une approximation du signal 
analogique, alors que l'element correctif est une correction due a un depassement de 
seuil dans le quantificateur du modulateur LA. Le nombre des Ecourant successifs dans une 
sequence est l'element determinant dans 1'approximation du signal analogique. II est a 
noter que dans une sequence donnee, seuls les EC0Urant peuvent se succeder. On ne peut 
jamais avoir deux elements correctifs successifs. D'un point de vue mathematique ces 
deux elements sont calcules en utilisant le poids moyen de ces derniers, qui est la valeur 
moyenne des poids respectifs des deux elements. 
En effet chaque element de la sequence possede son propre poids wr si c'est un 
ECourant ou, wc si c'est un EcorreCtif et sa longueur lr si c'est un EC0Urant ou, lc si c'est un 
ECorrectif- Ces derniers sont des parametres de probabilite dont l'explication ne represente 
pas une grande importance dans l'algorithme developpe. Ainsi si nous representons 
Ecourant par le symbole Sr et l'element correctif par le symbole Sc, nous pouvons attribuer 




Par la suite nous pouvons deriver la valeur moyenne de la sequence : 
w + w 
W = r c (3.4) 
D 'un point de vu mathematique, comment pouvons nous distinguer les 2 elements 
I 'un de I 'autre ? 
En fait cette distinction se base principalement sur le parametre W. Nous 
representons la valeur echantillonnee du signal analogique a un instant t par UQ, et etant 
donne qu'au debut nous ne pouvons savoir lequel des deux elements est rEC0Urant ou 
l'Ecorrectif, nous utilisons cette representation : So pour representer le bit de valeur « 0 » et 
Si pour le bit de valeur « 1 ». Ainsi : 
• Si u0>W alors Si est PECOurant et S0 est rEcorrectif. 
• Si u0<W alors S0 est rEC0Urant et Si est rEcorrectif-
• Si uo=W alors So peut etre considere comme rEC0Urant et Si comme 
l'Ecorrectif et vise versa. 
Maintenant que nous connaissons les deux elements de base de la sequence 
courante, nous pouvons generer une nouvelle sequence qui fera l'objet de la prochaine 
section. 
3.2.2. Generation des sequences intermediaires 
L'algorithme de decodage utilise se base sur le modele de generation 
hierarchique des sequences [34]. Ainsi pour atteindre la valeur optimale, plusieurs 
iterations sont necessaires. Chaque iteration correspond a un niveau de decodage dans 
lequel plusieurs operations sont effectuees pour approximer la valeur echantillonnee du 
signal analogique. Pour cette fin nous allons desormais attribuer un autre indice 
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aux differents parametres expliques precedemment correspondant au niveau courant. Par 
exemple, si nous sommes au premier niveau de decodage correspondant au niveau « 0 », 
c'est-a-dire que la sequence analysee est celle fournie par le modulateur DA, nous aurons 
selon [34]: 
W ^ ^ ^ - (3.5) 
l'equation (3.5) correspond a la valeur moyenne des poids relatifs calcule a l'iteration de 
decodage courante. et ainsi de suite jusqu'a satisfaire des conditions d'arrets qui sont 
expliquees dans 3.2.3. Pour plus de clarte, au paragraphe 3.2.5 un exemple detaille d'une 
sequence generee par le modulateur SA de premier ordre. 
La generation des nouvelles sequences se base sur le nombre d'Ecourant successifs 
dans la sequence du niveau precedent. Notons qu'un niveau correspond a une iteration 
effectuee par l'algorithme de decodage. La figure 3.1 extraite de [34] represente la 
methode de generation des sequences pour differents niveaux de decodage. Seqt 
correspond a la sequence generee a la fin du decodage du niveau /. wr<i et lr%i representent 
le poids et la longueur du Ecourant; wcj et lcj ceux de 1'element correctif dans la sequence 
du fme niveau. Supposons que la sequence du niveau / est formee par les symboles 
suivants : 
^c,,Sr,,SriScjSrlSrJSrjScjSrjSrjSCtJSrjSriSriSciSrlSrlSr.SCJSriSriSci (3.6) 
La sequence qui est genere au niveau z'+l est: 
^6V+A,,+l^c^l^7v+l^+Ay+l (3-7) 
avec Scj+i=2 et Sr,i+i=3 puisque il y a trois Srj successifs et deux Sr,i successifs separes 
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• Seq 1 
H. Seq, 
*• Seq; i+1 
• S e q 
max 
Figure 3.1. Modele de generation des sequences intermediates 
II est a noter que dans une sequence donnee rEC0Urant correspond au symbole dont 
la longueur est superieure ou egale a 1. La longueur de 1'element correctif ne peut etre 
que « un ». Ceci est du encore une fois au principe de fonctionnement du convertisseur 
EA. L'index max correspond au dernier niveau de decodage qui repond aux criteres 
detailles dans le paragraphe 3.2.3. nrJ et ncj correspondent respectivement au nombre 
d'ECourant et d'ECOrrectif dans une sequence donnee. A chaque niveau de decodage z, W\ est 





la valeur echantillonnee serait Wm 
W^ w +w r.max c.max 
I +1 
r,max c.mca 













W c v + l
= W r , / W r . * + W c . 
L'equation 3.10 represente les parametres caracteristiques dans le cas ou de rEcourant- De 
la meme fafon nous determinons les parametres correspondants a rEcorrectif en se referant 
a [34]. Comme cela a ete deja mentionne dans le ler chapitre, la valeur obtenue a la fin 
du decodage est la valeur moyenne de la sequence obtenue du modulateur LA. En fin du 
compte, cette technique de decodage est comme si nous avions un modulateur LA au 
niveau de chaque etage / qui genere la sequence Seqt. A chaque etage, nous essayons de 
retrouver la valeur moyenne Wt de la sequence generee et a chaque etage la valeur 
estimee de 1'entree analogique echantillonnee est soit superieure ou inferieure a cette 
derniere jusqu'au niveau max ou elle est egale a Wmax. A titre d'exemple, la figure 3.2 
montre revolution du decodage niveau par niveau, sachant que uest est la valeur estimee 
de Pentree analogique. 
Valeur moyenne de la sequence 
Wr W. 1 tv„ 
* x W W4
 vvs W 
3 4 w "Zax 
wc 
"x ~? 
1 2 3 4 5 6 
- • Niveau de decodage 
Figure 3.2. Principe du decodage 
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3.2.3. Criteres d'arret 
Le processus de decodage s'arrete des que l'une de ces conditions est satisfaite : 
• la longueur de la sequence generee a la derniere iteration est inferieure ou 
egale a 2. 
Seqi=(SlJcy)ouSeqi=(Sri) (3.11) 
• La periode de la sequence Seqt est 1 et peu importe le symbole qu'elle 
contient tel que montre dans l'equation (3.12) qui est un cas particulier de 
l'equation (3.6). ce qui revient a verifier la periodicite de la sequence. 
&*, = (s,AAAAAAAA./) (3-12) 
3.2.4. Technique de decodage 
Dans cette section nous presentons la technique de decodage et comment aboutir 
a uest a partir de la sequence generee par le modulateur ZA. 
Le decodage se base principalement sur la quantification vectorielle (vector 
quantification approach) presentee dans 2.5.3 et dans [31] pour determiner les sequences 
precedentes et suivantes d'une sequence donnee. 
Avant qu'une sequence ne soit envoyee au niveau de decodage suivant, les 
elements superflus sont enleves. Ces elements s'appellent les EC0Urant non encadres (Non 
Closed Run : NCR). Ces derniers ne renferment pas une information utile parce qu'ils 
correspondent a des EC0Urant situes aux extremites de la sequence et ne sont pas encadres 
par des elements correctifs de part et d'autre. Dans le cas ou il y a deux NCR dans une 
sequence, seule le plus petit des NCR est supprime. La nouvelle sequence est utilisee 
pour determiner la sequence precedente et suivante selon la methode de la quantification 
vectorielle. 
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Supposons que nous disposons d'une sequence courant Seq, dans le niveau de 
decodage itel que : 
Seqi = {Seq,(k), tels que Seq/k) sont les Ecouranl et Ecomcllf de la sequence} (3.13) 
avec 0 < k < Nmax, Nmax correspond a la longueur maximale de la sequence determined 
par le nombre d'Ecourant et d'ECOrrectii-dans cette derniere. 
Connaissant Seqt nous determinons son predecesseur Predj et son successeur 
Sued comme suit: 
Pred, = • 
Succ, 
Pred/k), tel que 0<k<aeta<k< Nmax 
Pred, (a) = Seq, (a) + l (3.14) 
Seq:(a): le dernier symbole le moins eleve possible 
Succ,(k), telqueO<k<betb<k< Nmax 
Succi(b) = Seql(b)-l (3.15) 
Seqt (b): le dernier symbole le plus eleve possible 
Sachant que : 
w ty+1 1 ^correct!/ -Wr,i + Wc,i' V.y+1 ~ -^Wrecfi/ "V,/ "*" \ y 
W r , /+1 ^courant -^rj "• W c , / ' V./+1 ^courant - ' r , / ~"~ V,i 
(3.16) 
(3.17) 
Au premier niveau de decodage nous avons : 
Wrfi=lcfi=letWcfi=hfi=° (3.18) 
Si les conditions d'arrets citees dans 3.2.3 sont satisfaites alors une estimation de 
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(3.21) 
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L'indice wax correspond au dernier niveau de decodage. 
Enfin en appliquant 1'equation (3.23), nous determinons une estimation de la 




USr,a uet' (3.23) 
Ainsi, nous avons presente l'approche de decodage statique utilisee par 
Falgorithme et detaillee encore plus en [34]. Cette technique etant extremement fiable 
pour un signal DC, nous nous sommes poses la question suivante : Pourquoi avoir a 
proceder a un decodage en entier si la valeur echantillonnee a ete deja decodee 
precedemment? 
Ceci nous a pousse a developper une methode d'optimisation du temps de 
decodage et ceci en minimisant ce dernier. Nous appelons cette methode de decodage 
« dynamique ». cette methode permet de reduire le nombre d'iterations ou de niveaux de 
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decodage necessaires pour aboutir au resultat convenable. Ceci dit, une telle approche 
necessite une modification de l'algorithme precedent. En effet avec ce decodage 
dynamique propose il est primordial d'avoir une valeur de reference a chaque iteration. 
Pour cette fin, nous avons utilise l'equation (3.23) a chaque niveau de decodage etant 
donne que les sequences Pred et Succ sont deja definies a chaque niveau. D'ou 
l'equation suivante: 
Ucsi,i , l - J - ^ U 
ou i represente le niveau de decodage courant. 
En consequence, a la fin du decodage statique d'une valeur echantillonnee, nous 
aurons une suite de valeurs estimees a chaque niveau et que nous noterons ensuite Sest, 
chaque suite est unique pour une valeur echantillonnee donnee. 
ScSt={Ucslfi,...,UestJ,...,Ue^max) (3.25) 
II est a noter que la valeur max correspond au dernier niveau de decodage et que 
cette valeur indique le nombre d'iterations qu'il faut faire pour aboutir a la bonne 
estimation. 
La Figure 3.3 resume le resultat obtenu suite a l'operation de decodage statique 
•U 
Sequence en serie de 1 bit- Decodage Statique est 
^ e s f ^ e s t . O ' ••• ' Uest,i ' • " '^est.max^ 
Figure 3.3. Vue globale du decodage statique (I/O) 
Ensuite, le resultat obtenu du module statique est envoye au module dynamique 
qui precede a la seconde phase du decodage comme explique dans la section 3.3. 
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3.2.5. Exemple de decodage 
Dans cette section, un exemple detaille de decodage a ete repris pour expliquer 
les differentes etapes. Cet exemple est extrait de [34]. 
Supposons que nous disposons de la sequence Seqo generee par le modulateur SA 
14 
pour un signal echantillonne de valeur u0 = — et etat initial z0 = 0.5 tel que : 
Seq0 ={1,0,1,0,1,0,1,0,1,1,0,1,0,1,0,1,1,0,1,0,1,0,1,0,1,1,0,1,0,1,0,1,0,1,1,0,1,0,1,0} 
durant la premiere iteration la sequence Seq} est generee par le decodeur tel qu'explique 
dans 3.2.2 et ceci en comptant le nombre de Ecouram dans la sequence du l
er niveau de 
decodage. Ainsi nous aurons : 
Seq0 = {1,0, , 0 4 , 0 , 1 , 0 0 0 , 1 0 , 1 , 0 ^ 0 1 0 1 ^ 0 , 1 , 0 , 1 , 0 , 1 , 0 0 0 , 
Seqr = {(1), 1,1,1,2,1 ,2, X 1,1,2,1,1} 
,0, ,0} 
L'element courant de Seqo est « 1 » puisque c'est le seul element qui a une longueur 
superieure a 1 a certains niveaux de la sequence Seqo tel que montre par les elements 
encercles dans 1'exemple precedent. La longueur des Ecoumnt correspond au nombre de 
ces elements qui sont encadres par des ECOrrecuf- Ainsi l'element correctif ne peut etre que 
« 0 ». A ce stade nous calculons les coefficients relatifs a ce niveau en utilisant les 
equations (3.16) et (3.17), ainsi: 
t^courant ~~ •» ^correctif ~ « 
Wrj = J Wcj = 0 
lr.1 = 1 kl = 0 
wr,i, wCji, lr,i, lc,i correspondent aux poids (w) et longueur (1) des elements courants (r) et 
elements correctifs (c). L'objectif de notre decodage etant d'accelerer le temps de 
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traitement nous nous contentons de la definition mathematique des parametres 
precedents. Ceci dit la definition exacte de ces derniers figure dans [34]. 
l'element entre parentheses (1) doit etre supprime de la sequence Seqi parce qu'il 
correspond a un element superflue NCR (Non Closed Run). La longueur de la sequence 
Seqi est egale a 18 et sa periode n'est pas egale a 1 et done les conditions d'arret figurant 
dans 3.2.3 ne sont pas satisfaites. Ce qui implique une 2eme iteration. Le meme principe 
applique pour generer la sequence Seqi est utilise pour generer la sequence Seq2. Ainsi 
nous remarquons que dans la Seqi seul l'element 1 a une longueur superieur a 1 
(elements encercles). Ce qui implique que 1 est VEcourant. En consequence : 
Seqx = ^^2^2^2$X$2{m 
Seq2 = {(3), 2,3,3, (2)} 
et 
E'courant ' 
Wrj = 1 
lr,2 = 2 
^correctif ^ 
Wc,2 = 2 
h,2 = 3 
L'element (2) est supprime de la sequence Seq2, parce qu'il correspond au plus 
petit NCR de la sequence. La longueur de la sequence Seq2 est egale a 4 et sa periode 
n'est pas egale a 1 et done les conditions d'arret figurant dans 3.2.3 ne sont pas encore 
satisfaites. Une troisieme iteration est lancee. Subsequemment: 




Wrj = 5 
lr,3 = 9 
l-'correctif ^ 
WCi3 = 4 
lc,3 = 7 
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L'element (1) est supprime de la sequence Seqs parce qu'il correspond au plus 
petit NCR de la sequence. La longueur de la sequence Seq3 est egale a 1 ce qui 
correspond a la condition d'arret figurant dans 3.2.3. A ce stade nous generons le 
predecesseur et le successeur en utilisant respectivement les definitions (3.14) et (3.15). 
Pred3={l} 
Seq3 ne contient que des NCR done en se basant sur 1'equation (3.22) nous n'avons pas a 
determiner explicitement le successeur de la sequence Seq3. par la suite nous calculons 
les estimations des differentes sequences : le predecesseur, la sequence courante et le 
successeur en utilisant respectivement les equations (3.19), (3.20) et (3.22). 
„ _Wr3+Wc3 _ 9 
UPred, 1 , 1 , / : 
W,1 5 
US — ^ 
K, 9 
_ 2.wr3+wc3 _ 14 
U"Clh~ 27,3+/,j ~25 
et enfin une estimation de sequence generee par le modulateur 2A est calculee en 
utilisant l'equation (3.23): 
u , = ^
+ ^ + ^ = ^ l D 0.55935 
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3.3. Algorithme de decodage dynamique 
L'idee de base d'un algorithme de decodage dynamique est d'utiliser les resultats 
precedents en vu d'ameliorer la vitesse d'echantillonnage. Une telle approche est deja 
utilisee dans la gestion du flux des donnees sur Internet [31p Dans cette section une 
description mathematique de cette approche est presentee. 
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3.3.1. Definition du decodage dynamique 
Comme cela a ete deja mentionne dans le 2eme chapitre les modulateurs des 
convertisseurs 2A fonctionnent en mode de sur echantillonnage et done pour ramener la 
frequence au domaine de Nyquist, il faut utiliser les filtres et les decodeurs. Cependant 
l'objectif principal etait 1'amelioration du SQNR. Cet objectif a ete atteint par les 
decodeurs qui restent cependant lents. Pour accelerer le temps de conversion, nous avons 
eu recours a une approche dynamique basee sur une gestion du flux des donnees a 
travers des memoires. Une telle approche requiert de la memoire, ce qui est le cas de 
l'algorithme propose qui, par l'intermediaire d'une memoire, gere le flux de donnees. 





® | controle ©^ mmoire 
d>namique itlfmmm^mmm^. 
Figure 3.4. Principe de decodage dynamique 
® Une communication entre le module dynamique et statique permet de stopper 
le decodage a n'importe quel niveau ou iteration. 
(D La partie controle est l 'equivalent du garde fou qui controle toutes les parties 
incluant la memoire et donne les autorisations de fonctionner a chaque partie. 
(D La partie statique est en communication directe avec la memoire vu que le 
decodage statique se base sur un decodage sur plusieurs niveaux ou iterations et chacune 
des iterations fait appel aux resultats precedents. 
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© La partie dynamique se base principalement sur la memoire en comparant 
constamment le resultat de chaque niveau de decodage a tous les resultats precedents. 
Les operations 1, 2, 3 et 4 ne sont nullement independantes, d'ou la particularite 
de la technique de decodage developpee. Si nous comparons cette approche aux autres 
convertisseurs, nous remarquerons que la majorite des CAN ne donnent pas une grande 
importance au decodage, mais qu'elles portent plutot une grande attention au temps 
d'echantillonnage en essayant d'optimiser les modulateurs. 
3.3.2. Definition mathematique 
Le decodage dynamique tel que montre aux Figure 3.4 et 3.Erreur ! Source du 
renvoi introuvable.7 depend considerablement de 1'algorithme de decodage statique. 
De ce fait nous utiliserons 1'algorithme de decodage cyclique, etant donne que ce dernier 
presente de meilleures performances, tel qu'explique dans le 2eme chapitre. Sachant que 
Sest figurant dans l'equation (3.26) est le resultat du module statique pour une seule 
sequence de N bits generee par un modulateur ZA et supposons que nous disposons de m 
sequences generees par ce modulateur, on attribue a la sequence Sest un autre indice estm 
e t m a x m . 
S«,M =(
u*«m,o> •••>
 u<s,m,P - » K,lm,max) (3-26) 
sachant que 
• estm correspond a l'ordre de generation de la sequence de bits du 
modulateur. En effet le modulateur fonctionne en continu, de sorte que les 
sequences se succedent les unes apres les autres en flux continu. 
• maxm correspond au nombre d'iterations maximal pour decoder la 
sequence du modulateur qui est un element caracteristique de chaque 
sequence. 
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Supposons maintenant que la memoire dont nous disposons soit representee par 









De l'equation 3.26 nous remarquons qu'une sequence Sexl est definie par 
l'indice max,,, parmi d'autres parametres. Une condition s'applique sur cet indice qui 
est: 
maxm <l (3.28) 
Chaque sequence donnee occupe une seule et unique colonne de la matrice de 
mem. Comme la longueur d'une colonne est /, qui n'est pas forcement egale a maxm 
alors il faut a chaque fois concatener Sest avec une matrice [l-maxm-l x 1] de zero que 
nous nommerons matrice « Zerom» de sorte que la nouvelle matrice Sest a la meme 




V "'»- mmm J 
et Zero„ 
\^ l-maxm-\ J 




Supposons maintenant que le modulateur EA genere k sequences differentes en 
continu et l'une apres 1'autre tel que : 
k<p (3.31) 
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p etant le nombre de colonnes de la matrice mem ce qui correspond au nombre de 
sequences qui peuvent etre enregistrees dans la memoire du decodeur dynamique. 
A chaque sequence est associee une autre sequence Sesl ou i represente le numero de la 
sequence generee par le modulateur. Ainsi lorsque la derniere sequence k-l est atteinte, 
la matrice mem sera comme suit: 







avec a, (0<i<l-l)(0</<p-k-l) 0 (3.33) 
*U-\)(p-k-\)J 
Autrement, la matrice mem renferme les valeurs decodees a chaque niveau 
d'iteration et de chaque sequence generee par le modulateur £A. Le reste de la matrice 
est complete par des « 0 ». En plus de la matrice mem, une autre matrice ligne appelee 
index [0 x p] est utilisee contenant p elements. Chaque element est Pindice max, de la 
sequence i. Si nous disposons comme precedemment de k sequences, index sera : 
index = (max0 • • • maxkl indk • • • indp_{)avecindk<lip_{ = 0 (3.34) 
Le controle de la memoire se fait par le biais d'un masque. Ce dernier est 
represente par une matrice que nous appelons mas. Cette matrice a les memes 
dimensions que la matrice mem. 
mas — 
M, 00 




Ce masque est utilise durant la phase de la gestion de la memoire (matrice) mem 
qui sera presentee ulterieurement dans la section 3.3.4. 
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Dans les paragraphes suivants nous detaillons le principe de fonctionnement de la 
partie dynamique de Palgorithme de decodage. Cette derniere se divise en deux grandes 
parties : la phase de latence et la phase d'apprentissage. 
3.3.3. Phase de latence 
Tout au long de cette phase, dont le principe de fonctionnement est montre a la 
Figure 3.5, la matrice mem recoit de nouvelles valeurs. Pour cette fin nous representons 
la matrice mem par des colonnes, comme suit: 
mem (C0---CP-J)^^C0<,<P-I 
f mot ^ 
\m0-l)iJ 
(3.36) 
Supposons que suite a xmefme sequence du modulateur nous obtenons Seyt en se 
basant sur l'equation (3.30). Le remplissage de la matrice mem se fait comme suit: 
• Initialisation: 
\C0 = C]=- = C.1=Zera [lx/] 
*o=0 
(3.37) 
• Remplissage de la lere colonne 
Remplissage de la 2eme colonne : 
\SiS'e*j *C0 a l 0 r S Cl = S'cs,^ 
[k2=2; 
Remplissage de la 3eme colonne : 
\SiS'estj *{






Remplissage de la fme colonne : 
Si S'e*, *{Co> cn "•» Q,-i} a /o™ Q, =s'es,. 
v+i "•( *,+i; 
(3.41) 
• Remplissage de la colonne tmax: 
\siS:stAC0,C„L,Cki ]alorsCki = S' ; (3.42) 
l_ ./ I 'max J 'max J'' 
Une valeur maximale tmax est attribute au parametre t dependamment de la 
precision voulue. Si nous voulons a titre d'exemple que le systeme acquiert 5 valeurs 
differentes durant la phase de la latence, a ce moment tmax doit etre egale a 5. A la fin de 
la phase de latence la matrice mem est comme suit: 
m e m = (SeXl0,—, Sex,imm, C,^, •••,Cp.1) 








toutes les valeurs 
courantes de la 
sequences 
(3.43) 
Figure 3.5. Algorithme d'apprentissage durant la phase de latence 
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3.3.4. Phase de decodage dynamique 
Contrairement a la phase de latence, durant laquelle nous comparons des 
sequences en entier, durant cette phase la comparaison se fait au niveau des elements de 
chaque sequence ce qui correspond a l'etape de verification du nombre de valeurs 
suspectes dans ralgorithme de la Figure 3.4. Ainsi le decodage peut etre arrete a 
n'importe quelle iteration si ralgorithme de decodage dynamique arrive a retrouver la 
sequence en question dans la matrice mem. En consequence le temps de decodage se 
trouve reduit. II est a noter que cette phase ne peut en aucun cas etre entamee sans que la 
phase de latence ne soit achevee. Pour simplifier le calcul nous allons utiliser l'equation 
(3.36) au lieu de l'equation (3.43). 
Maintenant supposons que le premier element d'une sequence SCf.t est le 
suivantw£V,0. Ci-dessous une description de ralgorithme propose durant la phase de 
decodage dynamique. 
• Initialisation : 
La matrice mas est initialised a 0. 
• fre etave (A): 
uest 0 est compare a chaque element de la ligne correspondante de la matrice mem c'est-a-
dire la lere ligne (ligne 0). Si un element ou plusieurs sont egaux &ucx) 0, l'element 
correspondant dans la matrice mas est mis a 1. Soit S le nombre d'elements de « 1 » dans 
la matrice mas et dans la ligne 0 
S = '^M0i (3.44) 
/=0 
Si S=\, le decodage est arrete sinon le systeme passe a la deuxieme etape. L'exemple 
suivant illustre cette operation dans le cas ou uesl 0 = 3 : 
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mem mas 
'3 2 3" 
2 3 1 
v4 0 0, 
=> 
a o n 
0 0 0 
v° ° °y 
S=2 et done la deuxieme etape est activee. 
La matrice indexe correspondant a la matrice mem est: 
index = (3,2,2j (3.46) 
• 2kme etape (B): 
La comparaison se fait entre uexl, = 2 et la ligne suivante de la matrice mem e'est-
a-dire la 2eme ligne. La matrice mas est translated d'une ligne vers le bas. 
La comparaison s'effectue entre chaque element de la 2eme ligne de mem et dont 
1'element correspondant dans la matrice mas translated est « 1 » avec uusll. Si les 
elements en question sont egaux a uesr, alors l'element correspondant de la matrice mas 
est maintenu a 1 sinon il est remis a zero. S est recalcule a partir de la 2eme ligne de la 
matrice mas. L'exemple precedent sera poursuivi dans l'equation (3.47) pour illustrer ce 
fonctionnement. 
Dans ce cas, 5=1 et done nous arretons le decodage. Et nous passons a l'etape 
finale : etape d'extraction des donnees (C), sinon l'etape 2 est repetee jusqu'a ce que: 
• S = 0 : on passe a l'etape de remplissage de la matrice mem. 
• S = 1 et a ce moment la nous passons a l'etape extraction. 
• 5" > 1 et la derniere ligne de la matrice n'est pas atteinte, nous refaisons 
l'etape 2. 
• S > 1 et la derniere ligne de la matrice est atteinte, a ce moment nous 
reprenons l'etape de remplissage de la matrice mem. 
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mas orginale 
f\ 0 O 
0 0 0 
0 0 0 
mem 
' 3 2 3^ 
2 3 1 
4 0 0 
4-1 /zg/ze 
mas translate 
r0 0 0A 
1 0 1 





r0 0 0A 
1 0 1 




^0 0 0 
2 0 1 i, 
*eslA 
V 




/ 0 0 0^ 
1 0 0 
0 0 0 
(3.47) 
• Etape d'extraction des donnees (C): 
Cette etape n'est realisee que si 5=1. La valeur du signal analogique se trouve 
dans la colonne de la matrice mem correspondant a la colonne dans laquelle se trouve le 
seul element egal a « 1 » dans la matrice mas. L'information utile qui correspond a la 
valeur du signal analogique correspond a la derniere valeur non nulle d'une sequence 
decodee Scsl . Cette derniere est indiquee par la matrice index dont le modele est 
presente dans l'equation (3.34). L'element en question serait uesl max ,j etant l'indice de 
la colonne contenant la valeur du signal analogique, maxj est l'element de la matrice 
indexe dont l'emplacement est le meme que celui de la colonne contenant l'element 
egale a 1 dans la matrice mas. 
Pour plus de clarte l'exemple precedent est encore repris : 
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mas finale: 
0 0 0 
1 0 0 
0 0 0 
et index- (3,1,2) (3.48) 
L'unique element qui est egal a 1 dans la matrice mas se trouve dans la V 
colonne ce qui signifie que la valeur du signal analogique se trouve aussi dans la 1£ 
colonne de la matrice mem comme indique dans l'equation (3.49) 
rK colonne de mem 
v4y 
(3.49) 
L'indice de la valeur du signal analogique dans la colonne precedente est le 
premier element de la matrice indexe, parce que le seul element egal a « 1 » dans la 
matrice mas se trouve dans la lere colonne, si ce dernier se trouvait dans la 2eme colonne 
on aurait pris le 2eme element de la matrice indexe et ainsi de suite. Le ler element de la 
matrice indexe est egale a 3. Ainsi l'emplacement de la valeur du signal analogique se 
trouve dans la lere colonne et la 3eme ligne c'est-a-dire 4. 
• Etape de remplissage de la matrice mem (D): 
Cette etape n'est activee que si la matrice mem ne renferme pas la valeur 
recherchee. A ce moment, on revient a l'etape du remplissage de la teme colonne de la 
phase de latence, la phase d'initialisation et la condition de nombre maximal de 
sequences de la phase de latence sont ignorees. II est a noter que durant la phase 
d'initialisation on ne remet pas les indices a zero a la fin, ce qui permet un 
repositionnement correct dans la matrice mem une fois l'etape de remplissage de cette 
derniere est lancee a partir du processus de decodage dynamique. L'exemple de la 

































(D) appliquee pour 
la 4*mecolonne 
' 3 1 4 5 
2 2 9 6 
1 7 0 7 






apres le remplissage 
( 3 4 2 3 0 ) 
matrice index 
apres le remplissage 
Figure 3.6. Exemple de remplissage dynamique de la matrice mem 
Rappelons que si S est superieur ou egal a 1 on passe soit a l'etape 2 ou a l'etape 
de l'extraction selon les explications fournies precedemment. Ainsi l'etape (C) ne figure 
pas dans 1'exemple precedent etant donne que cette derniere n'est appliquee que si la 
sequence generee par le modulateur se trouve deja dans la matrice mem, ce qui n'est pas 
le cas dans 1'exemple presente. Nous nous sommes abstenus de representer l'etape 
d'initialisation vu que cette derniere est appliquee tout au debut et elle consiste 
uniquement dans Pinitialiser des indices. 
Enfin pour resumer toutes les etapes precedentes la Erreur ! Source du renvoi 
introuvable. montre l'algorithme utilise durant la phase de latence et la phase de 
decodage dynamique avec toutes les etapes intermediaires et les interactions avec la 
partie de decodage statique. 
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valeurs du vecteur 




courante dans la 
memoire 
~> Phase d'apprentissage 
- • Phase de decodage dynamique 
Figure 3.7. Algorithme de decodage dynamique 
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3.3.5. Exemple de decodage dynamique 
Supposons que la matrice mem est remplie comme suit 
'est. est-. est. 'est. 
u u u w u u u 
'0.9545 0.9283 0.9714 0.9714 0.0698 0.0772 0.9283^ 
0.5201 0.7325 0.5201 0.5218 0.3333 0.3514 0.7325 
0.5594 0.7143 0.5641 0.5655 0 0.3750 0.7143 
0 0 0.5714 0 0 0 0 
0 0 0 0 0 0 0 
mem 
Maintenant supposons que le modulateur ZA envoient les sequences suivantes 
selon cet enchainement: (Sesh, t,), (Sex,o, t2), (Sesl{>, t3), (Sextj, t4), (Sesh, t5), (Scxl[, t6), 
(Scsh, t7), (Se,h, t8), (Sesh, t9), (Sesh, t10), (Sesh, tn), et (Seslj, t12). Ou tu represente les 





* X X 
'2> 3 -! K---x----x"""*"""x""x' m. x x 
• • -
• • 
T1 T2 T3 T4 T5 T6 T7 TB T9 T10 T11 T12 
temps 
Legende 
Algorithme de decodage dynamique 
x Algorithme de decodage statique : Decodage cyclique 
— Approximation lineaire du nombre d'iteration de !'algorithme dynamique 
— Approximation lineaire du nombre d'iterations de l'algorithme de decodage statique : decodage 
cyclique 
Figure 3.8. Decodage statique vs. Decodage dynamique pour des sequences de 40 bits 
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Comme nous pouvons le noter dans la Figure 3.8 le nombre d'iterations 
necessaires pour le decodage dynamique est plus faible que dans le cas statique. 
Cependant nous notons des pics durant lesquels le nombre d'iterations est le meme que 
dans le deux cas. Ceci s'explique par le fait que la sequence est nouvellement introduite 
dans la matrice mem. Subsequemment l'algorithme dynamique a besoin de proceder a un 
decodage en entier pour la premiere fois. Par la suite nous notons une acceleration du 
processus de decodage de 3 a 4 fois plus vite que l'algorithme statique. 
3.4. Conclusion 
Dans ce chapitre, nous avons decrit la theorie du decodage dynamique propose. 
Cependant lors de 1'implementation de cette derniere, certaines concessions doivent etre 
faites a cause des limitations materielles comme a titre d'exemple la taille de la memoire 
qui n'est en aucun cas illimitee. Ainsi au cours du chapitre suivant nous aborderons ces 
limitations tout en presentant 1'implementation materielle sur FPGA de l'algorithme 
precedemment decrit. L'approche de decodage dynamique est une approche heuristique 




Architecture du module de decodage dynamique 
4.1. Introduction 
Apres une description algorithmique de la technique de decodage dynamique, ce 
chapitre est consacre a l'aspect architectural de Palgorithme propose. Pour faciliter 
1'introduction du module de decodage nous decrivons dans la premiere partie du chapitre 
le module de decodage statique avant de proceder a la mise ne oeuvre du module de 
decodage dynamique. Ainsi a travers ce chapitre nous decrivons l'architecture de chaque 
module ainsi que sa specificite. 
4.2. Architecture de decodage statique 
4.2.1. Rappel des etapes de l'algorithme de decodage statique 
L'algorithme de decodage statique tel qu'explique dans le 3eme chapitre se 
resume dans les etapes suivantes: 
1) determination de FEcourant et de FEcorrectif; 
2) generation d'une nouvelle sequence en se basant sur ces 2 elements; 
3) elimination des NCR; 
4) calcul des coefficients correspondant au niveau de decodage courant; 
5) calcul des valeurs estimees de la sequence precedente et successive; 
6) estimation de la valeur du signal analogique du niveau de decodage courant; 
7) arret du decodage et declenchement du cycle suivant. 
Les 6 premieres etapes se repetent jusqu'a atteindre le critere d'arret. 
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4.2.2. Description generate 
Pour implementer une telle architecture ,il nous a fallu 3 memoires de meme 
taille, dans lesquelles la sequence tout au long des 6 premieres etapes est sauvegardee. 
L'utilisation de 3 memoires differentes assure la disponibilite de la sequence en cours de 
decodage dans ses differentes formes dans une meme iteration. Les etapes 2, 3 et 6 dans 
la figure 4.1 sont les memes que celles qui ont ete decrites precedemment. Ce module se 
base en partie sur des machines a etats fmis (MEF) qui manipulent des memoires. Ces 
memoires renferment la sequence en entier. Mais comme la taille de la memoire se 
trouve limitee, nous avons implements des memoires de : 6x40 bits = 240 bits. 
Autrement dit, chaque memoire peut contenir au maximum une sequence de 40 elements 
de 8 bits (ces memoires sont disponibles dans le FPGA utilise). Ceci est largement 
suffisant dans le cas du decodeur propose etant donnee que dans le prototype developpe 
nous considerons une sequence de longueur maximale de 40 elements. Ces memoires 
peuvent etre etendues dependamment des ressources materielles disponibles. Dans ce 
cas precis elles dependent du parametre n (longueur de la sequence) telle que montre 
dans la figure 4.1. Les differents modules du decodage statique sont decrits dans les 
sections suivantes. 
Bloc memoire 1 Bloc memoire 2 Bloc memoire 3 







(2) Generation d'une nouvelle sequence a partir du Run et de I'EC 
(3) Elimination des NCRs 
© Iteration suivante 









4.2.3. Module de determination de l'ECOurant et de l'ECOrrecrif 
C'est le coeur du decodage. S'il y a une erreur dans cette etape, tout le calcul qui 
s'en suit devient errone. Etant donne qu'une sequence ne peut avoir deux Ecorrecrif 
successifs, la technique de determination de FEcourant et de l'Ecorrecrif se base sur la 
redondance de rEcourant- Ainsi les cas suivants peuvent se presenter : 
• La sequence ne contient que des 1 ou des 0 : ceci est un cas particulier et 
est ignore par cette etape. Un traitement special doit etre effectue. Nous y 
reviendrons a la fin de ce chapitre. 
• L a S e q u e n c e e s t Cle per iOCle 2. '. Ilcourant t-correcrif E c o u r a n t c-Correcrif c-courant 
J^correcrif tC Ourant • • • 
L'Ecourant correspond au ler element et rEcorrecrif correspond au 2
ime 
element. 
• Dans les autres cas, le traitement suivant est applique : deux registres 
appeles EC0Urant et Ecorrecrif sont initialises respectivement au l
er element et 
au second element de la sequence enregistree dans la memoire. La 
memoire renfermant la sequence originale est balayee cellule par cellule. 
Chaque cellule est comparee a la precedente. Des qu'il y a une 
redondance, le registre Ecourant prend la valeur de l'une de ces deux 
dernieres cellules, alors que le registre Ecorrecrif prend la premiere valeur 
differente de rEcourant. Si rEcourant trouve a la suite du balayage n'est autre 
que la valeur de rEcorrecrif sauvegarde durant 1'initialisation, alors la MEF 
inverse la valeur des registres EC0Urant et Ecorrecrif. Cette derniere operation 
est assuree par le module presente a la figure 4.2. Ce module sera note 
RCS (Run and Correction Scan). 
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Figure 4.2. Module RCS 
Ei et E2 sont deux registres intermediaries qui permettent de sauvegarder les 
deux valeurs possibles de rEcorrectif- EC est rEcorrectif de la sequence courante et le Run 
est rEcourant. Nous notons la presence d'une entite appelee FSM_RCS qui assure le bon 
fonctionnement de chaque element du module RCS. La FSMRCS est en relation avec 
presque chaque element pour synchroniser le tout avec le reste des modules de 
decodage. A ce niveau, le bloc memoire 2 est encore vide. C'est au cours de l'etape 
suivante que ce dernier est active. 
4.2.4. Module de generation d'une nouvelle sequence 
Connaissant a ce stade rEcourant et rEcorreCrif, il nous est possible de generer une 
sequence de deuxieme niveau. Nous avons qualifie cette sequence d'intermediaire. etant 
donne que celle-ci renferme des informations superflues, de sorte qu'elle doit subir un 
autre traitement pour generer la sequence finale. 
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Cette etape est completement gouvernee par une machine a etats finis que nous 
appellerons FSM_CNIS_NCR. Ci-dessous les operations effectuees par cette MEF. 
• Detection des Ecorrecrif, dans la sequence originale. 
• Calcul du nombre des Ecourant entre chaque 2 EcorreCrif-
• Placer chaque nombre dans une cellule du bloc memoire 2 en respectant 
l'ordre de determination de ce dernier. 
La generation de la nouvelle sequence est assuree par la MEF qui : 
• Genere l'adresse de lecture de chaque symbole dans le bloc memoire 1. 
• Calcule chaque symbole de la nouvelle sequence en fonction de l'originale. 
• Determine l'adresse de stockage pour chaque nouveau symbole dans la 
nouvelle memoire. 
A chaque fois que la MEF rencontre un Ecorrecrjf dans le bloc memoire 1, elle 
incremente l'adresse d'ecriture du bloc memoire 2. Par contre 1'incrementation de 
l'adresse de la cellule du bloc memoire 1 se fait a chaque coup d'horloge de sorte que la 
nouvelle sequence est prete au bout de n cycles d'horloge, n etant la profondeur du bloc 
memoire. La figure 4.3 montre 1'interconnexion entre les deux blocs memoires. 
Bloc memoire 1 
Sequence originale 
Venture 
Bloc memoire 2 
Sequence intermediate 





Adresse de la cellule 
Donnee de la cellule 
FSM CNIS NCR 
Donnee vers la cellule 
Cel juiejvl 
Ceiiuie n 
Figure 4.3. Module CNIS_NCR 
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4.2.5. Module de generation de la sequence finale 
4.2.5.1. Determination des NCR 
Comme nous l'avons deja precise au cours du deuxieme chapitre un NCR 
correspond a un Ecourant qui n'est pas encadre par deux Ecorrecrif- Un « Flag » est utilise 
pour indiquer si un NCR a gauche de la sequence (en haut du bloc memoire 2) a ete 
trouve. De meme pour celui de droite. II est a noter que la determination du NCR se fait 
en se basant sur la sequence originale et non la sequence intermediate. C'est pour cette 
raison que cette etape est declenchee en meme temps que 1'etape 2. 
Comme montre dans la figure 4.4, cette etape se concentre uniquement sur les 3 
premiers elements de la sequence et par la suite les 3 derniers. 
Bloc memoire 1 
Sequence originale 
j ^ » Flag_NCR_Droite 
J ^ . Flag_NCR_Gauche 
Figure 4.4. Determination des NCR 
4.2.5.2. Elimination des NCR 
Les deux « Flags » de la figure 4.4 conditionnent le traitement effectue durant 
cette etape tel que montre dans la figure 4.5. Ainsi: 







< D | 
C l 
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si le FlagNCRjgauche est a 1 alors seule la derniere cellule du bloc memoire 2 
est supprimee, 
si les deux sont a 1 alors la premiere et la derniere cellule sont eliminees. 
Bloc memoire 2 
Sequence intermediate 
Bloc memoire 3 
Sequence finale 





@ A ' Cellule I K T 
r-p) I 'Cgliule ii" ' 
Adresse de la cellule Adresse de la cellule 
FSM FNS 
Donnee de la cellule 
Flag_NCR_Droite 
(X) Elimination de la cellule 1 
( 2 ) Elimination de la cellule 2 
Donnee vers la cellule 
Flag_NCR_Gauche 
C e l j t e t 
Cei die 2 
Cpll«le 4 
Cellule 4 
_ Cellule n-3 




Figure 4.5. Generation de la sequence finale 
CD correspond au cas ou la lere cellule de la sequence est un NCR. 
C2) correspond au cas ou la derniere cellule de la sequence est un NCR. 
Chacune de ces etapes conduit a une elimination de la case memoire 
correspondant a la cellule en question. Ces deux dernieres peuvent s'additionner et 
aboutir a une elimination de deux cases memoires : correspondant respectivement a la 
premiere cellule de la sequence ainsi qu'a la derniere de celle-ci. C'est pour cette raison 
que la longueur utile de la memoire peut etre soit n, n-1 ou bien n-2. La longueur utile de 
la memoire est defini comme suit : Etant donne que la taille de la memoire est fixe et 
que celle de la sequence qui est enregistree dans cette derniere est variable alors la 
longueur utile de la memoire correspond a celle de la sequence qui est egale a la taille 
de la memoire a la premiere iteration du decodage, par la suite elle peut etre inferieure 
ou egale a cette derniere. 
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Maintenant que la sequence finale est enfin prete, les calculs peuvent etre 
entames pour generer les coefficients wrj, wc<u lrj et lc,u 
4.2.6. Module de calcul des coefficients 
Cette etape consiste en une simple multiplication et addition tel que montre dans 








Figure 4.6. Element du module de generation des nouveaux coefficients 
La figure 4.6 est represente un des quatre elements du module qui calcule les 4 
coefficients : wrJ, wcj, lrJ et lcj. De la meme fa9on nous implementons trois autres 
elements en utilisant le meme modele pour les autres coefficients. 
4.2.7. Module de calcul de la somme des elements de: la sequence precedentes, 
courante et suivante 
En premier lieu il faut faire la somme des elements de la sequence courante. Un 
module nomme accumulateur effectue cette operation. En se basant sur les definitions 
des predecesseurs et successeurs dans les equations (3.14) et (3.15), le calcul de la 
somme des elements respectifs de chacune de ces sequences se fait comme suit: 
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• La somme des elements de la sequence courante moins 1 pour le 
predecesseur, la sequence courante etant la sequence de reference de 
1'iteration courante. 








Adresse de la cellule 
FSM FNS 
Enable 
Donnee de la cellule 
•wccumulateurr 




omme predecesseur ^ - • S c 
^ N 
1 Soustracteur> .Somme suivante 
Figure 4.7. Module de calcule des sommes 
Le mot somme dans la figure 4.7 fait reference aux elements de la sequence en 
question. Le signal Enable permet de controler ce module et de le synchroniser avec les 
autres. 
4.2.8. Module de pre estimation de la valeur du signal analogique 
Cette etape est la derniere dans une iteration de decodage. Elle consiste a 
additionner la somme des elements de la sequence «precedente, courante et 
suivante » et de faire la division par 3 pour calculer la moyenne comme indique dans la 
figure 4.8. Ce module bien qu'il paraisse simple, son implementation est relativement 
complexe etant donne que le module de division doit etre generique pour pouvoir 
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s'adapter a la precision voulue. Cette problematique a ete resolue en developpant une 
architecture de division dont l'algorithme utilise le principe de la division par decalage 




Somme suivante. par 3 / 
Estimation niveau i 
Figure 4.8. Module de pre estimation 
4.2.9. Arret du decodage et lancement du cycle suivant 
Arrive a cette etape, le decodeur doit prendre une decision : 
• Soit lancer une nouvelle iteration de decodage pour une meilleure 
estimation de la valeur du signal analogique 
• Soit arreter le decodage en cours vu que la valeur du signal analogique a 
ete retrouvee. Ensuite, lancer un autre cycle de decodage pour une 
nouvelle sequence. 
Les criteres d'arret sont cites dans 3.2.3. Une machine a etats finis permet 
d'assurer un tel controle. 
4.2.10. Connexion entre les differents modules 
La synchronisation des operations des differents modules est assuree par une 
machine a etats globales activant chaque module a un instant donne dependamment de 
revolution de decodage et ceci en respectant l'enchainement de la figure 4.9. 
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FSM_globale_Statique 
Rape 1 Rape 2 Rape 3 Rape 5 Rape 6 Rape 7 
Rape 4 
Figure 4.9. Enchainement des differentes etapes de decodage statique 
A ce stade le module statique passe le relais au module dynamique pour accelerer 
le processus de decodage. La description de ce module dynamique est l'objet de la 
section suivante. 
4.3. Architecture de la partie dynamique du decodage 
Durant cette phase, le decodeur fait appel a des ressources en memoire pour 
accelerer le temps de decodage tel que montre a la Figure 4.10 . Puisque nous disposons 
de plusieurs niveaux de decodage, cette memoire est divisee en plusieurs secteurs. Dans 
le cas present, la memoire implementee sur FPGA est composee de 5 secteurs vu que les 
ressources du FPGA sont limitees. Chaque secteur est attribue a un niveau de decodage 
tel que montre a la figure 4.11. 
A chaque bloc memoire renferme les valeurs des sequences a la premiere 
iteration de decodage. C'est-a-dire le bloc 1 contient l'ensemble des valeurs decodees a 
la premiere iteration et ainsi de suite. La memoire est composee de 5 blocs etant donne 
que dans le cas present la valeur du signal analogique est retrouvee apres un maximum 
de 4 iterations. 
En plus de cette memoire centrale, une autre memoire connexe appelee index et 
montree dans la Figure 4.12 a celle ci a ete implementee et dans laquelle le nombre 
maximal d'iterations pour chaque sequence est enregistre. 
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Organisation d'un bloc memoire 






Bloc 5 1 
Index* T j 2 
Ces deux memoires forment 
FSM Lecture* 




' Toutes ces FSM sont connectees au bloc memoire a travers des bus a double sens 
Figure 4.10. Diagramme bloc global du module dynamique 
Memoire centrale 











Figure 4.12. Memoire connexe pour Ies index 
La gestion dynamique de cette memoire est assuree par un masque tel que montre 
dans 1'equation (3.35). L'architecture equivalente de la matrice (3.35) serait une 
memoire contenant 5 blocs et chaque bloc renfermerait p bits. Pour reduire l'espace 
utilise du FPGA cette meme memoire est remplacee par un seul bloc avec une boucle de 
retroaction incluant une logique combinatoire tel que montre dans la Figure 4.13. 
Reference. 
ET 
Boucle de retoaction 
Memoire du masque 
A A:::: " 
t ? 
Bloc 
Organisation d'un bloc memoire 
"1 „---' 
M Resultat 
Figure 4.13. Module de masquage 
La figure 4.13 presente l'architecture du module de masquage elabore. L'entree 
Reference est un signal indiquant l'emplacement des valeurs egales a la valeur decodee 
de P iteration en precedente dans le bloc memoire correspondant tel que montre dans la 
figure 4.14. Le signal val est un bus depx\4 bits connecte d'une part a p registres dont 
le contenu est la valeur decodee a l'iteration courante et de l'autre part a un comparateur 
globale. Le comparateur global est en fait unp comparateurs a 14 bits qui comparent le 
contenu de chaque cellule du bloc memoire selectionne par la MEF dynamique a la 
valeur decodee. 
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Le resultat de la comparaison se trouve sur un bus dont chaque bit indique si la 
cellule correspondante du bloc memoire courant renferme la valeur recherchee ou non. 
Si c'est le cas alors le bit correspondant prend la valeur « 1 » dans le cas contraire il 
recoit la valeur « 0 ». 









1 — • 
1 r+ 
Memoire centrale 
Figure 4.14. Module de comparaison 
Le nombre de bits qui sont egales a 1 du signal M_Resultat est calcule a l'aide 
d'un additionneur. Si le resultat de l'addition est egal a 1, la recherche s'arrete sinon une 
requete pour proceder a une nouvelle iteration est envoyee a la partie statique du 
decodeur afin de reduire le champ de recherche. L'additionneur en question est un 
module d'addition de 1 bit dont la premiere rangee est connectee au signal Mresultat 
du module de masque dans la figure 4.13. 
Une MEF (FSM_Lecture) qui active la lecture si le resultat de l'Additionneur est 
strictement superieur a 1. Autrement l'ecriture serait activee si le resultat de l'addition 
est egal a 0 et ceci a travers une autre MEF d'ecriture (FSMEcriture). Cette derniere 
enregistre l'ensemble des valeurs estimees de la sequence d'entree dans la colonne 
correspondante de la memoire centrale. 
86 
II est a noter que, tant que la valeur du signal analogique echantillonnee n'a pas ete 
retrouvee les differentes valeurs estimees au cours des differentes iterations sont 
enregistrees dans un registre a part pour les transferer vers la memoire centrale si la 
valeur n'a pas ete retrouvee. 
La memoire connexe « indexe » est utilisee par la FSM_Lecture pour retrouver la 
position de la valeur estimee du signal d'entree dans la memoire. Le signal M_Resultat 
de la figure 4.14 indique la position de 1'indexe a prendre en compte. En effet, si le 
signal AddResultat est egal a 1, ce qui correspond au seul cas ou le signal MResultat 
renferme un seul bit egal a 1. La position de ce bit correspond a la position de la cellule 
contenant l'indexe en question dans la memoire connexe « indexe ». 
Finalement la Figure 4.10 montre les interconnexions entre les differents blocs de 
1'architecture dynamique. II est a noter que les memoires n'ont pas ete representees pour 
simplifier la figure. La memoire Temp est un «buffer» qui garde les valeurs 
intermediaires d'une sequence en cours de decodage jusqu'a ce qu'une decision puisse 
etre prise : 
• Enregistrer 1'ensemble des valeurs et a ce moment le contenu de Temp est 
transfere vers la memoire centrale 
• Valeur trouvee dans la memoire centrale et a ce moment le contenu de Temp 
est vide pour enregistrer les valeurs intermediaires de la nouvelle sequence. 
Ci-dessous un resume de la fonction assuree par chaque MEF de la Figure 4.10 : 
• FSM_Ecriture : Son role consiste en l'ecriture des valeurs estimees des 
differents niveaux pour une sequence donnee dans la colonne adequate de la 
memoire centrale. 
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• FSM_Lecture : Cette MEF charge une colonne a la fois de la memoire 
centrale dans un registre intermediate pour proceder a une comparaison 
instantanee avec toutes les valeurs enregistrees dans cette colonne en un seul 
coup d'horloge. En effet pour accelerer la vitesse de traitement, un registre 
intermediate enregistre les valeurs de la colonne en question de la memoire, 
ainsi. il est a noter que le decodeur requiert 10 coups d'horloges pour 
charger le contenu d'un bloc memoire et d'un dernier pour la comparaison 
(la memoire utilisee est une SRAM de 42x10x5 bits). Ceci au lieu de 20 
cycles si cette comparaison se fait une cellule a la fois. Pour accelerer encore 
plus la vitesse de traitement une cellule memoire contient en fait 3 valeurs 
distinctes ce qui explique le nombre 42 (3 x 14 bits), 14 bits est la longueur 
de chaque valeur estimee. 
• FSM_Jnit: Elle est dediee a 1'initialisation de tous les memoires. 
• FSMJUopt: Cette MEF est utilisee pour la lecture de la valeur decodee de la 
sequence associee au signal echantillonne. De plus elle commande la lecture 
de la memoire centrale et de la memoire connexe (index) et doit selectionner 
les 14 bits adequats car une seule cellule de la memoire centrale renferme 3 
valeurs distinctes (14x3). 
• FSM_Apprentissage : Cette MEF gere le fonctionnement de celle de 
l'ecriture et de la lecture durant la phase d'apprentissage (latence) vu 
qu'apres chaque lecture il y a une ecriture. 
• FSMControle : Son role est d'assurer le bon fonctionnement de toutes les 
MEF de la partie dynamique en controlant leur activation et deactivation. 
• FSM_Dynamique : c'est l'entite qui gere toutes les MEF enumerees 
precedemment mais en plus elle assure l 'interface et 1'interconnexion avec la 
partie de decodage statique. 
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4.4. Conclusion 
Une description detaillee de chaque module a ete exposee dans ce chapitre. Dans 
la section suivante nous presentons les resultats montrant l'acceleration du temps de 
conversion en utilisant 1'architecture dynamique que nous avons developpee par rapport 
a Palgorithme de decodage iteratif original [34]. Ces resultats mettent en evidence 
l'autonomie du decodeur puisque sa vitesse de decodage depend du signal analogique 
echantillonne ainsi que des signaux precedent. Cette caracteristique a motive la mise en 
oeuvre d'une architecture de decodage dynamique pour les convertisseurs 2A. 
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Chapitre 5 
Resultats de 1'implementation 
5.1. Introduction 
Apres avoir presente l'algorithme du decodage dynamique, ainsi qu'une mise en 
oeuvre de 1'architecture dans le 3eme chapitre, nous rapportons dans cette section les 
resultats des simulations et ceux provenant des validations experimentales suite a 
1'implementation sur FPGA. Une comparaison de l'architecture dynamique proposee 
avec celle de ralgorithme de decodage statique comme celui de Dachselt et al. [34] a ete 
egalement etablie pour mettre en evidence les ameliorations apportees. 
5.2. Simulation fonctionnelle 
Dans cette section, les simulations fonctionnelles faites a l'aide du logiciel 
Modelsim 5.8 sont presentees. Ces simulations ne donnent pas la precision recherchee 
de l'architecture une fois implemented sur FPGA, mais elles permettent de valider le 
fonctionnement de cette derniere. La figure 5.1 montre une simulation fonctionnelle du 
decodeur pour une sequence arbitraire de 40 bits generee par un modulateur SA d ler 
ordre 1010101011010101101010101101010101101010. Le resultat obtenu en utilisant 
le decodeur simule est 5593. Nous noterons que le resultat du decodage est toujours 
multiplie par 1000 pour eviter de representer des nombres avec des virgules necessitant 
un tres grand espace memoire. Par suite, Le resultat final sera 0.5593. Celui obtenu par 
Dachselt et al. [34] est de 0.5594. La difference est due a rarrondissement par exces, a 
titre d'exemple si la valeur decodee est 0.55937 la valeur qui sera retenue par le 
decodeur est 0.5594. Quant a la figure 5.2 elle presente une simulation fonctionnelle 
pour des sequences de 40 bits dans les deux cas particuliers suivants : 
• La sequence a decoder est une constante (1 ou 0). 
• La sequence est une suite de 1 et de 0 de periode 2. 
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L'approche dynamique de decodage se manifeste dans ces deux cas par la 
diminution du temps de traitement des donnees. En effet apres 3.2 ms, le temps de 
decodage a ete reduit approximativement de 3 fois : de 161.3 us dans un cas de 
decodage statique a 66.0 us dans un cas de decodage dynamique. Nous notons 
egalement que 1'acceleration dans la figure 5.1 se fait apres 3.2 ms ce qui correspond au 
temps d'apprentissage. Ce temps d'apprentissage a ete predefini par le nombre de 
sequences decodees. En effet, dans le cas present, apres 20 sequences le circuit se met en 
mode de decodage dynamique. La figure 5.3 est une simulation fonctionnelle du 
decodeur dynamique durant laquelle 40 sequences differentes de 12 bits ont ete traitees. 
Des sequences Ces dernieres se trouvent dans le tableau 2.1. II est clair que la frequence 
d'echantillonnage varie dependamment de la sequence. En effet le signal dataReady 
qui n'est pas periodique indique si le processus de decodage a ete acheve ou non. Les 
accelerations (encerclees dans la figure 5.3) correspondent a des cas particuliers ou 
aucun decodage ne s'impose. Une valeur preenregistree est automatiquement affichee si 
une des sequences particulieres est envoyee au decodeur (ces exceptions consistent en 
une sequence formee par des « 0 » ou des « 1 » seulement ou des « 0 » et des « 1 » de 
periode 2). 
5.2.1. Simulation post placement et routage 
Le comportement du decodeur a la suite du placement et routage est exactement 
le meme que celui de la simulation fonctionnelle comme presente dans la Figure 5.4. 
Ceci prouve le bon fonctionnement du circuit une fois implemente sur FPGA. Un test 
sur le circuit une fois implemente sur FPGA s'impose pour valider 1'architecture 
proposee, ce qui fera l'objet des sections suivantes. II est a noter egalement que toutes 
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5.3. Implementation materielle 
L'implementation du decodeur sur FPGA implique quelques contraintes. 
L'espace disponible sur le FPGA n'etant pas illimite, l'espace occupe par le circuit doit 
etre minimise. La frequence de fonctionnement de ce circuit peut egalement se trouver 
reduite a cause des delais induits par les divers elements logiques, memoires et 
interconnexions du circuit. Bien sur la consommation d'energie est un parametre 
primordial dans un circuit, en consequence une estimation de cette derniere s'impose. 
Ainsi la section suivante traitera de l'espace occupe par 1'architecture proposee dans le 
FPGA, sa frequence de fonctionnement et enfin la puissance consommee. 
5.3.1. Espace occupe 
L'implementation materielle de 1'architecture proposee a ete realisee sur un 
FPGA d'Actel: Fusion AFS 600 montre dans l'annexe B. Dans la Figure 5.5 une image 
du circuit numerique implemente pour des sequences de 40 bits. De plus, la figure 5.6 
est une configuration de decodage statique presente au 3eme chapitre. Le tableau 5.1, et 
les figures 5.5 et 5.6 montrent la difference d'espace occupe dans le FPGA entre 
1'architecture proposee dans le cas d'une configuration de 12 bits et 40 bits et 
l'architecture de decodage statique. Nous constatons que les ressources en modules 
logiques sont plus importantes de meme que les ressources memoires dans le cas d'une 
architecture dynamique. Ceci confirme que l'architecture dynamique se base sur un 
traitement des donnees retroactif et exige une logique plus elaboree ainsi qu'un espace 
memoire plus important. Cependant la memoire peut etre reduite ou augmentee 
dependamment de la precision voulue et de 1'application, dans le cas present la precision 
de decodage est de 1/10000. Si le concepteur utilise l'architecture dans une application 
durant laquelle les sequences ne vont pas varier enormement, il serait inutile de disposer 
d'une grande memoire. L'augmentation de l'espace utilise en modules logiques 
s'explique par l'addition d'un module de gestion des differentes memoires. 
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Figure 5.5. Image du FPGA d'un decodeur de 40 bits 
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Figure 5.6. Image du FPGA d'un decodeur statique de 40 bits 
Tableau 5.1. Ressources materielles principales utilisees 





















5.3.2. Vitesse d'operation du circuit 
Ce paragraphe est un resume des performances temporelles de 1'architecture 
proposee. 















dynamique de 40 
bits 
37.50 MHz 
Nous remarquons dans le tableau 5.2 que les frequences estimees a l'aide de 
SmartPower d'Actel sont presque les memes a l'exception de 1'architecture statique dont 
la frequence depasse de quelques MHz. Ceci s'explique par l'addition d'un module de 
gestion dynamique. Bien que la logique de ce dernier ait ete optimisee pour qu'elle soit 
la plus simple possible, nous ne pouvons eviter une legere diminution de la frequence 
qui reste cependant sans consequence. Ceci est continue lors de La validation 
experimental qui sera presentee ulterieurement dans ce chapitre. 
5.3.3. Consommation d'energie du module propose 
Le tableau 5.3 presente l'energie consommee dans le cas de l'architecture 
proposee qui est de 71 mW et dans le cas de l'architecture de decodeur statique ou elle 
est de 32 mW. Cette difference est tout a fait naturelle, en effet elle est due 
principalement a l'augmentation des ressources memoires tel que montre dans 
Pannexe C. Dans les paragraphes qui suivent nous presentons une comparaison entre les 
estimations faites par SmartPower et les valeurs reelles pour les differents parametres 
cites precedemment. 
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dynamique de 40 
bits 
71.10 mW 
5.4. Resultats experimentaux 
Suite a 1'implementation de 1'architecture proposee, il nous a ete impossible 
d'avoir une mesure precise de l'espace occupe par le FPGA. Ainsi, nous avons du nous 
fier aux resultats fournis par l'outil de conception d'Actel. Les mesures effectuees 
concernent principalement une verification du bon fonctionnement du circuit realise, sa 
puissance consommee et sa frequence maximale de fonctionnement. 
5.4.1. Fonctionnement du circuit 
Comme nous pouvons le noter aux Figure 5.8, le circuit de l'architecture suite a 
son implementee donne exactement le meme resultat que celui obtenu par la simulation 
post-placement et routage. 
Ces resultats de 1'implementation ont ete obtenus a l'aide de l'analyseur logique 
TLA715 de Tektronix en le connectant a la sonde P6470 (TTL/CMOS) de 
Sony/Tektronix. L'analyseur logique permet de generer les signaux externes a travers le 
« Pattern generator » qui sont: l'horloge (Clk), 1'initialisation (Reset), le signal de 
demarrage (Start) et enfin le signal des donnees (Datain). Ces signaux sont appliques a 
au FPGA qui, suite au traitement des donnees, genere les signaux attendus. Ces derniers 
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Figure 5.7. Simulation post placement et routage de 1'architecture developpee 
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Figure 5.8. Resultats experimentaux du FPGA AFS600 (Actel) 
5.4.2. Puissance consommee 
Les courbes de variations de la puissance consommee, qui sont presentees a la 
Figure 5.9a dependent de la frequence maximale de fonctionnement. Nous notons a la 
Figure 5.9a une augmentation de la consommation (gap) du FPGA qui se produit a 
32.2 MHz dans le cas de l'architecture statique et a 17.2 MHz pour le decodage 
dynamique. Cette frequence de l'architecture statique est plus elevee mais elle est, d'une 
part, compensee par la diminution de la duree du decodage. D'autre part, ceci n'est 
qu'une limitation materielle qui peut ne pas avoir lieu sur une autre plateforme de 
developpement. 
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Les gaps presents dans les courbes indiquent le passage du FPGA d'un mode de 
fonctionnement a un autre. Selon les informations fournies par Actel ceci peut etre cause 
par une limitation de la puissance dynamique du FPGA qui correspond a la puissance 
consommee par le FPGA lorsque ce dernier fonctionne. Malgre la presence de ces gaps 
le FPGA continue a fonctionner correctement dans tous les cas au-dela des frequences 
correspondantes au gap. L'une des explications plausibles est que le FPGA continue a 
fonctionner correctement sans garantir un resultat correct. 
De plus, les changements brusques de consommation restent en dessous de celle 
estimee. Cette estimation a ete realisee par l'outil « Smart Power » d'Actel qui indique 
une estimation de la puissance consommee de 71.00 mW (Tableau 5.3). En combinant 
les diverses observations precedentes, nous concluons que le FPGA fonctionne 
correctement au-dela de 17.20 MHz ce qui est valide dans les differentes etapes de mise 
en oeuvre. 
A la Figure 5.9b montrant la puissance consommee par les entree/sorties, nous 
remarquons que la consommation de puissance reste globalement constante sauf pour 
quelques frequences ou elle accuse des diminutions. Ces cas particuliers correspondent a 
la frequence 20.80 MHz et 21.70 MHz. C'est pour cette raison que nous avons constate 
que le fonctionnement du FPGA n'est pas peut etre garanti au-dela de la frequence 17.20 
MHz. 
II est a noter que le resultat representant la puissance consommee par le noyau du 
FPGA correspond a la puissance consommee par l'architecture developpee (Statique et 
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Figure 5.9. Resultats experimentaux :(a) Puissance 
consommee par le FPGA, (b) Puissance consommee par les 
entrees/sorties du FPGA 
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Tableau 5.4. Changement brusque de la consommation d'energie 
Frequence 
Puissance consommee 
par le noyau 
Architecture de 
decodage statique 









5.4.3. Frequence maximale de fonctionnement de l'architecture proposee 
Comme nous pouvons le noter dans le Tableau 5.5 la frequence de 
fonctionnement mesuree du circuit est inferieure a celle estimee par SmarPower. 
Cependant, dans le cas de l'architecture dynamique, la frequence reste sensiblement la 
meme de celle estimee. La frequence maximale de fonctionnement est obtenue avant que 
le fonctionnement du FPGA ne soit perturbe. 








dynamique de 40 
bits 
32.2 MHz 
En revenant aux explications du paragraphe 5.4.2 nous pouvons confirmer nos 
observations et conclusions puisqu'en effet le FPGA continue a fonctionner 
correctement jusqu'a la frequence 32.2 MHz dans le cas de l'architecture dynamique. 
La frequence maximale de fonctionnement dans le cas d'une architecture 
dynamique est relativement elevee par rapport a la frequence a laquelle le GAP se 
produit, soit a 17.2 MHz. Ceci peut s'expliquer par la presence des elements memoires 
dans le decodeur dynamique ce qui est plus exigeant d'un point de vue puissance. 
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5.5. Resume des principales caracteristiques de l'architecture 
Nous presentons dans le Tableau 5.6 une comparaison entre les 2 decodeurs 
presentes dans ce memoire. II est a rappeler que l'architecture dynamique du decodeur 
occupe plus d'espace que l'architecture statique incluant les memoires, ce qui a pour 
impact une augmentation de la puissance consommee. Cependant plus de details se 
trouvent dans 1'annexe C 
Tableau 5.6. Comparaison entre les deux decodeurs dynamique et statique 
Frequence maximale de 
fonctionnement (estimee par 
SmartTime d'Actel) 
Frequence maximale de 
fonctionnement (mesuree) 
Puissance maximale (estimee 
par SmartPower d'Actel) 
Puissance maximale mesuree 
Unites logiques utilisees 




































* Non applicable 
Cette augmentation est compensee par une augmentation de la vitesse de 
traitement de 2 a 4 fois dependamment de la sequence a decoder comme montre dans la 
Figure 5.8. En effet cette figure montre que le decodeur dynamique augmente la vitesse 
de decodage de 6.19 kHz a 15.15 kHz dans ce cas de figure, soit une amelioration de 2.5 
fois. Enfm, une simulation a l'aide de Matlab a permis d'illustrer la variation du gain en 
fonction de la longueur de la sequence. Ce resultat est reporte a la Figure 5.11. Pour 
cette fin, un echantillon de sequences (pour chaque longueur de sequence) a ete envoye 
au decodeur dynamique et statique. Une comparaison entre le nombre d'iterations 
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necessaire pour aboutir au resultat final a ete effectuee. Comme le montre la Figure 5.11, 
le decodeur dynamique est plus performant que le decodeur statique avec un meilleur 
resultat (niveau pic) pour les sequences de longueur 8 bits ou le gain moyen est de 4.01 
dB (5.1). Ce gain se stabilise a 1.7 dB pour les sequences de longueur 80 bits et plus 
[35]. 
mns& 10. log 
( Nombre d[ iterationsDicodctir ciynamiquc 
Sombre d' iterationsDicodeur sMiquc j 
(5.1) 
Le gain moyen est la moyenne des gains de toutes les sequences entrees pour une 
longueur de sequence donnee. 
Figure 5.10. Fonctionnement du decodeur dynamique de 40 bits 
20 30 40 50 
Longueur de la sequence (bit) 
70 80 
Figure 5.11. Performances de l'Architecture de decodage dynamique 
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5.6. Conclusion 
Tout au long de ce chapitre nous avons presente les resultats de 1'implementation 
materielle du decodeur propose. La duree de decodage a ete considerablement amelioree 
par rapport a une technique de decodage statique. En contre partie une augmentation de 
l'espace occupe est l'inconvenient principal d'une telle architecture avec l'augmentation 
de puissance engendree par cette derniere. Cependant et etant donnee que 
1'implementation depend considerablement de la plateforme utilisee, la puissance 
consommee depend du circuit sur lequel 1'architecture est implemente. Nous notons que 
les comparaisons faites dans ce chapitre portent sur 1'aspect dynamique vs statique 
applique a Palgorithme « Rational cyclic decoding ». Ceci dit, ces dernieres peuvent 
s'appliquer pour n'importe quel algorithme iteratif explique au chapitre 2. 
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Conclusion 
De nos jours l'approche de conception dynamique des decodeurs est de plus en 
plus utilisee. Son principal avantage est de dormer aux differents systemes plus 
d'autonomie et de reduire le temps de traitement des donnees. Les applications pour de 
tels systemes sont tres diversifiees: allant de l'aerospatiale au biomedical. Les 
laboratoires sur puces representent l'un des domaines biomedicaux en question. Tel est 
le cas pour les capteurs capacitifs qui sont utilises pour la detection et la manipulation 
des cellules et des substances microfluidiques. Etant donne que de tels systemes 
fonctionnent souvent dans des milieux differents et dont nous ne connaissons pas les 
principales caracteristiques, nous devons etre capables d'adapter leur comportement a 
chaque situation. Cependant, avoir une architecture statique est un handicap pour la 
versatilite et la flexibilite du systeme, d'ou l'utilite d'avoir une architecture dynamique 
de sorte que le traitement des donnees puisse etre accelere dependamment du besoin. 
Une telle approche permet une augmentation des performances du systeme et ceci en 
augmentant sa capacite de detection. Pour cette fin, une architecture dynamique s'avere 
tres utile. 
Dans ce memoire, nous avons propose une nouvelle technique de decodage qui 
permet d'accelerer le temps de traitement de donnees de decodeurs dedies aux 
modulateurs SA. Cette derniere a ete inspiree de la technique de gestion du flux de 
donnees sur Internet. Elle est basee sur un algorithme de decodage statique cependant 
elle peut etre adaptee a n'importe quel algorithme de decodage pour les CAN SA pourvu 
que ce dernier soit iteratif. L'approche dynamique a permis une amelioration du temps 
de traitement des donnees en accelerant la vitesse de decodage de 2 a 4 fois et ceci 
dependamment de la sequence fournie par le modulateur SA, ce qui est crucial pour 
augmenter la capacite de detection des substances fluidiques. Cette derniere a ete 
implementee sur un FPGA mixte analogique et numerique (AFS600) qui est utilise 
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egalement pour controler les autres fonctions du capteur capacitif telles que 
la calibration, la surveillance et le controle de la puce analogique. Les resultats de cette 
implementation se resument en un espace occupe de 86.44%, une frequence de 
fonctionnement de 32.20 MHz et une puissance consommee de 71.10 mW. 
Quant aux recommandations pour ameliorer les performances de 1'architecture 
proposee nous proposons de: 
• Optimiser l'architecture pour aboutir a une reduction de l'espace et par 
consequence de la consommation de puissance de la puce electronique. 
Comme exemple d'optimisation possible, nous proposons de developper 
une architecture plus rapide pour la division et une compression des 
memoires utilisees en les rendant plus petites. 
• Appliquer la methode dynamique a divers signaux. En effet, l'architecture 
dynamique a ete appliquee pour un signal constant, il serait utile 
d'appliquer cette meme technique pour des signaux periodiques pour 
n'avoir a decoder qu'une periode et non tout le signal. 
• Rendre le temps d'apprentissage reconfigurable. Le temps 
d'apprentissage peut etre configure selon les besoins : soit par l'usager ou 
une autre interface, soit code a l'interieur de l'architecture ou bien 
preprogramme et peut etre change dependamment de 1'application. 
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Annexe A 
Algorithme de division binaire 
Initialiser le quotient a 0 
Aligner le numerateur et le denominateur de sorte que le bit le plus significatif du 
denominateur se trouve sous le bit le plus significatif du numerateur 
Repeter 
Si (la partie du dividende situee au dessus du diviseur est superieure ou egale au 
denominateur) 
Alors 
Soustraire le diviseur de la partie du diviseur aligner avec ce dernier. 
Concatener la partie restante du dividende avec le resultat de la 
soustraction 
Concatener 1 a l'extremite droite du quotient. 
Sinon 
Concatener 0 a l'extremite droite du quotient 
Decaler le dividende de 1 bit a droite 
Jusqu'a (dividende inferieur au diviseur) 
Stop 
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Annexe C 
Ressources materielles utilisees 
C.l . Architecture de decodage dynamique 
Compile report: 
CORE 
















Type | Used | Total 
Chip global |6 |6 (100.00%) 
Quadrant global | 0 j 12 (0.00%) 
Core Information: 
Type | Instances | Core tiles 
COMB 17879 17879 


























































































Differential Input I/O Pairs | 0 





Vcci | Vref 




















C.2. Architecture de decodage statique 
Compile report: 
CORE 

































































































Type Used Total 
Chip global | 6 












Type | w/o register | w/ register w/ DDR register 
Input I/O 4 0 0 
Output I/O | 15 0 0 
Bidirectional I/O 0 0 0 
Differential Input I/O Pairs 0 0 0 




| Voltages | I/Os 
| Vcci | Vref | Input | Output 





Puissance consommee par l'architecture proposee 
Le fichier Puissance.xls regroupe l'ensemble des valeurs experimentales de la 
puissance consommee par 1'Architecture proposee pour differentes frequences. La plage 
de frequence varie de 50 kHz jusqu'a la frequence maximale de fonctionnement du 
FPGA. Le tableau contenu dans le fichier Puissance.xls renferme des mesures de 
l'architecture dynamique ainsi que statique. 
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Annexe E 
Algorithme de decodage dynamique 
L'algorithme de decodage dynamique a ete implements sur Matlab. Les fichiers 








: Determination des EC0Urant et des Ecorrectif. 
: Creer une Nouvelle Sequence Intermediate incluant les NCR. 
: Determination des NCR. 
: Generer la sequence finale. 
: Generer les different coefficients w,> wiiC, /,> et li<c 
: Calculer les estimations de la sequence precedente, courante et 
suivante Upreiji, uctirrj, et usuccj.-
: Calcul de la valeur moyenne de upred,i, ucurrj, et usuccj. qui n'est 
autre que uestj. 





: Verifie si la valeur recherchee existe dans les lignes de memoire 
autre que la lere ligne. 
: Verifie si la valeur recherchee existe dans a lere ligne ou non. 
: Permet de gerer les instructions contenues dans les fichiers 
Check.m et Checkl.m dans le but de parcourir tout l'espace 
memoire disponible. 
: Sauvegarde les valeurs des differents niveaux pour une sequence 
donnee. Dans le cas ou la sequence n'a pas ete precedemment 
decodee l'algorithme extrait les valeurs du fichier de backup pour 
les enregistrer dans la memoire. 
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Memory.m : Cree une image de la memoire sous forme de matrice ainsi que le 
masque correspondant a cette derniere. 
Intelligence.m : Permet de gerer le flux des donnees en appliquant le principe de 
recherche dynamique tout en utilisant les fichiers Check.m et 
Checkl .m. 
Le fichier suivant assure l'interfacage entre 1'algorithme de Dachselt et al. [34] et 
l'algorithme de decodage dynamique : 
Decoding.m : Assure l'interfacage entre les deux parties en incluant les 
conditions d'arrets pour l'algorithme de Dachselt. 
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Annexe F 
Architecture de decodage dynamique 
Fichiers VHDL 








FSM CNIS NCR.vhd 
FSM SNCRvhd 
: Initialisation de toutes les memoires et les registres de 
1'architecture. 
: Sauvegarde la sequence entiere en un registre en 
attendant qu'elle soit chargee dans la perspective de son 
decodage. 
: Charge la sequence provenant du modulateur SA dans la 
memoire du decodeur. 
: Controle toutes les machines a etats qui gerent la partie 
statique du decodeur. 
: Controle la recherche de rECOurant et de l'Ecorrecrif dans la 
sequence chargee. 
: Renferme les registres contenant rEC0Urant et rEcorrecrif 
ainsi qu'une logique permettant de les retrouver qui est 
controlee par la machine a etats FSMRCS contenue dans 
lefichierFSMJICS.vhd. 
: Connecte RCS avec FSM_RCS. 
: Contient la machine a etat permettant de generer la 
sequence intermediaire contenant les NCR et l'enregistre 
dans le bloc memoire 2. 
: Contient une machine a etat permettant d'indiquer si des 
NCR existent ou non. 
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FSM_FSN.vhd : Contient une machine a etat qui genere la sequence finale 
en tenant compte du resultat de FSM_SNCR.vhd. 
FSM_C3U.vhd : renferme une MEF qui permet de controler le module 
logique Uest pour generer la valeur restauree de la sequence 
courante ainsi que son predecesseur et son successeur. 
C3U_element.vhd : Renferme le module permettant de restaurer la valeur de 
la sequence entree. 
C3U.vhd : Connecte FSM_C3U avec 3 composant de 
C3U_elements. Chaque composant correspond soit au 
precedente soit au successeur soit a la sequence courante. 
CNC.vhd : Permet de calculer les coefficients du niveau courant. 
Pre_Uest.vhd : Sauvegarde la valeur estimee du niveau precedent et fait 
la somme du predecesseur, successeur et la valeur 
courante. 
FSM_Uest.vhd : Controle 1'architecture PreUest. 
Uest.vhd : Connecte Pre_Uest et FSMJUest ensemble. 
Accumulator.vhd : Additionne les differentes valeurs contenues dans une 
sequence donnee. 
Division.vhd : Effectue une division binaire 
FSM_Uopt.vhd : Controle le module de division pour faire la division par 
3 du predecesseur, successeur et la valeur courante. 
Period.vhd : Indique si la periode de la sequence courante est 2 ou 
non. 
Static_Comp.vhd : Rassemble tous les composants du module statique sauf 
les MEF : memoires, composants logiques... 
FSM_Stat.vhd : Rassemble toutes les MEF du module statique en un seul 
module globale. 













: Assure le controle des modules et memoires qui sont 
utilises durant la phase d'apprentissage. 
: Active les machines a etats de la phase d'apprentissage. 
: Renferme les composants logiques de la phase 
d'apprentissage. 
: Controle tous les composants de la partie dynamique 
lorsque la phase de lecture est activee. 
: Controle tous les composants de la partie dynamique 
lorsque la phase d'ecriture est activee. 
: Etant donne que chaque cellule de la memoire renferme 
trois valeurs differentes, le role de ce composant est de 
selectionner la bonne valeur dependamment de l'etat du 
decodeur et de l'envoyer a ce dernier. 
: Ce comparateur specialement developpe pour ce 
decodeur compare les trois valeurs d'une cellule avec une 
valeur de reference et renvoie un signal sur 3 bits indiquant 
le resultat de la comparaison. Chaque bit correspond a une 
valeur de la cellule memoire (chaque cellule renferme trois 
valeurs differentes). 
: Le role de cet additionneur est de compter le nombre de 
valeurs susceptibles de representer la sequence fournie par 
le modulateur 2A dans toute la zone de recherche. 
: Connecte tous les sous blocs de la memoire principale 
pour former la zone de recherche. En effet la memoire 
principale est formee par 5 sous blocs. Chacun correspond 
a un niveau de decodage. 
: Renferme des indices. Chaque indice correspond aux 
nombres de valeurs contenues dans chaque colonne. Ce 










: Pour accelerer le traitement les donnees de chaque ligne 
sont chargees dans un registre. Ceci permet de faire tout le 
traitement en un seul coup d'horloge au lieu de lire la 
memoire cellule par cellule. 
: Registre a decalage utilise pour charger les donnees de la 
memoire. 
: Regroupe toutes les machines a etats utilisees par le 
module dynamique. 
: Contient tous les composants utilises par le module 
dynamique. 
: Connecte le module des MEF avec les composants 
logiques. 
: Controle le traitement des donnees lorsque la sequence 
fournie par le modulateur SA n'est formee que par des 1 ou 
que des 0 ou bien 1 et 0 et de periode 2. 
: Connecte le module statique avec le module dynamique. 
: Chapote le fonctionnement des machines a etats du 
module statique et dynamique. 
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