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1. Introduction
In Chapter XVII of Homological Algebra Cartan and Eilenberg [2] give the deﬁnitions of a projective
and injective resolutions of a complex A of modules. These are now referred to as Cartan–Eilenberg
resolutions. Such a projective resolution is a certain double complex X along with an augmentation
map (of double complexes) ε : X → A where A is thought of as a double complex with all missing
terms 0. Then there are conditions that ε must satisfy.
Using a change of signs, a double complex of modules can be thought of as a complex of com-
plexes (in essentially two different ways). So then using one of these ways a projective resolution of
a complex A can be thought of as a complex of complexes
· · · → X2 → X1 → X0 → A → 0
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viewpoint we will take in this article. The reader can quickly translate from the language of Cartan
and Eilenberg to ours and back.
In the last chapter of the introduction to his thesis Verdier considered these resolutions and called
them Cartan–Eilenberg projective and injective resolutions of a complex. He also gave the deﬁnition of
a Cartan–Eilenberg injective complex (Deﬁnition 4.6.1 of [15]). Of course, there is an obvious dual no-
tion, that of a Cartan–Eilenberg projective complex and then by extension that of a Cartan–Eilenberg
ﬂat complex.
So using the ideas of Verdier we will show that we can deﬁne Cartan–Eilenberg resolutions in
terms of precovers and preenvelopes by Cartan–Eilenberg projective and injective complexes. We will
show that every complex has a Cartan–Eilenberg injective envelope and note that it has a Cartan–
Eilenberg ﬂat cover. Then we argue that the Cartan–Eilenberg ﬂat complexes are precisely the direct
limits of the ﬁnitely generated Cartan–Eilenberg projective complexes.
Finally we show that this relative homological algebra setup can be used to obtain complete
cotorsion pairs relative to the subfunctor of the extension functor deﬁned with Cartan–Eilenberg res-
olutions.
2. Background
Throughout this paper module will mean left R-module for some ring R . So a complex will then
be a complex of left R-modules. We will also consider complexes of complexes of left R-modules.
A complex C will be denoted C = ((Cn), (dn)) with n ranging over the set of integers. Occasionally
we will write d = (dn) or dC = (dCn ). If we use superscripts to write complexes then we have C =
((Cn), (dn)) where dn : Cn → Cn+1. If C is a complex we will let Σ(C) denote the suspension of C .
So Σ(C)n = Cn−1 and dΣ(C)n = −dCn−1. Generalizing we let Σk(C) will denote the k-th suspension of
C where k ∈ Z. If M is a module, then M can be thought of as a complex concentrated at 0. We will
let M denote this complex. So M = · · · → 0 → M → 0 → ·· · . Similarly M will denote the complex
· · · → 0 → M 1−→ M → 0 → ·· · with the two M ’s in the 1-st and 0-th place.
We let Z(C), B(C) ⊂ C denote the subcomplexes of cycles and boundaries of the complex C . So
H(C) = Z(C)/B(C) will denote the homology complex of C .
The following identities are easy to verify where M is a module and C is a complex.
Proposition 2.1. For any k ∈ Z we have
(1) Hom(Σk(M),C) ∼= Hom(M,Ck+1) and Hom(Σk(M),C) ∼= Hom(M, Zk(C)),
(2) Hom(C,Σk(M)) ∼= Hom(Ck,M) and Hom(C,Σk(M)) ∼= Hom(Ck/Bk(C),M).
We will need to consider the structure of projective and injective complexes. If P is a projective
module then P is a projective complex. So Σk(P ) will be projective for any k. This can be seen using
(1) of Proposition 2.1. In fact any projective complex can be written uniquely as
⊕
Σk(Pk) where
Pk is a projective module for each k. Analogously any injective complex is uniquely
⊕
Σ(Ik) where
each Ik is an injective module. It is useful to note that
⊕
Σ(Ik) =∏Σ(Ik). In general, for a family of
complexes (Ci)i∈I we have
⊕
i∈I Ci =
∏
i∈I Ci if and only if for each n ∈ Z we have (Ci)n = 0 except
for a ﬁnite number of i ∈ I .
We will frequently consider complexes C with dC = 0. Such a complex is completely determined by
its family of terms (Cn)n∈Z i.e. by the underlying structure of C as a graded module (with the grading
over Z). So by the term graded module we will mean a complex C with dC = 0. This terminology is
consistent with the way we consider a module as a complex.
In the category of graded modules (as complexes), C will be an injective object if and only if each
Cn is an injective module. So C ⊂ D will be an injective envelope in the category of graded modules
if and only if each Cn ⊂ Dn is an injective envelope in the category of modules.
The injective envelope of a graded module C in the category of graded modules is different from
the injective envelope in the category of complexes. To describe the latter envelope we ﬁrst note that
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of a complex M where M is a module. This is seen to be M ⊂ I where M ⊂ I is an injective envelope
in the category of modules. With these remarks it is easy to describe the injective envelope (in the
category of complexes) of any graded module C . It will be C ⊂ I =⊕Σk(Ik) =∏Σk(Ik) where for
each k we have Ck ⊂ Ik is an injective envelope of modules. This is an embedding in an injective
complex and it is the direct sum of essential morphisms, so is essential.
Diagrammatically we have
· · · Cn+1 Cn Cn−1 · · ·
· · · In+1 ⊕ In In ⊕ In−1 In−1 ⊕ In−2 · · ·
where In ⊕ In−1 → In−1 ⊕ In−2 is the map (y, x) → (x,0) and where Cn → In ⊕ In−1 is y → (y,0).
In what follows we will assume familiarity with the terminology of (pre)covers and (pre)envelopes
for classes of objects in some category. This terminology can be found in [4] or in [9].
3. Cartan–Eilenberg complexes
For the rest of the paper we will use the abbreviation C–E for Cartan–Eilenberg. For a ring R
we will use such symbols as R-Mod to denote the category of left R-modules. R-Proj will denote
the category of projective left R-modules. Then we will use the obvious modiﬁcations, e.g. R-Inj and
R-Flat, of this notation. We will let C(R-Mod) denote the category of complexes of left R-modules.
Then C(R-Inj) will denote the full subcategory of C(R-Mod) consisting of those complexes each of
whose terms is an injective module. We will use other similar notation.
Deﬁnition 3.1. (See Verdier [15, p. 227].) A complex P is said to be a C–E projective complex
if P , Z(P ), B(P ), H(P ) ∈ C(R-Proj). A complex I is a C–E injective complex if I, Z(I), B(I), H(I) ∈
C(R-Inj). Then by analogy a complex F is said to be C–E ﬂat if F , Z(F ), B(F ), H(F ) ∈ C(R-Flat).
More generally given any class F of left R-modules, we will let C–E(F ) consist of all complexes C
such that C, Z(C), B(C), H(C) ∈ C(F). So then C–E(R-Proj) is the class of C–E projective complexes.
Example 3.2. If P is a projective module then P and P and all their suspensions are C–E projective
complexes. The direct sum of any family of C–E projectives is C–E projective, so this way we can
generate C–E projectives. Similarly we can generate C–E injectives using the suspensions of E and E
where E is an injective module where we use products instead of sums. With C–E ﬂat complexes we
can use direct limits to construct C–E ﬂat complexes from C–E ﬂat complexes.
Proposition 3.3. (See Verdier [15, this result is essentially in the proof of Proposition 4.6.3, p. 227].) A complex
I is a C–E injective complex if and only if I can be written I = I ′ ⊕ I ′′ where I ′ is an injective complex and
where I ′′ is a graded module (i.e. dI ′′ = 0) such that I ′′ ∈ C(R-Inj).
Proof. By the remarks above any such direct sum is C–E injective. Conversely suppose that I is a C–E
injective complex. We have the exact sequences 0 → Bn(I) → Zn(I) → Hn(I) → 0 and 0 → Zn(I) →
In → Bn−1(I) → 0. Since each of Bn(I) and Zn(I) is an injective module, we have that each sequence
is split exact. This allows us to write Zn(I) = Bn(I)⊕ Hn(I) and In = Zn(I)⊕ Bn−1(I). So we have In =
Bn(I)⊕ Hn(I)⊕ Bn−1(I). Then dn : In = Bn(I)⊕ Hn(I)⊕ Bn−1(I) → In−1 = Bn−1(I)⊕ Hn−1(I)⊕ Bn−2(I)
is the map (x, y, z) → (z,0,0). Hence I is the direct sum of the complexes · · · → 0 → Bn−1(I) 1−→
Bn−1(I) → 0 → ·· · and the complexes · · · → 0 → Hn(I) → 0 → ·· · . Letting I ′ be the direct sum
(= direct product) of the ﬁrst of these and I ′′ the direct sum of the second of these we get the
desired direct sum decomposition. 
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full subcategory of graded modules (as complexes). This result gives that every C–E injective complex
can be written
∏
k∈Z Σk Ek ×
∏
k∈Z Σk E ′k where Ek , E ′k are injective modules. A dual argument gives
the next result.
Proposition 3.4. A complex P is a C–E projective complex if and only if P = P ′ ⊕ P ′′ where P ′ is a projective
complex and where P ′′ is a graded module such that P ′′ ∈ C(R-Proj).
We now want to give a characterization of C–E injective preenvelopes. Letting I be a C–E injective
complex we note that if C → I is a C–E preenvelope then C → I must be a monomorphism. This
follows from the observations that C can be embedded in an injective complex and that an injective
complex is a C–E injective complex.
Proposition 3.5. If C is a complex and I is a C–E injective complex, then a morphism C → I is a C–E injective
preenvelope if and only if the induced maps B(C) → B(I) and C/B(C) → I/B(I) are monomorphisms.
Proof. Assume that C → I is a preenvelope. Then it is a monomorphism (as noted above). So the
induced morphism B(C) → B(I) must also be a monomorphism. Now note that if J ′′ is any graded
module, the morphisms C → J ′′ are just the morphisms C/B(C) → J ′′ . But C/B(C) is a graded module
and so can be enbedded in such a J ′′ that is injective in the category of graded modules. But then J ′′
is a C–E injective complex. Since C → J ′′ can be factored C/B(C) → I/B(C) → J ′′ , C/B(C) → I/B(I)
must be a monomorphism.
Conversely suppose C → I satisﬁes our conditions. We need to argue that any C → J where J is
a C–E injective complex can be factored through C → I . Letting J = J ′ ⊕ J ′′ where J ′ is an injective
complex and J ′′ is a graded module such that J ′′ ∈ C(R-Inj), we see that we only need to be able
to factor maps C → J ′ and C → J ′′ . Since it is easy to see that our two conditions guarantee that
C → I is a monomorphism and since J ′ is injective, we get that any C → J ′ can be factored through
C → I . Now giving a morphism C → J ′′ is equivalent to giving a morphism C/B(C) → J ′′ . But then
since J ′′ is an injective object in the category of graded modules and since C/B(C) → I/B(I) is a
monomorphism in the category of graded modules we see that C/B(C) → J ′′ can be factored through
C/B(C) → I/B(I). So then C → J ′′ can be factored through C → I . 
Note that by this proposition we get that every C has a C–E injective preenvelope. The dual result
is given by the next result.
Proposition 3.6. If P is a C–E projective complex, then a morphism P → C is a C–E projective precover if and
only if the induced maps Z(P ) → Z(C) and P/Z(P ) → C/Z(C) are both epimorphisms.
The examples we now give will be used later in this paper.
Example 3.7. If M is a module and P → M → 0 is exact where P is projective then P → M is a
C–E projective precover. Similarly P → M is a C–E projective precover. So if we apply the functor
Σk(−) for any k to either of these examples we get C–E precovers. If 0 → N → E is an exact se-
quence of modules where E is injective, then Σk(N) → Σk(E) and Σk(N) → Σk(E) are C–E injective
preenvelopes for any k.
4. C–E injective envelopes
We want to argue that every complex C has a C–E injective envelope. Proposition 3.5 tells us how
to get a C–E preenvelope C → I . We will construct such a preenvelope in a minimal manner and then
argue that we in fact have an envelope. Given C we let B(C) ⊂ I ′ be an injective envelope of B(C) in
C(R-Mod). Then we extend B(C) ↪→ I ′ to a morphism C → I ′ . Let K = Ker(C/B(C) → I ′/B(I ′)) and let
K ⊂ I ′′ be an injective envelope of the graded module K in the full subcategory of graded modules.
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we see that I = I ′ ⊕ I ′′ is a C–E injective complex. Then it is easy to check that C → I = I ′ ⊕ I ′′
satisﬁes the conditions of Proposition 3.5, so we have a preenvelope. Using matrix notation we let
g = ( g1g2
) : C → I = I ′ ⊕ I ′′ be the morphism constructed above. Using this notation, we have the next
result.
Theorem 4.1. g : C → I is a C–E injective envelope.
Proof. We have that g is a preenvelope. We must argue that if f : I → I is any morphism such that
f ◦ g = g then f is an automorphism of I . Let f = ( f11 f12
f21 f22
)
. Then we have the commutative
I ′ ⊕ I ′′
f=( f11 f12
f21 f22
)
C
I ′ ⊕ I ′′
Applying the functor B(−) we get the commutative diagram
B(I) = B(I ′)
B( f11)
I ′
f11B(C)
B(I ′) I ′
Then since B(C) → I ′ is an injective envelope, we get that f11 is an automorphism of I ′ . Now we take
the original diagram modulo B(−) and restrict the left part to K . Noting that K → I ′/B(I ′) is 0 by
the deﬁnition of K we see that we get a commutative diagram
I ′′
f22K
I ′′
So by the deﬁnition of K → I ′′ we get that f22 is an automorphism of I ′′ .
We want to use the fact that f11 and f22 are automorphisms to produce a left inverse of f =( f11 f12 ). To do so we will need the following result.f21 f22
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J ′ → K ′′ is 0.
Proof. Using the direct sum (product) decompositions we have of these three complexes we see that
it suﬃces to prove that if M , N , P are modules and if i, j,k ∈ Z, then any composition Σ i(M) →
Σ j(N) → Σk(P ) is 0. But Σ i(M) → Σ j(N) is 0 unless i = j. And similarly Σ j(N) → Σk(P ) is 0
unless k = j + 1. But if j = i and k = i + 1 we have Σ i(M) → Σk(P ) = Σ i+1(P ) is 0. 
We now return to the proof of our theorem. The equation f ◦ g = f gives us the equations
f11 ◦ g1 + f12 ◦ g2 = g1
f21 ◦ g1 + f22 ◦ g2 = g2
We compose the ﬁrst equation on the left with f −111 and then solve for g1. We compose the second
equation with f −122 on the left and solve for g2. We get the equations
f −111 ◦ g1 − f −111 ◦ f12 ◦ g1 = g1
− f −122 ◦ f21 ◦ g2 + f −122 ◦ g2 = g2
Putting these equations in matrix form, we have the equation
(
f −111 − f −111 ◦ f12
− f −122 ◦ f21 f −122
)(
g1
g2
)
=
(
g1
g2
)
Letting f = ( f −111 − f −111 ◦ f12− f −122 ◦ f21 f −122
)
we have that f ◦ g = g . So we get that f ◦ f ◦ g = g . We compute the
matrix f ◦ f keeping in mind that f22 ◦ f21 ◦ f −111 ◦ f12 = 0 by Lemma 4.2 and see that we get
f ◦ f =
(∗ ∗
∗ id
)
Let h = f ◦ f = ( h11 h12
h21 id
)
. Since h ◦ g = g , we can compute h for h just as we computed f for f .
Computing h ◦ h we get a matrix of the form ( k11 0∗ id
)
. Since we have h ◦ h ◦ g = g we know k11 is
an automorphism of I ′ . So this matrix corresponds to an automorphism of I . Now since h ◦ f ◦ f
is an automorphism of I , we get that f is a monomorphism. If we start with l = f ◦ f and then
compute l in the same manner, we see that f ◦ f ◦ l is an automorphism of I . So this gives that f is
an epimorphism and hence an automorphism of I . So we do have an envelope. 
In the proof above we did not explicitly compute K = Ker(C/B(C) → I/′B(I ′)). Later we will need
a description of K . This description is given by the next lemma.
Lemma 4.3.With the notation above we have K = Z(C)/B(C) = H(C).
Proof. We recall that we want B(C) ⊂ I ′ to be an injective envelope of B(C). So if Bn(C) ⊂ In is an
injective envelope of modules for each n then I ′ =⊕Σk(Ik) (see the end of Section 1). To get an
extension C → I ′ of B(C) ↪→ I ′ we only need to extend Bn(C) ↪→ In to Cn → In for each n. These then
give a map C → I ′ . This map in turn induces a map C/B(C) → I ′/B(I ′). Keeping in mind what all
these maps are, we see that this last map written diagrammatically is
22 E.E. Enochs / Journal of Algebra 342 (2011) 16–39· · · Cn+1/Bn+1 Cn/Bn(C) Cn−1/Bn−1(C) · · ·
· · · In In−1 In−2 · · ·
where the map Cn/Bn(C) → In−1 is just x+ Bn(C) → dn(x). We now see that K = H(C) as desired. 
We will use this result in proving the next proposition.
Proposition 4.4. Let C → I ′ ⊕ I ′′ be a C–E injective envelope as constructed in Theorem 4.1. Then I ′ = 0 if and
only if C is a graded module and I ′′ = 0 if and only if C is exact.
Proof. If I ′ = 0 then C ⊂ I ′′ . So since I ′′ is a graded module, so is C . Conversely suppose that C is a
graded module. Then dC = 0 and B(C) = 0. But by construction B(C) ⊂ I ′ is an injective envelope. So
I ′ = 0.
Now suppose that I ′′ = 0. So C ⊂ I ′ . But by Proposition 3.5, C/B(C) → I ′/B(I ′) is a monomorphism.
This means that B(C) = C ∩ B(I ′). But I ′ is injective and so exact. Hence B(I ′) = Z(I ′). Since C ⊂ I ′
we have Z(C) = C ∩ Z(I ′). So Z(C) = C ∩ Z(I ′) = C ∩ B(I ′) = B(C). Then Z(C) = B(C) gives that C is
exact.
Conversely assume that C is exact. Then since K = H(C) = Ker(C/B(C) → I ′/B(I ′)) we have that
K = 0. Since K ⊂ I ′′ is an injective envelope in the category of graded modules we have I ′′ = 0. 
5. C–E resolutions
In this section we introduce the notion of a C–E projective resolution of a complex C . As noted in
the introduction, Cartan and Eilenberg’s original deﬁnition of a projective resolution of a complex C
(see Section 1 of Chapter XVII of [2]) is a double complex X along with an augmentation  : X → C
where C is thought of as a double complex concentrated in the x-axis. But Verdier [15, p. 216]
suggested thinking of X → C as a complex of complexes
· · · → X1 → X0 → C → 0
So the next deﬁnition is essentially Verdier’s. We note that Verdier only deﬁned the corresponding
injective resolution of C . We suppose this is because the categories he had in mind were categories
of sheaves which often do not have enough projective objects.
Deﬁnition 5.1. If C ∈ C(R-Mod), then by a C–E projective resolution of C we mean a complex of
complexes · · · → P2 → P1 → P0 → C → 0 where each Pn is a C–E projective complex and where
P0 → C , P1 → Ker(P0 → C) and Pn → Ker(Pn−1 → Pn−2) for n  2 are C–E projective precovers.
A C–E injective resolution of C is deﬁned dually.
We note that every C has such a C–E projective resolution. The usual comparison theorems give
that such a resolution is unique up to homotopy. We note that this uniqueness up to homotopy is
stronger than that of Proposition 1.2 of [2]. Using their notation of p. 61 for the homotopy s = (s1, s2),
we can in fact ﬁnd s with s2 = 0. The same remarks apply to the C–E injective resolutions. Note that
a C–E projective resolution of C is exact. This follows from the observation that all C–E precovers are
epimorphisms. Similarly C–E injective resolutions are exact.
The following lemma is easy and well known. And it is useful.
Lemma 5.2. Let 0 → A′ → A → A′′ → 0 be a complex of complexes in C(R-Mod). Consider the complexes:
(1) 0 → A′ → A → A′′ → 0,
(2) 0 → Z(A′) → Z(A) → Z(A′′) → 0,
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(4) 0 → A′/Z(A′) → A/Z(A) → A′′/Z(A′′) → 0,
(5) 0 → A′/B(A′) → A/B(A) → A′′/B(A′′) → 0,
(6) 0 → H(A′) → H(A) → H(A′′) → 0.
Then if (1) and (2) are exact, all of (1)–(6) are exact. If (1) and (5) are exact, then all of (1)–(6) are exact.
Proof. Assume (1) and (2) are exact. Apply the snake lemma to
0 Z(A′) Z(A) Z(A′′) 0
0 A′ A A′′ 0
keeping in mind that the vertical morphisms are containments and so are monomorphisms. This gives
that (4) holds.
Recall that dA : A → Σ(A) is a morphism of complexes. This morphism induces an isomorphism
A/Z(A) → B(Σ(A)). So using this we get (3) ⇔ (4). The rest of the claims can be gotten by using
these methods. 
Deﬁnition 5.3. A complex of complexes
· · · → C2 → C1 → C0 → C−1 → ·· ·
is said to be C–E exact if
(1) · · · → C1 → C0 → C−1 → ·· · ,
(2) · · · → Z(C1) → Z(C0) → Z(C−1) → ·· · ,
(3) · · · → B(C1) → B(C0) → B(C−1) → ·· · ,
(4) · · · → C1/Z(C1) → C0/Z(C0) → C−1/Z(C−1) → ·· · ,
(5) · · · → C1/B(C1) → C0/B(C0) → C−1/B(C−1) → ·· · ,
(6) · · · → H(C1) → H(C0) → H(C−1) → ·· ·
are all exact.
Suppose that (1) above is exact and that we split the complex into short exact sequences 0 →
Kn → Cn → Kn−1 → 0 with Kn = Ker(Cn → Cn−1). If we use the fact that the functor Z is left exact,
we see that (2) is exact if and only if 0 → Z(Kn) → Z(Cn) → Z(Kn−1) → 0 is exact for each n.
But then if we use Lemma 5.2 above we see that each of the sequences 0 → B(Kn) → B(Cn) →
B(Kn−1) → 0, etc., is exact. So this gives that (1)–(6) of Deﬁnition 5.3 are all exact. So we have that if
(1) and (2) are exact, then all of (1)–(6) are exact.
Similarly we can use the fact that the functor C → C/B(C) is right exact and get that if (1) and
(5) are exact, then all of (1)–(6) are exact.
Proposition 5.4. Let Q be a C–E projective complex in C(R-Mod) and let Q → C be amorphism in C(R-Mod)
with kernel K . Then the following are equivalent:
(a) Q → C is a C–E projective precover.
(b) 0 → K → Q → C → 0 is C–E exact.
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Σk(R)
Q C
Σk(R)
Q C
can be completed to commutative diagrams.
Proof. First note that if Q → C is a C–E projective precover, then Q → C is an epimorphism. So
0 → K → Q → C → 0 is exact. Since this sequence is exact, so is 0 → Z(K ) → Z(Q ) → Z(C). To get
Z(Q ) → Z(C) → 0 exact, we note that for any k we have Σk(R) is C–E projective. So since Q → C
is a precover we have that Hom(Σk(R), Q ) → Hom(Σk(R),C) → 0 is exact. But by Proposition 2.1
this says that Hom(R, Zk(Q )) → Hom(R, Zk(C)) → 0 is exact, i.e. that Zk(Q ) → Zk(C) → 0 is exact
for any k. This gives that Z(Q ) → Z(C) → 0 is exact and so that 0 → Z(K ) → Z(Q ) → Z(C) → 0 is
exact. So this gives (b).
The rest of the proof follows in a similar manner. We note that for any k, each of Σk(R) and Σk(R)
is C–E projective. By Proposition 3.4, any C–E projective is a direct summand of copies of these. This
observation gives the equivalence of (a) and (c). It also shows that (b) implies (a). 
Theorem 5.5. If · · · → P2 → P1 → P0 → C → 0 is a complex of complexes in C(R-Mod) where each Pn is a
C–E projective complex, then this complex is a C–E projective resolution of C if and only if it is C–E exact.
Proof. These claims follow from Proposition 5.4 and the deﬁnition of a C–E projective resolution. 
This theorem shows that the deﬁnition we give of a C–E projective resolution agrees with Cartan
and Eilenberg’s deﬁnition of a projective resolution of C in Section 1 of their Chapter XVII. Note that
when we have a C–E resolution as above we get the whole panoply of projective resolutions of mod-
ules. So, for example, for any n we have the projective resolution · · · → Zn(P2) → Zn(P1) → Zn(P0) →
Zn(C) → 0 of the module Zn(C). Likewise we get projective resolutions of Bn(C), of Cn/Zn(C), of
Cn/Bn(C) and of Hn(C).
There are dual results to Theorems 5.4 and 5.5. They are:
Theorem 5.6. Let I be a C–E injective complex and let C → I be a morphism in C(R-Mod) with cokernel L.
Then the following are equivalent:
(a) C → I is a C–E injective preenvelope.
(b) 0 → C → I → L → 0 is C–E exact.
(c) For an injective cogenerator E of R-Mod and any k ∈ Z, any diagrams
C I
Σk(E)
C I
Σk(E)
can be completed to commutative diagrams.
The dual to Theorem 5.5 is also straightforward.
Theorem 5.7. If 0 → D → I0 → I1 → I2 → ·· · is a complex of complexes in C(R-Mod) where each In is C–E
injective, then this complex is a C–E injective resolution of D if and only if it is C–E exact.
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The balance of this section is that of Chapter 8 of [4].
Proposition 6.1. Let 0 → K → P → C → 0 be exact in C(R-Mod) where P → C is a C–E projective precover
of C . Then if I ∈ C(R-Mod) is C–E injective then 0 → Hom(C, I) → Hom(P , I) → Hom(K , I) → 0 is exact.
Proof. From Proposition 3.3 we know that I can be written as a product of complexes of the form
Σk(E) and of the form Σk(E) where E is an injective module. Hence it suﬃces to prove that this
sequence is exact when I has the form Σk(E) or Σk(E) when E is an injective module. If I is either
of these, then we use (2) of Proposition 2.1 and the last part of Deﬁnition 5.3 and get the desired
result. 
A dual argument gives:
Proposition 6.2. Let 0 → C → I → L → 0 be exact in C(R-Mod) where C → I is a C–E injective precover.
Then if P is a C–E projective complex then 0 → Hom(P ,C) → Hom(P , I) → Hom(P , L) → 0 is exact.
Now suppose that for a complex C we have a C–E projective resolution · · · → P2 → P1 → P0 → 0
and that I is a C–E injective complex. Then by Proposition 6.1 above we see that Hom(−, I) applied
to this resolution gives us an exact sequence. A dual argument says that when P is a C–E projective
complex the functor Hom(P ,−) applied to a C–E injective resolution of a complex D gives us an exact
sequence. These comments can be seen to give us our next result.
Proposition 6.3. (Essentially due to Cartan and Eilenberg, see p. 374 of [2].) The functor Hom(−,−) on
C(R-Mod) × C(R-Mod) is right balanced by CE-Proj × CE-Inj where CE-Proj and CE-Inj are the classes of
C–E projective and injective complexes respectively.
This result says that we can compute derived functors of Hom(−,−) using either of the two resolu-
tions. For a given C and D we will denote these derived functors applied to (C, D) as Extn(C, D). It is
folklore that Ext1(C, D) ⊂ Ext1(C, D). It is also true that when we think of the elements ξ ∈ Ext1(C, D)
as a short exact sequence 0→ C → U → C → 0 we have that ξ ∈ Ext1(C, D) if and only if Hom(P ,−)
leaves the sequence exact whenever P is C–E projective. Equivalently ξ ∈ Ext1(C, D) if and only if
Hom(−, I) leaves the sequence exact whenever I is C–E injective. But now we can see (using our
usual techniques) that a short exact sequence 0 → D → U → C → 0 is in Ext1(C, D) if and only if
0 → Z(D) → Z(U ) → Z(C) → 0 is exact and if and only if 0 → D/B(D) → U/B(U ) → C/B(C) → 0 is
exact. In other words, the exact ξ = (0 → D → U → C → 0) is in Ext1(C, D) if and only if ξ is C–E
exact.
7. C–E ﬂat complexes
We recall that C–E ﬂat complexes F were deﬁned in Deﬁnition 3.1. From the deﬁnition it is clear
that any C–E projective complex P is also C–E ﬂat. Also, the class of C–E ﬂat complexes is closed
under taking direct limits. So any direct limit of C–E projective complexes is C–E ﬂat. The object of this
section is to prove that any C–E ﬂat complex can be written as the direct limit of ﬁnitely generated
C–E projective complexes. So we are proving the C–E version of Lazard’s theorem giving that any ﬂat
module can be written as the direct limit of ﬁnitely generated projective modules. A crucial point in
Lazard’s proof of this result is the claim that if M is a ﬁnitely presented module, then any morphism
M → F where F is ﬂat can be factored M → P → F where P is ﬁnitely generated projective module.
If we can prove the C–E complex version of this claim, then the rest of Lazard’s proof carries over to
our situation. For the proof of this point see Lazard [11] or [6] (where this part of Lazard’s proof is
reproduced in another setting).
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complex, then any morphism P/S → F where F is a C–E ﬂat complex can be factored P/S → Q → F where
Q is a ﬁnitely generated C–E projective complex.
Proof. We ﬁrst make some observations. We note that with S ⊂ P as above, we have that (P/S)n is a
ﬁnitely related module for every n ∈ Z. So any f : P/S → F as above gives a (P/S)n → Fn which can
be factored through a ﬁnitely generated projective module (recall that by the deﬁnition of a C–E ﬂat
complex each Fn is a ﬂat module).
If we have two morphisms f , f ′ : C → D of complexes and if each of f and f ′ admits a fac-
torization f = C g−→ P h−→ D and f ′ = C g
′
−→ P ′ h′−→ D where P and P ′ are C–E projective, then
f + f ′ : C → D also has such a factorization. In fact:
f + f ′ = C
( g
g′
)
−→ P ⊕ P ′ (h h′ )−→ D
This last comment will be used several times in our argument. Here is our approach. Any such P/S
is a bounded complex. So let l  p be such that (P/S)n = 0 if n < l or n > p. This gives that if
f : P/S → F is a morphism then fn = 0 if n > p or n < l. So now assume that l m  p and that
f : P/S → F is such that fn = 0 if n < m or n > p. We will argue that there is a k : P/S → R → F
where R is a ﬁnitely generated complex such that ( f −k)n = 0 for nm (so including n =m) and for
n > l. Then if m = p we have f − k = 0 and we are through. If not, we replace f with f − k and m
with m + 1 and continue the process and get k′ : P/S → R ′ → F with R ′ ﬁnitely generated projective
and with ( f −k−k′)n = 0 for nm+ 1 and n > l. So continuing we can get the desired factorization.
We ﬁrst assume m = p. Then f has the form
· · · (P/S)p+1
0
(P/S)p
f p
(P/S)p+1
0
· · ·
· · · F p+1 F p F p+1 · · ·
So we see that f is given by f p : (P/S)p → Zp(F ). By Lazard this map can be factored (P/S)p → Q →
Zp(F ) where Q is a ﬁnitely generated projective module. Letting R = Σ p(Q ) we get the factorization
f = P/S → R → F . So we let k = f and we are done.
So now we assume m < p. The approximation k above will be found in two stages. This means we
will get k as k = g + h where each of g and h can be factored through a C–E projective. We begin by
ﬁnding g .
The morphism f : P/S → F induces a morphism (P/S)/B(P/S) → F/B(F ). So for our m we have
a morphism (P/S)m/B(P/S)m → Fm/Bm(F ) of modules. Since Fm/Bm(F ) is a ﬂat module and since
(P/S)m/Bm(P/S) is a ﬁnitely presented module this morphism can be factored through a ﬁnitely
generated projective module Q . So we have the factorization (P/S)m → (P/S)m/Bm(P/S) → Q →
Fm/Bm(F ). Since Q is a projective module the morphism Q → Fm/Bm(F ) has a lifting Q → F . We
now form the C–E projective complex Σm(Q ). The morphisms of modules we have give us morphisms
of complexes g = P/S → Σm(Q ) → F . We display this composition as
· · · (P/S)m+1 (P/S)m (P/S)m−1 · · ·
· · · 0 Q 0 · · ·
· · · Fm+1 Fn Fm−1 · · ·
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proximation of f . So we consider f − g . From the diagram and the fact that fn = 0 if n < n we see
that ( f − g)n = 0 for n <m. Now we consider ( f − g)m . By construction ( f − g)m : (P/S)m → Fm in-
duces the map 0 when we go module Bm(−). This means that the induced map (P/S)m/Bm(P/S) →
Fm/Bm(F ) is 0. This gives that ( f − g)m maps (P/S)m into Bm(F ). So then by Lazard this map of
modules can be factored (P/S)m → U → Bm(F ) with U a ﬁnitely generated projective module. The
map U → Bm(F ) can be factored U → Fm+1 → Bm(F ) since R is projective and Fm+1 → Bm(F ) is
surjective.
We now form the C–E projective complex Σm(U ). Then our morphisms of modules can be assem-
bled to give us morphisms of complexes h : P/S → Σn(U ) → F . We display these as
· · · (P/S)m+2 (P/S)m (P/S)m (P/S)m−1 · · ·
· · · 0 U 1 U 0 · · ·
· · · Fm+2 Fm+1 Fn Fm−1 · · ·
where again we can check that we do have morphisms of complexes. We note that the lower right
square is commutative since U → Fm has its image in Bm(F ) ⊂ Zm(F ). We have hn = 0 if n =m,m+1.
But by construction hm = fm − gm . Hence we have that ( f − g − h)n = 0 if nm. So when k = g + h
this completes our argument for this step. Then as noted above, we can complete the proof. 
So using Lazard’s argument we get the next result.
Theorem 7.2. A complex F is C–E ﬂat if and only if it can be written as the direct limit of ﬁnitely generated C–E
projective complexes.
For completeness we will state the next claim.
Proposition 7.3. Every complex C has a C–E ﬂat cover.
It is known that every module has a ﬂat cover [1]. The proofs there can be modiﬁed to ﬁt this
situation. But this claim has also been generalized in many directions. For instance see Rump ([12]
or [13]).
8. C–E Gorenstein injective and projective complexes
We ﬁrst recall the deﬁnition of a Gorenstein injective module.
Deﬁnition 8.1. A left R-module G is said to be Gorenstein injective if there is an exact sequence
· · · → E−2 → E−1 → E0 → E1 → ·· ·
of injective modules En such that G = Ker(E0 → E1) and such that for any injective module E the
functor Hom(E,−) leaves the sequence exact. Such a sequence is called a complete injective resolution
of the Gorenstein injective module G .
Lemma 8.2. If G is a Gorenstein injective module then Ext1(E,G) = 0 whenever E is an injective module.
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tion of G to compute Ext1(E,G). Then the result follows from the deﬁnition of a complete injective
resolution. 
There is a horseshoe lemma for complete injective resolutions.
Proposition 8.3. If 0 → G ′ → G → G ′′ → 0 is a short exact sequence of modules and if the complexes E ′ and
E ′′ are complete injective resolutions of G ′ and G ′′ respectively, then there is a short exact sequence of com-
plexes 0 → E ′ → E → E ′′ → 0 such that the induced sequence 0 → Ker(E ′0 → E ′1) → Ker(E0 → E1) →
Ker(E ′′0 → E ′′1) → 0 is the sequence 0 → G ′ → G → G ′′ → 0. When this is the case, E is a complete injective
resolution of G. And so G is also Gorenstein injective.
Proof. Noting that we have injective resolutions 0 → G ′ → E ′0 → E ′1 → ·· · of G ′ and 0 → G ′′ →
E ′′0 → E ′′1 → ·· · of G ′′ we use the horseshoe lemma for injective resolutions to get the obvious
half of our sequence 0 → E ′ → E → E ′′ → 0. To get the other half we use a modiﬁcation of the
argument in the proof of Lemma 8.2.1 of [4]. So we have an exact sequence 0 → E ′ → E → E ′′ → 0
of complexes with the sequence 0 → Ker(E ′0 → E ′1) → Ker(E0 → E1) → Ker(E ′′0 → E ′′1) → 0 being
the sequence 0 → G ′ → G → G ′′ → 0. Also, since E ′ and E ′′ are exact, we get that E is exact. For each
n the sequence 0 → E ′n → En → E ′′n → 0 is split exact since E ′n is injective. So if J is an injective
module and if we apply Hom( J ,−) to this short exact sequence, we get a short exact sequence. So
the sequence 0 → Hom( J , E ′) → Hom( J , E) → Hom( J , E ′′) → 0 of complexes is exact. So since the
two complexes on the end are exact by hypothesis, we get the complex Hom( J , E) is also exact. This
then gives that E is a complete injective resolution of G . 
We now want to deﬁne a C–E Gorenstein injective complex. For such a deﬁnition we have two
options. We could use a modiﬁcation of Deﬁnition 3.1 or we could deﬁne such a complex in terms of
a complete resolution. The result below will show that the two deﬁnitions are equivalent.
Before proceeding, we brieﬂy recall Cartan and Eilenberg’s argument that every complex C has a
C–E projective resolution (this is their Proposition 1.1). They choose projective resolutions of Bn(C)
and of Hn(C) for each n. Then using the exact sequences 0 → Bn(C) → Zn(C) → Hn(C) → 0 and 0 →
Zn(C) → Cn → Bn−1(C) → 0 the use the horshoe lemma for projective resolutions to construct ﬁrst a
projective resolution of Zn(C) (using the ﬁrst exact sequence) and then with this projective resolution
of Zn(C) and the given resolution of Bn−1(C) they construct a projective resolution of Cn (using the
second exact sequence). By construction there is a given map from the projective resolution of Cn
into that of Cn−1 whose kernel is the given projective resolution of Zn(C) and whose image is the
given projective resolution of Bn−1(C). Assembling all this information then gives (in our terminology)
a C–E projective resolution of C .
In the following result the symbol R-Gorinj stands for the category of Gorenstein injective left
R-modules.
Deﬁnition 8.4. For a complex G ∈ C(R-Mod), by a C–E complete injective resolution of G we mean a
C–E exact sequence of complexes
· · · → I−2 → I−1 → I0 → I1 → I2 → ·· ·
such that G = Ker(I0 → I1), such that each In is a C–E injective complex and such that for any C–E
injective complex I , the functor Hom(I,−) applied to the sequence gives an exact sequence.
Theorem 8.5. For a complex G ∈ C(R-Mod), the following are equivalent:
(a) G is such that B(G) and H(G) are in C(R-Gorinj).
(b) G has a complete C–E injective resolution.
When this is the case Z(G), G/Z(G) and G/B(G) are also in C(R-Gorinj).
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C–E projective resolution. We begin with given complete injective resolutions of Bn(G) and of Hn(G)
and construct the C–E exact complex of complexes
· · · I−2 → I−1 → I0 → I1 → I2 → ·· ·
By construction we have that for each n the sequences · · · → I−2n → I−1n →→ I0n → I1n → I2n → ·· ·
and · · · → Zn(I−2) → Zn(I−1) → Zn(I0) → Zn(I1) → Zn(I2) → ·· · are not only exact, but also have all
their terms injective. Also Gn = Ker(I0n → I1n) and Zn(G) = Ker(Zn(I0) → Zn(I1)). So these are candi-
dates for complete injective resolutions of Gn and of Zn(G).
Now we use the fact that we began with a C–E complete injective resolution. So we get an
exact sequence whenever we apply the functor Hom(I,−) when I is C–E injective. Let E be an
injective module and let I = Σn(E). Then applying Hom(Σn(E),−) to the resolution and using Propo-
sition 2.1(1) we get the exact sequence
· · · → Hom(E, Zn(I−2))→ Hom(E, Zn(I−1))→ Hom(E, Zn(I0))
→ Hom(E, Zn(I1))→ Hom(E, Zn(I2))→ ·· ·
Since E was arbitrary we see that we do have a complete injective resolution of Zn(G). If instead we
use I = Σn−1(E) we see that we also have a complete injective resolution of Gn . This gives that (a)
holds.
We now argue that B(G) ∈ C(R-Gorinj). So this means that for any n we must show that
Bn(G) is Gorenstein injective. We have a candidate for a complete injective resolution, namely
· · · → Bn(I−2) → Bn(I−1) → Bn(I0) → Bn(I1) → Bn(I2) → ·· · . This is an exact sequence in injec-
tive modules with Ker(Bn(I0) → Bn(I1)) = Bn(G). So we only need to argue that Hom(E,−) leaves
the sequence exact when E is an injective module. For this consider the commutative diagram
0 0 0
· · · Zn(I−1) Zn(I0) Zn(I1) · · ·
· · · I−1n I0n I1n · · ·
· · · Bn−1(I−1) Bn−1(I0) Bn−1(I1) · · ·
0 0 0
with exact rows and columns. Now let E be an injective module and apply Hom(E,−) to the diagram.
Applied to the ﬁrst two rows we get exact sequences since these rows are complete injective resolu-
tion. When we apply Hom(E,−) to the k-th column and use the fact that Ext1(E, Zn(Ek)) = 0 we see
that we get an exact sequence. This means that when we apply Hom(E,−) to the diagram we get a
short exact sequence of complexes (going downward) with two terms exact sequences. This implies
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for all n.
The claims about Hn(G), etc., are proved in a similar manner. 
Deﬁnition 8.6. A complex G is said to be a C–E Gorenstein injective complex if it satisﬁes the condi-
tions above.
We will not state them, but there are dual deﬁnitions and results about C–E Gorenstein projective
complexes.
9. C–E cotorsion pairs
Cotorsion pairs were deﬁned by Salce [14]. These pairs were in the category of abelian groups.
But Salce’s deﬁnitions and some of his basic results carry over to more general abelian categories.
There are especially nice results concerning cotorsion pairs in categories of complexes. Cotorsion pairs
are homologically useful if they are complete. A basic result (see Theorem 3.2.1 of [9]) says that a
cotorsion pair is complete if it is cogenerated by a set. One procedure for ﬁnding complete cotorsion
pairs in C(R-Mod) is to start with cotorsion pairs in R-Mod which are cogenerated by a set, and then
use these pairs in some natural way to get cotorsion pairs in C(R-Mod) that are cogenerated by a set.
Our main result (Theorem 9.4) concerns such a method.
For deﬁnitions of undeﬁned terms and notation in this section see [4] or [9]. There the deﬁnitions
and results were for modules. But it is straightforward to modify them to apply to complexes. Our
main result of this section (Theorem 9.4) will exhibit cotorsion pairs in C(R-Mod) with respect to the
subfunctor Ext1(−,−) of Ext1(−,−) introduced in Section 6. It was suggested in Hovey [10] that there
might be cotorsion pairs of interest relative to such subfunctors.
Lemma 9.1. If M is a module, D is a complex and k an integer, then Ext1(Σk(M), D) = Ext1(M, Zk(D)).
Proof. Let 0 → K → P → M → 0 be exact where P is a projective module. Then we have the exact
sequence of complexes 0 → Σk(K ) → Σk(P ) → Σk(M) → 0. As noted in example, Σk(P ) → Σk(M) is
a C–E projective precover. So we can use the exact sequence of complexes to compute Ext1(Σk(M), D).
So we have the exact sequence
Hom
(
Σk(P ), D
)→ Hom(Σk(K ), D)→ Ext1(Σk(M), D)→ 0
Then by Proposition 2.1(1) we see that the ﬁrst part of this sequence becomes
Hom
(
P , Zk(D)
)→ Hom(K , Zk(M))
But since Hom(P , Zk(D)) → Hom(K , Zk(D)) → Ext1(M, Zk(D)) → 0 is exact we get that Ext1(Σk(M),
D) = Ext1(M, Dk). 
With the same notation and an analogous proof we get:
Lemma 9.2. Ext1(Σk(M), D) = Ext1(M, Dk+1).
Dually we get:
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and Ext1(C,Σk(N)) = Ext1(Ck,N).
We now state our main result of this section. In stating this result we use the notation of Deﬁni-
tion 3.1.
Theorem 9.4. If (F , C) is a hereditary cotorsion pair in R-Mod, then (CE(F),CE(C)) is a hereditary cotorsion
pair in C(R-Mod) relative to Ext1(−,−). Furthermore, if (F , C) is cogenerated by a set, then (CE(F),CE(C))
is cogenerated by a set.
Proof. We ﬁrst prove that (CE(F))⊥ ⊂ CE(C). If F ∈ F then Σk(F ), Σk(F ) ∈ CE(F). So if C ∈ CE(F)⊥
we have Ext1(Σk(F ),C) = 0 and Ext1(Σk(F ),C) = 0 for all k. But then by Lemmas 9.1 and 9.2
and above we see that we have C, Z(C) ∈ C(C). Since we have exact sequence 0 → Zk(C) → Ck →
Bk−1(C) → 0 for each k and since (F , C) is hereditary we get that B(C) ∈ C(C). Then the same
method gives H(C),C/Z(C),C/B(C) ∈ C(C).
Using Lemma 9.3 we can get that ⊥CE(C) ⊂ CE(F). To ﬁnish the argument that (CE(F),CE(C)) is
a cotorsion pair we only need to show that if F ∈ CE(F) and C ∈ CE(C) then Ext1(F ,C) = 0. So we
need to show that if 0 → C → U → F → 0 is a short exact sequence in Ext1(F ,C) then this short
exact sequence is split exact, i.e. that C → U has a retraction. We note that for any k we have the
short exact sequence 0 → Ck → Uk → Fk → 0. Since Ck ∈ C and Fk ∈ F we do know that we have
a retraction rk : Uk → Ck . The problem is to choose these retractions so that r = (rk) : U → C is a
morphism of complexes. So here is where we need to use the fact that 0 → C → U → F → 0 is not
only in Ext1(F ,C) but is also in Ext1(F ,C).
So we now discuss retractions before completing the proof of the theorem. We note that if 0 →
C → U → F → 0 is a split exact sequence of modules, then we have a retraction r : U → C . With
every retraction there is an associated section s : F → U . This section allows us to identify F with a
submodule of U and to write U = C ⊕ F and so r : C ⊕ F → C becomes the ﬁrst projection map. With
this notation we have that any other retraction r : U = C ⊕ F → C is of the form (x, y) → x + h(y)
where h : F → C is linear. In matrix form (x, y) → x+ h(y) is the matrix (1 h).
We now consider compatible retractions. We suppose we have a commutative diagram of modules
0 C ′ U ′ F ′ 0
0 C U F 0
with split exact rows. We then say that retractions r′ : U ′ → C ′ and r : U → C are compatible if the
diagram
U ′
r′
C ′
U
r
C
is commutative.
Given r′ we will have the problem of ﬁnding an r so that r′ and r are compatible. Or given r we
will want to ﬁnd r′ that is compatible with r. It is easy to ﬁnd examples where we cannot ﬁnd the
desired r when given r′ or where we cannot ﬁnd r′ when given r.
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Lemma 9.5. Let
0 0 0
0 C ′ U ′ F ′ 0
0 C U F 0
O C ′′ U ′′ F ′′ 0
0 0 0
be a commutative diagram of modules with split exact rows and exact columns. Then if Ext1(F ′′,C) = 0 and
if Ext1(F ′′,C ′) = 0 and if r′ : U ′ → C ′ and r′′ : U ′′ → C ′′ are retractions, there is a retraction r : U → C such
that r′ and r are compatible such that r and r′′ are compatible.
Proof. We ﬁrst ﬁnd a retraction r so that r′ and r are compatible. Then using our procedure for
changing retractions, we show that we can modify r so that we still have r′ and our new r compatible,
but where we also have r and r′′ compatible.
So using r′ we write the sequence 0 → C ′ → U ′ → F ′ → 0 as 0 → C ′ → C ′ ⊕ F ′ → F ′ → 0 with
the obvious maps. So r′ then becomes the ﬁrst projection map C ′ ⊕ F ′ → C ′ . We also write 0 → C →
U → F → 0 as 0 → C → C ⊕ F → F → 0. Now we consider the commutative diagram
0 C ′ C ′ ⊕ F ′ F ′ 0
0 C C ⊕ F F 0
where we will think of C ′ → C and F ′ → F as embedding maps. Then C ′ ⊕ F ′ → C ⊕ F will have
matrix form
( 1 h′
0 1
)
where h′ : F ′ → C . Then since Ext1(F ′′,C) = 0 (keeping in mind that F ′′ ∼= F/F ′)
we see that h′ can be extended to a map h : F → C . Using h we get the retraction (1−h) : C ⊕ F → C .
Then since
(1− h)
(
1 h′
0 1
)
= (1 0 )
we see that we have a retraction C ⊕ F → C that is compatible with r = (1 0) : C ′ ⊕ F ′ → C ′ .
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with this direct sum decomposition we have C ′ ⊕ F ′ → C ⊕ F is the map ( 1 0
0 1
)
.
So now we can take our commutative diagram as
0 0 0
0 C ′ C ′ ⊕ F ′ F ′ 0
0 C C ⊕ F F 0
0 C ′′ C ′ ⊕ F ′ F ′ 0
0 0 0
where our three retraction maps r′ , r, r′′ are the projection maps and where r′ and r are compatible.
We want to modify r to get a retraction satisfying the two desired compatibility conditions. We con-
sider the map F → C ⊕ F → C ′′ ⊕ F ′′ → C ′′ . This map is 0 on F ′ so induces a map F ′′ → C ′′ . Since
Ext1(F ′′,C ′) = 0 this map has a lifting F ′′ → C . So we have the factorization F ′′ → C → C ′′ . So Now
we have the map h = F → F ′′ → C . If we replace our retraction C ⊕ F → C with r = (1− h), then we
can quickly check that r′ and r and r and r′′ are compatible. 
We now ﬁnish the proof of our theorem. We want to prove that ξ = (0 → C → U → F → 0) has a
section. Since ξ ∈ Ext1(F ,C) we have that 0 → B(C) → B(U ) → B(F ) → 0 and 0 → H(C) → H(U ) →
H(F ) → 0 are exact. So for each k we have the exact sequences
0 → Bk(C) → Bk(U ) → Bk(F ) → 0
0 → Hk(C) → Hk(U ) → Hk(F ) → 0
Since each of these sequences is split exact, each admits a retraction. We ﬁx such retractions and
then use them to construct retractions rk of each 0 → Ck → Uk → Fk → 0 where rk is compatible
with rk−1 in the diagram
0 Ck
d
Uk
d
Fk
d
0
0 Ck−1 Uk−1 Fk−1 0
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0 0 0
0 Bk(C) Bk(U ) Bk(F ) 0
0 ZK (C) Zk(U ) Zk(F ) 0
0 Hk(C) Hk(U ) Hk(F ) 0
0 0 0
and Lemma 9.5 to construct retractions for each 0 → Zk(C) → Zk(U ) → Zk(F ) → 0.
Then we use the diagrams
0 0 0
0 Zk(C) Zk(U ) ZK (F ) 0
0 Ck Uk Fk 0
0 Bk−1(C) Bk−1(U ) Bk−1(F ) 0
0 0 0
to construct retractions rk : Uk → Ck for each k. Then note that in the commutative diagram
Ck Uk
Bk−1 Bk−1(U )
Zk−1(C) Zk−1(U )
Ck−1 Uk−1
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Uk
rk
d
Ck
d
Uk−1
rk−1
Ck−1
is a commutative diagram. This shows that r = (rk) : U → C is our desired retraction.
To complete the proof it only remains to argue that if (F , C) is cogenerated by a set, then
(CE(F),CE(C)) is also cogenerated by a set. Let S ⊂ F be a set that cogenerates (F , C), i.e. such
that S⊥ = C . Then CE(S) is also a set. The argument at the beginning of the proof of Theorem 9.4 we
get that CE(S)⊥ ⊂ CE(C). We know that CE(F)⊥ = CE(C). Since S ⊂ F we have CE(S) ⊂ CE(F). So
CE(F)⊥ = CE(C) ⊂ CE(S)⊥ ⊂ CE(C). Hence CE(S)⊥ = CE(C) and so we have completed our proof. 
Remark 9.6. It is perhaps of interest to compare Theorem 9.4 with results of Gillespie in [7] and [8].
In these papers he considers other, but related, ways to create cotorsion pairs in C(R-Mod) beginning
with pairs in R-Mod.
10. Comparisons
Let S ⊂ C(R-Mod) be the set consisting of all the complexes Σk(R), Σk(R) where k ∈ Z. We let
Add(S) consist of all direct summands of direct sums of copies of elements of S . Using Proposition 3.4
it is easy to see that Add(S) consists of all C–E projective complexes.
We can use S to create another class of complexes. We let Filt(S) consist of all complexes which
are direct summands of a complex having an S-ﬁltration. We recall that a ﬁltration of a complex C is
a family (Cα | α  σ) of complexes of C such that C0 = 0, such that Cα ⊂ Cα′ if α  α′  σ , such that
Cβ =⋃α<β of β  σ is a limit ordinal, and such that Cσ = C . It is an S-ﬁltration if each quotient
Cα+1/Cα is isomorphic to an element of S .
Then we have that S⊥ = E where E is the class of exact complexes (this is part of Lemma 5.1
of [5]). By the main theorem of [5] (the theorem on p. 28) we have in turn that ⊥E consists of what
are sometimes called the DG-projective complex. They are also termed semiprojective complexes.
Since Dold was the ﬁrst to consider such complexes (see [3]) we will here call them the Dold projec-
tive complexes. By the complex version of Corollary 3.2.4 of [9], we have that ⊥(S⊥) = ⊥E is what
we here denote Filt(S). So we have the containments
(Proj) ⊂ (CE-Proj) ⊂ (Dold-Proj)
where these are the classes of projective, C–E projective and Dold projective complexes, respectively.
Each of these classes is precovering (see 5.1 of [4] for this terminology). Also each of the classes
contains all the projectives and so can be used to deﬁne a subfunctor of the functor Ext1 (this is a
well-known and easy to prove fact, but we are unable to ﬁnd a precise reference for it). In section we
denoted the subfunctor associated with the precovering class CE-Proj as Ext1(−,−). The subfunctor
associated with the precovering class Dold-Proj will be denoted Ext1(−,−). So we have the contain-
ments
Ext1(−,−) ⊂ Ext1(−,−) ⊂ Ext1(−,−)
These functors are distinct. But when they are applied to a given C (in the ﬁrst component) or D (in
the second), we may get equality. Our ﬁrst concern will be to characterize the C and D that give the
various equalities.
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Proof. Let ξ = (0 → D → U → C → 0) be an exact sequence of complexes. If C is exact, a diagram
chase gives that Z(U ) → Z(C) → 0 is exact. So since Z(−) is left exact, we see by Proposition 5.2
that ξ is C–E exact. Hence ξ ∈ Ext1(C, D). So we have that Ext1(C,−) = Ext1(C,−).
Conversely suppose we have the equality of the extension functors for a given C . Let ξ = (0 →
K → P → C → 0) be exact where P is a projective complex. By hypothesis ξ ∈ Ext1(C, K ). But this
means that ξ is C–E exact. So by Proposition 5.2 we have that 0 → H(K ) → H(P ) → H(C) → 0 is
exact. But H(P ) = 0 since P is projective. So H(C) = 0 and we have that C is exact. 
Proposition 10.2. For a complex C the equality Ext1(C,−) = Ext1(C,−) if and only if H(C) ∈ C(R-Proj).
Proof. Suppose that Ext1(C,−) = Ext1(C,−). Let ξ = (0 → K → P → C → 0) be an exact sequence
where P → C is a C–E projective precover. Then ξ ∈ Ext1(C, K ). But noting that since P is C–E
projective and so Dold projective, this gives that P → C is a Dold projective precover. We now let
0 → L → P → C → 0 be an exact sequence that gives P → C as a special Dold precover. This means
that L is exact. Using the fact that we have precovers we see that we can ﬁnd a commutative diagram
0 K P C 0
0 L P C 0
0 K P C 0
Apply the functor H(−) to this diagram. We get the commutative diagram
0 H(K ) H(P ) H(C) 0
H(L) H(P ) H(C)
0 H(K ) H(P ) H(C) 0
with exact bottom and top row. But H(L) = 0. So we have a commutative diagram
0 H(K )
0
H(P )
g
H(C) 0
0 H(K ) H(P ) H(C) 0
But then g : H(P ) → H(P ) is 0 on H(K ) so induces H(C) → H(P ). But this map will be a section
of H(P ) → H(C). So H(C) is a summand of H(P ). So since H(P ) ∈ C(R-Proj) we have that H(C) ∈
C(R-Proj).
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cover of C that has an exact kernel. For if P → C is such a precover let 0 → U → P → C → 0 be
the associated exact sequence where K is an exact complex. Then note that P is also Dold projective.
And if Q is Dold projective we have that Ext1(Q ,U ) = 0 since U is exact. This gives that P → C is
a Dold projective precover. So this short exact sequence can be used to compute both Ext1(C, D) and
Ext1(C, D) for any complex D . So we then get that these two groups are equal.
So our problem is to ﬁnd the desired precover of C . To do so we use Cartan and Eilenberg’s
method for constructing what they call a projective resolution of C (see Section 1 on pp. 364 and 365
of [2]). We begin with projective resolutions of each Bn(C) and of Hn(C) then use the horshoe lemma
several times to get what they call a projective resolution of C . We will use their procedure, but
with partial (and not necessarily complete) projective resolutions of each Bn(C) and Hn(C). So we
let 0 → Ln → Qn → Bn(C) → 0 be an exact sequence of modules with Qn projective. So this is our
partial projective resolution of Bn(C). We let 0 → 0 → Hn(C) → Hn(C) → 0 be our partial projective
resolution of Hn(C) (since Hn(C) is projective). Then using the horshoe lemma and the snake diagram
we get commutative diagrams
0 0 0
0 Ln
1
Ln 0 0
0 Qn Qn ⊕ Hn(C) Hn(C) 0
0 Bn(C) Zn(C) Hn(C) 0
0 0 0
and
0 0 0
0 Ln Un Ln−1 0
0 Qn ⊕ Hn(C) Qn ⊕ Hn(C) ⊕ Qn−1 Qn−1 0
0 Zn(C) Cn Bn−1(C) 0
0 0 0
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given by the latter of these two diagrams. Then the map dn : Pn → Pn−1 given by Cartan and Eilenberg
is the composition Pn → Qn−1 → Qn−1 ⊕ Hn−1(C) → Pn−1.
So we have the C–E projective precover P → C given by Cartan and Eilenberg where P = (Pn)
with d given as above. The kernel of P → C is the complex U where U = (Un). We want to show that
U is exact. To show this consider the commutative diagram
0 0 0 0
Un Ln−1
1
Ln−1 Un−1
Pn Qn−1 Qn−1 ⊕ Hn−1(C) Pn−1
Cn Bn−1(C) Zn−1(C) Cn−1
0 0 0 0
with exact columns (but not rows). Now recall that the sequences 0 → Ln → Un → Ln−1 → 0 are ex-
act. This diagram tells us that our complex U = · · · → Un+1 → Un → Un−1 → ·· · is gotten by splicing
these short exact sequences together. So U is exact. This completes our proof. 
Corollary 10.3. For a complex C we have Ext1(C,−) = Ext1(C,−) if and only if C is exact.
Proof. If the equality holds then we also have Ext1(C,−) = Ext1(C,−) and so by Proposition 10.1
C must be exact. If C is exact, then by this proposition we get that Ext1(C,−) = Ext1(C,−). So we
only need to argue that Ext1(C,−) = Ext1(C,−) holds. But by Proposition 10.2 this equality holds if
H(C) ∈ C(R-Proj). Since C is exact, we have H(C) = 0 ∈ C(R-Proj). This gives us the desired result. 
The dual results are that for D we have Ext1(−, D) = Ext1(−, D) if and only if D is exact and
Ext1(−, D) = Ext1(−, D) if and only if H(D) ∈ C(R-Inj).
Remark 10.4. With the same S as that in the beginning of this section we can let lim−→ S consist of
those complexes that can be written as direct limits of elements of S . By Theorem 7.2 this class
of complexes consists of the C–E ﬂat complexes. If we let CE-Flat denote this class, we have the
containments
(Proj) ⊂ (CE-Proj) ⊂ (Dold-Proj) ⊂ (CE-Flat)
Since CE-Flat is precovering we get a subfunctor Ext1(−,−) of Ext1(−,−). This raises the question of
the various equalities analogous to those in Propositions 10.1 and 10.2. We do not know when these
equalities hold true.
Each of (Proj) ⊂ (CE-Proj) ⊂ (Dold-Proj) has a corresponding preenveloping class, namely (Inj) ⊃
(CE-Inj) ⊃ (Dold-Inj) such that the functor Hom(−,−) is right balanced by (Proj) × (Inj), (CE-Proj) ×
(CE-Inj) and (Dold-Proj) × (Dold-Inj). It seems certain that there is no such class associated with
CE-Flat.
E.E. Enochs / Journal of Algebra 342 (2011) 16–39 39Acknowledgment
The author gives sincere thanks to the referee for his/her helpful suggestions.
References
[1] L. Bican, R. El Bashir, E. Enochs, All modules have ﬂat covers, Bull. Lond. Math. Soc. 33 (2001) 385–390.
[2] H. Cartan, S. Eilenberg, Homological Algebra, Princeton University Press, 1956.
[3] A. Dold, Zur Homotopietheorie der Ketten Komplexe, Math. Ann. 140 (1960) 278–298.
[4] E. Enochs, O. Jenda, Relative Homological Algebra, de Gruyter Exp. Math., vol. 30, Walter de Gruyter, New York, 2000.
[5] E. Enochs, O. Jenda, J. Xu, Orthogonality in the category of complexes, Math. J. Okayama Univ. 38 (1997) 25–46.
[6] E. Enochs, O. Jenda, B. Torrecillas, Gorenstein ﬂat modules, Nanjing Daxue Shuxue Bannian Kan 10 (1993) 1–9.
[7] J. Gillespie, Cotorsion pairs and degreewise homological model structures, Homology, Homotopy Appl. 10 (1) (2008) 283–
304.
[8] J. Gillespie, Kaplansky classes and derived categories, Math. Z. 257 (4) (2007) 811–843.
[9] R. Göbel, J. Trlifaj, Approximations and Endomorphism Algebras of Modules, Walter de Gruyter, Berlin, 2006.
[10] M. Hovey, Cotorsion theories, model category structures and representation theory, Math. Z. 241 (2002) 553–592.
[11] D. Lazard, Autour de la platitude, Bull. Soc. Math. France 97 (1969) 31–128.
[12] W. Rump, Elementary varieties and existence of ﬂat covers, J. Algebra 322 (2009) 2131–2149.
[13] W. Rump, Flat covers in abelian and non-abelian categories, Adv. Math. 225 (2010) 1589–1615.
[14] L. Salce, Cotorsion theories for abelian groups, in: Sympos. Math., vol. XXIII, Academic Press, 1979, pp. 11–32.
[15] J.-L. Verdier, Des catégories dérivées des catégories abéliennes, Astérisque 239 (1997).
