Community detection is an important research direction in complex network analysis that aims to detect the community structure in networks via clustering operation, which has an important application value and practical significance in mining potential network information. Genetic algorithm (GA) is commonly used in community detection to solve NP-hard problems caused by modularity optimization effectively. However, in terms of GA, the problems of global search performance and slow convergence still remain due to the low accuracy of initial population generation and the randomness of the mutation operator. Thus, a novel local structural similarity-based GA (LSSGA) is proposed in this study to address such problems. It mainly contains two innovations: First, a new generation strategy for initial population based on local structural similarity and roulette wheel selection is designed to improve the quality of initial individuals, at the same time, maintain the diversity of the initial population. Secondly, an effective mutation operator based on label propagation and local structural similarity is proposed, which can quickly achieve targeted and effective mutation. The performance of LSSGA has been verified in many detailed aspects such as the convergence of initialization strategy, the effectiveness of overcome falling into local optimum, and rationality of objective function. Experimental results of both synthetic and real-world networks demonstrate the effective performance of the proposed method via systematic comparison with other existing advanced algorithms.
I. INTRODUCTION
Many complex systems in the real world can be represented by complex networks, such as social [1] , protein interaction [2] , drug interaction networks [3] , and other areas [4] . Apart from small-world [5] and scale-free [6] , the community structure is another important characteristic in complex networks [1] . The nodes within a common community often have similar functions, roles, and attributes; otherwise, the difference is large. Therefore, the network topology must be understood, the network function must be analyzed, and the network behavior must be predicted in theory and practice [7] .
Community detection has attracted considerable attention from researchers in complex network analysis. This type of The associate editor coordinating the review of this manuscript and approving it for publication was Sun Junwei. detection is designed to cluster similar nodes into a group and divide these nodes with different functions into different categories [9] . To realize community detection, community detection methods, such as heuristic- [1] , [10] - [22] and optimization-based algorithms [23] - [43] have been proposed. Moreover, advanced deep learning-based algorithms [54] , [55] have been proposed in recent years. Among them, evolutionary computation-based algorithms are the most widely used techniques in community detection. This type of algorithm includes the commonly used genetic algorithms (GAs), particle swarm optimization, and ant colony algorithms. However, GAs based on modularity optimization are better than other evolutionary algorithms in many cases because they have better global search ability and do not need any prior knowledge and mathematical models. However, problems still exist in terms of accuracy and stability due to their premature convergence and extreme degradation. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
In this study, a novel local structural similarity-based GA, (LSSGA), was proposed to address such problems. The excellent global search ability and stability of LSSGA were validated by comparing them with other state-of-the-art algorithms both on synthetic and real-world networks. The experimental results clearly indicated that LSSGA was more effective and demonstrated better performance than other algorithms.
The key innovations of the proposed method are summarized as follows:
(1) A new method for measuring structural similarity was proposed. It could overcome the underestimation of similarity and enhance the structural similarity between nodes.
(2) A new strategy for generating the initial population with higher accuracy was designed by using the new structural similarity measure mentioned above. At the same time, the proposed strategy could maintain its diversity by using the roulette wheel selection method. Experiment results showed that the strategy could effectively improve the cluster performance during the population initialization period.
(3) A new mutation strategy was proposed, which integrated the advantages of label propagation and structural similarity. It made the selection of mutation position and mutated genes more targeted. The experimental results showed that the strategy had better local search ability and could effectively jump out of local optimum, which was helpful to improve the global search performance of the algorithm.
The remainder of this paper is organized as follows. Section II briefly reviews the community detection issues and related concepts. Section III presents the implementation details of the proposed method. Section IV discusses the experiments. Finally, Section V draws conclusions and discusses future prospects for the proposed method.
II. RELATED WORK
In recent years, community detection has attracted considerable attention from researchers all over the world [8] , and many effective algorithms have been classified as heuristicand optimization-based algorithms.
Heuristic-based algorithms mainly transform community detection problems into design problems of the heuristic rule. Among them, the partition-based algorithm is one of the most important heuristic algorithms. Girvan and Newman's (GN) [1] algorithm is the first partition-based community detection algorithm that uses the heuristic rule, in which the edge betweenness between communities is larger than that within communities. The community structure is gradually presented by constantly deleting edges with the highest edge betweenness. This algorithm has high accuracy but is only suitable for small-scale networks due to its time-consuming and high time complexity features. Shao et al. [10] introduced an automatic distance dynamics-based method, named Attractor, to uncover underlying structure in networks, it can be faithfully applied into large-scale networks to capture the natural communities. Chen and Li [11] introduced an edgesdeleting community detection algorithm(donated as EDCD), which makes full use of local information to calculate the connection strength between each pair of nodes. Experimental results show that the algorithm improves the running speed significantly. Besides, some other methods, such as edge degree betweenness centrality [12] , structural similarity [13] , [14] , and Monte Carlo [15] , have been proposed to replace the edge betweenness and reduce time complexity. Although the speed of optimized algorithms has been clearly improved, the problem of low accuracy still remains.
The label propagation-based algorithm is another type of heuristic algorithm in community detection. The first label propagation-based algorithm (LPA) for community detection was proposed in 2009 [16] . In this algorithm, the unique label is first allocated to each node. Then, each node updates its own label with the label that appears most frequently in its neighbors. These steps are repeated until the label of each node no longer changes, and the community partitions are obtained. This type of algorithm runs rapidly because of its linear time complexity but is unstable due to the random selectivity of the label. Barber and Clark [17] solved these problems by introducing the modularity maximization optimization method. Jokar and Mosleh [18] proposed a balanced link density-based label propagation algorithm (BLDLP), which selects the appropriate values based on the input link density of the network. Furthermore, this algorithm has also been successfully extended and applied in overlapping community detection [19] . Besides, the heuristic algorithms also include dynamic-based algorithms described in [20] - [22] . Their experimental results show that these two kinds of algorithms, i.e., label propagation-and dynamicbased algorithms, run fast, but the running results are unstable due to their randomness in the running process.
Modularity, usually referred to as modularity Q, is widely used as an optimization measure in optimization-based algorithms [23] . The enlarged modularity enhances the quality of community division. Therefore, the community detection problem is transformed into a problem of modularity maximization. Newman [24] proposed the first optimizationbased community detection method: Fast Newman Algorithm(FN), which defines modularity Q as the objective function. A spectral method based on modularity Q was subsequently proposed by introducing the spectral theory [25] . Blondel et al. [26] proposed a rapid modularity optimization method (Louvain) that combines multilevel clustering and local optimization techniques. It has low time complexity O(m) and high accuracy for community detection but may yield arbitrarily badly connected communities. In order to address this problem, a novel Leiden algorithm was proposed, which is faster than Louvain and detects better partitions [27] . Some other optimization-based algorithms, e.g., Fast Network Clustering Algorithm (FNCA) [28] , Simulated Annealing Algorithm (SA) [29] , also exhibit excellent performance in community detection. In addition, Prokhorenkova and Tikhonov [30] proposed a likelihood optimizationbased method called simple independent LFR model(ILFRS), which is equivalent to modularity maximization under certain assumptions and efficient to describe most of considered realworld complex networks. Chen et al. [31] proposed a new greedy algorithm based on the variant of modularity, FQDS, which can solve the problems of resolution limitation [32] and extreme degradation [33] to some extent. Similar works also can be found in [34] , [35] . Furthermore, Shen et al. [36] creatively extended modularity (donated as EQ) to detect the overlapping community. However, modularity optimization has been proven to be an NP-hard problem, making it difficult to obtain an optimal solution due to the exhaustive search method [37] .
Fortunately, evolutionary algorithm is an important bionic algorithm in solving the abovementioned problems. This type of algorithm has the advantages of problem independence, potential parallelism, and scalability [37] . In 2007, GA was first applied in community detection [38] . The experimental results exhibited effective performance in community detection. Pizzuti [39] introduced an improved GA, called GA-NET, which uses community score as the fitness function. The higher the community score, the better the quality of community partitions. Jin et al. [40] proposed a GA based on the Markov random walk (GALS) that could obtain an initial population with certain accuracy. Gong et al. [41] demonstrated a multi-objective particle swarm optimization algorithm (MODPSO) that combining kernel k-means and ratio cut as the objective function. It is not only suitable for unsigned networks, but also for signed networks. Guerrero et al. [42] proposed an improved GA called GGA+, which demonstrated good performance and stability in community partitioning. Zhou et al. [43] introduced a discrete state transition algorithm (MDSTA), which designed two efficient state transformation operators (i.e. vertex substitute operator and community substitute operator) to generate new states (i.e. solutions) and merge communities into the same community. Experimental results showed that the algorithm was efficient on the networks with obvious community structure, while its performance on other networks with fuzzy community structure remained to be verified. Xiao et al. [23] proposed a classification-based differential evolution algorithm, which was useful in solving modularity optimization problems.
In summary, the major challenges of evolutionary algorithms in community detection are (1) convergence performance and (2) global search capability. These challenges directly affect the accuracy and stability of evolutionary computation-based algorithms. Thus, an efficient population initialization strategy with high clustering accuracy and a pertinent mutation operator were innovatively proposed in this study to improve the performance of community detection and address the problems mentioned above.
III. THE PROPOSED METHOD: LSSGA A. PROBLEM DEFINITION
Networks can be denoted as G(V , E), where V ={v 1 , v 2 ,. . . , v n } represents the vertex set, and n denotes the number of vertices. refers to the edge set with m numbers. In this work, we only considered the undirected and unweighted network, which can be described by the adjacency matrix A, where A ij = 1 if v i and v j are connected; otherwise, 0. Figs. 1(a) and (b) show a simple network G and its corresponding adjacency matrix, respectively.
The community structure, although ubiquitous in networks, still has no unified and clear definition. In this paper, the community structure is defined as a network with n communities that can be described as (l) = [43] . The vertices in the same community are generally more closely connected than those between communities. Specifically, Fig. 1 (a) illustrates one of the possible partitions with different colors, including
Section III-C will explain why v 5 belongs to 2 . Thus, to determine the optimal partition * , the community detection problem can be formulated as an optimization problem, which is expressed in the following equation:
where f (x) is a fitness function, such as modularity Q.
Modularity Q was first defined in 2004, reformulated in 2006 [25] and expressed as the sum of the difference between the actual number of edges of v i and v j and their mathematical expectation in a random network to measure the strength of network partitions. It is presented as follows:
where k i = j A ij represents the degree of v i , and r(i) is defined as the community label. δ(r(i), r(j)) = 1 if v i and v j are in a common community; otherwise, 0. The range of Q is [−1/2, 1). The modularity of the network is commonly obtained from the range of 0.3 to 0.7, and its upper limit is 1 [44] . Higher Q value means a better community structure. Modularity Q has been widely used to measure the performance of community detection algorithms, in this work, it is also considered as the objective function of LSSGA, some detailed reasons can be seen in Section IV-B.5. 
B. INDIVIDUAL REPRESENTATION
At present, two main GA encoding methods are applied to community detection, namely, string encoding and locus-based adjacency representation (LAR) [45] . Compared with the former, LAR can easily achieve not only the crossover operation but also clearly reflect the adjacency relationship between the node and its neighbors. Therefore, this study adopted the LAR as encoding method, which is described as an individual (chromosome) of the population composed of n genes (nodes), i.e., g 1 , g 2 , ..., g n , and each gene can be included by the allele values j in the range {1, . . . , n}. v i and v j belong to the same cluster if the value of the i th gene is j. Hence, the community structure can be detected if all the connected subgraphs of the individual are determined. Figs. 2(a) and 2(b) show one of the possible individuals and its corresponding community partitions, respectively. This individual was divided into two partitions, i.e., {1,2,3,4} and {5,6,7,8}. In addition, the candidate solutions (individual) generated by LAR are safe, because the allele values are selected from the nodes' neighbors. Hence, the problem of no solution can be avoided effectively, and the space and efficiency of the search will be remarkably reduced and improved.
C. INITIAL POPULATION
The initial population is an important component of GA because an accurate initial population can efficiently reduce iterations and accelerate convergence. Accordingly, an innovative generation strategy of initial population based on local structural similarity was designed to achieve the objectives above.
1) LOCAL STRUCTURE SIMILARITY
The heuristic rule of this strategy states that the increased similarity of the two nodes increases their possibility of belonging to the same community. Hence, the generated individuals tend to have high accuracy if the neighbor v j with large similarity is selected as the allele value of i th gene. Similarity measurement methods are mainly based on global and local methods. However, local similarity measures only consider the information of neighbors and are widely used for their high-speed calculation. Unfortunately, this type of measure, such as Jaccard, tends to have the problem of weakening similarity [46] . For example, in Fig. 1(a) , the neighbors of v 5 and v 6 are N (5)={v 3 , v 6 } and N (6)={v 5 respectively. Therefore, N (5) ∩ N (6) = ∅, i.e., Jaccard(5,6) = 0. Therefore, the similarity between the two vertices is significantly underestimated because of the incorrect results of v 5 and v 6 that are directly linked.
To solve this problem, an innovative local structural similarity measure based on the influence of node degree was proposed. This measure indicates that the enlarged node degree reduces the similarity information that the node can provide. As is shown in Fig. 1(a) , owing to the fact that the degree of v 3 is greater than v 6 's, i.e., v 3 will provide less similarity information for v 5 . Hence, v 5 is more similar to v 6 , which indicates that they should belong to the same community. In addition, this method fully solves the similarity weakening problem by introducing a star-shaped neighbor subgraph of the node that is composed of v i and its neighbors N (i), which is defined as (i) = N (i)∪{v i }. The local structural similarity measure based on the influence of node degree is expressed as follows:
where (i) ∩ (j) is defined as the common neighbors of v i and v j , and 1/k e is the reciprocal of the degree of v e and describes the similarity contribution, wherein the denominator is used to normalize the similarity. Therefore, s ij is expressed as the fraction of the sum of similarity contributions of the common neighbors of v i and v j . Its value range is [0, 1], wherein the enlarged s ij increases the similarity of these two nodes and the possibility of belonging to the same community. If no connection exists between v i and v j , then s ij = 0. If s ij = 1, then they will most likely belong to the same community. Fig. 3 shows the node similarity matrix of Fig. 1 (a) calculated by Equation (3). In Fig.3 , s 56 = 0.5913 > 0.4992 = s 35 , clearly indicating that v 5 is more similar to v 6 than v 3 , thus, they may be included in the same cluster. 
2) ROULETTE WHEEL SELECTION METHOD
Meanwhile, to ensure the diversity of the population, the roulette wheel selection method was applied to generate allele values. The enlarged s ij increases the probability that v j is selected.
Definition 1: The roulette wheel selection factor is described as follows:
where ne k s ik represents the sum of similarities of all neighbors of v i , and ne denotes the number of its neighbors. Thus, ε ij refers to the fraction of s ij in the sum of similarities, and the value range is [0, 1]. As ε ij tends toward 1, the similarity between the two nodes and the probability of selecting v j both increased. When ε ij = 1, v j must be selected. Therefore, the roulette wheel selection method can ensure not only the tendency of allele values to select neighbors with greater similarity but also each neighbor will have a possibility can be selected. Consequently, the diversity of the population is ensured.
3) THE NOVEL STRATEGY FOR INITIALIZATION
Based on the above theoretical analysis, the basic generation strategy of initial population is designed as follows:
(1) The local structural similarity for each pair of nodes can be calculated by using Equation (3).
(2) The allele value j for each gene i with a higher similarity will be selected by using Equation (4) until the whole individual is generated.
(3)
Step 2 is repeated until population size L is reached and the initial population with higher accuracy of community partitions is obtained. Fig. 4 shows the strategy intuitively, wherein the similarity of each edge is marked in Fig. 4 (a) . Fig. 4 (b) presents the initial population obtained based on the novel strategy above. {A,. . . , H } represents the individuals whose community partitions are shown in Fig. 4(c) . Among them, B, C, and D were correctly divided the network into two communities, and only v 5 of H was misclassified. Thus, a population with higher accuracy can be obtained via the innovative strategy.
Meanwhile, many types of community partitions are existing, clearly indicating a certain population diversity. Section IV presents reliable experiments that can verify the effectiveness of the proposed strategy.
On the basis of these results, the advantages of the innovative generation strategy for the initial population are summarized as follows:
(1) Low computational complexity. This measure focuses on local information rather than global information that can remarkably reduce the cost of calculation and increase the speed of operation.
(2)Overcoming the tendency to underestimate similarity. This measure incorporates the node itself into its neighbor set, which can effectively avoid the underestimation of similarity.
(3)Higher accuracy. The selection of alleles takes into account the similarity between nodes, so the initial population will have a higher quality of community partitions.
(4) Diversity. Alleles using roulette selection factor not only tend to select neighbor nodes with higher similarity, but also each node has the possibility of being selected, so it can generate multiple solutions.
D. SELECTION AND CROSSOVER OPERATOR
In this work, µ + λ strategy is used as the selection operator, thereby indicating that the next generations are generated by selecting the first individuals with the greatest fitness from the parent population of µ and the child population of λ. If the modularity is within Top-µ after being sorted in descending order, the corresponding individual will be retained, otherwise, it will be discarded.
Furthermore, the crossover operator plays a key role in GAs. Thus, the uniform crossover is chosen as the crossover operator, to guarantee the effective connections between the nodes in the child individual. First, two-parent individuals, 1 and 2 , with strong fitness are selected on the basis of the roulette selection method. Second, a binary vector with length n is randomly generated. Finally, the genes with vector = 1, otherwise, 0, are selected from 1 and 2 , respectively, to reconstruct a new child individual 3 . VOLUME 7, 2019 FIGURE 5. The mutation strategy of LSSGA for the network in Fig. 1(a) .
E. MUTATION OPERATOR
Random mutation cannot ensure global convergence, and it is easy falling into local optimum. In order to obtain the maximum performance and overcome the local optimum problem, a new mutation strategy, combining label propagation with local structure similarity, is proposed. The innovation of this strategy is mainly reflected in two aspects: 1) targeted selection of mutating gene positions and 2) novel mutated allele selection strategies.
The essence of mutation is to realize the migration of nodes between communities. The traditional strategy randomly selects mutating gene positions, which easily leads to large-scale division or merging of communities, and reduce the local search performance of mutation operators, which is not conducive to algorithm convergence. However, the migration of marginal nodes only needs to act on the margin of communities, and will not cause large-scale merging or splitting of the community, so it can effectively avoid the above problems. Therefore, the new mutation strategy uses the marginal genes [40] as the mutation positions, which makes the selection of the mutation gene position more targeted, and it is beneficial to optimize the local search performance and improve the efficiency of mutation operator.
In order to effectively overcome the problem of falling into local optimum, this paper firstly uses the idea of label propagation to select the community label r(i) that appears most frequently in its neighbors, and then select the neighbor with the greatest structural similarity from marginal gene's neighbors with community label r(i) as the mutation allele. Finally, the new individual with higher modularity will be generated. As is shown in Fig.5 , v 5 is one of marginal genes and its neighbors, i.e., v 3 and v 6 , are equally distributed in different communities. Since the similarity between v 5 and v 3 is 0.4992 less than that of 0.5913 between v 5 and v 6 , the neighbor v 6 should be selected as the repaired allele. As a result, v 5 is separated from the original community with lower Q value 0.355 and merged into the targeted community ( Fig. 5 (c) ) with higher modularity 0.395. Correspondingly, a new individual H * and its community partitions Labels * with higher modularity are obtained as Fig. 5 (d) . obtain the max labels with the maximum of frequency. 7 if length(max_labels) == 1 8
obtain the max node with maximum structural similarity using Equation (3) 9 if lengh(max_node)==1 10 C' (1, C'(1, i) =max_node(randi(length (max_node)));% random selection from max_node 23 end 24 end 25 end 26 return C Hence, the novel strategy can effectively jump out of local optimum. The experimental results also prove its effectiveness. However, we do not rule out the possibility of generating an individual with lower modularity. It is acceptable because it can increase the diversity of individuals to some extent.
Based on the analysis above, the innovative and efficient mutation method based on label propagation and local structural similarity (LPLSS) is proposed as Algorithm 1.
To sum up, compared with traditional methods, the advantage of this strategy is that it can make mutation more targeted and then enhance its local search performance, and thus effectively overcome the problem of falling into local optimum. In addition, as the number of iterations increases, the strategy may generate a few of individuals with slightly lower modularity as shown in Fig.6 , which can increase the diversity of population and then contribute to overcoming the local optimum problem in away. Some reliability experiments can be found in Section IV-B.4. for i =1:λ 6 chromo ← child population is generated using crossover operator with α; 7
C =LPLSS(chromo) ← mutation operator with β in Section III-E; 8 P (new) = P (new) ∪ C ; 9 end 10 P = P ∪ P (new) \ 11 Rank(P)\ % ranked in descending order according to modularity Q. 12 P ← selecting the first µ individuals from P as the next generation parent population 13 end 14 I ← the individual corresponding to Q max is selected; 15
← decoding I and the optimal community partitions are obtained.
F. FRAMEWORK AND COMPLEXITY ANALYSIS
In this study, the LSSGA framework is described in Algorithm 2, where modularity Q is used as the fitness function. On the one hand, the method proposed in Section III-C is illustrated as the initial population generation strategy. On the other hand, the novel mutation operator is executed in Section III-E.
As for complexity, given that network G has n nodes, k is the average degree of the nodes, L is the maximum number of generations, and µ is the population size. In step 1, the complexity is O(n 2 ). In the iteration process of LSSGA, the main time-consuming components include the initial population and mutation. For µ individuals, the complexity of the initial population is O(µnk). Furthermore, the complexity of mutation is O(µηnk), where η represents the fraction of marginal genes in all nodes of an individual that ranges from 0.3487 to 0.3679. Thus, the entire complexity time was O(n 2 + Lµnk(1 + η)).
IV. EXPERIMENTS AND ANALYSIS
To evaluate the performance of LSSGA, experiments were carried out on computer-generated and real-world networks and compared LSSGA with state-of-the-art methods, including such as EDCD, Attractor, FN, Leiden, FQDS, ILFRS, GALS, MDSTA, and MODPSO. The parameters of all algorithms were referenced in their relevant studies. Table 1 lists the parameters of LSSGA. All the algorithms were implemented via MATLAB 2017b on Windows 10 with an Intel (R) Core (TM) i7-7700 processor, 3.60 GHz, 8 core and 16 Gb RAM.
A. PERFORMANCE METRICS
Benchmark Networks: Normalized mutual information (NMI) [39] , and the adjusted rand index (ARI) [46] are often used measures to evaluate the performance of community detection algorithms. NMI, an information theory-based evaluation method, is used to measure the similarity of two partitions that can quantifiably evaluate the community partitions obtained by algorithms with real community partitions. ARI is another commonly used metric for measuring the distribution similarity between two partitions. Their formulas are shown as follows (5) and (6), as shown at the top of the next page: where A represents the real community partitions, and B refers to the obtained community partitions. C C A ×C C B denotes the confusion matrix whose element C ij is the number of common nodes of community i in A and community j in B. C A (C B ) represents the number of communities in A(B), and C i. (C .j ) is the sum of the elements of C in row i(column j). N is the number of nodes in the network. The higher the values of NMI and ARI, the better the community partition performance of the algorithm.
Real-World Networks:
We adopt Accuracy (donated as AC) and F-score as evaluation metrics to better evaluate the
performances of all algorithms in real-world networks. The former is used to measure the proportion of correctly divided samples in the overall samples. In general, the higher the AC is, the better the community partitions are. The latter is used to comprehensively evaluate the community partitions. The higher the value means the better comprehensive community detection performance of the algorithm is. Their details can be found in [53] , and their formulas are listed as follows:
where TP represents the number of true-positive samples, TN is the number of true-negative samples, FP is described as the number of false-positive samples and FN is donated as the number of false-negative samples. Besides, The above metrics are useless if the real partitions of the network are unknown. Thus, Modularity Q is used in this study as a performance metric to evaluate the efficiency of community detection algorithms comprehensively in the networks without known community structure. Section III-A has presented a detailed description of this measure. Notably, community detection algorithms may obtain better performance when the Q value is greater than 0.3.
B. ARTIFICIAL BENCHMARK NETWORKS
In this study, GN and LFR benchmark networks were used as test datasets because various types of networks could be generated on demand with real community partitions. It is convenient for testing the performance of algorithms from multiple perspectives.
The GN benchmark network [1] consists of four communities, each of which contains 32 nodes. z out represents the number of links between nodes and other partitions, where z out + z in = 16. The enlarged z out increases the ambiguity between communities and difficulty in detecting the community structure. It is difficult to confirm community structure when z out > 8. In this study, 9 types of GN benchmark networks were generated with z out ranging from 1 to 9 in increments of 1.
The LFR benchmark network [47] is another commonly used and general computer-generated network that fully considers the characteristics of the degree and power law distributions, and increases its consistency with the structural characteristics of the real network. This benchmark network is defined as LFR(n, d, d max , γ , ψ, C min , ρ), where n is the number of nodes, d refers to the average degree for each node, d max denotes the maximum degree of node, γ is the power law distribution of the node degree, ψ refers to the power law distribution of community size, and C min denotes the smallest community size. Furthermore, ρ is a crucial mixing parameter in controlling the network structure. The community structure becomes increasingly ambiguous with the increase in ρ. When ρ > 0.5, determining the community structure is generally difficult. In this study, the parameters were set to LFR(1000, 15, 50, 2, 1, 20, ρ) according to [40] . Therefore, 12 types of LFR networks were generated with ρ values of 0.05 to 0.6 with an interval of 0.05.
1) OVERALL PERFORMANCE OF LSSGA
To evaluate the overall effectiveness of the proposed method, some state-of-the-art algorithms, such as EDCD, Attractor, FN, Leiden, FQDS, ILFRS, GALS, MDSTA, and MODPSO, were applied to obtain an objective comparison with LSSGA. Among them, EDCD, Attractor, FN, ILFRS, and FQDS are stable algorithms for their certain results, and others, which may obtain different results each time, belongs to unstable algorithms. The computational results were obtained by using different detection methods in GN and LFR benchmark as shown in Fig. 7 , in which the results of uncertain algorithms are the average values of 30 iterations. Figs. 7(a) and 7(c) shows that all algorithms can achieve the best effect when z out < 5. These results indicated that the real community structure on GN benchmark networks could be detected efficiently. However, as the community structures became more ambiguous, as a result, the performance of all algorithms deteriorate with the decreased value of NMI, which was also occurred in LFR networks. It was worth noting that the values of NMI obtained by LSSGA were the same as those obtained by GALS and MODPSO, but LSSGA is faster than them because the mutation of GALS and the calculation of multi-objective of MODPSO is time-consuming. Besides, it is obviously better than other algorithms when 5 < z out ≤ 7. Even when z out > 7, i.e., the community structure is very fuzzy, LSSGA was superior to other algorithms.
From Figs. 7(d) and 7(f), it could be seen that when ρ ≤ 0.4, LSSGA demonstrated a similar performance as EDCD, Attractor, ILFRS, and MODPSO with a slight difference in NMI values of 0.002, 0.0026, 0.0001, and 0.0068, respectively. However, LSSGA was clearly and constantly better than other algorithms. In addition, the higher accuracy of LSSGA was maintained, whereas those of other algorithms decreased significantly when 0.45 ≤ ρ ≤ 0.6. Figs. 7(b) and 7(e) show that the performance of all algorithms deteriorates with the gradual increase in mixing parameters ρ and z out , MDSTA and FQDS decrease the fastest, whereas LSSGA decreases the slowest. The Q values obtained by LSSGA are constantly better than the other six algorithms when z out ≥ 6 and ρ > 0.4. Figs. 7(d) and 7(e) show that the modularity of LSSGA is slightly lower than that of Leiden, but the accuracy of LSSGA is higher than that of Leiden. These results proved that LSSGA obtained better global search performance. Hence, these experimental results illustrated that LSSGA could achieve effective performance in community detection.
We also used four unstable algorithms, namely, Leiden, GALS, MDSTA, and MODPSO, to evaluate the stability of LSSGA on synthetic benchmark networks. The standard deviations of NMI, Q, and ARI of them are listed in Table 2 and Table 3 . These experiment results showed that LSSGA exhibited better stability in community detection both on GN and LFR benchmark networks, although its standard deviations of modularity are slightly higher than those of Leiden. However, in the majority of cases, the stability of LSSGA in terms of NMI and ARI was significantly better than that of the four other algorithms. Moreover, LSSGA exhibited the best stability in small-scale GN networks when z out ≤ 9, and its standard deviation is directly 0, which is equivalent to those of certainty algorithms. Therefore, the LSSGA proposed in this study achieved high-stability community detection.
2) PERFORMANCE OF INDIVIDUALS
To validate the performance of individuals in the initial population generated by LSSGA, NMI and Q were used as evaluation measures in this section, and the classical GA [38] was compared with LSSGA in both GN and LFR networks with z out = 2 and ρ = 0.25, respectively. The experimental results are shown in Fig. 8 . The horizontal axis represents individuals indexed from 1 to 100. The vertical axis denotes the NMI (Figs. 8(a) and 8(c) ) and modularity Q (Figs. 8(b)  and 8(d) ), respectively. The accuracy and modularity of initial individuals generated by LSSGA are clearly higher than those generated by GA and more evident both on GN and LFR benchmark networks. Therefore, the novel strategy for initial population generation could significantly improve the accuracy of initial individuals.
The diversity of individuals is another important aspect in measuring the search performance of GA because the increased strength of diversity increases the number of candidate solutions and likelihood in obtaining the optimal solution. The modularity of initial individuals for these two methods are 0.6462-0.8031 and 0.3266-0.4659, respectively, which significantly reflect the diversity of the population because LSSGA generates the initial population by considering the structural similarity and the roulette selection method. It can select not only neighbors with high structural similarity as alleles but also allow nodes with low structural similarity to be selected. Therefore, the generated individuals exhibited certain differences and the accuracy was also improved. To further verify the diversity of the initial population, 10 individuals were randomly selected from the 100 individuals generated by the LFR benchmark network in Fig. 8 and their NMI and ARI similarity between any two individuals were calculated and listed in Table 4 , wherein the upper triangle is the NMI similarity of the 10 individuals, and the lower triangle is their ARI coefficient. The similarity between any two individuals is very low (only nearly 0.5), and the ARI coefficient is even lower (less than 0.2). Therefore, the initial population generated by the LSSGA demonstrated strong diversity.
3) PERFORMANCE FOR THE ENTIRE POPULATION
In this section, LSSGA was further verified in terms of the quality of the initial population with 9 GN and 12 LFR benchmark networks. Apart from NMI and Q, ARI was also used as the performance measure for community partitions.
The experimental results are shown in Fig. 9 . Each of them is the mean of 100 individuals. It is obviously shown that the NMI, Q, and ARI values of the initial population all demonstrate a downward trend with the increase in mixing parameters regardless of the GN or LFR benchmark networks. However, their decrease from LSSGA is always less than that of GA. More importantly, all results obtained by LSSGA are higher than those generated by GA under the same mixed parameters.
Tables 5 and 6 list the details of the NMI, Q, and ARI in the initial population, where = LSSGA − GA, and std is the standard deviation for each metric. In the GN benchmark networks, the performance of the initial population generated by LSSGA significantly improved when z out ≤ 6 with an accuracy improvement of 4%-22% ( Fig. 9(a) ), modularity Q increased by 2%-14% ( Fig. 9(b) ), and ARI improved by 2%-24% ( Fig. 9(c) ). Especially when z out ≤ 3, NMI and ARI of LSSGA increased by more than 20%, and Q also increased by more than 10%. Similarly, compared with the initial population generated by GA, the initial population quality was most improved with increased accuracy of 11%-22% and Q of 10%-16%. When ρ ≤ 0.35 in the LFR benchmark networks. Moreover, ARI increased by 14%-30%. Even in the case of 0.4 ≤ ρ ≤ 0.6, boundaries of communities were too mixed to detect the structure correctly, whereas the accuracy of the initial population generated by LSSGA continued to increase by more than 10%. Therefore, the proposed LSSGA could generate the initial population with high accuracy.
4) MUTATION PERFORMANCE ANALYSIS
In this section, some crossover experiments were conducted to prove the efficiency of mutation operator designed in LSSGA, LSSGA and its variants with different cross combinations are listed in Table 7 . Among them, modularity gain is a merging strategy proposed by [48] to select neighbor nodes using structural similarity and relying on modularity gain to determine whether it should be added into a local community. Fig.10 shows the average results of NMI in 30 iterations on LFR benchmark networks with different mixing parameters. Under the same conditions, the results obtained by such algorithms using LPLSS mutation operator are higher than those obtained by these methods with other strategies, which obviously indicated that LPLSS had better local search performance and could overcome the local optimum problem to a certain extent. It could also be seen from the figure that modularity gain-based genetic algorithm did not achieve the best effect, one of the reasons may be that the mutation operator had a tendency to fall into local optimum. Therefore, its applicability in genetic algorithm needs to be further explored. In addition, the values of 21, 22, 23, 24, and 25 are higher than those of 11, 12, 13, 14 , and 15, respectively, which could also clearly prove the superior performance of new initialization strategy proposed in this paper.
5) FITNESS FUNCTION ANALYSIS
It is critical for GAs to select appropriate objective function to measure the quality of community partitions. Therefore, some experiments that compared modularity Q with its variants i.e. Modularity Density (donate as MD [49] and QDS [31] ) were designed on LFR benchmark networks to verify the rationality of objective function Q. we utilized NMI as measure metric to evaluate the accuracy of community partitions detected by such LSSGAs with different objective functions. The comparison results are presented in Table 8 .
In Table 8 , we could observe that: MD, QDS, and Q functions were both efficient with a small difference when 0.05 ≤ ρ ≤ 0.35, However, when 0.35 < ρ ≤ 0.6, Q still maintained high performance of community detection, followed by QDS, and the performance of MD need to be further improved. The experimental results showed that Q function as the objective function was more suitable for LSSGA, although MD and QDS could solve the weaknesses e.g. resolution limitation and extreme degradation of modularity Q to some extent.
C. REAL-WORLD NETWORKS
In order to evaluate the performance of LSSGA in the realworld networks, several real-world networks with known and unknown community structures were utilized in this section. Among them: • email-Eu-core 1 (email) is a communication network with 1,005 nodes and 25,571 edges in 42 departments.
• Polblogs 1 is hyperlinked between weblogs on US politics consisting of 1,224 blogs from 2 categories and 16,715 edges.
• Cora 1 is a citation network with 2,708 nodes and 5,429 edges and divided into 7 classes.
• Citeseer 1 is another citation network involving 3,312 nodes from 6 categories and 4,732 edges. Besides, for the sake of the comprehensiveness of the experiment, we also used several standard networks (see Table 9 ) to verify the effectiveness of LSSGA. For real-world networks with known community partitions, we used Q, AC(accuracy), and F-Score as measure metrics. Table 10 shows the average results by 30 iterations. The results of LSSGA are the same as those of GALS, and MDSTA on Karate, which obtain an AC value of 1, and they are higher than other comparison algorithms. In addition, LSSGA gets the highest Q values on Dolphin, Polbogs, and Football, which could indicate that LSSGA performed better than other algorithms on small-scale networks. It can also be seen from Table 10 that some greedy strategy-based algorithms, e.g., FN, with lower Q values tend to obtain lower AC or F-Score values, because they may tend to fall into the local optimum in away. For larger networks, the FQDS, MODPSO have achieved the maximum AC values on email, Cora, and Citeseer, respectively, but their Q and F-score values were very low, for the reason that there are a large number of isolated nodes in the community partitions obtained by the above algorithms, and these isolated nodes are regarded as sub-communities further divided on the basis of the original community. It is not sensitive for accuracy in this situation, hence results in higher AC value. However, it is a sad fact that they fail to make the correct community partitions, and obtain the low F-score and Q values. But LSSGA algorithm achieved better Q and F-score values than other algorithms except for FQDS and MODPSO, which indicated that the proposed algorithm was effective and useful.
To further verify the performance of the proposed algorithm, five larger datasets were used for comparative experiments. We only considered modularity Q as measure metric due to the community structures of these three datasets are unknown. The results are shown in Table 11 . It was clearly shown that LSSGA obtained higher Q values on Power and Ca-eTh, Leiden and MDSTA followed with slightly lower values. Although LSSGA did not achieve the optimal value in Ca-GrQc, it only differed from Leiden and MDSTA by 0.0241 and 0.0210, respectively, and was obviously better than other algorithms. Figs. 11, 12 , 13, and 14 show the details of LSSGA applied to Karate, Dolphin, Polbooks, and Football networks, respectively. The nodes with the same colors and shapes belong to the same community. Fig. 11(a) shows the real structures of Karate with two communities and the detected ones obtained by LSSGA with four partitions are shown in Fig. 11(b) , which is as same as those obtained by GALS and MDSTA. Hence, LSSGA could not only detect the community structure but also reveal the details of the network. In addition, the Q value 0.4198 of LSSGA was the same as these of GALS and MDSTA, but it was higher than the real value of 0.3715. Moreover, Table 10 presents that the AC value of 1 is significantly larger than the F-Score value of 0.8070 because the subdivided communities have a smaller impact on AC and a greater impact on F-Score. At the same time, the F-Score 0.8070 of LSSGA is highest than others. Therefore, the performance of the proposed LSSGA could be better demonstrated via Q, AC, and F-Score. Fig.12 gives a comparison of the results of LSSGA, GALS, and MDSTA on Dolphin with two real partitions 1 (blue color and circle shape) and 2 (red color and square shape) in Fig.12 (a) . The proposed algorithm divided this dataset into five sub-partitions. It was worth noted that all sub-divisions in Fig.12 (b) belong to only one of 1 and 2 , while incorrectly divided v 40 into 2 , so the accuracy of MDSTA was slightly lower than 1, i.e., LSSGA had higher accuracy than MDSTA. In addition, combined with Table 10 , ACC LSSGA = ACC GALS = 1, but F − Score LSSGA > F − Score GALS , which obviously indicates that the performance of LSSGA was better than that of GALS.
We also visualized the community partition results of LSSGA on Polbooks and Football datasets as shown in Fig.13 and Fig.14. Although the results were inconsistent with the real community partitions, LSSGA could obtain the maximum Q value on these two datasets. At the same time, as a whole, its Q, AC, and F-Score values changed slightly, which also proved that the algorithm had good stability.
D. DISCUSSION
In this paper, nine algorithms were selected as comparison algorithms. The comparison experiments were carried out on artificial benchmark networks and real-world networks, respectively. The experimental results indicated the effectiveness of the LSSGA algorithm on different scale datasets, especially small-and medium-scale networks. There may be some drawbacks, which need further research, that limit the performance of the LSSGA algorithm for community detection on large-scale networks. (1) parameters setting. With the increasing network scale, the number of candidate solutions required gradually increases, while the current parameters of LSSGA such as population size, crossover rate, and mutation rate are relatively small, resulting in the failure to obtain the optimal result in the limited solution space. (2) Individual representation. The individual representation LAR may have certain limitations in large networks. As the size of the network increases, LAR may generate more badly connected communities, which in turn reduces the community discovery efficiency of the LSSGA algorithm. In the future work, we will further optimize LSSGA, e.g., adaptively updating the parameter settings and designing more efficient individual representation, so that it is better suited for larger-scale networks.
In addition, it is worth noting that several articles [50] point out that it may be not appropriate to use node metadata as ground truth. Because the real partitions of these data sets are often related to multiple metadata, thus, the rationality of community partition with single metadata remains to be discussed. However, for the sake of completeness, we have compared all the algorithms in the real-world networks above, as they are still the standard practice in the community testing literature. Compared with other algorithms, the LSSGA algorithm also obtained better experimental results on the above real-world data sets, which proved the effectiveness of the algorithm to some extent. In addition, it also helps us point out the direction for our next work. In the future, we will continue verifying the effectiveness of LSSGA algorithm on other ground truth datasets.
V. CONCLUSION
In this study, we have proposed a novel GA-based community detection algorithms, LSSGA, to solve two mainly GAs' community detection problems: (1) convergence performance and (2) global search capability, First, a new initialization strategy combining the local structural similarity based on the influence of node degree and roulette wheel selection method was designed to generate the initial population with higher accuracy. Second, an innovative mutation strategy based on LPLSS was proposed to accelerate convergence. Finally, eight state-of-the-art community detection algorithms including proposed in recent years were compared with the proposed method both on computer-generated and real-world networks to evaluate its performance in terms of the effectiveness of initialization strategy, the diversity of individuals, the local search performance of mutation operator to overcome the problem of falling local optimum, the rationality of objective function, and the global search capability of LSSGA. The experimental results fully confirmed that LSSGA could significantly improve the accuracy of the initial population, effectively maintained the diversity of the population, and overcome the problem of falling into local optimum. In addition, It was effective and useful on different scale networks, especially for small and mediumscale networks.
Indeed, it is undeniable that there are still some works that need to be further improved:
1) It is necessary to design a more efficient representation to further improve the performance of the algorithm on large-scale datasets. Because as the scale of the network increases, some shortcomings of the LAR representation method will occur. 2) We will continue to implement more advanced algorithms especially published in recent years as baselines to further validate the performance of the algorithm. 3) We will continue to find out other types of ground truth data sets to further validate the performance of the algorithm. 4) Some optimization methods, e.g., parallel computing will be used to further optimize the algorithm so as to improve the speed of the algorithm.
In the future, we will also attempt to extend LSSGA with deep learning (e.g., Graph Convolutional Networks(GCN) [54] and variational autoencoder [55] ), to detect the community structure of attributed networks whose nodes usually have one or more attributes, which are equally important to the topological structure in community detection.
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