Fast Iterative Shrinking-Threshold Algorithm (FISTA) is a popular fast gradient descent method (FGM) in the field of large scale convex optimization problems. However, it can exhibit undesirable periodic oscillatory behaviour in some applications that slows its convergence. Restart schemes seek to improve the convergence of FGM algorithms by suppressing the oscillatory behaviour. Recently, a restart scheme for FGM has been proposed that provides linear convergence for non strongly convex optimization problems that satisfy a quadratic functional growth condition. However, the proposed algorithm requires prior knowledge of the optimal value of the objective function or of the quadratic functional growth parameter. In this paper we present a restart scheme for FISTA algorithm, with global linear convergence, for non strongly convex optimization problems that satisfy the quadratic growth condition without requiring the aforementioned values. We present some numerical simulations that suggest that the proposed approach outperforms other restart FISTA schemes.
I. INTRODUCTION
Fast gradient methods (FGM) were introduced by Yurii Nesterov in [1] , [2] , where it was shown that these methods provide a convergence rate O(1/k 2 ) for smooth convex optimization problems with non strongly convex objective functions [2] , where k is the iteration counter. These methods were generalized to composite non smooth convex optimization problems in [3] , [4] , [5] . The resulting algorithm is commonly known as FISTA algorithm [3] . Because of its complexity certification, it is often used in the context of embedded model predictive control [6] , [7] , [8] . Another possibility to address composite convex optimization problems is to use splitting methods like ADMM [9] , [10] , [11] .
FISTA algorithms can be applied in a primal setting (as in the Lasso problem [3] ), or in a dual one [12] . They can be thought of as a momentum method, since the linearization point at each iteration depends on the previous iterations. Since the momentum grows with the iteration counter, the algorithm can exhibit undesirable periodic oscillating behavior for certain applications, which slows the convergence rate. To mitigate this, restart schemes have been proposed in the literature which stop the algorithm when a certain criteria is met. It is then restarted using the last value provided by the stopped algorithm as the new initial condition [13] , [14] , [15] .
In [13] two heuristic restart schemes for FGM are proposed which exhibit improved convergence rates over nonrestart FGM schemes. These restart schemes reset the momentum of the FGM in order to eliminate the undesirable oscillations whenever the periodical behavior is detected. A restart scheme similar to the ones in [13] with O(1/k 2 ) convergence rate for smooth convex optimization is presented in [15] . In [16] , an algorithm is proposed that uses the restart schemes from [13] . Numerical results show improvements over previous restart schemes for FGM. However, no theoretical results on convergence rates are provided.
Recently, linear convergence rate has been derived for several first order methods applied to convex optimization problems with non strongly convex objective functions that satisfy a relaxation of the strong convexity known as the quadratic functional growth [17] .
In [17, Subsection 5.2.2] a restarting scheme of FGM is presented with global linear convergence rate for convex optimization problems that satisfy the functional growth condition with parameter µ. However, in order to implement this strategy, prior knowledge is needed of either the optimal value of the objective function or the value of µ, which can be challenging to compute.
In this paper we propose a novel restart scheme for FISTA algorithm applied to solving convex constrained problems. We show that the algorithm guarantees global linear convergence rate O(1/ √ µ) for convex optimization problems with non strongly convex objective functions that satisfy the quadratic functional growth condition with parameter µ. The proposed algorithm does not require prior knowledge of the value of µ or of the optimal value of the objective function. We provide theoretical upper bounds on the number of iterations of the algorithm needed to achieve a given accuracy. Additionally, we show numerical results comparing the proposed algorithm with the heuristic restart schemes from [13] and the restart scheme from [17] for Lasso problems.
In Section II we introduce the problem formulation. Section III presents FISTA algorithm and some restart schemes. The convergence rate of non restart FISTA algorithm under the satisfaction of the quadratic functional growth condition is presented in Section IV. In Section V we present the proposed restart scheme for FISTA and state its global linear convergence. Numerical results comparing the proposed algorithm with other restart schemes applied to FISTA are shown in Section VI. Finally, conclusions are presented in Section VII.
Notation:
Given vectors x and y, we denote by x, y its scalar product, i.e. x, y = x y. Given R 0 we denote by · R the weighted Euclidean norm x R = √
x Rx. · * = · R −1 . ln(·) is the natural logarithm and e is the Euler number. x denotes the largest integer smaller than or equal to x. x denotes the smallest integer greater than or equal to x.
II. PROBLEM FORMULATION
We address the problem of solving the composite convex minimization problem
under the following assumption. Assumption 1: We assume that (i) X ⊆ IR n is a non-empty closed convex set.
is satisfied for every x ∈ IR n and y ∈ IR n . (iv) Ψ : IR n → IR is a closed convex function. Moreover, the domain of Ψ(·) has non-empty intersection with X . We notice that it is standard to write down the third point of Assumption 1 as
where parameter L serves to characterize the smoothness of h andR is a positive definite matrix. Constant L provides a bound on the Lipschitz constant of the gradient ∇h(·) [2] .
x − y 2 √ LR , we can assume, without loss of generality, that L = 1 for R = √ LR. This simplifies the algebraic expressions needed to analyze the convergence of the proposed algorithm.
We notice that under Assumption 1 the minimization problem (1) is solvable. The optimal set Ω is defined as
This set is a singleton if f (x) is strictly convex. Given x ∈ IR n we will denotex its closest element in the optimal set Ω (with respect to the norm · R ). That is,
Given y ∈ IR n , one could use the local information given by ∇h(y) to minimize the value of f (·) = Ψ(·) + h(·) around y. Under Assumption 1, this can be done obtaining the minimizer of the strictly convex optimization problem
The solution to this optimization problem leads to the notion of composite gradient mapping [4] , which constitutes a generalization of the gradient mapping that can be found in [2, Subsection 2.2] for the particular case Ψ(·) = 0. See also [3] for the particular case X = IR n . Definition 1 (Composite Gradient Mapping): Under assumption 1, and given y ∈ IR n we define
In the context of optimal gradient methods, it is assumed that the computation of y + is cheap. This is the case when X is a simple set (box, IR n , etc.), R diagonal, and Ψ(·) a separable function. For example, in the well known Lasso optimization problem, the computation of y + resorts to the computation of the shrinkage operator [3] . See [18] , Section 6 of [19] , or Chapter 28 in [20] for numerous examples in which the computation of the composite gradient mapping is simple.
The following property gathers well-known properties of the composite gradient mapping g(y) [3] , [4] . For completeness, we include the proof in Appendix A.
Property 1: Suppose that Assumption 1 holds. Then, (i) For every y ∈ IR n and x ∈ X :
(ii) For every y ∈ X :
III. ADAPTIVE RESTART FISTA
For a given initial condition y 0 ∈ X , a minimum number of iterations k min ≥ 0, and an exit condition E c , the non restart FISTA algorithm [3] is shown in Algorithm 1.
Compute exit condition E c 8 until E c and k ≥ k min Output: r = x k , n = k A typical choice for non restart FISTA schemes is to choose k min equal to zero and codify the exit condition
where > 0 is an accuracy parameter. It is well known that under Assumption 1, see also equation (2), the iterations of non restart FISTA satisfy [3] , [4] ,
wherex 0 represents the point in the optimal set Ω closest to the initial condition x 0 of the algorithm.
In restart schemes, one invokes several times the FISTA algorithm with a relaxed exit condition [13] . Typical choices are (i) Function scheme:
(ii) Gradient scheme:
Given initial condition r 0 ∈ X , a minimum number of iterations k min ≥ 0, an exit condition E c , and an accuracy parameter > 0, the standard restart FISTA algorithm is shown in Algorithm 2.
The implementation of Algorithm 2 usually provides better performance results than the original non restart version [13] , [15] .
IV. CONVERGENCE OF RESTART FISTA UNDER A QUADRATIC FUNCTIONAL GROWTH CONDITION
It has been recently shown in [17] that some relaxations of the strong convexity conditions of the objective function are sufficient for obtaining linear convergence for several first order methods. In particular, the following relaxation of strong convexity suffices to guarantee linear convergence of different gradient optimization schemes for smooth functions (Ψ(·) = 0). See 
wherex denotes the closest element to x in the optimal set Ω (see (3)).
As can be seen in [17, Subsection 3.4] , strong convexity implies quadratic functional growth. This means that the quadratic functional growth setting encompasses a broad family of convex functions.
It is also shown in [17, Subsection 5.2.2] that if the value of f * is known and Ψ(·) = 0, then a restart FISTA based on the exit condition
exhibits global linear convergence. This exit condition is easily implementable if the optimal value f * is known. This is the case, for example, in some formulations of feasibility optimization problems, in which the optimal value f * is equal to zero for every feasible solution. This restart scheme corresponds to an optimal restart rate of 2e √ µ [17, Subsection 5.2.2].
For completeness, we analyze in this section how to further characterize the convergence properties of the non restart FISTA algorithm under Assumption 2.
Property 2: Under Assumptions 1 and 2, the iterations of FISTA algorithm satisfy
Proof: See appendix B.
V. RESTART FISTA WITH GLOBAL LINEAR

CONVERGENCE
In this section we propose a novel restart FISTA algorithm (Algorithm 3) that exhibits global linear convergence under the quadratic functional growth condition.
The algorithm uses exit condition E l c , defined as
That is, the exit condition E l c is satisfied if both (9a) and (9b) are satisfied.
Algorithm 3: Linearly Convergent Restart FISTA (LCR-FISTA) Require: r 0 ∈ X , > 0 1 n 0 = 0, j = 1 2 [r 1 , n 1 ] = FISTA(r 0 , n 0 , E l c ) 3 repeat
n j = 2n j−1 8 end if 9 until ||g(r j )|| * ≤ Output: r * = r j As a result of Property 2, the inequality (9a) is satisfied for any iteration index k larger than 2 √ e+1 √ µ . Also, the inequality (9b) guarantees that the output f (r) of the FISTA algorithm is no larger than the one corresponding to the initial condition f (x 0 ).
One of the main features of the proposed algorithm is that the number of iterations n j required at each FISTA iteration [r j , n j ] = F IST A(r j−1 , n j−1 ) 1 is upper bounded by 4
Moreover, as it is stated in the following property, the number of iterations required by the proposed algorithm to attain a given accuracy is upper bounded by
Property 3: Suppose that Assumptions 1 and 2 hold, and define
Then, the sequences {r j }, {n j } provided by Algorithm 3 satisfy
(iii) n j+T ≥ 2n j , for every j ≥ 0.
(v) The number of iterations ( j i=0 n i ) required to guarantee g(r j ) * ≤ is no larger than 16T √ µ .
Proof: Due to space limitations the proof has been omitted. We direct the reader to the extended version of this article [21] for the proof.
VI. NUMERICAL RESULTS
We consider a weighted Lasso problem of the form
where x ∈ R n , A ∈ R N ×n is sparse with an average of 90% of its entries being zero, n > N , and b ∈ R N . Each nonzero element in A and b is obtained from a Gaussian distribution with zero mean and covariance equal to 1. W ∈ R n×n is a diagonal matrix with elements obtained from a uniform distribution on the interval [0, α]. We note that Lasso problems (10) can be reformulated in such a way that they satisfy the quadratic growth condition [17, Section 6.3] . For this problem, Assumption 1(iii) is satisfied if, for example, R is chosen as,
|H i,j | 1 From here on, unless specified otherwise, F IST A(·, ·) denotes running Algorithm 1 with exit condition E l c .
with H = 1 N A A. We show the results of applying algorithms 2 and 3 with an accuracy parameter = 10 −11 using different restart schemes and values of N , n and α.
The restart schemes shown are E f c (6) and E g c (7) from [13] , restart condition E * c (8) [17] , and the restart condition E l c (9) proposed in this paper (using Algorithm 3). Additionally, we show the results of applying FISTA algorithm without using a restart scheme. In order to provide a fair comparison between the performance of the restart schemes, the algorithms are exited as soon as a value of y k that satisfies g(y k ) * ≤ is found. We note that, in order to implement the restart scheme based on E * c , we had to previously compute the optimal value f * , which was done by using Algorithm 3 with = 10 −12 .
Tables I and II show results of performing 100 tests with different randomized problems (10) that share common values of parameters N , n, α and . Tables show the average number of iterations, median iteration number, maximum number of iterations and minimum number of iterations. No restart E f c Figures 1 and 2 show the value of ||g(x k )|| * for a randomly selected problem out of the randomized problems used to compute the results shown in tables I and II, respectively. Figure 3 shows the value of n j at each iteration j of Algorithm 3 for the two examples whose results are shown in Figures 1 and 2 . Note that the final value of n j is lower than the previous one in all three instances due to the algorithm exiting when a value of y k that satisfied (4) was found.
VII. CONCLUSIONS
In this paper we have presented a novel restart scheme with guaranteed global linear convergence. The algorithm relies on a quadratic functional growth condition. One of the advantages of the proposed algorithm is that it does not require the knowledge of the parameter µ that characterizes the quadratic functional growth condition, or the optimal value of the minimization problem. We provide an upper bound of the required number of iterations equal to
We have presented numerical evidence of the good performance of the algorithm when compared with other restarts schemes. It outperforms the restart scheme based on the knowledge of the optimal value f * . From assumption 1 we have that dom Ψ ∩ X is non empty. From the optimality of y + we have that y + ∈ dom Ψ ∩ X , and 0 ∈ ∂Ψ(y + ) + ∇h(y) + R(y + − y).
Since g(y) is defined as R(y − y + ) we obtain g(y) − ∇h(y) ∈ ∂Ψ(y + ). We conclude that for every x ∈ X and y ∈ IR n we have 
