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Abstract Because clinical research is carried out in com-
plex environments, prior domain knowledge, constraints,
and expert knowledge can enhance the capabilities and per-
formance of data mining. In this paper we propose an
unexpected pattern mining model that uses decision trees
to compare recovery rates of two different treatments, and to
find patterns that contrastwith the prior knowledge of domain
users. In the proposed model we define interestingness mea-
sures to determine whether the patterns found are interesting
to the domain.By applying the concept of domain-drivendata
mining, we repeatedly utilize decision trees and interesting-
ness measures in a closed-loop, in-depth mining process to
find unexpected and interesting patterns. We use retrospec-
tive data from transvaginal ultrasound-guided aspirations to
show that the proposed model can successfully compare dif-
ferent treatments using a decision tree, which is a new usage
of that tool. We believe that unexpected, interesting patterns
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may provide clinical researchers with different perspectives
for future research.
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Abbreviations
ANOVA Analysis of variance
D3M Domain-driven data mining
CA-125 Cancer antigen 125, carcinoma antigen
125, or carbohydrate antigen 125
BMI Body mass index
CART Classification and regression tree
EST Ethanol sclerotherapy
ID3 Iterative Dichotomiser 3 algorithm
CHAID Chi-Square Automatic Interaction
Detector
tech() Technical interestingness measures
biz() Business interestingness measures
act() Actionability of a pattern
tech_obj() Technical objective interestingness mea-
sures
tech_sub() Technical subjective interestingness mea-
sures
biz_obj() Business objective interestingness mea-
sures
biz_sub() Business subjective interestingness mea-
sures
RecoveryRate() Probability patient recovers from illness
IMtech_obj Technical objective interestingness mea-
sure
IMtech_sub Technical subjective interestingness mea-
sure
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IMbiz_obj Business objective interestingnessmeasure
IMbiz_sub Business subjective interestingness mea-
sure
1 Introduction
This research targeted patients whose endometriosis had
recurred after undergoing related surgeries. In our experi-
ence medical experts usually feel more comfortable using
statistical methods to conduct studies. To measure the differ-
ence between treatment regimens, researchers usually divide
patients into two groups (Hsieh et al. 2009; Kafali et al.
2003; Noma and Yoshida 2001). For example, in Hsieh et al.
(2009), all patients were divided into two groups: “ethanol
irrigation” and “ethanol retention,” respectively. Student’s t
tests were used to compare the means of the two treatments.
The typical method is to first propose a null hypothesis,
meaning that the two sets of data are statistically similar.
Generally, a p value of less than 0.05 is regarded as sta-
tistically significant and small enough to justify rejection
of the null hypothesis, which means that the two sets of
data are essentially different. Whereas the t test is only
suitable for comparing two treatment means, an analysis
of variance (ANOVA) can be used both to compare sev-
eral means and in more complex situations (Bolton and Bon
2009a).
In medical research it is important to identify and treat
the cause of each problem correctly because different con-
ditions may generate different recovery rates for patients.
However, it is difficult to accurately describe the conditions
of each group of patients using statistical methods in state-
ments such as: when a patient’s “body weight < 56.3kg”
and “age < 40,” treatment A is better than treatment B.
Neither t test nor ANOVA can directly partition continuous
variables into different groups. Thus, using statistical meth-
ods, we can only describe the conditions of each group of
patients with statements such as: there are significant differ-
ences in a patient’s body weight and age between treatment
A and treatment B.
Even thoughwe can use regression analysis to estimate the
relationships between variables (Bolton and Bon 2009b), we
still cannot easily determine the appropriate cutoff points for
continuous variables. In addition, inappropriately partitioned
data may result in a finding of no statistically significant
differences between groups, particularly when the medical
conditions of two groups of patients are very similar. There-
fore, when we use statistical methods to find the cutoff point
for continuous variables, it is necessary to repeatedly exam-
ine each cutoff point. On the other hand, through a decision
tree algorithm, we can easily divide patients into different
groups and generate the different medical conditions of each
group. In our previous research (Wang et al. 2013), we suc-
cessful employed decision trees as a classification function
to divide patients into different groups.
The aim of this paper was to find unexpected patterns
which can describe scenarios that contradict domain experts’
prior knowledge.Unexpectednesswas first brought up bySil-
berschatz andTuzhilin (1995).Unexpectedness is formalized
with respect to background knowledgewhich either is explic-
itly defined by a user or represents common sense domain
knowledge (Kontonasio et al. 2012). Unexpected patterns are
interesting because they contradict a person’s existing knowl-
edge or expectations and may suggest an aspect of the data
that needs further study. Bay and Pazzani (2001) proposed a
search algorithm to mine contract sets and prune association
rules, as well as a post-process to present a surprising sub-
set to the user. According to a survey by Kontonasio et al.
(2012), most studies that measure the unexpectedness of pat-
terns focus on association rules. To the best of our knowledge,
none of these studies use interestingness measures to find
unexpected patterns in decision trees.
According to Lenca et al. (2008), each domain and prob-
lem has a different set of best measures. In this case, we
define our interestingness measures based on the domain-
driven data mining (D3M) concept so as to detect unexpected
patterns that contrast with domain knowledge. Generally,
data-centered mining is done to identify interesting patterns.
During the data mining process, environmental factors are
usually filtered or simplified; pattern identification is often
based on technical significance or interestingness. Individ-
ual user requirements and domain-related knowledge are
less considered. Cao et al. (2010) advocated that the current
algorithms, patterns, and produced models lack workability,
actionability, and operable capability. Therefore, they pro-
posedD3M to solve these issues. Domain-driven datamining
has several key components: constraint of the knowledge
delivery environment, in-depth pattern mining, enhanced
knowledge actionability, and closed-loop and iterative refine-
ment (Cao et al. 2010; Zhu et al. 2009).
In-depth pattern mining can discover interesting and
actionable knowledge from a domain-specific viewpoint, and
uncover deep data intelligence and interior business rules that
data-driven data mining cannot discover (Cao et al. 2010).
A closed-loop process means that outputs of data mining
can be fed back in to change relevant factors or parameters
at particular stages (Cao et al. 2010). A pattern is action-
able in a domain if it can be used to make decisions about
future actions in the domain (Ling et al. 2002; Wang et al.
2002). Since clinical studies occur in complex environments,
utilizing prior domain knowledge, constraints, and expert
knowledge can enhance the capabilities and performance
of data mining. Sebastian and Then (2011) also mention
that, by focusing the mining process on domain-knowledge-
compliant rules, the outputs will also be more acceptable to
domain experts.
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Cyst size
CA-125 failure
≤ 5.05cm > 5.05cm
failuresuccess
≤ 115.65 > 115.65
Fig. 1 Resulting tree built on data from patient group: treatment A
CA-125
BMI failure
≤ 44.105 > 44.105
failuresuccess
≤ 19.3 > 19.3
Fig. 2 Resulting tree built on data from patient group: treatment B
To find unexpected patterns, we used decision trees to
compare the effectiveness of different treatments, at each
individual node, for patients with the same physiological
conditions. This allows users to make comparisons between
treatments. For example, a rule could be extrapolated that
patients who are under 40years old with a BMI of less than
23 respond better to treatment A than treatment B. However,
when we used different trees to analyze different treatments,
we obtained the results shown in Figs. 1 and 2. We can thus
retrieve statements such as: when a patient’s “Cyst size ≤
5.05cm” and “CA-125 ≤ 115.65,” treatment A is successful.
Andwhen a patient’s “CA-125≤ 44.105” and “BMI≤ 19.3,”
treatment B is successful.
Because the trees were built on data from different groups,
the variables chosen as nodes and the cutoff points of con-
tinuous variables may differ. Even if we increase the weights
so that the same variables are used in the nodes of two dif-
ferent trees, the cutoff points of the continuous variables for
different trees may still be different. It is therefore difficult to
directly compare our results. Moreover, since decision trees
use binary targets to compare differences between sibling
nodes, no studies use decision tree technology for compar-
isons at each individual node.
Lastly, we created a mining system architecture using
closed-loop processing and in-depth mining, in order to
uncover unexpectedpatternswith a decision tree.Whenusing
SPSS Clementine in our experiment, we found that the unex-
pected patterns of the C4.5/C5.0 and CART (Classification
and Regression Tree) trees differed only slightly in terms
of the cutoff points of the continuous variables. Thus, our
method can be successfully applied to both C4.5/C5.0 and
CART decision trees. Since we are unable to limit the depth
of the C4.5/C5.0 tree, the resulting tree may include a lot of
nodes. On the other hand, CART allows us to set a “prune
level” which can limit the tree depth and reduce the number
of nodes. Therefore, we used the CART algorithm in order
to clearly demonstrate our method.
In this paper, we integrated CART (Breiman 1984) with
a D3M approach, and compared two different treatments
at each individual node to find an unexpected pattern for
endometriosis; for the entire decision tree, several unex-
pected patterns may result. Therefore, this study’s contri-
butions include the following:
1. Proposal of a newmethod to use decision tree techniques
for comparison at individual nodes.
2. Definition of interestingness measures based on the D3M
concept to detect unexpected patterns.
3. Creation of a mining system architecture using decision
trees to uncover unexpected patterns.
The rest of the paper is organized as follows. A brief
summary of related work is presented in Sect. 2, and the pro-
posed method is in Sect. 3. The experiments and an example
using retrospective data from transvaginal ultrasound guided
aspirations are presented in Sect. 4. Section 5 presents the
conclusions.
2 Related works
2.1 Endometriosis
Endometriosis is one of the most common issues in gyne-
cology (Nap et al. 2004). It is defined as the presence of
endometrial-like tissue outside the uterus (Kennedy et al.
2005); this causes pain (e.g., pelvic pain, dysmenorrhea, and
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dyspareunia) and infertility, although 20–25%of patients are
asymptomatic (Bulletti et al. 2010). The associated symp-
toms of endometriosis can impact a woman’s quality of life
in manyways. Endometriosis should be considered a chronic
disease characterized by high recurrence rates (Bulletti et al.
2010). In addition, women who have their ovaries removed
are still at risk of recurrence of endometriosis. The treat-
ment for endometriosis should be chosen by each individual
patient, depending on symptoms, age, and fertility (Bulletti
et al. 2010). In other words, treatment depends on how severe
the patient’s symptoms are andwhether the patient still has an
intention to bear children. Traditional treatment approaches
are medical (hormone therapy and anti-inflammatories) and
surgical (laparoscopy and laparotomy); also, a combination
of these approaches can be offered to patients (Bulletti et al.
2010; Kennedy et al. 2005). Many patients require a com-
bination of treatments (Bulletti et al. 2010). Unfortunately,
in terms of reproductive success, none of these approaches
has an absolute advantage or disadvantage over the other
(Zhu et al. 2011). Hormone therapies for endometriosis can
cause side effects and pose certain health risks. Additionally,
patients face repeated laparoscopy or laparotomy surgical
interventions; they commonly face problems of dense pelvic
adhesion, whichmay cause serious tissue damage and dimin-
ished ovarian reserve. Some researchers have reported that
repeated, conservative surgery has the same efficacy and lim-
itations as primary surgery on symptomatic endometriosis,
but pregnancy rates are almost half those obtained after pri-
mary surgery (Berlanda et al. 2010; Vercellini et al. 2009).
Transvaginal ultrasound-guided aspiration with ethanol
sclerotherapy (EST) is an alternative treatment that can min-
imize surgical risks and effectively decrease cyst size and
related symptoms of cyst compression (Donnez et al. 2011;
Ikuta et al. 2006). The main goal of EST is to prevent the
suffering and possible complications of surgical procedures,
and to treat illnesses with more patient-friendly strategies.
Ideally, if treatment time is sufficient, this procedure may
result in total regression of the inflammatory cyst (Kafali et al.
2003). Although Kafali et al. (2003) performed five minutes
of irrigation on endometriosis patients with 70% ethanol and
erythromycin, results were not encouraging. Therefore, ten
minutes of ethanol irrigation of each endometrioma as pro-
posed by Noma and Yoshida (2001) is still the preferred
therapeutic reference guide.
2.2 Decision trees
A decision tree uses a branch structure to produce easily
understandable classification rules. In current practice the
decision tree can be considered a fairly mature technique.
Decision trees are popular due to their simplicity and trans-
parency. They can be used to represent both classifier and
regression models. When a decision tree is used for classi-
BMI
Uterus 
Volume B
≤ 25.2 > 25.2
AB
≤ 36.96cm 3 > 36.96cm 3
Fig. 3 Decision tree after CART has been applied to the dataset in
Table 1
Table 1 Example dataset for endometriosis therapy
No. Age BMI CA-125 Uterus
length
Uterus
volume
Cyst
size
Treatment
(target)
1 39 19.43 9.58 9.4 153.76 3.4 A
2 33 18.04 82.9 7.6 78.71 5.0 B
3 40 25.15 41.82 8.8 200.66 4.5 A
4 25 22.10 120.6 6.7 86.83 4.5 A
5 36 22.15 49.91 6.0 42.41 3.4 B
6 34 22.60 45.6 5.5 68.68 3.3 A
7 30 17.88 19.75 6.3 41.37 4.5 A
8 30 17.88 51.45 5.6 37.53 4.4 A
9 39 20.57 56.05 6.5 68.54 3.6 B
10 43 20.57 42 5.8 71.82 5 A
. . .
208 41 19.95 145.86 7.23 149.53 3.4 B
fication tasks, it is referred to as a classification tree; when
it is used for regression tasks, it is called a regression tree
(Rokach and Maimon 2008). The decision tree can produce
results according to different variables through repetition,
and can thus be used to analyze characteristics, similarities,
and differences in data; this data is often represented graph-
ically and in a visually effective manner. Figure 3 presents
the tree that result from applying the CART procedure to the
examples in Table 1. At each leaf is the class distribution, in
the format of [A, B].
A decision tree is built by selecting the best feature from
the set of candidate features as the root of the decision tree.
The same procedure is done on each branch to induce the
decision tree until the growth stopping criteria is reached.
In a decision tree, each internal node splits the instance
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space into two or more sub-spaces according to the values
of the input attributes. Each path from the root of a deci-
sion tree to one of its leaves can be transformed into a rule.
The most famous decision tree algorithms are ID3 (Quinlan
1986), C4.5/C5.0 (Quinlan 1993), CART (Breiman 1984),
and CHAID (Kass 1980). Since the ID3 algorithm was only
designed to handle categorical variables, continuous vari-
ables must be divided into discrete categorical values before
the decision tree construction process. During the construc-
tion processes of the CART, C4.5/C5.0, and CHAIDmodels,
continuous variables are automatically divided into discrete
categorical values.
The CART model constructs binary trees: each internal
node has exactly two outgoing edges (Breiman 1984). A
post-pruning process will sequentially collapse nodes that
result in the smallest change in purity. Therefore, a signif-
icant difference between two branches of a node can be
maintained.Whendealingwith continuousvariables, amulti-
branch decision tree might divide continuous variables into
several ranges, which could make it difficult for domain
experts (doctors) to interpret the decision tree. In this sit-
uation, the CART model is useful for producing binary
cutoff points for continuous variables. The entire process
can be automatically completed with mining tools. Thus,
we can interpret the corresponding rules directly from the
tree.
2.3 Interestingness measures
Discovering interesting patterns in data is an important objec-
tive of data mining (Padmanabhan and Tuzhilin 1999). By
applying interestingness measures, experts can find inter-
esting patterns (Piatetsky-Shapiro 1991). Baena-García and
Morales-Bueno (2012) proposed a method using associa-
tion rules with interestingness measures to detect interesting
factors, rather than all possible factors. Most researchers
divide interestingness measures into objective and subjec-
tive measures (Cao et al. 2007; Freitas 1999; Glass 2013;
Kontonasio et al. 2012; Liu et al. 1999; McGarry 2005;
Padmanabhan andTuzhilin 1999; Shaharanee et al. 2011; Sil-
berschatz and Tuzhilin 1995; Tsay and Ras´ 2005; Yao et al.
2006), although Geng and Hamilton (2006) categorize nine
interestingness criteria as objective, subjective, or semantics-
based. The objective interestingness measures depend only
on raw data; they are data-driven and domain-independent
(Tsay and Ras´ 2005; Yao et al. 2006). Most objective inter-
estingness measures are based on statistical, probability,
and information theory (Geng and Hamilton 2006). Sub-
jective interestingness measures should consider both the
data and users. To define subjective measures we acquire
users’ insights on data and their background knowledge.
Consequently, the subjective measures are user-driven and
domain-dependent (Geng and Hamilton 2006; Tsay and Ras´
2005).
To date, based on diverse definitions, nine interest-
ingness criteria have been proposed in previous studies
(Geng and Hamilton 2006): conciseness, coverage, reliabil-
ity, peculiarity, diversity, novelty, unexpectedness, utility, and
actionability. From a subjective point of view, an interest-
ing pattern is either unexpected or actionable. Therefore, as
described by Silberschatz and Tuzhilin (1995), both unex-
pectedness and actionability are important for subjective
interestingness measures. Unexpected patterns are interest-
ing because they cannot be identified by previous knowledge
and may suggest a particular status of the data that needs
further study (Geng and Hamilton 2006). Furthermore, the
patterns that contradict prior knowledge can be used to
build theories about the domain (Padmanabhan and Tuzhilin
1999).
Based on domain-driven data mining, Cao and Zhang
(2006) claimed that patterns extracted from a database
must simultaneously satisfy technical and business inter-
estingness. In other words, the patterns have to satisfy
Formula 1.
∀x ∈ I, ∃P : x .tech(P) ∩ X.biz(P) → X.act (P) (1)
In Formula 1, I represents a set of items; x is an item-
set in a database DB that consists of a set of transactions.
A pattern P(composed of item-set x) is an interesting
pattern discovered in DB through a modeling method.
Tech() is the technical interestingness measure that implies
how interesting the pattern is from a technical viewpoint.
It often utilizes specific technical metrics for data min-
ing. Biz() is the business interestingness measure, which
indicates how interesting the pattern is from the users’
point of view. It is determined by the domain-oriented
criteria accepted by domain users. Act() represents the
actionability of a pattern. Thus, if a pattern P() satisfies
both tech() and biz(), it is both interesting and action-
able.
To be integrated with the subjective and objective con-
cepts described above, interesting domain knowledge should
satisfy tech_obj() (technical objective interestingness mea-
sures), tech_sub() (technical subjective interestingness mea-
sures), biz_obj() (business objective interestingness mea-
sures), and biz_sub() (business subjective interestingness
measures) (Cao and Zhang 2007). Therefore, the output
knowledge should satisfy Formula 2.
∀x ∈ I, ∃P : X.tech_obj (P) ∩ x .tech_sub(P)
∩x .biz.obj (P) ∩ xbi z_sub(P) → x .act (P)
(2)
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3 Proposed methods
3.1 Architecture of unexpected knowledge discovery
To detect whether the extracted patterns are both unexpected
and actionable, we propose an unexpected knowledge dis-
covery model based on interestingness measures, as shown
in Fig. 4. During data preprocessing, domain experts input
and select variables for decision tree induction. At the data
decentralization stage, the CART algorithm is applied, and
the cutoff points of the continuous variables will be gener-
ated during the decision tree construction, which can help
to divide patients into different conditions. We use the Gini
index as a split selection criterion for theCART algorithms; it
selects the split results in the greatest increase in purity. After
the decision tree is generated, we search for potentially inter-
esting nodes in the decision tree. The corresponding rules of
these nodes will be extracted and examined using interest-
ingness measures.
We define interestingness measures based on the D3M
concept and use them to determine whether the node has
domain interestingness and unexpectedness. We are look-
ing for potentially interesting patterns that may pass the
interestingness examination. If the patterns satisfy the tech-
nical objectives and subjective interestingness measures but
not the business objective interestingness measure, then
closed-loop and iterative refinement processes are initiated.
We feed the initial results back into the data decentral-
ization stage, readjust the input parameters, and conduct
mining again to obtain in-depth patterns. Based on the
results of the initial mining, we select those groups which
require further analysis and induce a new decision tree.
Because adding more constraints to data selection dimin-
ishes the sample pool, the input variables of the trees
and the pruning level will be adjusted accordingly. This
process is repeated until no more unexpected patterns are
found.
Fig. 4 Architecture of the
unexpected knowledge
discovery system
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3.2 Unexpected nodes and rule interestingness
examination
We assume that there are two different treatments: X and
¬X . For each node i in the decision tree, patients are cate-
gorized into four groups according to the success/failure of
the treatments:
1. Xi .success: successful recovery with treatment X .
2. Xi .failure: recovery failure with treatment X .
3. ¬Xi .success: successful recovery with treatment ¬X .
4. ¬Xi .failure: recovery failure with treatment ¬X .
Subsequently, the recovery rates of treatments X and ¬X are
computed for each node using Formula 3. For each node i in
the decision tree, the interestingnessmeasures are formulated
as Formulae 4, 5, 6, and 7.
RecoveryRate(Treatmenti )
= |Treatmenti .success||Treatmenti .success| + |Treatmenti . f ailure| . (3)
If, based on their prior knowledge, domain experts believe
that the recovery rate of treatment X will be higher than that
of ¬X , then RecoveryRate(Xi ) > RecoveryRate(¬Xi ) signi-
fies that treatment X has a better curative effect than treatment
¬X in node i ; this is consistent with prior knowledge. In con-
trast, when RecoveryRate(¬Xi ) > RecoveryRate(Xi ), then
treatment ¬Xi has a better curative effect than treatment X
in node i ; this contrasts with prior knowledge. Therefore, this
node may be a potentially unexpected node and need further
investigation. We define our technical objective interesting-
ness measure IMtech_obj () as Formula 4.
I Mtech_obj (i):RecoveryRate(¬Xi )> RecoveryRate(Xi )
(4)
Formula 5 is our technical subjective interestingness mea-
sure, IMtech_sub(). We recognize that when there is only one
X (¬X) treatment in the node of the decision tree, this node
cannot be compared. Moreover, when there is merely one
sample of X or ¬X in the tree node, the recovery rate for
X or ¬X will either be 0 or 100%. Due to reliance on the
outcome of a single sample, the node is over fit. As a result,
such exceptional conditions should not be included in our
discussion. When a node satisfies IMtech_obj and IMtech_sub,
then this node is a useful potentially unexpected node.
I Mtech_sub(i) :
(|Xi .success| + |Xi . f ailure|) > 1 and
(|¬Xi .success| + |¬Xi . f ailure|) > 1 (5)
In Formula 6, subnodei is the node that immediately follows
unexpected node i . Subnodei−le f t and subnodei−right rep-
resent the immediate left and right subnodes, respectively,
of unexpected node i ; pi represents the p value of node
i . In subnodei−le f t and subnodei−right , when the recovery
rate from treatment ¬X is higher than that of treatment X ,
it is denoted as “subnodei−le f t → ¬X” or “subnodei−right
→ ¬X .” When the immediate subnodes of the potentially
unexpected node are both unexpected,¬X is the general case
of these nodes. Thus, this potentially unexpected node can
also be a terminal node.
Since domain experts are interested in what makes the
recovery rate of one treatment higher than the other, we give
more consideration to successful cases than to failures.More-
over, when the total amount of patients with treatment X
is more than that of treatment ¬X , a low total number of
patients with treatment ¬X can distort RecoveryRate(¬Xi ).
In other words, even if the recovery rate of treatment ¬X
is better than that of treatment X , the patterns of the unex-
pected node may not be meaningful. Therefore, one still has
to consider whether the number of recovering patients who
received treatment ¬X is also more than that of X . Our aim
is to find patterns that contrast with domain experts’ knowl-
edge: ¬X . Therefore, the threshold in each node is that the
sample number of ¬X should greater than X .
Also, the rules should be validated to a certain extent by
the existing body of knowledge (Sebastian and Then 2011),
so that they are acceptable to domain experts. In medical
research, we often use t tests to understand whether there
is a significant difference among different groups. When
pi < 0.05, it implies that a remarkable variance exists among
groups. Therefore, we use a t test to confirm whether there is
significant difference between the recovery rate of treatment
Xand treatment ¬X at each node.
I Mbiz_obj (i) :
(subnodei = ∅ or(subnodei−le f t → ¬X and
subnodei−right → ¬X))
and |¬Xi .success |≥| Xi .success| and pi < 0.05
(6)
In Formula 7, expertDefine represents the threshold value
determined by domain experts. The business subjective inter-
estingness, IMbiz_sub(i), serves as the minimum threshold
value in each node. According to the prevalence of a disease
and the sample size, domain experts set a minimum amount
of patients for each node so that a node can be meaningful. In
other words, the amount of patients for an unexpected node
must satisfy the threshold value, so it can pass IMbiz_sub.
I Mbiz_sub(i) :
(|Xi .success| + |Xi . f ailure| + |¬Xi .success|
+ |¬Xi . f ailure|) > expert De f ine (7)
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In general cases, these four interestingness measures can be
pre-defined. Then we can directly analyze data by applying
the algorithm. However, in this study, we output |Xi | and
|¬Xi | without pre-defining the value of IMbiz_sub because
doctors need to first understand the conditions of each node
before setting IMbiz_sub.
3.3 Unexpected pattern detection algorithm
The pseudocode of the unexpected detection process is
shown as Algorithm 1. In this algorithm, we use the Gini
index as a split selec tion criterion for the CART algo-
rithm. We will examine IMtech_obj and IMtech_sub first, then
IMbiz_obj , and finally IMbiz_sub. When a rule only satisfies
IMtech_obj and IMtech_sub, the rule will be reported as a
potentially interesting pattern for conducting in-depth min-
ing. Finally, when a rule satisfies IMtech_obj , IMtech_sub, and
IMbiz_obj , the rule and the nodes X and ¬X will then be
output to the domain expert for a final determination. In this
algorithm, we do not discuss the threshold of IMbiz_sub.
Based on their prior knowledge (fromprevious research or
experience), experts believe the recovery rate of treatment X
is better than treatment ¬X . So it would be considered unex-
pected if the recovery rate of treatment ¬X is better than the
recovery rate of treatment X . The class imbalance problem
typically occurs when there aremanymore instances of some
classes than others. In such cases, standard classifiers tend
to be overwhelmed by large classes and small classes are
ignored (Chawla et al. 2004). Because experts believe treat-
ment X to be more effective based on their prior knowledge,
the sample number for treatment X will usually be higher
than that of treatment ¬X . In other words, there exists a pro-
clivity to select treatment X .
When a decision tree algorithm is growing, it will keep
splitting the data into branches until all the data in a sin-
gle branch belongs to the same class (or until the stopping
condition is reached). Therefore, an imbalance learning
problem may result from using decision trees for classifi-
cation. In this paper we use four target categories [X.success,
X.failure, ¬X.success, ¬X.failure] to induce classification
trees. Although the proposed method identifies classifica-
tion rules that still emphasize the homogeneity of node data,
in Algorithm 1, our method will further analyze the recov-
ery rates of treatment X and ¬X to identify any unexpected
patterns by the following steps:
1. We usedX.success andX.failure to calculate the recovery
rate of treatment Xat each node, and used¬X.success and
¬X.failure to calculate the recovery rate of treatment¬X .
We then compared the recovery rates of each treatment X
and¬X at each node. Even though the sample number for
treatment X is generally higher than treatment ¬X (i.e.,
there are more samples of X.success and X.failure than
¬X.success and ¬X.failure), the recovery rates will not
be affected because they are expressed as ratios. When a
node shows RecoveryRate(Xi ) > RecoveryRate(¬Xi ),
this means that under these conditions, treatment X
is more effective, therefore this is expected. On the
other hand, when a node shows RecoveryRate(¬Xi ) >
RecoveryRate(Xi ), this means that under the conditions
of that node, treatment ¬X is more effective. Therefore,
this node may generate an unexpected pattern.
2. When a node contains the samples for only one treatment
(treatment X or ¬X), then we cannot compare recovery
rates of this node. Moreover, when there is only one sam-
ple of X or ¬X in the tree node, the recovery rate for X
or ¬X will either be 0 or 100%, therefore the node is
over fit. As a result, such exceptional conditions were
not included in our discussion.
3. If we find any potentially unexpected nodes after filtering
in accordance with the two steps described above, we
must still examine IMbiz_obj, and IMbiz_sub to determine
whether this is an unexpected pattern.
Therefore, imbalanced learning problems do not affect our
results.
Algorithm 1 Unexpected pattern detection
Input: A set of data partitions; an interested attribute set A; the CART attribute selection method; 
interestingness measure methods
Output: An unexpected rule of data partition
1:  Create a decision tree T
2:  for each node i T do
3:   Call interestingness measure IMtech_obj, IMtech_sub, IMbiz_obj to examination node i.
4:   if(IMtech_obj = true && IMtech_sub = true) then
5:     if(IMbiz_obj = true) then
6:       /* Return rule to physicians and surgeons for further examination IMbiz_sub.
7:       return rulei, |Xi|, |¬Xi|
8:     else
9:       /* Report rule as useful, potentially interesting pattern for in-depth mining.
10:      return rulei
11:    end if
12:  end if
13: end for
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4 Experimental results and discussion
4.1 Materials
In this study, a retrospective review was done on 208 aspi-
rations from 2001 through 2010 at Taipei Chang Gung
Memorial Hospital. All of the records were collected from
patient medical records (paper/electronic) and input by med-
ical experts. The Institutional Review Board of Chang Gung
Medical Foundation has approved this study. To preserve
patient confidentiality, direct patient identifiers were not col-
lected. Therefore, each registry contains therapy records
and follow-up episodes, rather than the specific records of
each patient. These endometriosis patients with postsurgical
recurrence of pelvic cysts received transvaginal ultrasound
aspirations with 95% ethanol sclerotherapy at the outpatient
gynecological department. Our patients randomly received
ethanol instillations of short duration: 0min (ethanol was
injected, irrigated, and then removed) to 6min; or long dura-
tion: 7–10min (including total retention).
Further repeated surgical interventions, including repeated
sclerotherapy and abdominal operations, were also recorded.
The immediate preoperative data of patients undergoing
repeat operations were characterized as the endpoint data
for the patient. They were followed up with vaginal ultra-
sounds,CA-125 determinations, and pain score records every
3–6months for at least one year. Twelve-month recovery was
defined as: (a) pregnancy achieved; treatment successful, (b)
no repeat surgery; treatment successful; and (c) no cyst devel-
opment; treatment successful. If any cysts developed with a
diameter of 3.0cm or larger the treatment is considered a
failure. In this research, domain experts recognize that the
recovery rate for ethanol instillation time over 7min (X )
is higher than that for ethanol instillation time under 7min
(¬X ). Accordingly, the patients were categorized into four
groups as the target categories of the decision tree:
1. Xi .success: successful recovery with ethanol instillation
time over 7min.
2. Xi .failure: recovery failure with ethanol instillation time
over 7min.
3. ¬Xi .success: successful recovery with ethanol instilla-
tion time under 7min.
4. ¬Xi .failure: recovery failure with ethanol instillation
time under 7min.
Using preliminary statistics for the 12-month follow-up
period, it was found that the recovery rate of Group ¬X
(N = 64) and Group X (N = 144) were 31.25 and 44.45%
(p > 0.05), respectively, which shows that the retention time
of each group has no significant effect on curative outcomes.
To further identify the factors that influence the curative out-
Table 2 Selected variables
Variable Definition
CA-125 Preoperative serum CA-125 level
Uterus length Length of preoperative uterus, mm
Uterus volume Volume of preoperative uterus, mm3
Cyst size Total size of preoperative cysts, cm
Cyst number Total amount of preoperative cysts
Cyst content Majority type of cysts, clear/bloody
Patient group (Target) Successful recovery with ethanol
instillation time over 7min
Recovery failure with ethanol instillation
time over 7min
Successful recovery with ethanol
instillation time under 7min
Recovery failure with ethanol instillation
time under 7min
comes, we adopted a decision tree to generate the cutoff
points in the numeric data for grouping. The dataset includes
preoperative patient characteristics, operation details, and
pathological and laboratory findings. The original records
containedmore than80preoperative andpostoperative exam-
ination follow-up fields; however, most were null values.
Therefore, after discussion with domain experts, the vari-
ables that physicians consider influential on curative effects
were selected to build the decision tree (for more details,
please refer to Table 2). In this experiment, we used SPSS
Clementine 12 to generate the decision tree.
4.2 Experiment discussion
Since decision trees use binary targets to compare the dif-
ference between sibling nodes, researchers generally use
[treatment X, treatment ¬X ] or [success, failure] as tar-
gets. In this way we can retrieve statements such as: when a
patient’s “BMI ≤ 25.2” and “uterus volume > 36.96cm3”,
they received treatment X . To further analyze under what
conditions patients can be treated successfully we have to
select the data of patients with one treatment only, e.g. treat-
ment X , and use [success, failure] as targets. Then, we can
describe patient conditions in statements such as: when a
patient’s “cyst size≤ 5.05cm” and “CA-125≤ 115.65,” treat-
ment X is successful. Since each different treatment has its
own tree, the rules of the conditions may not be the same.
Therefore, we cannot directly use a single decision tree to
compare different treatments, and retrieve statements such
as: when a patients “BMI ≤ 25.2” and “age < 40,” treatment
X is better than treatment ¬X . In this situation, if we want
to analyze the recovery rate of different treatments under the
same condition we need to review each node, and perform a
manual calculation.
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Total = 208
Pelvic cysts
1 = 64(30.77%)
2 = 80(38.46%)
3 = 20( 9.62%)
4 = 44(21.15%)
Cyst size
Total = 124
Node 1
1 = 54(43.55%)
2 = 32(25.81%)
3 = 12( 9.68%)
4 = 26(20.97%)
5.050cm
Total = 84
Node 2
1 = 10(11.91%)
2 = 48(57.14%)
3 = 8( 9.52%)
4 = 18(21.43%)
5.050cm
CA-125
Total = 120
Node 3
1 = 54(45.00%)
2 = 32(26.67%)
3 = 12(10.00%)
4 = 22(18.33%)
Total = 4
Node 4
1 = 0( 0.00%)
2 = 0( 0.00%)
3 = 0( 0.00%)
4 = 4(100.00%)
162.380 162.380
Uterus volume
Total = 27
Node 5
1 = 7(25.93%)
2 = 5(18.52%)
3 = 5(18.52%)
4 = 10(37.04%)
Total = 57
Node 6
1 = 3( 5.26%)
2 = 43(75.44%)
3 = 3( 5.26%)
4 = 8(14.04%)
76.203cm3 76.203cm3
CA-125
Total = 115
Node 7
1 = 54(46.96%)
2 = 28(24.35%)
3 = 11( 9.57%)
4 = 22(19.13%)
Total = 5
Node 8
1 = 0( 0.00%)
2 = 4(80.00%)
3 = 1(20.00%)
4 = 0( 0.00%)
115.650 115.650
CA-125 CA-125
Total = 18
Node 9
1 = 5(27.78%)
2 = 0( 0.00%)
3 = 5(27.78%)
4 = 8(44.44%)
Total = 9
Node 10
1 = 2(22.22%)
2 = 5(55.56%)
3 = 0( 0.00%)
4 = 2(22.22%)
Total = 6
Node 11
1 = 0( 0.00%)
2 = 3(50.00%)
3 = 3(50.00%)
4 = 0( 0.00%)
Total = 51
Node 12
1 = 3( 5.88%)
2 = 40(78.43%)
3 = 0( 0.00%)
4 = 8(15.69%)
53.285 53.285 25.530 25.530
1: Xi.success ; 2: Xi.failure ; 3: ¬Xi.success ; 4: ¬Xi.failure
Fig. 5 Resulting decision tree constructed from data from the endometriosis dataset
By using the proposed method, we use four targets to
build a decision tree, as shown in Fig. 5. With Formula 3,
the resulting tree can directly compare the recovery rate of
each treatment. For example, in node 1, RecoveryRate(X) =
62.79%, RecoveryRate(¬X) = 31.58%. By using interest-
ingness measures, we can directly find that nodes 2, 6, 8,
and 11 may be unexpected. The results of the interestingness
examination of these nodes are shown in Table 3.
As shown inTable 3, since node 8 represents only one sam-
ple in ¬X, it is an exceptional condition and does not satisfy
IMtech_sub thus it should not be included in our discussion.
Moreover, in the left subtree of the root, all other nodes depict
treatment Xas having a better curative effect than treatment
¬X ; this is consistent with prior knowledge. Therefore, the
left subtree of the root does not need to have in-depth pattern
mining carried out on it. On the other hand, in the right sub-
tree of the root, node 11 satisfies IMtech_obj , IMtech_sub and
IMbiz_obj , so the rule was output to domain experts. They
considered the total patient number of the node was too low,
and requested in-depth mining. Since nodes 2 and 6 satisfy
IMtech_obj and IMtech_sub, but not IMbiz_obj therefore, the
in-depth pattern mining strategy was used to further analyze
the data. According to the closed-loop method, we utilized
the feedback results to adjust the parameters.
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Table 3 Interestingness check of potentially unexpected rules for Fig. 5
Node Rule IMtech_obj IMtech_sub IMbiz_obj IMbiz_sub
2 Cyst content = bloody with cyst
size > 5.05cm → ¬X
Pass Pass Fail
subnodei−le f t → ¬X, subnodei−right → ¬X
|¬Xi .success| < |Xi .success|
pi > 0.05
6 Cyst content = bloody with cyst
size > 5.05cm and uterus
volume > 76.203cm3 → ¬X
Pass Pass Fail
subnodei−le f t → ¬X, subnodei−right → ¬X
|¬Xi .success| = |Xi .success|
pi < 0.05
8 Cyst content = bloody with cyst
size ≤ 5.05cm, CA-125 ≤ 162.38
and CA-125 > 115.65→ ¬X
Pass Fail
11 Cyst content = bloody with cyst
size > 5.05cm, uterus volume >
76.203cm3,and CA-125 ≤ 25.53
→ ¬X
Pass Pass Pass
subnodei = ∅
|¬Xi .success| > |Xi .success|
pi < 0.05
|Xi | = 3
|¬Xi | = 3
Total = 58
12m recovery
1 = 10(17.24%)
2 = 48(82.76%)
Total = 11
Node 1
1 = 7(63.64%)
2 = 4(36.36%)
Total = 47
Node 2
1 =   3(  6.38%)
2 = 44(93.62%)
Uterus volume
 64.200cm3
1: Xi.success; 2: Xi.failure
Fig. 6 Resulting tree of reselected data using the Node 2 conditions
from Fig. 5
The decision treemakes locally optimal decisions for each
node. Therefore, in order to prevent thefinal result of the deci-
sion tree from being affected by group ¬X , we only consider
group X in this step. Thus, we reselect the data according to
the conditions of node 2 in Fig. 5—cyst content = bloody,
duration ≥ 7min, and cyst size > 5.05cm—to grow a new
tree. The resulting tree is shown in Fig. 6. Without consider-
ing the effect of group¬X , the decision tree algorithms select
64.2cm3 as the cutoff point of “uterus volume” for grouping,
instead of 76.203cm3, as shown in Fig. 5. In this situation,
RecoveryRate(X ) for node 1 in Fig. 6 (63.64%, N = 11) is
significantly different from that for node 2 in Fig. 6 (6.38%,
N = 47) (p < 0.05). Therefore, we recognize 64.2cm3 as
an effective cutoff point. In addition, since node 5 in Fig. 5 is
Fig. 7 Resulting tree of reselected data using the Node 2 conditions
from Fig. 6
not a terminal node, we reselect the data set by the conditions
of nodes 1 and 2 in Fig. 6, respectively, for further process-
ing. Therefore, we return to the data decentralization stage
to perform further in-depth mining with the decision tree, in
order to further confirmwhether any unexpected node exists.
Now, we consider both group X and ¬X , and reselect the
dataset using the conditions of node 1 in Fig. 6 to reproduce
the decision tree; the resulting tree has no unexpected nodes.
On the other hand, when using the conditions of node 2 in
Fig. 6, the resulting tree, as shown in Fig. 7, does have an
unexpected node. As shown in Table 4, the corresponding
rule of node 1 in Fig. 7 passes the interestingness exami-
nations of IMtech_obj , IMtech_sub, and IMbiz_obj . Therefore,
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Table 4 Interestingness check of potentially unexpected rules for Fig. 7
Node Rule IMtech_obj IMtech_sub IMbiz_obj IMbiz_sub
2 Cyst content = bloody with cyst
size > 5.05cm, uterus volume >
64.20cm3, and CA-125 ≤ 34.145
→ ¬X
Pass Pass Pass
subnodei = ∅
|¬Xi .success| > |Xi .success|
pi < 0.05
|Xi | = 6
|¬Xi | = 6
the corresponding rule of node 1 is a potentially unexpected
and interesting pattern. In the final examination of IMbiz_sub,
experts approved the pattern that we found. In other word,
“cyst content = bloody, cyst size > 5.05cm, uterus vol-
ume > 64.20cm3, and CA-125 ≤ 34.145 → ¬X”—is the
unexpected pattern we were looking for. The experts agreed
that the pattern is interesting and unexpected. However, their
attitude to this finding was reserved and they require more
samples to support the threshold of business subjective inter-
estingness. Therefore, further research needs to be conducted
to define the appropriate threshold.
5 Conclusions
In this research, we used retrospective data on transvagi-
nal ultrasound-guided aspirations to show that our proposed
model can compare different treatments and retrieve unex-
pected patterns through use of a decision tree. Since decision
trees compare differences between sibling nodes, they usu-
ally adopt binary targets to induce classification trees. In this
paper, we adopted four target categories to induce classifi-
cation trees. Our interestingness measures were designed to
compare treatment at individual nodes, and retrieve unex-
pected patterns. Thus, we were able to conduct a comparison
at each individual node automatically.
Using a pure decision tree without interestingness mea-
sures will produce the graphic in Fig. 5. In this situation,
users need to calculate each individual node and search the
whole tree manually to find unexpected patterns. However,
in this research, we can directly compare different treatments
of a group with the same medical condition through our
algorithm.Drawing on domain knowledge to formulate inter-
estingness measures, we can automatically retrieve patterns
that domain experts may be interested in.
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