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ABSTRACT
One of the principles of evolutionary multi-objective optimization
is the conjoint optimization of the objective functions. However,
in some cases, some of the objectives are easier to aain than oth-
ers. is causes the population to lose diversity at a high rate and
stagnate in early stages of the evolution. is paper presents the
progressive addition of objectives (PAO) heuristic. PAO gradually
adds objectives to a given problem relying on a perceived measure
of complexity. is diversity loss phenomenon caused by the nature
of a given objective has been observed when applying the Voronoi
diagram-based evolutionary algorithm (VorEAl) in anomaly de-
tection problems. Consequently, PAO has been rst directed to
address that issue. e experimental studies carried out show that
the PAO heuristic manages to yield beer results than the direct
use of VorEAl on a group of test problems.
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1 INTRODUCTION
Many practical problems can be posed as multi-objective optimiza-
tion problems (MOPs) [9]. MOP solutions call for the conjoint
optimization of a set of possibly contradictory objective functions.
In the general case, the solution to a MOP is a set of equally good
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trade-o solutions that is known as the Pareto-optimal set. Evolu-
tionary multi-objective optimization algorithms (EMOAs) [9] have
been found to be a competent approach to dealing with MOPs.
One particularly interesting class of MOP appears as the number
of objective functions in F grows. When this happens, the corre-
sponding MOP becomes more challenging to the corresponding
optimizer. Because of this, these many-objective problems [18] are
of particular interest in the area.
In general EMOA practice all objectives are considered to be
equally important. erefore, the same computational eort is ded-
icated to each when carrying out the optimization process. is
makes sense in theoretical or experimentation contexts, where it
is not important to take into account any temporal or spatial com-
putational resource restrictions. However, in real-world practice,
it is necessary to focus available resources on areas of the Pareto-
optimal set of practical value. is has prompted the emergence of
preference handling in EMOAs as one of the main research areas
of the eld [13, 24, 25].
One successful application of an evolutionary many-objective ap-
proach is the one put forward by the Voronoi Diagram Evolutionary
Algorithm (VorEAl) [20]. VorEAl evolves Voronoi diagrams that are
used to classify data in an anomaly detection context [8]. Anom-
aly detection can be dened as a semi-supervised classication
problem where: (i) it is necessary to correctly identify ‘anomalous’
from ‘normal’ instances present in the learning dataset and (ii) to
be able to detect anomalous data that are not known beforehand.
Because of this, posing the anomaly detection problem as a MOP
involves two main classes of objective functions. On the one hand,
some objectives, like classication accuracy and recall, are meant to
quantify the quality of the model as a classier. On the other hand,
other objectives are meant to produce a compact representation of
‘normal’ data that can be used to detect anomalies of the second
kind (akin outlier detection).
One of the drawbacks of the original formulation of VorEAl is
that the size (number of Voronoi cells) of the Voronoi diagrams
must take values in an a priori given interval. is is an important
inconvenience as, when dealing with real-world problems, it is
impossible to estimate the suitable limits of that interval. In an
aempt to improve the original VorEAl, we experimented with
adding an additional objective to VorEAl meant to minimize the
size of the diagrams and, therefore, avoid the need of expressing
the aforementioned interval in an explicit form.
is modication yielded negative but thought-provoking results.
Analyzing the phenomenon in depth, it was possible to establish
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that populations evolved rapidly towards the minimization of the
new objective, thus losing diversity at a high rate. is can be
explained by the fact that it is rather simple to optimize the diagram
size minimization objective –as it implies just creating smaller
individuals– while it is more complicated to evolve diagrams that
improve objectives like accuracy or recall. Furthermore, small
individuals would have, by denition, a low representation capacity
and, hence, would not be able to provide an adequate representation
of the learning data. erefore, this new objective not only degraded
the diversity of the population but made it virtually impossible to
aain the primary and more important objectives.
In ideal conditions, it can be hypothesized that applying a proper
selection method should guarantee that no locally Pareto-optimal
individuals would be lost. However, even if their impact on the
optimization process might be marginal, if VorEAl is le to run for
a sucient number of iterations, the diversity loss issue eventually
could be overcome. However, this alternative is not viable in prac-
tical conditions where solutions must be obtained in a reasonable
time budget.
Furthermore, even though, to the best of our knowledge, this
issue has not been previously dealt with, similarly conditioned
problems emerge in other areas of evolutionary computation. at
is the case, for example, of genetic programming [17] where some
aempts have been made to reducing bloat using EMOA-based
approaches (cf. [5, 10]) leading to problems with similar charac-
teristics. In this case, smaller programs are much more simple to
produce than programs that meet the objectives of interest.
Summarizing the previous discussion, we can state that in many
–if not all– real-life MOPs, there is a group of primary objectives
that represent the features that must be improved in the artifacts
being optimized; while a set of secondary objectives are intended
to capture some desires or preferences regarding these artifacts. In
some cases, these secondary objectives are much easier to aain.
is leads to a loss of population diversity and hinders the achieve-
ment of adequate solutions with respect to the primary objectives.
at is, paraphrasing Orwell’s Animal Farm [22], all objectives are
important, but some objectives are more important than others.
Taking such situation into consideration, we propose in this pa-
per the Progressive Addition of Objectives (PAO) heuristic. PAO is a
greedy method that starts with a reduced subset of objectives, in par-
ticular, those identied as primary objectives. ose objectives are
optimized until convergence/stagnation is detected. Subsequently,
an additional objective is selected among the remaining ones, by
identifying the one that yields a higher diversity of the primary
objectives. PAO applies a performance indicator to establish what
objective are beer candidates to be enrolled in the optimization as
it proceeds.
e rest of this paper is organized as follows. Section 2 presents
the formal background necessary to introduce the PAO proposal.
Subsequently, in Section 3 special aention is given to VorEAl, as
it will be extended as part of the paper. Section 4 illustrates the
discussion regarding the need of the PAO heuristic by presenting
an extension to VorEAl and the corresponding improved results.
Aer that, Section 5 introduces two PAO variants. is is followed
by an experimental study that is presented in Section 6. Finally,
Section 7 elaborates on the results and discusses possible directions
for future research.
2 FOUNDATIONS
As stated, a MOP is an optimization problem where a set of objective
functions f1 (x ), . . . , fM (x ) should be jointly optimized; formally,
min F (x ) = 〈 f1 (x ), . . . , fM (x ) 〉 ; x ∈ S ; (1)
where S ⊆ D is known as the feasible set and could be expressed
as a set of restrictions over the decision or search space D. e
image set O ⊆ RM of S produced by the vector-valued function
F (·) is called feasible objective set or criterion set.
e solution to this type of problem is a set of trade-o points.
e optimality of a solution can be expressed in terms of the Pareto
dominance relation.
Denition 2.1 (Pareto dominance). In the optimization problem
(1) and having x ,y ∈ S, x is said to dominatey (expressed as x ≺ y)
if ∀j = 1, . . . ,M : fj (x ) ≤ fj (y) and ∃i ∈ {1, . . . ,M }: fi (x ) < fi (y).
e non-dominated subset A∗ of set A ⊆ S is dened as
A∗ =
{
x ∈ A @x
′ ∈ A : x ′ ≺ x
}
. (2)
e solution of (1) is S∗, the non-dominated subset of S. S∗
is known as the ecient set or Pareto-optimal set [6]. Its image in
objective space is known as the Pareto-optimal front, O∗.
As nding the explicit formulation of S∗ is oen impossible,
generally, an algorithm solving (1) yields a discrete non-dominated
set, P∗, that approximates S∗. e image of P∗ in objective set,
PF ∗, is known as the non-dominated front.
2.1 ality of Solutions
e crucial task is how to measure the performance in the multi-
objective seing, i.e. how to asses the relation of PF ∗ to O∗.
Several performance indicators have been proposed including the
hypervolume indicator or the R indicators (see [28, 29] for an
overview). Each indicator concentrates on special desired charac-
teristics of the front approximation while one frequently discussed
aim is that elements of PF ∗ should be evenly spread along the
true Pareto front in order to present an unbiased solution set to the
decision maker.
e hypervolume indicator, Ihyp (A), [1] computes the volume
of the region, H , delimited by a given set of points, A, and a set of
reference points, N .
Ihyp (A) = volume
*.
,
⋃
∀x ∈A;∀y∈N
hypercube(x ,y)+/
-
. (3)
In order to compare dierent solutions the indicator should be
transformed into a relative formulation, as proposed by the binary
hypervolume indicator,
Ihyp (A,B) = Ihyp (A) − Ihyp (B) . (4)
Epsilon indicators [16] are a set of performance indicators that
rely on the epsilon dominance concept. is indicator was pro-
posed to measure how close the current non-dominated solution
individuals front, PF ∗t , is to the Pareto-optimal front, O∗.
Additive epsilon dominance is dened as:
Denition 2.2 (Additive ε-Dominance Relation). For the optimiza-
tion problem specied in (1) and having x1,x2 ∈ D, x1 is said to
additively ε-dominate x2 (expressed as x1 4ϵ+ x2) i fj (x1) ≤
ε + fj (x2).
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e additive epsilon indicator, Iε+, is a relative indicator that
expresses the minimum value of ϵ that is necessary to make a set
A ε-dominate a set B, that is,
Iε+ (A,B) = inf
ε ∈R
{
∀y ∈ B, ∃x ∈ A such that x 4ϵ+ y
}
. (5)
2.2 EMOAs for Many-Objective Optimization
A recent generation of EMOAs exploits existing performance in-
dicators for their selection processes. e S-metric selection evo-
lutionary multiobjective optimization algorithm (SMS-EMOA) [4]
belongs to that group of approaches. SMS-EMOA is a steady-state
algorithm. Which means that, in every iteration, only one individ-
ual is created and only one has to be deleted from the population in
each generation. e hypervolume is not computed exactly. Instead,
the k-greedy strategy is employed. ese decisions were made in
the hope of tackling the high computational demands of computing
the hypervolume.
e key element of SMS-EMOA is the method for determining
which element of the population will be substituted by the ospring.
is is done, by applying a non-domination ranking. From the
individuals that are dominated by the rest of the population, one
individual is selected such that it has the minimum contribution
to the hypervolume of the set. is individual is to be removed
from the population and substituted by a new individual generated
by the usual variation operators. It may happen, that there is only
one non-dominated front (all individuals are non-dominated). In
this case, the individual with least hypervolume contribution is
selected.
Another promising line comes from the reference-point-based
many-objective version of the nondominated sorting genetic algo-
rithm (NSGA-II), denominated NSGA-III [11]. Similar to NSGA-II,
NSGA-III employs the Pareto non-dominated sorting to partition the
population into a number of fronts. In the last front, instead of using
the crowding distance to determine the selected solutions a novel
niche-preservation operator is applied. is niche-preservation
operator relies on reference points organized in a hyperplane to
promote diversication of the population. erefore, solutions as-
sociated with less crowded reference points are more likely to be
selected. A sophisticated normalization is incorporated into NSGA-
III to eectively handle objective functions of dierent scales.
2.3 Detecting Convergence in EMOAs
e formal determination of convergence or optimality criteria
in MOPs (and EMOAs, for that maer) is oen impossible when
gradient information is not available. is is a common situation
in real-world applications. Because of that, sophisticated heuristic
stopping criteria have become a subject of intensive research [19,
26].
e on-line convergence detection criterion (OCD) [27] is a ro-
bust method for convergence detection. OCD computes a set of
performance indicators applying them to a given number of con-
secutive populations. Relying on the values of the performance
indicators, OCD determines if they have remained stable in a non-
progress state applying a statistical hypothesis test. In this work, we
use OCD to determine if the algorithm is stagnating and, therefore,
it is time to add more secondary objectives.
3 THE VORONOI DIAGRAM EVOLUTIONARY
ALGORITHM
As stated in the introduction, anomaly detection can be posed
as a particular case of classication problems. Here data items
must be tagged either as ‘normal’ or ‘anomalous’. at is, relying
on a dataset Ψ =
{
x (i ) ,y (i )
}
, where, without loss of generality,
we can state that x ∈ Rn and y (i ) ∈ {normal; anomaly} obtain
a classier, M (x ;ϕ) → {normal; anomaly}, that correctly detects
instances that correspond to each of the two categories. Because
of this fact, the existing metrics devised to assess the quality of a
classication algorithm are also applicable in this context. For this
particular problem, the most relevant metrics are accuracy, recall
and specicity, although many more could also be of use. ese
metrics rely on the number of true positives, tp, false positives, fp,
false negatives, fn, and true negatives tn produced by a given model
M . Accuracy measures the proportion of true results (both true
positives and true negatives) regard to the total number of elements
in the dataset by computing a(M ) = (tp+tn)/(tp+fp+fn+tn). On the
other hand, recall gauges the ratio between the true positives and
false negatives as r (M ) = tp/(tp+fn).
Voronoi diagrams are geometrical constructs that partition a
given space and can be used for classication. Any set of points,
known as Voronoi sites, in a given n-dimensional Euclidean space E
denes a Voronoi diagram, i.e., a partition of that space into Voronoi
cells: the cell corresponding to a given site S is the set of points
whose closest site is S . e boundaries between Voronoi cells are
the medians of the [SiSj ] segments, for neighbor Voronoi sites Si
and Sj . ough originally dened in two or three dimensions, there
exist several algorithmic procedures to eciently compute Voronoi
diagrams in any dimension.
Voronoi diagrams oer a compact classication representation by
aaching to each Voronoi cell (or, equivalently, to the corresponding
Voronoi site), a Boolean label. e resulting Voronoi diagram is
a partition of the space into 2 subsets: the ‘normal’ cells are the
shape/volume, and the ‘anomalous’ cells are the outside of the
shape/volume.
is representation allows Voronoi diagrams to be evolved in
order to use them for anomaly detection. In this case, the genotype
is a (variable length) list of labeled Voronoi sites, and the phenotype
is the corresponding partition in the space into two subsets. More
generally, any piece-wise constant function on the underlying space
can be represented by a similar representation by using real-valued
labels.
When dealing with anomalies, the dataset is generally highly
imbalanced, as, usually, there are fewer ‘anomalous’ instances than
‘normal’ ones. If only the classication accuracy is used, the error
contribution of the anomalies will be reduced and hence the model
will be biased to not regard them. Furthermore, as already men-
tioned, the anomaly detection problem requires that the classier
is not only able to correctly classify the ‘normal’ and ‘anomalous’
instances present in the training dataset but is also capable of de-
tecting when a given input falls in an area that was not covered by
data of the training set and, therefore, also can be interpreted as an
anomaly.
Consequently, every individual represents a Voronoi diagram
as a set of sites, I = {Si }, where each site has an associated label,
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S .` ∈
{normal, anomaly}. Relying on that, that individual can be
used as a classier as
clfy(I,x ) = S∗.` with S∗ = arg min
S i ∈I
‖x − Si ‖ . (6)
It is possible to prompt the Voronoi diagrams (individuals) to
represent the known data in a form as compact as possible by
expressing that as the relation between the volumes of the Voronoi
cell and the convex hull of the training data that it contains. Let
I =
{
Si , i = 1 . . .nI
} be a Voronoi diagram, and, for each cellCi , let
vi ∈ R
+ be its volume and Di the set of data points it contains, i.e.,
Di =
{
x ∈ Ψ;d (x , Si ) ≤ d (x , Sj )∀i , j
}
, d being the n-dimensional
Euclidean distance. We can then dene the individual compactness
as the sum, for each cell, of the ratio of the volume of the convex
hulls of Di and the volume of the cell,
c (I) =


∑
i ( |Di | − n)
volume(convex hull(Di ))
vi if |Di | > n ,
0 in other case .
(7)
Maximizing compactness will produce cells that contain the data
in a form as tight as possible. However, the compactness objective
can be complemented by one that promotes the existence of empty
cells that represent areas of the input domain that are now present
in the training data. Such objective would take care of sites with
small Di ’s and promote that they become empty as the evolution
takes place. A form of representing this is by computing the total
volume of cells with an anomaly label of an individual and rate it
by the number of elements it contains,
v (I) =
∑
i,Si .`=anomaly
vi
1 + 2 ln( |Di | + 1)
. (8)
Following the above presentation, the problem of nding Voronoi
diagrams for anomaly detection can be formalized as the many-
objective optimization problem
max F = 〈a(I), r (I), c (I),v (I)〉 ; I ∈ D , (9)
where D is the set of all possible Voronoi diagrams in the problem
domain.
Two variation operators have been put forward to operate on
Voronoi diagrams. e mutation operator acts on two levels. At an
individual level, a new Voronoi site can be added, at a randomly cho-
sen position, with a random label; or a randomly chosen Voronoi
site can be removed. At a site level, Voronoi sites can be moved
around in the space (the well-known self-adaptive Gaussian muta-
tion has been chosen here, inspired by evolution strategies) or the
label of a Voronoi site can be changed.
e crossover operator takes two Voronoi diagrams as argument
and respects the locality of the representation. Voronoi sites that are
close to each other should have more chance to stay together than
Voronoi sites that are far apart. is is achieved by the geometric
crossover that operates by creating a random cuing hyperplane,
and exchanging the Voronoi sites from both sides of the hyperplane,
ensuring that the resulting diagrams meet the minimum length
bound, nmin. Both operators are described in detail in [20, 21].
VorEAl follows a (µ + λ) scheme where, in every iteration, an
ospring population of λ individuals, Po, is created from the cur-
rent one, Pt , by applying the variation operators described above.
Subsequently, the best µ individuals are kept for the next iteration
population Pt+1 and the rest are disregarded. In this paper, the
selection of SMS-EMOA and of NSGA-III are applied and compared
as they have been shown to yield substantially beer results when
confronted with many-objective optimization problems.
From the nal population, Pnal, a commiee of individuals,
P∗ ⊆ Pnal, is selected. is commiee contains the best ρ-percent
of Pnal in terms of their accuracy. P∗ is used to compute predic-
tions using a majority voting classier approach.
clfy (P∗,x ) = arg max
`∈{normal,anomaly}

{clfy(I,x ) = `;I ∈ P∗} . (10)
4 IMPACT OF ADDING A LENGTH
MINIMIZATION OBJECTIVE
e proposal put forward by this paper was obtained while enhanc-
ing VorEAl by improving the selection mechanism and adding a
new Voronoi diagram size minimization objective to VorEAl meant
for producing diagrams as with as few sites (or cells) as possible.
is is an important feature as the computational complexity of
using VorEAl as a predictor is bound to the number of sites.
is new size minimization objective was formulated as
l (I) =
1
1 + 0.01 ( |I | − nmin)
, (11)
where nmin is the lower bound for individual size. l () has the
advantage over the direct use of the size of the individual, |I |, that
it is to be maximized, as the rest of the objective functions and
bounded in [0, 1].
Consequently, the optimization problem of VorEAl becomes
maxF = 〈a(I), r (I), c (I),v (I), l (I)〉 ; with I ∈ D . (12)
e results of evolving this instance of VorEAl produced unex-
pected results as the introduction of the new objective degraded
the performance signicantly.
In order to understand this phenomenon, we analyzed the im-
pact of dierent combinations of objectives. e two-spirals test
problem (see Section 6 for details) was addressed with instances of
VorEAl identically congured but with dierent combinations of
objectives, starting from just using accuracy and recall and adding
one of the remaining three objectives. Figure 1 illustrates the im-
pact of adding the objectives. It is particularly relevant to analyze
the three three-objective instances. Here it becomes evident that
adding the l () objective makes almost impossible to optimize of
the other objectives. In that case, it is noticeable that the accuracy
aained remains at a very low value, almost comparable to making
a random choice. In the other two three-objective cases, although
it is noticeable that the algorithm does not progress as fast as in
the two-objective case towards the optimal values of accuracy and
recall, this can be aributed to the challenge of coping with an
additional objective with the same population size. e remaining
VorEAl instances in the gure serve to validate the point made in
the previous paragraph.
5 PROGRESSIVE ADDITION OF OBJECTIVES
Taking into account the previous observations and discussions,
we elaborated a greedy methodology to progressively select which
objectives to add and when to do it. e result of this is the heuristic
for progressive addition of objectives (PAO).
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Figure 1: Progression of the objective values of dierent
runs of VorEAl congured with dierent sets of objectives.
Mean, minimumandmaximumvalues of the objective func-
tions are shown. Values of the compactness objective have
been scaled to the [0, 1] interval.
In order to describe PAO, is it convenient to introduce the fol-
lowing notation:
• VorEAl(P,F ∗): An instance of VorEAl with population P
and F ∗ ⊆ F a subset of objective functions F .
• evolve(v,∆t ): A function that evolves a VorEAl instance
v until convergence is detected by the OCD method. It re-
turns the populations Pt and Pt−∆t that one correspond-
ing to the last population and the other to the one obtained
∆t iterations before.
• evolve tmax (V ,∆t , tmax): A function that evolves a Vo-
rEAl instance v for tmax iterations. It returns the popula-
tion Pt corresponding to the last iteration.
PAO starts with a set of primary objectives, F prim ⊆ F , and
a set with the remaining (secondary) ones, F sec ⊆ F such that
F prim ∩ F sec = ∅ and F prim ∪ F sec = F . F prim and F sec must
be provided as input. ey would probably be best provided by an
expert of decision maker.
Initially, an instance v∗ = VorEAl(P0,F prim) is created with a
random initial population P0. Function evolve(VorEAl(v∗,∆t ) is
invoked. Aer function evolve() nishes we have the population
Pt at time t for the instance v∗ and, Pt−∆t the population at ∆t
iterations before. In this condition an objective f ∈ F sec is selected
and moved to F prim,
F prim = F prim ∪
{
f
} ; F sec = F sec \ { f } . (13)
e VorEAl instance is extended with the new set of primary objec-
tives and the population obtained so far v∗ = VorEAl(Pt ,F prim).
e process is repeated until F sec is empty.
At this point, the main issue is what procedure to follow to
identify what objectives should be added. ere is a rather large
body of work on how to detect related objectives mostly derived
from the works on objective reduction [7]. However, those works,
although somewhat related, are directed in the opposite direction.
e procedure to follow is to create one VorEAl instance for
every objective in F sec such that,
V =
{
vi := VorEAl(Pt−∆t ,F prim ∪
{
fi
}
);∀fi ∈ F sec
}
, (14)
Each of these instances would evolve the population Pt−∆t for ∆t
iterations by invoking evolve tmax () on each instance to produce
a set of populations,
P
+ =
{
P+i
}
=
{
evolve tmax (vi ,∆t );∀vi ∈ F sec
}
. (15)
Every the population in P+ is expected to capture the impact of
its corresponding objective on the evolutionary process. Following
the preliminary discussion, the idea here would be to select the
objective that degrades as lile as possible the convergence and
diversity of the population. is is achieved by comparing these
populations with the Pt previously obtained and selecting the
objective of F sec that had the least impact on the values of F prim.
at is, having a comparison function δF (A,B) that determines
how similar are A and B in terms of the objective functions in F ,
we can formulate this selection process as
fi = arg minδF prim
(
P+i ,Pt
)
. (16)
Function δ () can be dened relying on the performance indica-
tors introduced in Section 2. Consequently, we will denominate the
PAO variant that applied the hypervolume indicator as S-PAO and
the one using the ε indicator as ε-PAO.
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(a) Training datasets.
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Figure 2: Training and testing datasets. Test set anomalies
present in the test datasets are generated using the proce-
dure described in Section 6.
6 EXPERIMENTS
e previous discussion and proposal must be complemented by
a set of experiments that establish their validity. e primary ob-
jective of the experiments is to assert if the PAO heuristic does
manage to speed up the optimization process by preserving pop-
ulation diversity. It is also important to verify which of the two
PAO variants produces the best results. Similarly, we will also be
assessing which of the two selection methods performs best. For
that reason, dierent combinations of PAO and selection methods
were tested together with the regular VorEAl with no objective ad-
dition heuristic. VorEAl parameters were kept as in [20], a ∆t = 30
was used and algorithms were le to run for 1500 iterations.
Experiments involved six classication benchmarks problems:
the ‘two spiral’, ‘crescent and full moon’, ‘half densities’, ‘corners’,
‘outliers’ and ‘cluster in cluster’ problems. ey have the advantage
that they can be visualized in 2D while still posing a substantial
challenge to the algorithm. One key element that must be addressed
is the ability of the method to detect anomalies that were present in
the original dataset as well as those that were not present. Six tests
were prepared with that goal in mind by adding random anomaly
data in the areas that did not have any data in the training dataset.
e resulting training and test datasets can be observed in Figure 2.
Other methods were included in the experiments in order to
provide grounds for comparison with similar approaches as well
as well-known approaches. In particular, we included the negative
selection algorithm (NSA) [15] using both variable-sized hyper-
spheres and hyper-rectangles. For fair comparisons, we applied the
NSA+sp and NSA+r e in which non-self training samples are subse-
quently used to enrich the detector library generated by NSA.
Similarly, we have included in the experiments two well-known
classiers: one-class vector machines (SVMs) [23] and the naive
Bayes classier [12]. Support vector machines are particularly
capable of yielding adequate results, while the naive Bayes classier
would serve as a baseline.
e stochastic nature of the algorithms being analyzed calls for
the use of an experimental methodology that relies on statistical
hypothesis tests. Using those tests, we are able to determine in
a statistically sound way if one algorithm instance outperforms
another. e topic of assessing stochastic classication algorithms
is studied in depth in [14]. ere, it is shown that the Bergmann–
Hommel [3] procedure is the most suitable for our class of problem.
In all cases, we have used a base level of signicance of 0.05
and we ran all experiment instances 50 times. e results of these
experiments are shown as box plots in Figure 3. e results indicate
that S-PAO heuristic managed to yield the best results. Similarly,
it is also important to note that the NSGA-III selection outperforms
SMS-EMOA. is is probably because it manages to maintain di-
versity.
As many tests were carried out, a comprehensive analysis of the
results is rather dicult as it implies cross-examining and com-
paring the results presented separately. Consequently, we present
them in summarized form in Table 1. is validates the previous
discussion from a statistical point of view.
To further simplify the understanding of the results, we decided
to adopt a more integrative representation like the one proposed in
[2]. is representation groups either by problem or by classica-
tion metric the results of the algorithms. It does so by computing
the number of times a given algorithm was beer than the others.
Figure 4 conveys these analyses and further establishes how the
combination of S-PAO and NSGA-III selection yielded the best
results.
7 CONCLUSIONS
In this paper, we have introduced the PAO heuristic, meant to deal
with the severe loss of diversity that EMOAs may face when applied
on objective functions that have dierent degrees of complexity.
PAO emerged from the need to extend VorEAl and is inspired by its
use in real-world anomaly detection problems. Consequently, we
have carried out a proof-of-concept study, meant to test its working
hypothesis. e results are of relevance, as the introduction of the
PAO heuristic managed to improve the performance of the modied
VorEAl when confronted with the test sets.
However, work in this direction is only starting. e precepts
put forward in this paper are not limited to the context of VorEAl,
or anomaly detection, for that maer. e PAO heuristics can be
applied in any many-objective problem with objectives of dierent
degrees of complexity and with the potential of dragging the popu-
lation at a very fast rate to sub-optimal areas of the search space.
One of such application scenarios is controlling bloat in genetic
programming.
Similarly, connections between this proposal and other topics
like bi-level optimization, objective reduction and performance
indicators, should be properly dealt with. Finally, it is also necessary
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Figure 3: Box plots of the dierent combinations of S-PAO and ε-PAO heuristics and selection operators based on NSGA-III
(NIII) and SMS-EMOA (SMS), VorEAl without using the PAO heuristics and the other methods included in the comparison.
Table 1: Summarized results of the Bergmann–Hommel statistical hypothesis tests on the two spirals, crescent/full moon, half
kernel, outliers, corners and cluster in cluster data sets. Legend: + , row better than column; ∼ , homogeneous results and
− , row worst than column.
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to study the computational footprint of PAO, in particular in the
hypervolume variant.
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