Artificial neural networks (ANNs) are computational models of their biological counterparts. They consists of densely interconnected computing units that work together to solve a specific problem. The information, which is acquired during a learning process, is stored in the synaptic weights of the internodal connections. The main advantage of neural networks is their ability to represent complex functions and the efficient storage of information. ANNs are frequently employed in applications involving data classification, function approximation, and signal processing (Haykin, 1994) . The topology of ANNs consists of an arrangement of neurons, which are equipped with a transfer function and synaptic weights, and the nodal connections. Despite these simple topological elements, the flexible arrangement of neurons and connections allows the generation of ANNs with arbitrary complexity. The resulting topological complexity, however, directly affects the network performance. The performance, or fitness, is a measure of the accuracy of a network in representing an input-output relation. For instance, network topologies with only few neurons and synaptic weights provide only limited flexibility in representing complex functions. They have therefore typically only a poor fitness. On the other side, complex networks that provide large flexibility in representing new data, can lead to poor generalizability and extensive computational costs for training and data retrieval (Yao, 1999) . Considering the integration of such networks in large-scale simulations, data retrieval from such large networks can lead to a significant increase in overall computing time. Because of the inherent topological complexity it is apparent that the a priori identification of a network topology with near-optimal performance is a challenging task, and is often guided by heuristics or trial-and-error. The design of a specific network topology with optimal performance can be formulated as an optimization problem. The choice of the method to solve this problem is determined by the inherent properties of the ANN (Miller et al., 1989 ):
the necessary introduction of certain assumptions, required for reducing the mechanism, can result in a degradation of the accuracy and generality. On the other side, tabulation techniques, such as conventional structured look-up tables, are often employed for the parameterization of thermochemical quantities. Since, however, the memory requirement for the tabulation rapidly increases with the number of independent parameters, this method imposes drastic restrictions when more than three or four independent parameters are used.
Other tabulation techniques include the in situ adaptive tabulation (ISAT) (Pope, 1997) or solution mapping using piecewise polynomial approximation (PRISM) (Tonse et al., 1999) . Over recent years, ANNs have successfully been employed for the approximation of chemical systems (Blasco, Fueyo, Dopazo & Ballester, 1999; Blasco et al., 2000; Blasco, Fueyo, Larroya, Dopazo & Chen, 1999; Chen et al., 2000; Christo, Masri, Nebot & Pope, 1996; Flemming et al., 2005; Ihme et al., 2009; Sen & Menon, 2008; 2010) . Important advantages of ANNs over tabulation methods are the modest memory requirement, and cost-effective and smooth function representation. However, in many if not all of these applications ad hoc network topologies were used, that were not fully optimized for the particular problem, so that the optimal performance could not be achieved. Motivated by the chemistry application, the objective of this work is to demonstrate the potential of OANNs for application to chemical reacting flows. To this end, two different chemical systems of increasing complexity are considered. Specifically, the first problem considers an one-step chemical reaction in a homogeneous flow, representing decaying turbulence. The particular advantage of this problem is that it allows us to systematically evaluate different ANN-representations and compare the results against other predictions. The second problem considers the unsteady three-dimensional combustion of a methane/hydrogen-air mixture in a technical-relevant burner system. For this, large-scale simulations are employed and the accuracy of ANNs and conventional tabulation methods are assesses in the context of high-performance computations of turbulent reacting flows. In order to assess the ANN performance, we consider two metrics, namely the ANN fitness evaluation under static and dynamic conditions. To explain both metrics, we consider Eq. (1), in which the source term is now approximated through an ANN:
where ϕ = φ + ε and w A is the source-term representation by the ANN. After writing w A as
with Ω denoting the ANN approximation error, Eqs.
(1) and (2) can be combined to derive the following expression for the evolution of the error ε: x 97
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input layer hidden layers output layer Fig. 1 . Architecture of a multilayer perceptron, consisting of an input layer with two input channels X 1 and X 2 , one output channel Y, and 4 hidden layers with, respectively, 3, 2, 3, and 1 neurons in each layer. The neurons in the hidden layers are denoted by n i , with i = 1, . . . , 9, and the number of neurons in this network is |N N | = 9.
Since ANNs are integrated into dynamic systems of the form of Eq. (2), a main shortcoming of this static analysis is that it does not account for the feedback on the solution vector ϕ. In particular, small errors arising from the network approximation could either cancel, or -worse -induce a drift in the solution vector leading to long-time instability issues of the governing equations.
To address this issue, we will also assess the ANN-performance under dynamic conditions. To this end, the temporal evolution of the error ε in Eq. (4) is evaluated in order to assess the dynamic stability of the system. This metric, which we refer to as dynamic ANN performance measure, allows us to directly characterize feedback-effects of ANN-approximation errors on the solution. It will be shown in the second part of this article that this dynamic ANN performance evaluation provides more realistic estimates of the ANN-fitness potential, whereas the static ANN analysis gives typically too optimistic estimates. The remainder of this article is organized as follows. Section 2 discusses the ANN model and describes the training process. The GPS method and ES are presented in Sec. 3. The performance of OANNs are assesses by considering two combustion-chemical problem of increasing complexity. Specifically, Sec. 4 considers the evolution of a chemical species in decaying homogeneous isotropic turbulence. The combustion process is described by a reversible one-step chemical reaction, in which the mixing and combustion are described by a Lagrangian Fokker-Planck model. In the second problem, OANNs are integrated into a high-fidelity large-eddy simulation to predict the turbulent combustion in a swirl-stabilized burner system of practical relevance. Model formulation, experimental setup and comparisons with experimental data and conventional tabulation methods are presented in Sec. 5, and conclusions are drawn in Sec. 6.
Artificial neural networks
In the following, the class of multilayer perceptrons (MLPs) is considered. A MLP, schematically shown in Fig. 1 , consists of an input layer with N I input channels, an output layer having N O channels, and N L hidden layers. The number of neurons in each hidden layer is denoted by N N ∈ Z N L . The connectivity of the network is denoted by C, corresponding to
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Artificial Neural Networks-Application www.intechopen.com a binary matrix, in which the element C ij is unity if neurons i and j are connected and zero otherwise. The output y i of neuron i is computed according to
where N C is the number of connections in the network, ω ij are the synaptic weights, and x ij are the input signals. Note that x i0 = −1 is a threshold value. The transfer function of the neuron i is denoted by ψ i . The synaptic weights in the network are adapted during the training process, which in itself represents an optimization problem and can be written as
where N ω denotes the number of synaptic weights in the network, and E : R N O ×N t → R is a measure of the error between the actual and desired output of the network. The number of training samples is denoted by N t . In the following, E is defined as
with
and Y t i (j) represents the j th training sample of the output signal i. The topology of a particular network is defined by its neural arrangement, consisting of the number of layers N L and neurons per layer N N , the connectivity C, and the neural transfer functions ψ. In the following, this network topology is formally written as
in which the last four arguments are constrained by the problem and the desired performance of the ANN. The performance -or generalization potential -of a trained network can be characterized by the cost function J, which is evaluated using test samples that typically differ from the training data. Testing -or static ANN performance analysis -is done after training to evaluate the ability of the network in representing untrained samples. In the present work, the following cost function is used:
where N s refers to the number of test samples, and the decadic logarithm is introduced to enlarge the resolution of the cost function. The objective is to identify a particular network topology A that minimizes the cost function, or in other words, maximizes the generalizability. In the following, we will restrict our discussion to a multidimensional optimization problem that only includes continuous parameters, i.e., real-or integer-valued variables. For this, a network will be considered, in 
A sigmoidal function,
is used for all other neurons in the N L − 1 hidden layers. The parameters γ 1 and γ 2 , characterizing the saturation and slope of the transfer function, are considered as free parameters that will be adjusted during the optimization process. Furthermore, the network architecture will be constrained to a fully connected feed-forward network. With this, the resulting optimization problem may be formulated as
where γ ∈ R 2×(|N N |−1) , G denotes the bounded parameter space for the transfer function coefficients, and the number of neurons in all layers is denoted by |N N |. In this context it is important to point out that the herein employed optimization method is not restricted to continuous variables, and can also be applied to the optimization of categorical or discrete variables. This has been discussed by Ihme et al. (2008) , in which the connectivity and transfer functions were included in the optimization of the network topology.
Topological optimization

Generalized pattern search method
In the following, a generalized pattern search method is used to solve the optimization problem (13). The GPS method is a derivative-free method, in which a sequence of iterates is generated whose cost function is non-increasing (Audet & Dennis, 2003) . All points at which the cost function is evaluated are restricted to lie on a mesh, and the limited point of the sequence of iterates corresponds to a local optimal solution that is defined with respect to a user-specified neighborhood. GPS methods for unbounded problems have been discussed and analyzed by Torczon (1997) ; they were later extended by Lewis & Torczon (1999; to bounded and linearly constrained problems. The GPS algorithm, schematically shown in Fig. 2 , proceeds in two steps, namely a search and a poll step. In the search step a finite set of search points are evaluated to facilitate a global exploration of the parameter space. Since the search step is not required for convergence, different strategies can be employed to identify a promising region in the parameter space that potentially results in an improved cost function. For instance, a priori knowledge, random sampling using Latin hypercube sampling (LHS) (McKay et al., 1979) , or a surrogate can be employed. In the case of a surrogate, the cost function is approximated by a lower-dimensional model, whose evaluation is typically less expensive. This surrogate approximation is continuously updated during the simulation, and is then used to identify a new point with a potentially lower cost function. Kriging is frequently employed as surrogate approximation, and its multidimensional extension makes this method particularly attractive for application to network optimization. In the case that the search step does not result in an improvement in the cost function, the algorithm continues with a poll step, which guarantees the convergence of the GPS algorithm. The poll step is restricted to a mesh that is constrained by the parameter space, and centered around the incumbent point η. The vector η is of dimension N L − 1 + 2(|N N |−1), and contains information about the number of non-linear neurons and coefficients in its respective non-linear transfer functions. At iteration k the mesh for the poll step is defined by
where ∆ k > 0 is the mesh size parameter, which is obtained through a successive refinement of the mesh according to
and τ = 1/2 is used in the following application. The discrete directions in the parameter space that are evaluated during a poll step are specified by the matrix D whose columns form a positive spanning set. That is, if I denotes the identity matrix and i is the vector of ones, then D is typically chosen as (Audet & Dennis, 2003) . During the poll step the cost function is evaluated for these poll candidates. In the case that the poll step is unsuccessful the mesh is refined, and the algorithm continues with a new iteration, starting with a search step (see Fig. 2 ). This process continues until a convergence criterion is met or ∆ k reaches a minimum mesh size. More details on the algorithm and convergence proofs can be found in Audet & Dennis (2003) and extensions of the algorithm to include categorical parameters are discussed in Audet & Dennis (2000) and Abramson (2004) .
Evolutionary strategy
In addition to the GPS method, an evolutionary strategy is used to solve Eq. (13). Evolutionary strategies have been proposed as simple mutation selection mechanisms by Rechenberg (1973) , and were later generalized by Schwefel (1977; 1981) . ES belongs to the general category of evolutionary algorithms, and is based on a collective evolution process of individuals in a population. The evolution of this population follows a biologically inspired process, consisting of a sequence of steps, involving mutation, recombination, and selection. In this work, a so-called (µ, λ)-ES is used, in which µ denotes the number of parents and λ corresponds to the number of offsprings in each generation. For completeness, the general form of the ES algorithm (Bäck & Schwefel, 1993 ) is briefly summarized. In ES, the independent parameters for each individual network candidate are represented by a joint Gaussian distribution. This distribution is characterized by a zero expectation, a variance for each optimization parameter, and a rotation vector to ensure positive definiteness of the parameter covariance matrix. The mutation of each individual is sampled from the joint Gaussian distribution, which is modified by mutating the standard deviation and the rotation angle. More details on this mutation strategy and the self-adaptation, which are employed in the present work, can be found in Bäck & Schwefel (1993) . For the recombination of individuals and strategy parameters, different mechanisms are used. Here, a discrete recombination of individuals is used, in which a new individual is produced from a random sampling of parameter components from two parents. For the recombination of the strategy parameters, i.e., mutation step size and rotation angle, pairwise intermediate recombination is used. Following the recombination and mutation, the ES continues with a deterministic selection step. In the (µ, λ)-ES, the µ-best candidates out of λ offsprings are selected. The best candidates are then used as parents in the subsequent generation. In the following application µ = 2, λ = 12, and at most 80 iterations were used in the ES algorithm. It was found that the results for the optimal ANN topology showed some sensitivity to the initialization and the choice of the exogenous parameters in the ES algorithm. It is assumed that this sensitivity is mainly attributed to the heterogeneous search space, and the slow convergence of the ES.
Combustion in decaying homogeneous isotropic turbulence
Mathematical model
In the following problem, the mixing and reaction of fuel and oxidizer in decaying homogeneous isotropic turbulence are considered. The corresponding reaction equation can be written as
The reaction rate w of this one-step reversible reaction follows an Arrhenius expression
in which r is the stoichiometric coefficient, A is the frequency factor, β is the Zeldovich number, Z st is the stoichiometric mixture fraction, and K is the equilibrium constant. Values for these (17) is only a function of mixture fraction Z and reaction progress variable C, corresponding to the non-dimensional temperature. Here, Z ∈ [0, 1] and C ∈ [0, C eq ], and the reaction rate as function of Z and C is shown in Fig. 3(a) . The progress variable at equilibrium, C eq , is a function of Z, and is obtained by solving Eq. (17) for w = 0, resulting in:
in which prescribed values for Z st and K from Tab. 1 are used. Using C eq , a normalized progress variable can be introduced, � C = C/C eq , so that � C ∈ [0, 1], and w as function of � C and Z is illustrated in Fig. 3(b) . In the following, OANNs are generated for the approximation of the chemical reaction rate as function of Z and � C. The temporal evolution of reactants and products is obtained from the solution of a Lagrangian Fokker-Planck (LFP) model. In this model, the trajectories of individual particles in composition space are described by the solution of a set of stochastic differential equations (SDEs). For the one-step chemical reaction, which is fully characterized by mixture fraction Z and reaction progress variable C, the Fokker-Planck model can be written as (Fox, 2003) :
where W is a Wiener process, and the angular brackets denote the mean value which is defined by �φ� = � φP(φ)dφ for φ = {Z, C}. The PDF is denoted by P, and the scalar fluctuation φ � is 
and the diffusion matrix is
from Eq. (18). �χ Z � and �χ C � are the mean scalar dissipation rates for mixture fraction and progress variable, and are modeled by an exponential decay
The initial particle distribution is sampled from a beta distribution with �Z�(t = 0)=�Z� 0 = 0.5 and �Z �2 �(t = 0)=�Z �2 � 0 = 0.2, and the progress variable is set to the equilibrium condition C eq (Z). The mean lifetime for the decay rates of �χ Z � and �χ C � correspond to the averaged decay constant from the direct numerical simulation by Sripakagorn et al. (2004) with τ Z = 1.5 and τ C = 1.0. Note that the time in Eq. (19) is non-dimensionalized by the initial large-eddy turnover time (Sripakagorn et al., 2004) . Since the evolution of �Z �2 � obeys the ODE d t �Z �2 � = −�χ Z � and lim t→∞ �Z �2 �(t)=0, the initial condition for �χ Z � is �χ Z � 0 = �Z �2 �/τ Z , and �χ C � 0 is set to 0.25. After the initialization of 2 × 10 6 particles, the LFP model is advanced over T = 10 non-dimensional time units with a step size of dt = 1 × 10 −3 . In order to allow for a direct comparison of the different simulations, the increment in the Wiener process is kept identical for all runs.
Network optimization
The chemical source term, given in Eq. (17), is approximated by optimal ANNs. For this, GPS and ES are used to identify optimal network topologies that result in the lowest approximation error. For the network optimization the following constraints on the topological parameter space are imposed: The maximum number of hidden layers (including the last linear layer) is N max L = 3, and the maximum number of non-linear neurons per hidden layer is restricted to N max L = 8. Only fully connected networks are considered, and sigmoidal transfer functions are used in all non-linear neurons. The free parameters γ 1 and γ 2 in Eq. (12) are adjusted during the optimization process. Since the GPS algorithm is a mesh-based method these parameters are constrained to 0.4 ≤ γ 1 ≤ 1.2 and 1 ≤ γ 2 ≤ 5 having a maximum mesh size of ∆γ max 1 = 0.4 and ∆γ max 2 = 1, respectively, and the minimum mesh size is ∆γ min 1 = ∆γ min 2 = 10 −4 . To evaluate the fitness of a particular network candidate, the synaptic weights are first adjusted using a supervised learning strategy. In this technique, a set of training data is presented to the network and the weights are adjusted to reproduce the input-output relation. The training set consists of 50,000 randomly chosen samples, and a Levenberg-Marquardt
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Artificial Neural Networks-Application www.intechopen.com algorithm (Hagan et al., 1996) is used to iteratively adjust the synaptic weights. Since this training step is computationally expensive only a maximum of 100 iterations in the Levenberg-Marquardt algorithm are used to train each individual network. Although typically more iterations are necessary to ensure that the synaptic weights are fully converged, it was concluded that this number of iterations is sufficient to assess the fitness potential of a particular network architecture. After an optimal network architecture is identified by the optimization algorithm, this ANN is further trained until the synaptic weights are fully converged (see Fig. 2 ). It was found that the outcome of the training process shows some sensitivity to the initialization of the synaptic weights that are typically sampled from a uniform distribution. To allow for an objective comparison between different optimization methods, this sensitivity is here eliminated by initializing all synaptic weights with ω = 0.1. For the evaluation of the static performance of each network candidate during the GPS, the cost function (10) is evaluated using N s = 50,000 test samples.
Static ANN performance analysis
Results from the GPS and ES network optimization are presented in Tab. 2. The second column in this table lists the network architecture of the optimal ANN. The static network fitness, characterized by the cost-function, is shown in the third column, and the last column presents the memory requirement which is necessary to store the network architecture. In addition to these optimal network structures, results for conventional look-up tables are also presented. For this, the chemical source term, Eq. (17), is tabulated in terms of Z and � C using an equidistant grid. The optimal network structure that was returned from the GPS algorithm consists of a 7-8-1 ANN. This architecture was found after 876 function evaluations in the 34-dimensional parameter space. The cost function of this GPS-OANN is J(A)=−3.289, and was further reduced to J(A)=−3.727 during the training following the GPS optimization. The evolution of J(A) for the GPS-OANN is shown in Fig. 4(a) . From this figure it can be seen that after a transition phase the cost function decays continuously, and the evaluation of J after 100 iterations is adequate to assess the fitness potential of a particular network structure. The coefficients in the neural transfer functions for the GPS-OANN are shown in Fig. 4(b) . Note that these parameters are typically kept constant for all neurons with values for the saturation γ 1 = 1.075 and the slope γ 2 = 2.0 (Haykin, 1994) . It is interesting to point out that the transfer function coefficients in the GPS-OANN are considerably different from these Fig. 4(a) . The initial convergence of the cost function for the ES-OANN is similar to that of the GPS-OANN; however, J(A) decreases only marginally after 80 iterations. This apparent saturation of the fitness can primarily be attributed to the small number of neurons in the second layer. The transfer function coefficients for this network are illustrated in Fig. 4(b) . It is interesting to point out that both ES and GPS give similar values for slope and saturation of the neural transfer function in the first hidden layer. A statistical comparison of the fitness of all network candidates that were evaluated during the GPS and ES optimization is shown in Fig. 6 . The distributions of the network performance from both optimization methods is considerably different. For instance, the bimodal PDF from the GPS optimization is strongly skewed towards lower values of J(A). Network candidates with poor fitness were mainly obtained from the random sampling of the parameter space during the search step. In comparison, the PDF from the ES is nearly unimodal and peaks around J(A) ≈− 2.5. In this context it is important to point out that the outcome of the ES method is sensitive to the initial conditions and prescribed step size. Therefore, it can be anticipated that a different set of parameters and initial conditions can potentially lead to a different optimal network topology. In addition to the smooth function representation, a main advantage of ANNs over conventional tabulation techniques is the high knowledge density. This is reflected by the modest memory requirement necessary to store a network architecture. While the ANN-memory demand is nearly independent from the number of input parameters, the storage requirements for look-up tables grows exponentially with the dimensionality of the function. A comparison of the knowledge-density, which is here defined as the ratio between accuracy and memory requirement, is illustrated in Fig. 7 . This figure illustrates that ANNs perform significantly better than conventional look-up tables, and for equivalent accuracy the memory savings can be in excess of two orders of magnitude.
OANN/
Dynamic ANN Performance Analysis
In the previous section, the fitness of the network architectures obtained from GPS and ES were compared with the conventional tabulation method. It was found that the performance of the GPS-OANN is comparable to that of the tabulation method with a resolution of more than 300 grid points in both Z and � C directions. In this static comparison, a homogeneously Table  Table  Table  Table  Table  Table   50×50 100×100 200×200 300×300 400×400 500×500 Fig. 7 . Comparison of the knowledge-density between ANNs and conventional tabulation techniques. The knowledge density is defined as the ratio between static network fitness and memory requirement. distributed set of random test samples was used for the performance evaluation. However, the reaction rate which is represented by ANNs and look-up tables corresponds to a source term in a partial differential equation describing the evolution of a chemical system. The primary variable which is of interest in the characterization of this system is the species composition, whose prediction is directly affected by the accurate representation of the chemical source term. This chemical reaction evolves along trajectories that typically occupy only a small region in composition space. This suggests that the static analysis as discussed in the previous section could have only limited relevance for the present application. Therefore, a dynamic OANN performance analysis is conducted in order to assess feedback-effects of ANN approximation errors on the evolution of the dynamic system. Before analyzing the performance of OANNs and tabulation methods, the evolution of the chemical system as described by the LFP model, Eq. (19), is briefly discussed. The temporal evolutions of the mixture fraction and reaction progress variable for three representative particles are shown in Figs. 8(a) and (b) , and the corresponding trajectories in Z-C-composition space are illustrated in Fig. 8(c) . Following an initial phase of intense mixing, the trajectories of the particles, shown by the black and blue lines, converge and reach after approximately two respectively four eddy turn-over times the equilibrium condition. The trajectory of the particle shown by the red line indicates that the particle fails to reach a stably burning state. This can mainly be attributed to the initially large fluctuations in mixture fraction and progress variable. The statistical evolution of the LFP model is illustrated in Fig. 9 , in which the first two moments of mixture fraction and reaction progress variable are shown. From the governing equation for the mean mixture fraction, viz. d t �Z� = 0, follows that �Z� is constant and equal to the initial condition, and the mixture fraction variance decays as �Z �2 �(t)= �Z �2 � 0 exp{−t/τ Z }. The evolution of the reaction progress variable, which is equal to the normalized temperature, is shown by the dashed line in Fig. 9 . Starting from the initial condition, the mixture slowly ignites and with increasing time �C� approaches a steady condition. Note that this final state corresponds to the equilibrium condition; however, the maximum temperature �C� = C eq (�Z�)=5/6, is not reached, which is also evidenced by the non-vanishing progress variable variance, shown by the dotted line in Fig. 9 . Instead of performing the costly evaluation of the chemical source term from Eq. (17), in the following w(Z, C) is obtained from the GPS-OANN and look-up tables. This comparison allows us to critically assess effects of approximation errors in the source term representation on the evolution of the reaction progress variable. To quantify this error, the following norm is used: relaxing these constraints and extending the search space to include a larger number of layers and neurons, the ANN topology becomes more flexible, and will lead to improvements in the ANN performance characteristics. To demonstrate this, an additional GPS optimization was conducted in which four hidden layers with a maximum of eight neurons per non-linear layer were used for the network optimization. For training and performance evaluation of the GPS network candidates respectively 100,000 samples were used, and all synaptic weights were initialized with random numbers. The GPS algorithm returned as optimal topology a 8-8-8-1 network having a cost function of J(A)=−4.242. The application of this larger OANN in the LFP model resulted in an improvement of the L 2 norm by more than 20 % compared to the 7-8-1 GPS-OANN. To quantify the approximation quality of the ANN and the look-up table, the error surface is compared in Fig. 10 . For this, the error Ω is defined as the difference between ANN approximation w A (Z, � C) and the corresponding analytical value (see Eq. (3)). The apparent oscillations in the error surface are an indication for underfitting, and the small differences in the chemical source term representation can lead to incremental deviations in the particle trajectories. The analysis of the ANN function representation suggests that the training of networks with a larger number of samples or a biased distribution of sample points, using for instance an acception-rejection algorithm (Ihme et al., 2008) , can lead to a further reduction of this error.
Turbulent combustion in a swirl-stabilized burner system
In the previous section, the advantages of optimal ANNs in application to a zero-dimensional combustion problem were discussed. The present section extends this analysis by considering the unsteady turbulent combustion in a technical-relevant burner system. In this application, the large-eddy simulation (LES) technique in combination with a flamelet-based combustion model is employed for predicting the turbulent reacting flow field, heat release, and pollutant formation. These high-fidelity LES computations of turbulent reacting flows are typically performed on massively parallel computing architectures. As such, the utilization of ANNs for chemistry representation and function approximation can provide significant benefits over conventional look-up tables in at least the following three aspects. First, the reduction in storage requirements allows to perform these large-scale combustion simulations on computing architectures with restricted memory. Second, the information retrieval from ANNs amounts to a direct function evaluation which is typically more efficient than table-interpolation. In addition, the smooth function representation of ANNs can result in improved model accuracy and faster convergence. In the following, the potential of ANNs in application to turbulent reacting flows will be assessed, and qualitative comparisons with conventional look-up tables will be presented. The mathematical formulation and governing equations that are solved in the large-eddy simulation are summarized in the next section, and results of the OANN-technique in static and dynamic applications are presented in Secs. 5.3 and 5.4.
Mathematical formulation and combustion model
The LES technique is based on the separation of large and small scales in a turbulent flow. The decomposition into the different scales is achieved by applying a filtering operator to the field quantities (Sagaut, 1998) . Specifically, a Favre-filtered quantity of a scalar φ is defined as
where ρ is the density, ∆ is the filter width and G is the filter-kernel. The time is denoted by t and x corresponds to the spatial coordinate. The residual field is then defined as
, and Favre-filtered quantities are related to Reynolds-filtered quantities by ρ � φ = ρφ. In the following, the Favre-filtered form of the Navier-Stokes equations are solved in the low-Mach number limit. These equations, describing the conservation of mass and momentum, can be written as
where
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Construction of Optimal Artificial Neural Network Architectures for Application to Chemical Systems: Comparison of Generalized Pattern Search Method and Evolutionary Algorithm are the filtered viscous stress tensor and the residual stress tensor, respectively. In these equations, � u is the filtered velocity vector, p is the filtered pressure, g is the body force, � ν is the filtered kinematic viscosity, � S is the filtered strain rate tensor, and � D t ≡ ∂ t + � u ·∇ is the substantial derivative. The residual stress tensor, appearing as unclosed term in the momentum equations, is modeled by a dynamic Smagorinsky model (Germano et al., 1991; Lilly, 1992) . In addition to the residual stresses, the filtered density and kinematic viscosity are also unknown and are dependent on the temperature and the species distribution in the flame. To provide information about these quantities, a combustion model is employed which relates the density and all other thermochemical quantities to a reduced set of reaction coordinates. In the present work, the flamelet/progress variable (FPV) approach (Pierce & Moin, 2004) is used for the prediction of the turbulent reactive flow field. This model is based on the steady laminar flamelet equations (Peters, 1983; 1984) , in which all thermochemical quantities are obtained from the solution of the steady flamelet equations. These quantities are parameterized in terms of mixture fraction Z and scalar dissipation rate χ Z . However, for reasons which are outlined in Pierce & Moin (2004) and Ihme et al. (2005) , in the FPV model the scalar dissipation rate is replaced by a reaction progress variable C. This reactive scalar corresponds to a linear combination of major product mass fractions, and is here defined as
With this, all thermochemical quantities, denoted by φ, can then be written as φ = G φ (Z, C) , where G denotes the FPV chemistry library, and � φ is obtained by employing a presumed PDF approach, in which the joint PDF of Z and C is modeled by a beta distribution for the mixture fraction and a mixture fraction-conditioned Dirac function for the progress variable (Pierce & Moin, 2004) . The Favre-filtered form of all thermochemical quantities can then be written as
In addition to the solution of the Favre-filtered Navier-Stokes equations, the FPV model requires also the solution of the Favre-filtered conservation equations for mixture fraction, progress variable, and residual mixture fraction variance, which is denoted by � Z ��2 . These equations can be written as
where � α is the filtered diffusivity, � w C is the chemical source term of the progress variable. The residual scalar fluxes τ res.
, and scalar dissipation rate � χ res Z are modeled using turbulence closure formulations. In the LES computation, information about the filtered quantities of density ρ, chemical source term for the progress variable � w C , kinematic viscosity � ν, and molecular diffusivity � α are required. In addition, for the computation of statistical properties of the flame structure, the filtered temperature � T, and mass fractions of CO 2 ,H 2 O and other species are also obtained from the state relation. In order to increase the resolution in the direction of the mixture fraction variance, the unmixedness
) is introduced and all thermochemical quantities, which are of importance for the numerical simulation, are then parameterized as
and
This information is made accessible during the simulation through a structured look-up table or OANNs.
Experimental configuration
The SMH1-flame from a series of bluff-body/swirl-stabilized flame experiments is used to analyze the effects due to errors in the table interpolation and in the ANN approximation on the statistical flow field quantities in the context of an LES application. The burner configuration (see Fig. 11 ) of this well-characterized flame consists of a central fuel nozzle of 3.6 mm diameter which is surrounded by a bluff body with D ref = 50 mm diameter. Swirling air at an axial bulk velocity of U s = 42.8 m/s is supplied through an annulus of 10 mm width. The burner is surrounded by a coflowing air stream with an axial velocity of U e = 20 m/s. The fuel consists of a methane/hydrogen mixture in a volumetric ratio of 1:1. The bulk exit velocity of the fuel stream is U J = 140.8 m/s. The geometric swirl number for this configuration is S g = 0.32. The turbulent flow field of this flame series was measured by Kalt et al. (2002) and Al-Abdeli & Masri (2003) , species measurements were performed by Kalt et al. (2002) and Masri et al. (2004) , and all experimental results are available from Masri (2006) . Fig. 11 . Schematic of the swirl-stabilized burner (Masri, 2006) .
The Favre-filtered transport equations for mass, momentum, mixture fraction, progress variable, and residual mixture fraction variance are solved in cylindrical coordinates (Pierce & Moin, 2004) . The computational domain is 5 D ref × 3 D ref × 2π in axial, radial, and circumferential directions, respectively. The radial direction is discretized by 230 unevenly spaced grid points concentrated in the shear layer region surrounding the fuel jet and swirling annulus. The grid in axial direction uses 192 points and is stretched in downstream direction while the circumferential direction is equally spaced and uses 64 points.
The turbulent inflow profiles for the fuel nozzle and annulus are computed from a separate pipe flow simulation by enforcing the bulk axial and azimuthal velocity reported in the experiment. The GRI 2.11 mechanism (Bowman et al., 1997) is used for the description of the chemistry, consisting of 279 chemical reactions among 49 species.
Static ANN performance analysis
The accuracy, memory requirements, and computational cost associated with the table interpolation and the network evaluation are addressed in this section. In the following, each thermochemical quantity is represented by one network, whose architecture is obtained from the GPS optimization. In this optimization process, the maximum size of the network is restricted to N L = 5 hidden layers, in which the last layer contains only one linear neuron. The maximum number of neurons in the remaining four layers is set to N max N = 8, having a sigmoidal transfer function. The coefficients in the transfer function, Eq. (12), are kept equal and constant for all neurons with γ 1 = 1.075 and γ 2 = 2.0. The training set used for adjusting the synaptic weights consists of 50,000 samples, and 1.2 × 10 6 data samples are used to evaluate the network fitness, defined in Eq. (10). The optimization of the networks for each thermochemical quantity is performed in parallel and takes approximately three days.
3-8-8-8-1 Table 4 . Architecture of the OANNs identified from the GPS algorithm for all thermochemical species in the LES calculation. The connectivity corresponds to a fully-connected feed-forward network with sigmoidal transfer function for all non-linear neurons.
The optimal architectures for the seven networks are summarized in Tab. 4. This table shows that all OANNs except those for � ν and � α have four non-linear layers and considerably different neural arrangements. These results support the assumption that a separate ANN for each thermochemical quantity provides greater flexibility in obtaining an optimal fitness characteristic. Table 5 compares the memory requirements and the accuracy between four structured tables and GPS-OANNs. The accuracy of the table increases with increasing resolution. Note, however, that the finest table with 64 million grid points requires 3.4 GB of memory which is typically not available on massively parallel systems. The fitness of all OANNs is comparable to that of a tabulation with a 400 × 50 × 400 resolution. However, the memory requirement to store the network is approximately 5,000 times smaller. Figure 12 shows regression plots for two structured tables and the optimal ANNs for the temperature and the chemical source term. It is interesting to point out that the scattering for the chemical source term increases with decreasing values in the ANN representation, which might affect the solution of the flame structure in equilibrium-near regions in an LES application. 
Dynamic ANN performance analysis
In this section, results from LES computations employing look-up tables and OANNs for the chemistry representation are presented. Statistical data are collected over four flow-through-times. For reference, the azimuthal and temporal averaged quantity of a scalar φ is denoted by � � φ�, and the resolved scalar variance is indicated by � � φ ��2 < �. reasonable agreement with experimental data; however, the simulation with ANN chemistry representation under-predicts � Y CO 2 on the fuel-rich side of the flame. This is primarily attributed to the poor fitness of the CO 2 -OANN. The shift of the profiles for � � T� and � � Y CO 2 � towards the lean side of the flame is due to the slight over-prediction of the mixture fraction in the shear layer surrounding the swirling oxidizer stream. The mean temperature in the region of the bluff body at x/D ref = 0.2 is correctly predicted. In summary, the comparisons of statistical flow field results shows that both methods for the chemistry representation yield similar results. Discrepancies for CO 2 -species predictions are primarily attributed to the poor fitness of the ANN, which can be further improved by considering larger network architectures. These discrepancies emphasize the sensitivity of the flow field structure to the ANN-representation. Furthermore, they demonstrate the significance of evaluating the network performance in dynamic applications, in which the integrated effect of ANN-approximation errors on the system evolution can be assessed.
Conclusions
Topological optimization of ANNs for application to chemically reacting flows was conducted. To this end, a generalized pattern search method was presented as attractive alternative to previously employed ANN optimization strategies. This GPS method offers extensive flexibility in the implementation and allows for the consideration of optimization parameters that are of categorical and continuous type. In addition, an evolutionary strategy (ES) was also utilized in order to establish a direct comparison with the GPS method. For the present application, it was shown that, compared to ES, the GPS method is more robust, converges faster, and returns ANN topologies with better performance. The GPS method was applied to the generation of optimal ANNs to approximate chemical source terms, species mass fractions, and other thermochemical quantities in chemical reacting systems. For this, two different combustion problems with increasing complexity were considered. In the first problem, the combustion of a fuel/air mixture in decaying homogeneous isotropic turbulence was modeled, in which the chemical source term, describing the fuel-conversion rate, was approximated by an optimal ANN. The particularly interesting aspect of this problem is that it allows for a systematic evaluation of ANN approximation errors on the transient evolution of the reacting system. The second problem focused on the unsteady three-dimensional combustion of a methane/hydrogen-air mixture in a technical-relevant burner system. For this, large-scale simulations were employed, and the accuracy of ANNs and conventional tabulation methods were assesses in the context of high-performance computations of turbulent reacting flows.
Construction of Optimal Artificial Neural Network Architectures for Application to Chemical Systems: Comparison of Generalized Pattern Search Method and Evolutionary Algorithm
To enable a comprehensive assessment of the network fitness, two complementary metrics were examined. The first metric considers the static ANN performance analysis, and evaluates the ability of the network to represent untrained samples. A main shortcoming of this metric, which is also referred to as "testing," is that it does not account for feedback-effects of ANN approximation errors on the evolution of the dynamic system. To address this issue, a dynamic ANN performance measure is developed. This metric provides additional diagnostics, and is useful for applications in which ANNs are used as substitutes for complex function-evaluations in dynamic systems. It was shown that this dynamic performance metric provides a practical-relevant assessment of the network fitness, whereas the static ANN analysis gives typically too optimistic estimates.
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