Abstract. Let E C be the hypergeometric system of differential equations satisfied by Lauricella's hypergeometric series F C of m variables. We show that the monodromy representation of E C is irreducible under our assumption consisting of 2 m+1 conditions for parameters. We also show that the monodromy representation is reducible if one of them is not satisfied.
Introduction
Lauricella's hypergeometric series F C of m variables x 1 , . . . , x m with complex parameters a, b, c 1 , . . ., c m is defined by It is shown in [3] that the hypergeometric system E C = E C (a, b, c) of differential equations satisfied by F C (a, b, c; x) is a holonomic system of rank 2 m with the singular locus It is classically known that there are 2 m solutions to E C (a, b, c) expressed in terms of F C with different parameters(see (3) ). If parameters satisfy (1) and c 1 , . . . , c m ∈ Z then they form a fundamental system of solutions to E C (a, b, c) in a simply connected domain in D C − S.
Let X be the complement of the singular locus S. The fundamental group of X is generated by m + 1 loops ρ 0 , ρ 1 , . . . , ρ m (see §2.2). In [2] , we express the circuit transformations M i along ρ i (i = 0, . . . , m) by using the 2 m solutions and the intersection form on twisted homology groups associated with Euler-type integrals of solutions to E C . These expressions are independent of the choice of a basis of the twisted homology group. The circuit transformations M i are also studied in [6] by the specification of the intersection form regarded as indeterminate.
In this paper, we show the following.
Theorem 1.1 (Main theorem). The monodromy representation
M : π 1 (X,ẋ) → GL(Solẋ)
is irreducible under the assumption (1) , where Solẋ = Solẋ(a, b, c) is the local solution space to E C (a, b, c) around a pointẋ ∈ D C − S.
We also show that the monodromy representation is reducible if one of the assumption (1) is not satisfied. We specify an invariant subspace in Solẋ under the monodromy representation M in this case.
Note that under the assumption (1), for example, c k may be an integer. In such a case, the solutions (3) expressed by F C do not form a basis of the local solution space. We give a linear transformation of them so that the transformed solutions are valid even in cases where any of c k 's are integers. We construct it inductively on m using tensor products of matrices.
We remark that the irreducibility of the monodromy representation M is implied from that of the system E C under the assumption (1). We prove it explicitly by using properties of the circuit transformations in [2] , not applying results of Dmodules. We here briefly explain our idea of the proof of the main theorem. It is shown in [2] that the 1-eigenspace V of M 0 is (2 m − 1)-dimensional. Let f 0 ∈ Solẋ (corresponding to e 1,...,1 in §3.2) be a non-zero vector in its orthogonal complement with respect to the intersection form. It is quite easy to give a basis of the whole space Solẋ by actions M 1 , . . . , M m on f 0 . Let W be an invariant subspace of Solẋ under the monodromy representation M. If W ⊂ V then we can show f 0 ∈ W , which yields that W becomes the whole space Solẋ by the previous fact. Otherwise, we can show that W becomes the zero space by the perfectness of the intersection form.
Preliminaries
Except in §5, we assume the conditions for parameters a, b, c 1 , . . . , c m in (1) (it is equivalent to (2) or (4) mentioned below).
In this section, we collect some facts about Lauricella's F C mentioned in [1] , [2] , [3] and [5] .
Notation 2.1. We put
m).
We often regard α, β and γ k as indeterminants, and consider the rational function field C(α, β, γ) = C(α, β, γ 1 , . . . , γ m ). For a rational function g(α, β, γ 1 , . . . , γ m ) ∈ C(α, β, γ), we denote g(α, β, γ 1 , . . . , γ m )
Under these notations, the condition (1) is equivalent to
For example, γ k = 1 or αβ − (−1) m−1 m k=1 γ k = 0 are allowed. Note that though in [2] the indices I run the subsets of {1, . . . , m}, in this paper we use {0, 1} m as a set of indices. The correspondence is given by
where e k is the k-th unit vector of size m. We put |I| = m k=1 i k .
2.1.
System of differential equations. Let ∂ k (k = 1, . . . , m) be the partial differential operator with respect to x k . We set
The system generated by them is called Lauricella's hypergeometric system E C (a, b, c) of differential equations. The system E C (a, b, c) is a holonomic system of rank 2 m with the singular locus S. It is shown in [3] that the system E C (a, b, c) is irreducible, that is, the system E C (a, b, c) defines a maximal ideal in the ring of differential operators with rational function coefficients, if and only if the parameters a, b, c 1 , . . . , c m satisfy (1) .
For an element I = (i 1 , . . . , i m ) of {0, 1} m , we set
where
Note that the assumption (1) is equivalent to
and that
Example 2.2. We give examples for m = 1 (we put c 1 = c, x 1 = x):
where n ′ = n + 1 − c and ∞ n ′ =1−c means the sum of n ′ running over the set Note that its entries have factors
Here, the composition ρ · ρ ′ of loops ρ and ρ ′ is defined as the loop going first along ρ, and then along ρ ′ . We thus obtain a representation For explicit definitions of them, see [2] .
Fact 2.3 ([2]
). The loops ρ 0 , ρ 1 , . . . , ρ m generate the fundamental group π 1 (X,ẋ). Moreover, if m ≥ 2, then they satisfy the following relations:
In [2] , m + 1 linear maps M i = M(ρ i ) (i = 0, . . . , m) are investigated in terms of twisted homology groups and the intersection form. In this paper, we do not explain them. What we need is the following fact.
Fact 2.4 ([1]).
Suppose (1) and (5).
(i) By integration, the twisted homology group is isomorphic to the solution space Solẋ.
(ii) We can construct twisted cycles {∆ I } I that correspond to {F I } I .
(iii) The intersection matrix H = (H I,I ′ ) I,I ′ with respect to the basis {∆ I } I is diagonal, and its (I, I)-entry is
. By using this fact and properties of the intersection form, we can induce the intersection form on Solẋ.
Definition 2.5. We assume (1) and (5). We define a bilinear form (called the intersection form)
as follows. For any F (x), G(x) ∈ Solẋ, we express them as linear combinations of the basis {F I } I :
and define
Remark 2.6. Let I H be the intersection form on Solẋ induced from that on the twisted homology group by the isomorphism in Fact 2.4 (i). The intersection form I coincides with I H modulo a constant multiple which never vanishes under the conditions (1) and (5).
Corollary 2.7. Under the conditions (1) and (5), the intersection form I is a monodromy invariant form, that is, for any loops ρ ∈ π 1 (X,ẋ), we have
In other words, H satisfies Let M i be the representation matrix of M i (i = 0, . . . , m) with respect to the basis {F I } I . We give explicit expressions of them. 
where E 2 m is the unit matrix of size 2 m , 1 is the column vector of size 2 m with all entries 1, and H is the intersection matrix given in Fact 2.4.
Remark 2.9. These expressions are obtained from consideration to eigenvectors of each M i ∈ GL(Solẋ).
(ii) M 0 ; the eigenvalues of M 0 are λ and 1. The eigenspace of eigenvalue λ is one-dimensional and spanned by
which corresponds to 1 when we take the basis {F I } I . The eigenspace of M 0 of eigenvalue 1 is characterized as {g ∈ Solẋ | I(g, f 0 ) = 0}. (iii) The first expression of M 0 is stable under the non-zero scalar multiple to H.
Another basis
In fact, {F I } does not form a basis of Solẋ when c i 's are integers. In this section, we introduce another basis { F I } I which is a well-defined basis even if c i 's are integers, and we give the circuit matrices with respect to this basis. Note that these do not coincide with solutions obtained by integrating the twisted cycles defined in [2, §6] 3.1. Basis of Solẋ. First, we construct a basis of Solẋ.
is well-defined and not identically zero.
Proof. We have only to note that F I (x) has the factor
,
m and p k be an integer. Then the limit function
Proof. We show the case m = 1 (we put p 1 = p). Firstly, we assume p = 1. By Example 2.2,
Both functions sin(πc)F 0 (x) and − sin(πc)F 1 (x) converge to
A n x n as c → p = 1. Apply l'Hôpital's rule to the function
to verify that its limit as c → p = 1 exists, where n = n ′ + c − 1 in the second sum.
Note that lim
yields the factor log x.
Secondly, we assume p ≥ 2. In this case, the sum
has negative terms for
converges to a non-zero value, these negative terms are well-defined. Thus F 0 (x) + F 1 (x) consists of these finite terms and the infinite sum considered in the case p = 1. Thirdly, we assume p ≤ 0. By regarding n as n + p in the sums of F 0 (x) and F 1 (x), we can show that F 0 (x) + F 1 (x) is well-defined and not identically zero as in the previous consideration.
For a general m, use a similar argument by regrading the variables except x k as constants. Note that the limit function has the factor log x k coming from
We define the tensor product A ⊗ B of matrices A and B = (b ij ) 1≤i≤r
We remark that this is different from the usual definition. We fix the number m of variables. We set
. . , m and
By using these notations, the matrices M 1 , . . . , M m given in Fact 2.8 is expressed as
where E 2 is the unit matrix of size 2. For example, we have
in the case m = 1, and
in the case m = 2. Note that
where O is the square zero matrix of size 2 m−1 . We have
since det(P 1 ) = 1 − γ 1 and
We use a new basis given by
The vector-valued function F (x) takes the form
for m = 1, and the form
for m = 2. (
. . .
where e k is the k-th unit vector of size m and I = (i 1 , . . . , i m ). The functions in the first and second lines are well-defined by Lemmas 3.1 and 3.2. Since the functions
are well-defined by Lemma 3.2, the function
is also well-defined. In this way, we can show that the entries of F (x) are welldefined even in cases c k ∈ Z. In the case c k ∈ Z, the functions F I (x) has the factor log x k , if i k = 1. This implies that F I (x)'s are also linearly independent in such a case.
3.2.
Representation matrices and the intersection matrix. Next, we consider the representation matrices of M i 's and the intersection matrix with respect to the new basis { F I } I .
In the below discussion, we often use the following equality which is shown by a straightforward calculation:
= αβ + (−1) 
where v ∈ C 2 m is a column vector whose I-th entry is
Under the condition (1) 
where h ∈ C 2 m is a column vector whose I-th entry is H I,I . It is sufficient to show that
The I-th entry of the left-hand side is equal to
If I = (0, . . . , 0), then this is the (0, . . . , 0)-th entry of v. If we assume I = (0, . . . , 0), then it equals to
by (7), and this coincides with the I-th entry of v.
are linearly independent. In other words, actions M 1 , . . . , M m on f 0 give a basis of the whole space Solẋ.
Proof. It is sufficient to show that the 2
is invertible. We calculate its determinant. Because of
By the alignment of the indices set, the right side of this product is , which is not zero. Proposition 3.6. Let H = t P m HP ∨ m , which represents the intersection form I with respect to the basis { F I } I . Then H is well-defined, and its determinant is
In particular, H is non-degenerate even in cases c k ∈ Z (k = 1, . . . , m).
Proof. First, we show the well-definedness.
Since H is diagonal, the (I, I ′ )-entry of H is
, and hence
. . , 0), the same calculation as the proof of Corollary 3.4 shows
and we can see that its denominator does not vanish. Next, we evaluate det( H). Straightforward calculation and (6) show
We thus have
and it is not zero under the condition (2) .
By this proposition, we can relax the condition to define the intersection from on Solẋ.
Corollary 3.7. By using { F I } I and H, the intersection form I : Solẋ × Solẋ → C(α, β, γ) in Definition 2.5 can be extended even in cases c k ∈ Z (k = 1, . . . , m).
Lemma 3.8. The eigenspace of M 0 with eigenvalue 1 is expressed as
Proof. This is obvious because of the expression Proof. This is also obvious because of the orthogonality of the eigenspaces (Remark 2.9 (ii)) and the definition of H.
Irreducibility
We restate the main theorem and give its proof.
Theorem 4.1. The monodromy representation
is irreducible under the condition (1).
Proof. By Theorem 3.3, it is sufficient to consider the matrix representation by M i under the isomorphism Solẋ ≃ C (i) First, we suppose W ⊂ ker N 0 . We take w ∈ W such that N 0 w = 0. By the definition of N 0 , the image of N 0 is spanned by e 1,...,1 . Thus N 0 w = 0 implies that there exists µ = 0 such that N 0 w = µe 1,...,1 . We obtain
By Lemma 3.5, the 2 m vectors
are linearly independent. This implies W = C 2 m . (ii) Next, we suppose W ⊂ ker N 0 . We fix an arbitrary w ∈ W . Since W is an invariant subspace, we have
. . , M m , and Lemma 3.10, we obtain
..,1 } I and det( H) = 0 (Proposition 3.6) means that w = 0. We thus have W = 0. Therefore, the invariant subspaces should be the trivial ones.
Reducibility
Recall that our irreducibility assumption (1) consists of 2 m+1 conditions for parameters. In this section, we show that if one of them is not satisfied then the monodromy representation M of E C (a, b, c) is reducible. More precisely, we have the following theorem. Proof. We fix I = (i 1 , . . . , i m ) ∈ {0, 1} m and assume that a I ∈ Z, b I / ∈ Z. If there exists j such that c j ∈ Z then
which contradicts to the assumption. Thus we have c 1 , . . . , c m / ∈ Z and the solutions F I ′ (x) in (3) for I ′ ( = I) are valid. Note that these 2 m − 1 solutions are linearly independent.
Hereafter, we regard a I as an indeterminant, and consider two cases:
(i) a I approaches to a negative integer −L; (ii) a I approaches to a non-negative integer L ′ .
To prove the reducibility, we find a non-trivial invariant subspace in each case.
(i) Note that the solution F I (x) in (3) for this I is expressed as a non-zero constant multiple of
where n 
These representation matrices are valid under the limit a I → L ′ . By this limit, the I-th row of M Therefore, we obtain non-trivial invariant subspaces, and complete the proof.
Remark 5.2. Even in the case of m = 1, we need detailed case analysis to give a fundamental system of solutions to E C (a, b, c) in terms of the series (3) without the condition (1), refer to [4] and [7] .
