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Abstract— The classic example of a noisy sinusoidal signal
permits for the first time to derive an error analysis for a
new algebraic and non-asymptotic estimation technique. This
approach yields a selection of suitable parameters in the
estimation procedure, in order to minimize the noise corruption.
I. INTRODUCTION
Recent algebraic parametric estimation techniques for lin-
ear systems [4], [5] have been extended to various prob-
lems in signal processing (see, e.g., [3], [6], [7], [8], [10],
[11], [12]). Let us emphasize that those methods, which
are algebraic and non-asymptotic, exhibit good robustness
properties with respect to corrupting noises, without the
need of knowing their statistical properties1. Nevertheless,
when compared to classical approaches to communication
engineering (see, e.g., [9]), a weakness of the above methods
was a lack of any precise error analysis, when they were
implemented in practice. The aim of this paper is to start
such an analysis via the estimation of a sinusoidal signal,
corrupted by an additive white Gaussian noise, where the
sampling which is necessary for performing the numerical
simulations is taken into account. One of the main advantages
of the above mentioned algebraic estimation methods is that
they provide explicit formula for the each estimate. These
formulae are given in terms of iterated integrals of the
observation signal.
In Sect. II, we apply the trapezoidal rule in order to
compute the integrals in the algebraic estimation methods.
Consequently, each estimation values of the parameters in
the integrals are random Gaussian variables, whose mean and
variance are easy to calculate. The estimation error due to
the Gaussian noise, can be obtained with a given probability.
It allows to optimize the selection of the parameters of our
algebraic methods so that the approximation of ω (resp. x0
the initial value of a real valued signal x and ẋ0 the initial
value of ẋ) can be calculated with a given error, or with a
minimum number values of the noisy signal.
1See [1], [2] for more theoretical details. The robustness properties have
already been confirmed by numerous computer simulations and several
laboratory experiments.
In Sect. III, we introduce a new method. The expressions
of the errors due to the Gaussian noise, so obtained, are more
complicated than in the previous method. In order to simplify
the calculations, we assume that ω is known. Consequently,
we can estimate A and φ with the same method than in the
previous section.
II. ALGEBRAIC IDENTIFICATION TECHNIQUES
A. Some useful formulae
Proposition 1: Let y(t) = x(t)+ n(t) be a noisy observa-
tion on a finite time interval of a real valued signal x, where
x(t) = A sin(ωt + φ). Using some algebraic techniques, the
parameters ω , A and φ can be estimated from the noisy
observation y(t), t ∈ [0,T ] by:
ω̃ =
(
∫ 1
0 p1(τ)y(T τ)dτ
∫ 1
0 p2(τ)y(T τ)dτ
)
1
2
, (1)
Ã =
(
x̃20 +
˜̇x20
ω̃2
)
1
2
, (2)
φ̃ = arctan
(
ω̃
x̃0
˜̇x0
)
, (3)
where x̃0 =
∫ 1
0 p3(τ)y(T τ)dτ ; ˜̇x0 =
∫ 1
0 p4(τ)y(T τ)dτ ,
p1(τ) =
k
∑
i=k−2
(
k
i
)
2
(2+ i− k)!
(−1)i+1
(µ + k−3− i)! (1− τ)
µ+k−3−iτ i,
p2(τ) = T
2 (−1)k
(µ −1)! (1− τ)
µ−1τk,
p3(τ) = −(µ −1)(µ −2)(1− τ)µ−3τ +
2(µ −1)(1− τ)µ−2 − ω̃2T 2(1− τ)µ−1τ,
p4(τ) = p(τ)−
µ −1
T
p3(τ),
p(τ) =
(µ −1)(µ −2)
T
(1− τ)µ−3 + ω̃2T (1− τ)µ−1.
Proof: Given the harmonic oscillator equation ẍ(t) +
ω2x(t) = 0, by applying the Laplace transform, one obtains
s2x̂(s)− sx0 − ẋ0 +ω2x̂(s) = 0. (4)
Take the k (k ≥ 2) times derivatives of both sides with respect
to s:
k
∑
i=k−2
(
k
i
)
2
(2+ i− k)! s
2+i−kx̂(i)(s)+ω2x̂(k)(s) = 0.
Then, multiply both sides by s−µ ,µ ≥ 3:
ω2
sµ
x̂(k)(s) = −
k
∑
i=k−2
(
k
i
)
2
(2+ i− k)!
1
sµ+k−2−i
x̂(i)(s). (5)
Then, express (5) back in the time domain and denote by T
the estimation time:
ω2
(−1)k
(µ−1)!
∫ T
0 (T − τ)µ−1τkx(τ)dτ =
−∑ki=k−2
(
k
i
)
2
(2+i−k)!
(−1)i
(µ+k−3−i)!
∫ T
0 (T − τ)µ+k−3−iτ ix(τ)dτ.
Finally, replace x(τ) by the noisy observation y(τ):
ω̃ =
(
∫ 1
0 p1(τ)y(T τ)dτ
∫ 1
0 p2(τ)y(T τ)dτ
)
1
2
.
Now, in order to compute an estimate for x0, one takes the
derivative of both sides of (4) with respect to s:
s2x̂′(s)+2sx̂(s)− x0 +ω2x̂′(s) = 0.
Then, multiply both sides by s−µ ,µ ≥ 3, yielding to:
1
sµ−2
x̂′(s)+
2
sµ−1
x̂(s)− 1
sµ
x0 +
ω2
sµ
x̂′(s) = 0. (6)
Then, express (6) back in the time domain and denote by T
the estimation time:
∫ T
0
( −1
(µ −3)! (T − τ)
µ−3τ +
2
(µ −2)! (T − τ)
µ−2
)
x(τ)dτ
− T
µ−1
(µ −1)!x0 −
ω2
(µ −1)!
∫ T
0
(T − τ)µ−1τx(τ)dτ = 0.
Finally, replace x(τ) by y(τ) to obtain an estimate for x0:
x̃0 =
∫ 1
0
p3(τ)y(T τ)dτ. (7)
Now, to compute an estimate for ẋ0, multiply both sides of
(4) by s−µ ,µ ≥ 3:
1
µ −2 x̂(s)−
1
µ −1x0 −
1
µ
ẋ0 +
ω2
µ
x̂(s) = 0. (8)
Then, express (8) back in the time domain and denote by T
the estimation time:
1
(µ −3)!
∫ T
0
(T − τ)µ−3x(τ)dτ − T
µ−2
(µ −2)!x0
− T
µ−1
(µ −1)! ẋ0 +
ω2
(µ −1)!
∫ T
0
(T − τ)µ−1x(τ)dτ = 0.
Replace x(τ) by y(τ) and take the integration by parts to
obtain an estimate for ẋ0:
˜̇x0 =
∫ 1
0
p4(τ)y(T τ)dτ.
Finally, we get the estimates of A and φ from the relation
below by replacing x(τ) by y(τ):
A =
√
x20 +
ẋ20
ω2
, φ = arctan
(
ω
x0
ẋ0
)
.
¥
B. Study of the parameters influence on the estimation errors
Let y(ti) = x(ti) +Cn(ti) be a noisy measurement in the
discrete case by taking N equidistant zones at every period,
where x(ti) = Asin(ωti +φ), C ∈ R, C > 0 and n is a white
noise with a standard normal distribution.
The trapezoidal rule applied to the four integral white
noise parts of the proposition
∫ 1
0 pi(τ)n(T τ)dτ by taking
m+1 points from the above sampling are given by
Yi,m = Ch
m
∑
l=1
pi(tl)n(Ttl)+ pi(tl−1)n(Ttl−1)
2
, i ∈ {1,2,3,4},
where tl = h.l and h = 1/m for l = 1, ...,m. If we assume
that ω̃ = ω in p3(tl) and p4(tl), then each Yi,m is a finite
sum of random independent Gaussian variables, so it’s also
a random Gaussian variable. Consequently, we can calculate
their mean and their variance:
E[Yi,m] = h
m
∑
l=1
pi(tl)E [n(Ttl)]+ pi(tl−1)E [n(Ttl−1)]
2
= 0.
Var[Yi,m] =
C2h2
4
(
p2i (t0)+ p
2
i (tm)+4
m−1
∑
l=1
p2i (tl)
)
.
It’s clear that
Yi,m
√
Var[Yi,m]
∼ N (0,1),
therefore, one gets the inequality below from the probability
density function of a standard normal distribution:
|Yi,m|
95.6%
≤ 2
√
Var[Yi,m] = M2,i(C,h,k,µ ,T ). (9)
1) Error in the estimation of ω: Apply the trapezoidal
rule to (1):
ω̃ =
(
I1,m +Y1,m
I2,m +Y2,m
)
1
2
.
where, for i ∈ {1,2},
Ii,m =
m
∑
l=1
pi(tl)x(Ttl)+ pi(tl−1)x(Ttl−1)
2
h.
The global error is a twofold error: one coming from the
white noise part and the other one from the numerical inte-
gration approximation. They both depend on the parameters
k, µ and T .
We denote the numerical integration approximation of ω by
ωe and by e0 = |ω̃2 −ω2e | the absolute error which comes
from the white noise in the estimation of ω2. We then have
Proposition 2: The global error in the estimation of ω2
can be bounded by:
|ω̃2 −ω2|
95.6%
≤ M1(C,h,k,µ,T )+ |ω2e −ω2| = M(C,h,k,µ ,T )
where
M1(C,h,k,µ ,T ) =
M2,5(C,h,k,µ,T )
|I2,m|(|I2,m|−M2,2(C,h,k,µ ,T ))
,
|I2,m| > M2,2(C,h,k,µ,T ),
M2,5(C,h,k,µ,T ) = 2
√
Var[Y5,m],
Y5,m = I2,m,Y1,m − I1,mY2,m.
Proof:
e0 = |ω̃2 −ω2e | =
∣
∣
∣
∣
I1,m +Y1,m
I2,m +Y2,m
− I1,m
I2,m
∣
∣
∣
∣
<
|I2,mY1,m − I1,mY2,m|
|I2,m| ||I2,m|− |Y2,m||
.
Use (9) and if |I2,m| > M2,2(C,h,k,µ,T ), we then have
e0
95.6%
≤ |I2,mY1,m − I1,mY2,m||I2,m|(|I2,m|−M2,2(C,h,k,µ ,T ))
.
Note Y5,m = I2,mY1,m − I1,mY2,m then it is also a ran-
dom Gaussian variable. Consequently, we have e0
95.6%
≤
M1(C,h,k,µ,T ). Finally,
|ω̃2 −ω2| ≤ |ω̃2 −ω2e |+ |ω2e −ω2|
95.6%
≤ M(C,h,k,µ,T ).¥
2) Error in the estimation of x0: Apply the trapezoidal
rule to (7):
x̃0 = ∑
m
l=1
p3(tl)x(Ttl)+p3(tl−1)x(Ttl−1)
2
h+Y3,m.
Proposition 3: The global error in the estimation of x0
can be bounded by:
|x̃0 − x0|
95.6%
≤ M2(C,h,µ,T )+ |x0e − x0| = M3(C,h,µ,T ),
where h′,k′,µ ′,T ′ are the parameters that we have found out
to estimate ω and
M2(C,h,µ ,T ) = M(C,h
′,k′,µ ′,T ′)T 2|K|+ M̃2,3(h,µ,T ),
K =
m
∑
l=1
(1− tl)µ−1tlx(Ttl)+(1− tl−1)µ−1tl−1x(Ttl−1)
2
h,
M̃2,3(C,h,µ,T ) = 2C
√
Z̃(h,µ,T ),
Z̃(h,µ,T ) = h2
m−1
∑
l=1
p̃23(tl)+
h2
4
(
p̃23(t0)+ p̃
2
3(tm)
)
,
p̃3(tl) = |D|+T 2(1− tl)µ−1tl
(
|ω2e |+M1(C,h′,k′,µ ′,T ′)
)
.
proof:
Observe that p3(tl) = D − ω̃2T 2(1 − tl)µ−1tl , where D =
(µ − 1)(1− tl)µ−3(2− µtl). Then the numerical integration
approximation of x0 is given by
x0e =
m
∑
l=1
(
D−ω2T 2(1− tl)µ−1tl
)
x(Ttl)
2
h
+
m
∑
l=1
(
D−ω2T 2(1− tl−1)µ−1tl−1
)
x(Ttl−1)
2
h.
The white noise error in the estimation of x0 can be written
as x̃0 − x0e = (ω2 − ω̃2)T 2K +Y3,m. Take the absolute value
of p3(tl):
|p3(tl)| ≤ |D|+T 2(1− tl)µ−1tl |ω̃2|
95.6%
≤ |D|+T 2(1− tl)µ−1tl
(
|ω2e |+M1(C,h′,k′,µ ′,T ′)
)
= p̃3(tl)
It yields a new bound of Y3,m, which doesn’t depend on ω̃ :
|Y3,m|
95.6%
≤ M2,3(C,h,µ,T ) (depend on ω̃) (10)
95.6%
≤ M̃2,3(C,h,µ,T ). (11)
Consequently, we have
|x̃0 − x0e|
95.6%
≤ |(ω2 − ω̃2)|T 2|K|+ M̃2,3(h,µ,T )
95.6%
≤ M2(C,h,µ,T ).
Finally,
|x̃0 − x0|
95.6%
≤ M2(C,h,µ ,T )+ |x0e − x0| = M3(C,h,µ,T ).¥
3) Error in the estimation of ẋ0: Apply the trapezoidal
rule to (9):
˜̇x0 = ∑
m
l=1
p4(tl)x(Ttl)+p4(tl−1)x(Ttl−1)
2
h+Y4,m.
Observe that p4(tl) = E + ω̃
2T (1 − tl)µ−1 (1+(µ −1)tl) ,
where E = (µ−1)(µ−2)
T
(1 − tl)µ−3 − µ−1T D. Then following
the same reasonings as the one in the section B− 2), the
following proposition can be stated:
Proposition 4: The global error in the estimation of ẋ0
can be bounded by:
| ˜̇x0 − ẋ0|
95.6%
≤ M4(C,h,µ,T )+ | ˇ̇x0 − ẋ0| = M5(C,h,µ,T ),
where ˇ̇x0 is the numerical integration approximation of ẋ0
and
| ˜̇x0 − ˇ̇x0|
95.6%
≤ M(C,h′,k′,µ ′,T ′) |T ||V |+ M̃2,4(h,µ ,T )
= M4(C,h,µ,T ),
V =
m
∑
l=1
(1− tl)µ−1(1+(µ −1)tl)x(Ttl)
2
h
+
m
∑
l=1
(1− tl−1)µ−1(1+(µ −1)tl−1)x(Ttl−1)
2
h.
III. SOME MORE CALCULATIONS
A. New formulae
Proposition 5: Let g1(t) and g2(t) be two continuous
functions for t ≥ 0, then the new estimations of A and φ
are given by
Ã2 = T 2
(F2(T, ω̃)P−G2(T, ω̃)Q)2
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
+T 2
(G1(T, ω̃)Q−F1(T, ω̃)P)2
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
,
φ̃ = arctan
(
G1(T, ω̃)Q−F1(T, ω̃)P
F2(T, ω̃)P−G2(T, ω̃)Q
)
,
where
G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃) 6= 0,
P =
∫ 1
0
g1(Tt)y(Tt)dt, Q =
∫ 1
0
g2(Tt)y(Tt)dt,
G1(T, ω̃) =
∫ T
0
g1(t)sin ω̃t dt, G2(T, ω̃) =
∫ T
0
g1(t)cos ω̃t dt,
F1(T, ω̃) =
∫ T
0
g2(t)sin ω̃t dt, F2(T, ω̃) =
∫ T
0
g2(t)cos ω̃t dt.
Proof: Take an expansion of x:
x(t) = Asinωt · cosφ +Acosωt · sinφ .
Multiply both sides by two continuous functions g1(t) and
g2(t). By integrating between 0 and T , one obtains:
∫ T
0
g1(t)x(t)dt = Acosφ G1(T,ω)+Asinφ G2(T,ω)
∫ T
0
g2(t)x(t)dt = Acosφ F1(T,ω)+Asinφ F2(T,ω).
It yields a linear system
(
G1(T,ω) G2(T,ω)
F1(T,ω) F2(T,ω)
)(
Acosφ
Asinφ
)
=
(
L
U
)
where L =
∫ T
0 g1(t)x(t)dt and U =
∫ T
0 g2(t)x(t)dt. Re-
solve the system by assuming that G1(T,ω)F2(T,ω) −
G2(T,ω)F1(T,ω) 6= 0
Acosφ =
F2(T,ω)L−G2(T,ω)U
G1(T,ω)F2(T,ω)−G2(T,ω)F1(T,ω)
,
Asinφ =
G1(T,ω)U −F1(T,ω)L
G1(T,ω)F2(T,ω)−G2(T,ω)F1(T,ω)
.
The proof can be completed by replacing x(t) by y(t). ¥
B. Study of the parameters influence on the estimation errors
Apply the trapezoidal rule to the estimation of A and φ :
Ã2 = T 2
(F2(T, ω̃)Pm −G2(T, ω̃)Qm)2
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
+T 2
(G1(T, ω̃)Qm −F1(T, ω̃)Pm)2
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
,
φ̃ = arctan
(
G1(T, ω̃)Qm −F1(T, ω̃)Pm
F2(T, ω̃)Pm −G2(T, ω̃)Qm
)
.
Observe that Pm = Lm +X1,m and Qm = Um +X2,m, where the
white noise parts are given by
Xi,m = Ch
m
∑
l=1
gi(tl)n(Ttl)+gi(tl−1)n(Ttl−1)
2
, i ∈ {1,2}.
1) Error in the estimation of A: Assume that ω̃ = ω and
denote by Ae the numerical integration approximation of A,
such that the estimation error of A2 is given by
Proposition 6: The global error in the estimation of A2
can be bounded by:
|Ã2 −A2|
95.6%
≤ M6(C,h,T )+ |A2e −A2| = M7(C,h,T ),
where
M6(C,h,T ) =
T 2
(
3Var[X3,m]+4
√
Var[X5,m]+3Var[X4,m]
)
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
,
X3,m = F2(T, ω̃)X1,m −G2(T, ω̃)X2,m,
X4,m = G1(T, ω̃)X2,m −F1(T, ω̃)X1,m
X5,m = J1,m X3,m + J2,m X4,m,
J1,m = F2(T, ω̃)Lm −G2(T, ω̃)Um,
J2,m = G1(T, ω̃)Um −F1(T, ω̃)Lm.
proof: Observe that
(F2(T, ω̃)Pm −G2(T, ω̃)Qm)2 = J21,m +X23,m +2J1,m X3,m,
(G1(T, ω̃)Qm −F1(T, ω̃)Pm)2 = J22,m +X24,m +2J2,m X4,m.
Then the white noise error in the estimation of A2 is given
by
Ã2 −A2e =
T 2
(
X23,m +2X5,m +X
2
4,m
)
(G1(T, ω̃)F2(T, ω̃)−G2(T, ω̃)F1(T, ω̃))2
. (12)
Since
Xi,m√
Var[Xi,m]
∼ N (0,1), i ∈ {3,4}, it comes that X
2
i,m
Var[Xi,m]
follows the χ2 distribution with the probability density func-
tion fX (t) =
√
2
2Γ(1/2) t
− 12 e−
t
2 , Γ(1/2) =
∫ +∞
0 t
− 12 exp(−t)dt.
Consequently, X2i,m
95.6%
≤ 3Var[Xi,m], and the proof can be
completed by using |X5,m|
95.6%
≤ 2
√
Var[X5,m]. ¥
2) Error in the estimation of φ : Observe that
tan(φ̃) =
J2,m +X4,m
J1,m +X3,m
.
Assume that ω̃ = ω and denote by φe the numerical integra-
tion approximation of φ , then
Proposition 7: The global error in the estimation of
tan(φ) can be bounded by:
| tan(φ̃)− tan(φ)|
95.6%
≤ M8(C,h,T )+ | tan(φe)− tan(φ)|
= M9(C,h,T ),
where
M8(C,h,T ) =
2
√
Var[X6,m]
|J1,m|(|J1,m|−2
√
Var[X3,m])
,
|J1,m| > 2
√
Var[X3,m], X6,m = J1,mX4,m − J2,mX3,m.
proof: The white noise error in the estimation of tan(φ) is
given by
| tan(φ̃)− tan(φe)| =
∣
∣
∣
∣
J2,m +X4,m
J1,m +X3,m
− J2,m
J1,m
∣
∣
∣
∣
95.6%
≤ |J1,mX4,m − J2,mX3,m|
|J1,m|(|J1,m|−2
√
Var[X3,m])
95.6%
≤ M8(C,h,T ).
Finally, | tan(φ̃)− tan(φ)|
95.6%
≤ M9(C,h,T ). ¥
IV. EXEMPLE
Take ω = 1, A = 1, φ = π/4, C = 0.1 and N = 100, so hs =
2π ×10−2. Each estimation is a random variable. In order to
minimize the noise corruption, we then take 200 tests of the
inequality about the estimation error in Proposition 2 (resp.
Proposition 3 and Proposition 4) in Figure 1 (resp. Figure
2 and Figure 3) with the parameters where M(C,h,k,µ,T )
(resp. M3(C,h,µ ,T ) and M5(C,h,µ,T )) get its minimum .
Using Proposition 1, the relative estimation errors of A and
φ are shown in Figure 4 and 5 respectively. In order to
find out the minimum of M3(C,h,µ,T ), we fix the value
of µ . We find the corresponding minimum by varying m
(T = hs m) and we change the value of µ . We then compute
the corresponding minimum value. The results are shown in
the table below:
Value m Minimum
µ = 3 28 0.0924
µ = 4 38 0.0884
µ = 5 48 0.0877
µ = 6 59 0.0874
µ = 7 72 0.0872
µ = 8 82 0.0871
µ = 9 98 0.0869
µ = 10 110 0.0868
We can see that the minimum is slightly decreasing as µ
and m increase. We take µ = 10 and T = 110hs to estimate
x0. Similarly, a parameter estimation for ẋ0 has been made.
In order to find out the minimum of M(C,h,k,µ,T ), first
we fix the value of k and we find the corresponding minimum
that depends on µ and m with the same way as above.
We then change the value of k to find the corresponding
minimum. According to the table below, we take k = 6, µ = 6
and T = 115hs to estimate ω .
Value µ m Minimum
k = 2 3 110 0.0603
k = 3 4 113 0.0470
k = 4 4 107 0.0398
k = 5 5 111 0.0380
k = 6 6 115 0.0377
k = 7 8 125 0.0379
k = 8 10 134 0.0384
k = 9 9 113 0.0407
We take g1(t) = exp(t) and g2(t) = exp(2t) in Proposition
5 and we take 200 tests of the inequality of the estimation
error in Proposition 6 (resp. Proposition 7) in Figure 6
(resp. Figure 7) with the parameters where M7(C,h,T )
(resp. M9(C,h,T )) get its minimum. The minimum is found
out with the same way as above. Using Proposition 5, the
relating estimation errors of A and φ are shown in Figure 7
and in Figure 9.
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Fig. 1. |ω̃2−ω2| and M(C,h,k,µ,T ) with k = 6, µ = 6 and T = 1.15×2π
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Fig. 2. |x̃0 − x0| and M3(C,h,µ,T ) with µ = 10 and T = 1.10×2π
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Fig. 3. | ˜̇x0 − ẋ0| and M5(C,h,µ,T ) with µ = 3 and T = 1.14×2π
0 50 100 150 200
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
Relating estimation error of A with the method in Proposition 1
Fig. 4. Relating estimation error of A with the method in Proposition1
V. CONCLUSION
The same type of analysis will be given in some future
publications for other types of noises, such as Poisson white
noises or high frequency sinusoids. Moreover, the Bienaymé-
Chebyshev inequality will be considered so as to obtain a
bound on the estimation error for any kind of noise.
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