Abstract-A source-channel coding scheme in which source messages are assigned to two classes and encoded using a channel code that depends on the class index is studied. A lowcomplexity implementation with two quasi-cyclic LDPC codes with belief-propagation decoding achieves a better frame error rate than optimized separate coding. The coding gain obtained by simulation is consistent with the theoretical gain.
I. INTRODUCTION
A variety of applications are related to transmission of compressed multimedia data over communication channels. Most of these applications impose strict restrictions on the delivery delay. It is well-known that the performance of joint sourcechannel coding (JSCC) can improve on the performance of systems based on Shannon's separation principle [2] under finite delay constraints. This potential improvement justifies the interest in practical joint source-channel codes.
Often, multimedia compression standards force the data to be processed in short units of constant length, e. g. frames, packets, slices, group-of-blocks. These units are then encoded with an error-correcting code for their transmission in packets of a fixed size. We refer to these schemes as "fixed-to-fixed" (FF) source-channel codes, since both the source messages and channel codewords have a constant, typically small, length. Numerous FF JSCC schemes have been proposed in the literature. For a detailed overview of previous work, see [3] and references therein. For example, in [3] , Fresia el al. propose the use of low-density parity-check (LDPC) block codes in both FF source compression and FF channel coding.
In this paper we propose a novel FF source-channel code based on standard fixed-to-variable (FV) rate lossless compression followed by variable-to-fixed (VF) channel coding. We show that a simple combination of lossless compression and relatively short quasi-cyclic (QC) LDPC codes with beliefpropagation (BP)-based decoding outperforms separate LDPC coding. As performance measure we use frame error rate (FER) and, for a fair comparison, both the proposed and separate schemes are optimized with respect to the FER. The decoding complexity of the proposed scheme is less than twice the decoding complexity of a separate source-channel code that uses either of the two sub-codes.
The presented coding technique is based on recent results obtained in [1] . This work presented a random-coding analysis of a JSCC scheme where source messages are assigned to classes and encoded by different codes that depend on the class index. At the receiver, the channel output is processed in parallel for each class using a maximum likelihood (ML) decoder. The decoded message is then selected from the outputs of the ML decoders based on a maximum a posteriori (MAP) criterion. This joint coding scheme has better error exponent than separate coding [1] . While the implementation proposed in this paper uses QC LDPC codes with BP decoding instead of random codes with ML decoding, the gain over a separate scheme agrees with the theoretically predicted values.
The paper is organized as follows. Section II describes the system model. The proposed coding scheme is presented in Section III. Section IV treats the problem of optimizing the parameters of the QC LDPC codes. Finally, Section V presents simulation results and compares the simulated performance with the corresponding theoretical bounds.
II. SYSTEM MODEL
We consider the transmission of a binary memoryless source (BMS) over an additive white Gaussian noise (AWGN) channel. A binary source X ∈ {0, 1} generates a data sequence x ∈ {0, 1} n of length n. A source-channel code maps the source message x to a binary codeword c ∈ {0, 1} N of length N . We define the codebook C as the set of all possible codewords. We denote the source entropy as H(X).
The codeword c ∈ C is then transmitted over the AWGN channel using binary phase-shift keying (BPSK) modulation and coherent detection. The binary codeword c = (c 1 , . . . , c N ) ∈ C i is mapped to the transmitted signal y = (y 1 , . . . , y N ) as y t = (1 − 2c t ) √ E s , t = 1, 2, . . . , N . Here E s denotes the average symbol energy per channel use. The discrete-time AWGN channel model is given by
where r = (r 1 , . . . , r N ) denotes the received signal, and the noise vector n = (n 1 , . . . , n N ) is a realization of i. i. d. Gaussian random variables. The variance of the noise is N 0 /2 such that the ratio E s /N 0 represents the signal-to-noise ratio per channel use. We normalize E s /N 0 with respect to the number of information bits transmitted, i. e., the source entropy H(X).
We define the signal-to-noise ratio per bit (SNRb) as
where p Pr{X = 1} and
Without loss of generality we assume E s = 1.
III. JSCC SCHEME
We consider the scheme shown in Fig. 1 . In this scheme the channel code C is split into two linear (N, K i )-codes, denoted by C i , i = 1, 2. We define the rate of each of those codes as R i = K i /N . Since the rates of these sub-codes are different, we may think of C as a variable-to-fixed channel code. As a source code we may use any fixed-to-variable coding scheme such that the most probable messages are assigned to the shortest codewords. The length of the source codeword L(x) determines which one of two available codes will be used to encode each source message. If the source codeword length L(x) is below a threshold K 1 , then channel code C 1 is used for transmission, otherwise, if L(x) ≤ K 2 the second code, C 2 , is used. If L(x) > K 2 a source coding error is reported.
A. Encoding
As FV source coding technique we have chosen enumerative encoding [4] . For a given source sequence x ∈ {0, 1} n the binary enumerative encoder first computes a pair of integer numbers (w, j), where w ∈ W = {0, 1, ..., n} is the Hamming weight of the source sequence, and j ∈ J w = {1, 2, ..., n w } is the index of the actual sequence x in the lexicographically ordered list of all possible sequences of type (weight) w.
Since the mapping x → (w, j) is one-to-one, the entropy of the random variable (W, J) is H(W, J) = nH(X). Thus, the pair (w, j) can be encoded instead of the actual x without loss of optimality. Moreover, with very small loss of optimality both w and j can be uniformly lossless encoded by codewords of lengths L w = log 2 (n + 1) and L j = log 2 n w , producing a codeword of overall length
It is well-known that enumerative coding is asymptotically optimal (see, e.g., [5] ), that is, the average length of the compressed sequence L C is such that
In contrast, arithmetic coding (see, e.g., [6] ) uses − log 2 (1− p) and − log 2 p bits for encoding 0 and 1, respectively. Then, for any sequence x of length n and weight w an arithmetic encoder will require
bits. The average length of the arithmetically encoded sequence is L A /n ≤ h(p) + 2/n which is better than that of enumerative coding. However, for enumerative coding the length of the codeword for x is close to h(w (x)/n) for all x, and if the weight w(x) differs from the expected value np, then the codeword produced by the enumerative encoder can be much shorter than that for the arithmetic encoder.
In Fig. 2 we have plotted the redundancy of the enumerative encoder with respect to that of the arithmetic encoder
as a function of the weight w of the source sequence. In this figure we consider a BMS with p = 0.1 and source-sequence length n = 1000. Instead of prefix length log 2 (n + 1) in (3) we used the fixed length 7 that corresponds to restricting the range of encoded weights to 40-167. The probability of the source sequence being out of this range is 1.4 × 10 −11 , that is, negligible for practical error probabilities. As follows from this example, when using enumerative coding we spend 3-5 extra bits for typical source sequences, but, on the other hand, we may save several bits for non-typical sequences. Notice also that enumerative coding can be implemented via arithmetic coding with updating symbol probabilities at each step of the encoding procedure.
As linear (N, K i ) block codes C i , K 1 ≤ K 2 , we use QC LDPC block codes. The corresponding encoding algorithm, based on enumerative encoding and QC LDPC block codes, is presented in Algorithm 1. We choose three weight thresholds: w min , w max , and a threshold w thr that determines which code to use. If a source sequence has Hamming weight either below w min or above w max , we round up or down its weight to lie in the required range [w min , . . . , w max ] as shown in Algorithm 1. Then, w thr determines the highest weight for which the first channel code C 1 is used for transmission. Enumerative coding is applied to compute the index j and the length L j . The source message weight w, given in information bits, is transmitted as a prefix of length that depends on the selected code:
Thus, in total L j + L pi information bits are to be transmitted and the code dimensions are chosen to satisfy
In our encoding scheme we use l leftover bits for error detection. To do this, we use a pseudo-random binary matrix H(w, j) of size (L j + L pi ) × l and we assume that this matrix is known to the decoder. Multiplying the information vector of length L j + L pi by H(w, j) we obtain a check sequence c of length l which is included into the information sequence of the selected code. The entire information sequence is encoded and transmitted over the communication channel.
B. Decoding
At the decoder two decoding attempts, one for each of the two channel codes, are performed. Instead of optimal ML decoding, we simulate two BP decoders with 50 iterations each. The decoding algorithm is shown in Algorithm 2. For each code we start with 50 iterations of BP decoding. If after 50 iterations the decoder succeeds in obtaining a zero syndrome we then verify that the weight of the decoded sequence is consistent with the code used and with the parity checks written in the leftover positions.
If only one of two codes -the typical case-passed the compatibility tests, then the corresponding data are used as the decoder output. Otherwise, if both decoders fail, we output a predetermined, for example all-zero, data sequence as shown in Algorithm 2. Finally, in case that both decoders report decoding success then we compute the a posteriori likelihoods
where y j (y
is the probability of the source sequence x of weight w. As final decision, the decoder chooses j = arg max λ j . Set the final w − w max ones to zeros 4: w ← w max 5: end if 6: if w < w min then 7: Set the final w min − w zeros to ones 8: w ← w min 9: end if 10: Enumerative encoding: x → j, L = log 2 n w % L is length of j 11: if w ≤ w thr then 12:
IV. OPTIMIZATION OF QC LDPC CODES
%Select (N, K 1 ) code and prefix length L p1 13: else 14: 
where h ij (D) is either zero or a monomial entry, that is, h ij (D) = D wij with w ij being a nonnegative integer, w ij ≤ m, m is syndrome former memory and M > m denotes the tailbiting length.
The corresponding (c − b) × c base matrix follows as
The polynomial parity-check matrix H(D) (9) can also be represented via its (c − b) × c degree matrix
with entries w ij at the positions of the monomials D wij and w ij = −1 at the zero positions. If each column of H(D) contains J nonzero elements and each row contains K nonzero elements the QC LDPC convolutional code is (J, K)-regular and irregular otherwise.
Techniques of constructing QC LDPC block codes are typically based on choosing suitable base matrices B followed by finding degree matrices W which are good in terms of target criteria. This corresponds to finding proper labelings for the base Tanner graph G B determined by B (see, for example, [7] , [8] and references therein). In this way, we obtained an infinite Tanner graph determined by H(D) (9) that can be ifŵ is not consistent with the code number then 5: set F i ← 1 6:
Compute the lengthL of the source codeword for (ŵ,)
Select (L + L pi ) × l matrix H(ŵ,), 12: Compute l parity checks (ŵ,) interpreted as the Tanner graph G of the tailbiting LDPC block code unwrapped and extended to infinity in the time domain. When searching for good QC LDPC codes the girth g [9] - [11] , as well as the girth profile [12] , the sliding window girth of the code Tanner graph, and the column degree distribution of the base matrix are used as target parameters. It is well known that for LDPC coding not only the decoding complexity but also the encoding complexity should be taken into account to choose the best code. To facilitate a lowcomplexity implementation of encoding, we selected codes with bi-diagonal structure of the parity-check part of their parity-check matrices. In other words, all matrices in our experiments had the form H = H bd H 0 , where H bd is a binary matrix of size (c − b) × (c − b − 1) with ones only on the main diagonal and straight below it and zeros on all (8) other positions, and the matrix H 0 has no restrictions except that one of its columns (let it be the first one) is of weight 3, and contains one nonzero-degree element and two zero-degree elements. For example,
is the parity-check matrix of rate R = 3/8 (8M, 3M )-QC LDPC code with low encoding complexity [13] , [14] . We assume that for each SNRb value a pair of rateoptimized QC LDPC codes is used for encoding. For our JSCC scheme for the BMS with p = 0.1 we chose QC LDPC codes with c = 24 and rates R = 12/24, 13/24, ..., 16/24. For constructing these parity-check matrices we used the optimization algorithm from [12] . The only exception is the code of rate R = 18/24 = 2/3 which is borrowed from [14] , code A. Parameters of the newly constructed QC LDPC codes are presented in Table I where n i (g i ) stands for the girth g i of the Tanner graph determined by the submatrix consisting of the first n i columns of the code parity-check matrix and column degree distribution n c (w c ) means that there are n c columns of weight w c in B.
For each SNRb value we have chosen the best pair of QC LDPC codes (C 1 , C 2 ) providing the best FER performance of joint source-channel decoding by optimizing the cost function
where P (C i ), i = 1, 2, denotes the probability of the source sequence to be in class i, i. e. , used with code C i , P chi is the probability of decoding error occurred in the ith BP decoder, and P mixij is the probability of an error occurred due the ith encoder being identified instead of the jth encoder.
V. NUMERICAL RESULTS AND DISCUSSION
The FER performance of the optimized two-code construction is shown under the name "Joint" in Fig. 3 , for n = 1000 and N 1 = N 2 = N = 1008. For comparison we also include the FER performance of separate coding ("Separate") and that of BP decoding of a QC LDPC code with rate R = H(X) ("Infinite delay"). The separate scheme has been optimized for each SNRb value, as shown in Fig. 4 . The error floors correspond to the probability that L(x) exceeds the available code dimension. The infinite-delay curve can be considered as an empirical lower bound on FER performance achievable by JSCC. From Fig. 3 we can see that the proposed JSCC scheme presents 0.5-0.7 dB gain with respect to separate coding. Also, the SNRb loss of the JSCC scheme with respect to the infinite delay curve is about 1 dB. Fig. 5 shows the error exponents for JSCC with 2 classes and separate coding [1] . The asymptotic gain of JSCC with two classes with respect to separate coding is about 0.5-1.0 dB. This values are consistent with the simulated FER performance of the suboptimal JSCC with two QC LDPC codes in Fig. 3 . 
