Gromov-Hausdorff-like distance function defined in the aspect of
  Riemannian submanifold theory by Koike, Naoyuki
ar
X
iv
:1
80
9.
07
96
2v
3 
 [m
ath
.D
G]
  3
0 A
pr
 20
19
Gromov-Hausdorff-like distance function
on the Moduli space of Riemannian manifolds
and Hamilton convergence
Naoyuki Koike
Abstract
In this paper, we discuss how a Gromov-Hausdorff-like distance function over
the space of all isometric classes of compact Ck-Riemannian manifolds should
be defined in the aspect of the Riemannan submanifold theory, where k ≥ 1.
The most important fact in this discussion is as follows. The Hausdorff distance
function between two spheres of mutually distinct radii isometrically embedded
into the hypebolic space of curvature c converges to zero as c → −∞. The
key in the construction of the Gromov-Hausdorff-like distance function given
in this paper is to define the distance of two Ck+1-isometric embeddings of
distinct compact Ck-Riemannian manifolds into a higher dimensional Rieman-
nian manifold by using the Hausdorff distance function in the tangent bundle
of order k + 1 equipped with the Sasaki metric. Furthermore, we show that
the convergence of a sequence of compact Riemannian manifolds with respect
to this distance function coincides with the convergence in the sense of R. S.
Hamilton.
Keywords : Hausdorff distance function, Gromov-Hausdorff distance function
1 Introduction
First we shall recall the Gromov-Hausdorff distance function introduced by M. Gro-
mov ([G1], [G2]). Denote by M˜ the set of all metric spaces and Mc the space
of all isometric classes of compact metric spaces and [(X, d)] the isometric class
of a compact metric space (X, d). For metric spaces (X, d) and (X˜, d˜), denote by
Embd.p.((X, d), (X˜ , d˜)) the space of all distance-preserving embeddings of (X, d) into
(X˜, d˜). Let M˜c(X˜, d˜) be the set of all compact subsets of a metric space (X˜, d˜).
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The Hausdorff distance function d
H,(X˜,d˜)
over M˜c(X˜, d˜) is defined by
dH,(Y,dY )(K1,K2) := inf{ε > 0 |K2 ⊂ B(K1, ε) & K1 ⊂ B(K2, ε)}
(K1,K2 ∈ M˜c((X˜, d˜))),
where B(Ki, ε) denotes the ε-neighborhood of Ki. By using this distance function,
the Gromov-Hausdorff distance funcion dGH over Mc is defined by
dGH([(X1, d1)], [(X2, d2)])
:= inf
(X˜,d˜)∈M˜
inf{d
H,(X˜,d˜)(f1(X1), f2(X2)) | fi ∈ Embd.p.((Xi, di), (X˜, d˜)) (i = 1, 2)},
where inf{d
H,(X˜,d˜)
(f1(X1), f2(X2)) | fi ∈ Embd.p.((Xi, di), (X˜, d˜)) (i = 1, 2)} implies
∞ in the case where Embd.p.((X1, d1), (X˜, d˜)) = ∅ or Embd.p.((X2, d2), (X˜, d˜)) = ∅.
It is well-known that this function dGH gives a distance function over Mc and
furthermore (Mc, dGH) is a complete metric space.
In this paper, we introduce a Gromov-Hausdorff-like distance function over the
space of all isometric classes of compact Ck-Riemannian manifolds in the aspect of
the Riemannian submanifold theory, where k ≥ 1. Furthermore, the convergence
of compact Riemannian manifolds with respect to this distance function coincides
with the convergence in the sense of R. S. Hamilton.
2 Some important examples
Let k ∈ N or k = ∞. Denote by R˜M
k
the set of all Ck-Riemannian manifolds
and RMkc the space of all isometric classes of compact C
k-Riemannian manifolds
and [(M,g)] the isometric class of a compact Riemannian manifold (M,g). Here
we note that “Ck-Riemannian manifold” means a Ck+1-manifold equipped with a
Ck-Riemannian metric. For Ck-Riemannian manifolds (M,g) and (M˜, g˜), denote
by Embk+1I ((M,g), (M˜ , g˜)) (resp. Emb
t.g.
I ((M,g), (M˜ , g˜))) the space of all C
k+1-
isometric embeddings (resp. all totally geodesic Ck+1-isometric embeddings) of
(M,g) into (M˜, g˜). Here we note that the following facts hold:
Fact. Let f be a Ck+1-isometric embedding of (M,g) into (M˜, g˜). If f is not totally
geodesic, then it is not a distance-preserving embedding of (M,dg) into (M˜, dg˜),
where dg (resp. dg˜) denotes the Riemannian distance function of g (resp. g˜). Even
if f is a totally geodesic Ck+1-isometric embedding, it is not necessarily a distance-
preserving embedding of (M,dg) into (M˜ , dg˜) (see Figure 1). On the othe hand,
if f is a totally geodesic Ck+1-isometric embedding and if (M˜, g˜) is a Hadamard
manifold, then it is a distance-perserving embedding of (M,dg) into (M˜, dg˜).
2
f1
E
n+1
f2 f3
S
n(1) Sn(1) Sn(1)
f1 ∈ Emb
k+1
I (S
n(1),En+1) \ Embt.g.I (S
n(1),En+1)
f2 ∈ Emb
t.g.
I (S
n(1), (M˜1, g˜1)) \ Embd.p.(Sn(1), (M˜1, g˜1))
f3 ∈ Embd.p.(Sn(1), (M˜2, g˜2))
(M˜1, g˜1)
(M˜2, g˜2)
Figure 1 : Gap between distance-preserving embeddings
and isometric embeddings
By using the Hausdorff distance functions, we define a function d˘kGH over RM
k
c ×
RMkc by
d˘kGH([(M1, g1)], [(M2, g2)])
:= inf
(M˜,g˜)∈R˜M
k
inf{d
H,(M˜,dg˜)
(f1(M1), f2(M2)) | fi ∈ Emb
k+1
I ((Mi, gi), (M˜, g˜)) (i = 1, 2)}.
This definition seems to be natural. However, we can show that d˘kGH is not a distance
function over RMkc . In fact, we can give some counter-examples as follows. Let
S
n(r−2) be the sphere of radius r centered at the origin o = (0, · · · , 0) in the (n+1)-
dimensional Euclidean space En+1 (i.e., Sn(r−2) = {(x1, · · · , xn+1) ∈ E
n+1 |x21 +
· · · + x2n+1 = r
2}) and denote by gE the Euclidean metric of E
n+1. Let ιSr be the
inclusion map of Sn(r−2) into En+1 and denote by gSr the induced metric (ι
S
r )
∗gE. In
the sequel, we abbreviate (Sn(r−2), gSr ) as S
n(r−2). In the case of n ≥ 2, Sn(r−2) is
the n-dimensional sphere of constant curvature r−2. We consider the case of n = 1.
The length of (S1(r−2), gSr ) is equal to 2pir. Fix positive numbers r1 < r2. It is clear
that S1(r−21 ) is not isometric to S
1(r−22 ). However, we can show
inf{dH,E2(f1(S
1(r−21 )), f2(S
1(r−22 ))) | fi ∈ Emb
k+1
I (S
1(r−2i ),E
2) (i = 1, 2)} = 0
as follows. Take any positive number ε. Let Nε(S
1(r−21 )) be the ε-tubular neighbor-
hood of S1(r−21 ), that is,
Nε(S
1(r−21 )) := {(x1, x2) ∈ E
2 | (r1 − ε)
2 < x21 + x
2
2 < (r1 + ε)
2}.
For any sufficiently small postive number ε, S1(r−22 ) can be isometrically embedded
into Nε(S
1(r−21 )) (see Figure 2). This fact implies that
inf{dH,E2(f1(S
1(r−21 )), f2(S
1(r−22 ))) | fi ∈ Emb
k+1
I (S
1(r−2i ),E
2) (i = 1, 2)} = 0.
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Hence we obtain
d˘kGH([S
1(r−21 )], [S
1(r−22 )]) = 0.
Thus d˘kGH is not a distance function over RM
k
c . For any Riemannian manifold
(M,g), we consider the product Riemannian manifolds M × S1(r−2i ) (i = 1, 2).
In more general, it is shown that [M × S1(r−21 )] 6= [M × S
1(r−22 )] but d˘
k
GH([M ×
S
1(r−21 )], [M × S
1(r−22 )]) = 0. Isometric embeddings f1 and f2 in Figure 2 are
sufficiently close as C0 embeddings but they are not close as C1-embeddings and
they are very far as C2-embeddings. On the other hand, isometric embeddings f̂1
and f̂2 in Figure 3 are sufficiently close as C
∞-embeddings, where 2r1 < r2 < 2r1+ε
(ε : a sufficiently small positive number).
S1(r−21 )
f2(S
1(r−22 ))
S
1((r1 − ε)
−2)
S
1((r1 + ε)
−2)
o
Increase the number of waves of f2(S
1(r−22 )) as approach ε to 0.
Figure 2 : The first example showing d˘kGH([S
1(r−21 )], [S
1(r−22 )]) = 0
f̂1(S
1(r−21 ))
f̂1(S
1(r−22 ))
sufficiently close
E
3
Figure 3 : The second example showing d˘kGH([S
1(r−21 )], [S
1(r−22 )]) = 0
We shall give third example showing that d˘kGH is not a distance function. Let R
n+2
1
be the (n + 2)-dimensional Lorentzian space and gL the Lorenzian metric of R
n+2
1 ,
4
that is, gL = −dx
2
1 + dx
2
2 + · · · + dx
2
n+2. Put
H
n+1(−r˜−2) := {(x1, · · · , xn+2) ∈ R
n+2
1 | − x
2
1 + x
2
2 + · · · + x
2
n+2 = −r˜
2} (r˜ > 0).
Denote by ιHr˜ the inclusion map of H
n+1(−r˜−2) into Rn+21 and g
H
r˜ the induced metric
(ιHr˜ )
∗gL. The space (H
n+1(−r˜−2), gHr˜ ) is the (n+1)-dimensional hyperbolic space of
constant curvature −r˜−2. The sphere (Sn(r−2), gSr ) is isometrically embedded into
(Hn+1(−r˜−2), gHr˜ ) by the following C
∞-embedding:
fr,r˜(x1, · · · , xn+1) = (
√
r˜2 + r2, x1, · · · , xn+1) ((x1, · · · , xn+1) ∈ S
n(r−2)).
Take distinct positive constants r1 and r2 (r1 < r2). We shall calculate
dH,Hn+1(−r˜−2)(fr1,r˜(S
n(r−21 )), fr2,r˜(S
n(r−22 ))),
which is equal to
dgH
r˜
(fr1,r˜(r1, 0, · · · , 0), fr2,r˜(r2, 0, · · · , 0))
(=dgH
r˜
((
√
r˜2 + r21, r1, 0, · · · , 0), (
√
r˜2 + r22, r2, 0, · · · , 0))).
The shortest geodesic γr˜ (in H
n+1(−r˜−2)) connecting (
√
r˜2 + r21, r1, 0, · · · , 0) and
(
√
r˜2 + r22, r2, 0, · · · , 0) is given by
γr˜(t) := (r˜ cosh t, r˜ sinh t, 0, · · · , 0) (sinh
−1
(r1
r˜
)
≤ t ≤ sinh−1
(r2
r˜
)
),
where sinh−1 denotes the inverse function of sinh |[0,∞). For the simplicity, put
a(ri) := sinh
−1
(ri
r˜
)
(i = 1, 2). The length L(γr˜) of γ is given by
L(γr˜) =
∫ a(r2)
a(r1)
‖γ′r˜(t)‖ dt =
∫ a(r2)
a(r1)
√
| − r˜2| dt
= r˜ · (a(r2)− a(r1)) = r˜ ·
(
sinh−1
(r2
r˜
)
− sinh−1
(r1
r˜
))
.
For the simplicity, denote by Fr1,r2(r˜) the right-hand side of this relation. Then we
have
dgH
r˜
(fr1,r˜(r1, 0, · · · , 0), fr1,r˜(r2, 0, · · · , 0)) = Fr1,r2(r˜),
that is,
(2.1) dH,Hn+1(−r˜−2)(fr1,r˜(S
n(r−21 )), fr2,r˜(S
n(r−22 ))) = Fr1,r2(r˜).
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By using L’Hoˆpital’s theorem, we have
(2.2)
lim
r˜→+0
Fr1,r2(r˜) = lim
r˜→+0
((
1 +
(r2
r˜
)2)− 12
−
(
1 +
(r1
r˜
)2)− 12)
= lim
r˜→+0
r2
√
r˜2 + r21 − r1
√
r˜2 + r22√
r˜2 + r21 ·
√
r˜2 + r22
= 0.
Hence we obtain
lim
r˜→+0
dH,Hn+1(−r˜−2)(fr1,r˜(S
n(r−21 )), fr2,r˜(S
n(r−22 ))) = 0,
that is,
d˘∞GH([S
n(r−21 )], [S
n(r−22 )]) = 0.
In more general, we can give the following counter-examples. Let M be a compact
submanifold in Sn(1) embedded by a Ck+1-embedding f . Then, since (M,f∗gS1 ) and
(M, r · f∗gS1 ) (r > 0, r 6= 1) are compact C
k-Riemannian submanifolds in Sn(1) and
S
n(r−2), respectively, it is shown that
dH,Hn+1(−r˜−2)((M,f
∗gS1 ), (M, r · f
∗gS1 )) = Fr1,r2(r˜)
and hence
d˘kGH([(M,f
∗gS1 )], [(M, r · f
∗gS1 )]) = 0.
On the other hand, it is clear that [(M,f∗gS1 )] 6= [(M, r · f
∗gS1 )]. Denote by Dr1,r2
the domain of Hn+1(−r˜−2) sorrounded by fr1r˜(S
n(r−21 )) and fr2r˜(S
n(r−22 )). The
Riemannian manifold (Dr1,r2 , g
H
r˜ |Dr1,r2 ) cannot be isometrically embedded into E
m
for any m ∈ N (see Figure 5). We consider that this fact arises
lim
r˜→+0
dH,Hn+1(−r˜−2)(fr1,r˜(S
n(r−21 )), fr2,r˜(S
n(r−22 ))) = 0.
fr2,r˜(S
n(r−22 ))
Hn+1(−r˜−2)(⊂ Rn+21 )
dG,Hn+1(−r˜−2)(fr1,r˜(S
n(r−21 )), fr2,r˜(S
n(r−22 ))) = r˜ · (a(r2)− a(r1)) → 0 (r˜ → +0)
γr˜
fr1,r˜(S
n(r−21 ))
x1
0
r˜
Dr1,r2
Figure 4 : The third example showing d˘∞GH([S
n(r−21 )], [S
n(r−22 )]) = 0
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fr2,r˜(S
n(r−22 ))
Hn+1(−r˜−2) (⊂ Rn+21 )
E
n+2
isometric embeddingfr1,r˜(S
n(r−21 ))
Figure 5 : A domain in Hn+1(−r˜−2) isometrically embedded into En+2
3 Gromov-Hausdorff-like distance function
By refering three examples in the previous section, we shall define a Gromov-
Hausdorff-like distance function over RMkc . We use the notations in the previ-
ous section. The first example in the previous section indicates that d
H,(M˜ ,dg˜)
in
the definitoin of d˘kGH should be replaced by a distance function including informa-
tions of the i-th derivatives (1 ≤ i ≤ k + 1) of the isometric embeddings becuase
Embk+1I ((Mi, gi), (M˜ , g˜)) is a very wider class than Embd.p.((Mi, dgi), (M˜ , dg˜)). Also,
the third example indicates that, in the definition of d˘kGH , the range which (M˜, g˜)
moves should be restricted to the class of Ck-Riemannian manifolds isometrically
embedded into a Euclidian space. On the basis of these reasons, we shall define
another function over RMkc × RM
k
c . We shall prepare some notions to state the
definition. Let pi1 : TM → M be the tangent bundle of M , pi2 : T (TM) → TM
be the tangent bundle of the manifold TM . Denote by T 2M the manifold T (TM).
Let pi3 : T (T
2M) → T 2M be the tangent bundle of the manifold T 2M and denote
by T 3M the manifold T (T 2M). In the sequel, we define T lM and pil (l = 4, 5, · · · )
inductively. Let f be a Ck+1-map from a Riemannian manifold (M,g) to another
Riemannian manifold (M˜, g˜). The differential df : TM → TM˜ of f is defined by
df |TxM = dfx (x ∈ M) and the differential d
2f := d(df) : T 2M → T 2M˜ is defined
similarly. In the sequel, dlf : T lM → T lM˜ (l = 3, · · · , k) are defined inductively.
The Sasaki metirc g1S of TM with respect to g is defined by
(g1S)v1(v2, v3) := gpi1(v1)((dpi1)v1(v2), (dpi1)v1(v3)) + gpi1(v1)((v2)V , (v3)V)
(v1 ∈ TM, v2, v3 ∈ Tv1(TM)),
where (vi)V denotes the vertical component of vi with respect to Tv1(TM) = Vv1 ⊕
Hv1 (V : the vertical distribution, H : the horizontal distribution associated to
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the Riemannian connection of g). Here we note that Vv1(= Tv1(pi
−1
1 (pi1(v1)))) is
identified with Tv1(Tpi1(v1)M)(= Tpi1(v1)M). Similarly, the Sasaki metirc g
2
S of T
2M
with respect to g1S is defined. In the sequel, the Sasaki metirc g
l
S of T
lM with
respect to gl−1S (l = 3, 4, · · · , k) are defined inductively. Similarly, T
lM˜ and g˜lS are
defined for (M˜ , g˜). Let SlM be the unit tangent bundle of the Riemannian manifold
(T l−1M,gl−1S ) (i.e., S
lM := {v ∈ T lM | gl−1S (v, v) = 1}). Denote by m(Mi, gi) the
minimum of natural numbers l’s such that (Mi, gi) is isometrically embedded into
E
l. For simplicity, set mi := m(Mi, gi). Here we note that, since Mi is compact, the
existence of such a minimum number is assured by the Nash’s isometric embedding
theorem ([N1],[N2]). On the basis of the above reasons and the consideration of the
second example in the previous section, we define a function dkGH : RM
k
c ×RM
k
c →
R by
dkGH([(M1, g1)], [(M2, g2)])
:= inf{dH,(Tk+1Em,d
(gE)
k+1
S
)(d
k+1(ι1 ◦ f1)(S
k+1M1), d
k+1(ι2 ◦ f2)(S
k+1M2))
| fi ∈ Emb
k+1
I ((Mi, gi),E
mi), ιi ∈ Emb
t.g.
I (E
mi ,Em) (i = 1, 2))},
where m is a any natural number with m ≥ max{m1,m2}. It is easy to show that this
definition is independent of the choice of the natural number m with m ≥ max{m1,m2}.
The following fact holds for dkGH .
Theorem 3.1. dkGH is a distance function over RM
k
c .
First we prepare the following lemma.
Lemma 3.2. Let [(Mi, gi)] ∈ RM
k
c (i = 1, 2), m1,m2,m be as above. {f
l
1}
∞
l=1 be a sequence
in Embk+1I ((M1, g1),E
m1) satisfying the following condition:
(I) ‖f l1‖Ck+1 → inf{‖f‖Ck+1 | f ∈ Emb
k+1
I ((M1, g1),E
m1)} (l → ∞), where ‖ · ‖Ck+1
denotes the Ck+1-norm of the vector space Ck+1(M1,E
m) of all Ck+1-maps fromM1 to E
m
(which is regarded as a vector space) with respect to gi and gE.
Then there exists a sequence {f l2}
∞
l=1 in Emb
k+1
I ((M2, g2),E
m2) satisfying the following
conditions:
(I’) ‖f l2‖Ck+1 → inf{‖f‖Ck+1 | f ∈ Emb
k+1
I ((M2, g2),E
m2)} (l → ∞), where ‖ · ‖Ck+1
denotes the Ck+1-norm of the vector space Ck+1(M2,E
m) of all Ck+1-maps fromM2 to E
m
with respect to g2 and gE;
(II) dH,Tk+1Em(d
k+1(ι1◦f l1)(S
k+1M1), d
k+1(ι2◦f l2)(S
k+1M2))→ dkGH([(M1, g1)], [(M2, g2)])
(l →∞) holds for suitable totally geodesic embeddings ιi’s of Emi into Em.
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Em
Em1 Em2
ι1 ι2
f l1(M1)
lim
l→∞
f l1(M1)
f l2(M2)
lim
l→∞
f l2(M2)
length d0
d0 := d
k
GH([(M1, g1)], [(M2, g2)])
Figure 6 : About the statement of Lemma 3.2
It is clear that the distance dkGH([(M1, g1)], [(M2, g2)]) is attained when the C
k+1-norms
of isometric embeddings of (Mi, gi)’s (i = 1, 2) into E
mi are as small as possible and
Em1 ,Em2 are isometrically embedded into Em by suitable totally geodesic isometric em-
beddings. Hence it is clear that the statement of this lemma holds.
For example, in the case of (Mi, gi) = S
n(r−2i ) (i = 1, 2), we can confirm easily that
the statement of Lemma 3.2 holds as follows. Since Sn(r−2i )’s are isometrically embedded
into En+1, mi (i = 1, 2) in Lemma 3.2 are equal to n + 1 and hence m in Lemma 3.2 also
is equal to n + 1. First we consider the case of n ≥ 2. Then, since isometric embeddings
of Sn(r−2i ) into E
n+1 are rigid, that is, they are congruent to one another. In more detail,
they are congruent to the totally umbilic isometric embedding of Sn(r−2i ) into E
n+1 the
baryccenter of whose image is equal to the origin o of En+1. Denote by fu1 this totally
umbilic isometric embeddding. Hence, in this case, the sequence {f l1}
∞
l=1 in Lemma 3.2 are
given by {φl◦fu1 } in terms of some sequences {φl}
∞
l=1 of isometries of E
n+1. Set f l2 := φl◦
r2
r1
fu1
and ι1 = ι2 = idEn+1. Then we have
dH,Tk+1En+1(d
k+1(ι1 ◦ f
l
1)(S
k+1(Sn(r−21 )), d
k+1(ι2 ◦ f
l
2)(S
k+1(Sn(r−22 )))
=|r1 − r2| = d
k
GH(S
n(r−21 ), S
n((r−22 ))
and hence
dH,Tk+1En+1(d
k+1(ι1 ◦ f l1)(S
k+1(Sn(r−21 )), d
k+1(ι2 ◦ f l2)(S
k+1(Sn(r−22 )))
→ dkGH(S
n(r−21 ), S
n((r−22 )) (l →∞).
Next we consider the case of n = 1. Let fu1 be the isometric embedding of S
1(r−21 ) into
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E
2 whose image is equal to the circle of radius r1 centered at o. Let {f
l
1}
∞
l=1 be a sequence
in Lemma 3.2. Then, it follows from ‖f l1‖Ck+1 → inf{‖f‖Ck+1 | f ∈ Emb
k+1
I (S
1(r−21 ),E
2)}
that ‖f l1 − φ ◦ f
u
1 ‖Ck+1 → 0 (l → ∞) holds for some isometry φ of E
2. Let ol be the
barycenter of f l1(S
1(r−21 )) and τ±ol : E
2 → E2 be the parallel translation by ±ol (i.e.,
τ±ol(p) := p ± ol (p ∈ E
2). Set f l2 := τol ◦
r2
r1
· idE2 ◦ τ−ol ◦ f
l
1 ◦
r1
r2
· idE2 |S1(r−22 )
and
ι1 = ι2 = idE2 . Then we have
dH,Tk+1E2(d
k+1(ι1 ◦ f l1)(S
k+1(S1(r−21 )), d
k+1(ι2 ◦ f l2)(S
k+1(S1(r−22 )))
→ |r1 − r2| = d
k
GH(S
1(r−21 ), S
1((r−22 )) (l→∞).
(see Figure 7).
o
f l1(S
1(r−21 ))
ol
fu1 (S
1(r−21 ))
f l2(S
1(r−22 ))
(l→∞)
(φ ◦ fu1 )(S
1(r−21 )) = lim
l→∞
f l1((S
1(r−21 ))
lim
l→∞
f l2((S
1(r−22 ))
This length is greater than ε.
This length is equal to ε.
Figure 7 : An example of sequences as in Lemma 3.2
By using this lemma, we prove Theorem 3.1.
Proof of Theorem 3.1. First we show that dkGH is a pseudo-distance function. It is clear that
dkGH satisfies the conditions other than the triangle inequality in the definition of the pseudo-
distance function. We show that it satisfies the triangle inequality. Take [(Mi, gi)] ∈ RM
k
c
(i = 1, 2, 3). Set aij := d
k
GH([(Mi, gi)], [(Mj , gj)]). Set m123 := max{m1,m2,m3}. Take
a sequence {f l2}
∞
l=1 satisfying ‖f
l
2‖Ck+1 → inf{‖f‖Ck+1 | f ∈ Emb
k+1
I ((M2, g2),E
m2)} (l →
∞). Then, according to Lemma 3.2, there exist sequences {f li}
∞
l=1 in Emb
k+1
I ((Mi, gi),E
mi)
(i = 1, 3) such that
lim
l→∞
d
H,(Tk+1Em,(gE)
k+1
S
)(d
k+1(ι2i ◦ f
l
2)(S
k+1M2), d
k+1(ιi ◦ f
l
i )(S
k+1Mi)) = a2i (i = 1, 3)
holds for suitable totally geodesic embeddings ι2i (i = 1, 3) of E
m2 into Em123 and suitable
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totally geodesic embeddings ιi’s (i = 1, 3) of E
mi into Em123 . Then we have
dH,Em123 (d
k+1(ι−121 ◦ ι1 ◦ f
l
1)(S
k+1(M1)), d
k+1(ι−123 ◦ ι3 ◦ f
l
3)(S
k+1(M3)))
≤dH,Em123 (d
k+1(ι−121 ◦ ι1 ◦ f
l
1)(S
k+1(M1)), d
k+1f l2(S
k+1(M2)))
+ dH,Em123 (d
k+1f l2(S
k+1(M2)), d
k+1(ι−123 ◦ ι3 ◦ f
l
3)(S
k+1(M3)))
and hence
lim
l→∞
dH,Em123 (d
k+1(ι−121 ◦ ι1 ◦ f
l
1)(S
k+1(M1)), d
k+1(ι−123 ◦ ι3 ◦ f
l
3)(S
k+1(M3))) ≤ a12 + a23.
Therefore we obtain a13 ≤ a12 + a23. Thus dkGH satisfies the triangle inequality and hence
it is a pseudo-distance function.
Furthermore we show that dkGH is a distance function. Assume that d
k
GH([(M1, g1)],
[(M2, g2)]) = 0. Setm12 := max{m1,m2}. Take a sequence {f
j
1}
∞
j=1 in Emb
k+1
I ((M1, g1),E
m1)
satisfying ‖f l1‖Ck+1 → inf{‖f‖Ck+1 | f ∈ Emb
k+1
I ((M1, g1),E
m1)} (l → ∞). Then, accord-
ing to Lemma 3.2, there exist a sequence {f j2}
∞
j=1 in Emb
k+1
I ((M2, g2),E
m2) such that
lim
j→∞
d
H,(Tk+1Em12 ,(gE)
k+1
S
)(d
k+1(ι1 ◦ f
j
1 )(S
k+1M1), d
k+1(ι2 ◦ f
j
2 )(S
k+1M2))
=dkGH([(M1, g1)], [(M2, g2)])(= 0)
holds for suitable totally geodesic embeddings ιi’s (1 = 1, 2) of E
mi into Em12 . This implies
that M1 and M2 are C
k+1-diffeomorphic. Take a Ck+1-diffeomorphism ψ of M1 onto M2.
Since [(M1, ψ
∗g2)] = [(M2, g2)], we have d
k
GH([(M1, g1)], [(M1, ψ
∗g2)]) = 0 by the assump-
tion. According to Lemma 3.2, there exists a sequence {f̂ j1}
∞
j=1 in Emb
k+1
I ((M1, ψ
∗g2),E
m2)
such that
lim
j→∞
d
H,(Tk+1Em12 ,(gE)
k+1
S
)(d
k+1(ι1 ◦ f
j
1 )(S
k+1M1), d
k+1(ι̂1 ◦ f̂
j
1 )(S
k+1M1))
=dkGH([(M1, g1)], [(M1, ψ
∗g2)])(= 0)
holds for a suitable totally geodesic isometric embedding ι̂1 of (M1, ψ
∗g2) into E
m2 . Clearly
we have lim
j→∞
‖(ι1◦f
j
1 )−(ι̂1 ◦ f̂
j
1 )‖Ck+1 = 0 and hence lim
j→∞
‖(ι1◦f
j
1 )
∗gE−(ι̂1◦ f̂
j
1 )
∗gE‖Ck = 0,
where ‖ · ‖Ck denotes the C
k-norm of the space of all Ck-sections of the tensor bundle
T ∗M1 ⊗ T
∗M1. Therefore, by noticing (ι1 ◦ f
j
1 )
∗gE = g1 and (ι̂1 ◦ f̂
j
1 )
∗gE = ψ
∗g2, we obtain
[(M1, g1)] = [(M1, ψ
∗g2)], that is, [(M1, g1)] = [(M2, g2)]. Therefore d
k
GH is a distance
function over RMkc .
Problem. Does dkGH coincide with dGH |RMkc×RMkc ?
If this problem were solved affirmatively, then we can define a completion of (RMkc , d
k
GH)
as (RMkc , dGH |RMkc×RMkc
), where RMkc denotes the closure of RM
k
c in (Mc, dGH).
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4 Hamilton convergence
R. S. Hamilton ([H]) introduced the convergence of a sequence of complete marked Rie-
mannian manifolds. We recall the definition of this convergence. Let (M, g) be a complete
Riemannian manifold, p be a point of M and O be an orthonormal frame of (M, g) at p.
Then (M, g, p,O) is called a complete marked Riemannian manifold. Let (M, g, p,O) be a
complete marked Riemannian manifold and {(Mi, gi, pi, Oi)}∞i=1 be a sequence of complete
marked Riemannan manifolds. Assume that there exist a sequence {Ui}∞i=1 of open subsets
of M and a sequence {Vi}∞i=1 of open subsets of Mi and a sequence {φi : Ui → Vi}
∞
i=1 of
C∞-diffeomorphisms with φi(p) = pi and (φi)∗(O) = Oi satisfying the following condition:
(H) for any compact subset K of M , there exists iK ∈ N such that K ⊂ Ui (i ≥ iK)
and that {φ∗i gi|K}
∞
i=iK
converges to g|K in C∞-topology.
Then R. S. Hamilton ([H]) called that the sequence {(Mi, gi, pi, Oi)}∞i=1 converges to (M, g, p,O).
In this paper, we call this convergence Hamilton convergence. In particuar, in the case
where M and Mi are compact, this convergence may be defined as follows. The sequence
{(Mi, gi, pi, Oi)}∞i=1 converges to (M, g, p,O) if and only if there exists a sequence {φi :M →
Mi}∞i=1 of C
∞-diffeomorphisms with φi(p) = pi and (φi)∗(O) = Oi such that {φ∗i gi}
∞
i=1 con-
verges to g in C∞-topology. Furthermore, in this case, we do not need the base points and
the base orthonormal frames. Hence the Hamilton convergence of a sequence of compact Rie-
mannian manifolds may be defined as follows. If there exists a sequence {φi :M →Mi}∞i=1 of
C∞-diffeomorphisms such that {φ∗i gi}
∞
i=1 converges to g with respect to C
∞-topology, then
{(Mi, gi)}∞i=1 converges to (M, g) in the sense of Hamilton. Also, we call then {(Mi, gi)}
∞
i=1
and the sequence {[(Mi, gi)]}∞i=1 in RM
k
c a Hamilton convergent sequence. Also, we de-
fine Ck-Hamilton covergence as follows. If there exists a sequence {φi : M → Mi}∞i=1
of Ck-diffeomorphisms such that {φ∗i gi}
∞
i=1 converges to g with respect to C
k-norm, then
{(Mi, gi)}
∞
i=1 converges to (M, g) in the sense of Hamilton. Also, we call then the sequence
{(Mi, gi)}∞i=1 and the sequence {[(Mi, gi)]}
∞
i=1 in RM
k
c “C
k-Hamilton convergent sequence”.
For the convegence in dkGH and C
k-Hamilton convergence, we prove the following fact.
Theorem 4.1. For a sequence inRMkc , the convergence in d
k
GH coincides with C
k-Hamilton
convergence.
Proof. Let ∇ be the Riemannian connection of g, ĝ be the fibre metric of the (0, l)-tensor
bundle T (0,l)M of M associated to g and ∇̂ the connection of T (0,l)M associated to ∇. The
Ck-norm ‖σ‖Ck of a section σ of T
(0,2)M is defined by
(4.1) ‖σ‖Ck :=
k∑
i=0
sup
p∈M
‖(∇̂iσ)p‖ĝp .
Assume that {[(Mi, gi)]}∞i=1 converges to [(M, g)] in d
k
GH . Set εi := d
k
GH([(Mi, gi)], [(M, g)])
and m̂i := max{mi,m}. Then, for each i, we can take a sequence {f li}
∞
l=1 in Emb
k+1
I ((Mi, gi), E
mi)
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and a sequence {f¯ li}
∞
l=1 in Emb
k+1
I ((M, g), E
m) satisfying
(4.2)
dH,(Tk+1Em̂i ,d
(gE)
k+1
S
)
(
dk+1(ιi ◦ f
l
i )(S
k+1Mi), d
k+1(ι¯i ◦ f¯
l
i )(S
k+1M)
)
→ εi
(l →∞).
Denote by ιli (resp. ι¯
l
i) be the inclusion map of f
l
i (Mi) (resp. f¯
l
i (M)) into E
m̂i . For a
sufficiently large i0, we can show that Mi (i ≥ i0) are Ck+1-diffeomorphic to M . For each
i ≥ i0, we can take a sequence {ψli}
∞
l=1 of C
k+1-diffeomorphisms ψli’s of f¯
l
i (M) onto f
l
i (Mi)
such that
‖(ιli ◦ ψ
l
i)
∗gE − (ι¯
l
i)
∗gE‖Ck → c1εi (l→∞),
where c1 is a positive constant depending only on g. Set φ
l
i := (f
l
i )
−1 ◦ ψli ◦ f¯
l
i , which is
a Ck+1-diffeomorpism of M onto Mi. It is easy to show that there exists an increasing
function j : N→ N satisfying ‖(ι
j(i)
i ◦ ψ
j(i)
i )
∗gE − (ι¯
j(i)
i )
∗gE‖Ck → 0 (i→∞). Easily we can
show ‖(φ
j(i)
i )
∗gi − g‖Ck → 0 (i → ∞). Thus {[(Mi, gi)]}
∞
i=1 converges to [(M, g)] in the
sense of Hamilton.
Next we shall show the converse. Assume that {[(Mi, gi)]}∞i=1 converges to [(M, g)] in the
sense of Hamilton. Then we can take a sequence {φi}∞i=1 of C
k+1-diffeomorphisms φi :M →
Mi’s satisfying ‖φ∗i gi − g‖Ck → 0 (i → ∞). Take a sequence {f
l}∞l=1 in EmbI((M, g),E
m)
satisfying
(i) the barycenter of f l(M) is equal to the origin of Em;
(ii) ‖f l‖Ck → inf{‖f‖Ck | f ∈ EmbI((M, g),E
m)} (l →∞).
Then it follows from Lemma 3.2 that, for each i ∈ N, take a sequence {f li}
∞
l=1 in EmbI((Mi, gi),E
mi)
satisfying
(ii’) ‖f li‖Ck → inf{‖f‖Ck | f ∈ EmbI((M, g),E
m)} (l →∞);
(iii) dH,(Tk+1Em̂,d
(gE)
k+1
S
)(d
k+1(ιi ◦ f
l
i )(S
k+1Mi), d
k+1(ι ◦ f l)(Sk+1M))
→ dkGH([(Mi, gi)], [(M, g)]) (l →∞),
where m̂ is a sufficiently large natural number with m̂ ≥ m and m̂ ≥ mi (i ∈ N), and
ι (resp. ιi) is suitable totally geodesic embedding of E
m (resp. Emi) into Em̂ which
maps to the origin of Em (resp. Emi) to the origin of Em̂.
From ‖φ∗i gi − g‖Ck → 0 (i→∞), we can show
dH,(Tk+1Em̂i ,d
(gE)
k+1
S
)(d
k+1(ιi ◦ f
j(i)
i )(S
k+1Mi), d
k+1(ι ◦ f j(i))(Sk+1M))
→ 0 (i→∞)
for some increasing function j : N→ N. Therefore we obtain
dkGH([(Mi, gi)], [(M, g)])→ 0 (i→∞).
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