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Coupled 2D sheets of electrons and holes are predicted to support novel quantum phases. Two
experiments of Coulomb drag in electron-hole (e-h) double bilayer graphene (DBLG) have reported
an unexplained and puzzling sign reversal of the drag signal. However, we show that this effect is
due to the multiband character of DBLG. Our multiband Fermi liquid theory produces excellent
agreement and captures the key features of the experimental drag resistance for all temperatures.
This demonstrates the importance of multiband effects in DBLG: they have a strong effect not only
on superfluidity, but also on the drag.
PACS numbers: 81.05.ue , 72.80.Vp , 73.21.-b
Electron-hole (e-h) double-sheet van der Waals het-
erostructures are attracting great interest because they
are predicted to support novel quantum phases. These
phases include superfluidity, coupled Wigner crystals,
and charge density waves.[1–6] Novel quantum phases are
a major motivator for experimental studies of Coulomb
drag in coupled e-h sheets in: GaAs double quantum
wells[7, 8], graphene double monolayers[9, 10], hybrid
graphene-GaAs systems[11, 12], and graphene double bi-
layers (DBLG)[13, 14]. In a drag measurement, the mea-
sured quantity is the transresistivity ρD, the ratio of the
generated voltage in the open-circuit drag sheet (2) to the
current density in the drive sheet (1) (Fig. 1(a)). In con-
ventional momentum drag, the dragged hole is expected
to travel in the same direction as the drive electron, cor-
responding to a positive drag resistivity, ρD > 0.
Deviations of ρD from a standard Fermi-liquid T
2 tem-
perature dependence, are commonly accepted as evidence
of correlations[15] or the existence of exotic many-body
phases[16, 17]. Two recent experimental studies of e-h
drag in DBLG[13, 14] reporting large anomalous behavior
in the ρD have therefore attracted a lot of attention and
discussion. Even more puzzling, Lee et al.[13] reported
ρD that reverse sign as the carrier density was decreased
at low T . The magnitudes of the ρD increase dramati-
cally with decreasing T , eventually becoming compara-
ble to the sheet resistivity. Independently, Li et al.[14]
also reported ρD that reversed sign as a function of the
density for T as high as 160 K. These are completely
unexpected results, with the reversal of sign in the ρD
a major conundrum. The ρD in double GaAs quantum
wells[15, 18] and double graphene monolayers[10], show
no sign reversal and their drag mechanisms are substan-
tially understood.[19, 20] However there exists no expla-
nation for the recent DBLG results.
We show that these striking effects can be explained
in detail by the multiband character of bilayer graphene
(BLG) taken together with the increase in the carrier ef-
fective masses (m∗) at low densities and T . Our theory
of a linear screened Fermi-liquid in multiband BLG pro-
duces excellent agreement with the observed structure in
the ρD, capturing the key features of the recent experi-
ments over the full range of T and highlighting the dra-
matic consequences of multiband transport on the drag.
Figure 1(b) schematically depicts electron and hole
BLG sheets, (1) and (2), encapsulated in insulating
hexagonal Boron Nitride (hBN) to prevent tunneling be-
tween the sheets and e-h recombination. Metal gates
control the sheet densities n1 and n2. Unlike mono-
layer graphene, BLG has single-particle energy bands
with quadratic dispersion at low-energies, and its con-
duction band (CB) and valence band (VB) are sepa-
rated by a small variable bandgap induced by the per-
pendicular electric fields from the gates. In contrast,
monolayer graphene has linearly dispersing bands with
no bandgap, while GaAs has quadratic bands with a fixed
large bandgap  kBT . We find in DBLG that there
is significant multiband transport in both the CB and
VB of each sheet which must be included in calculations.
An understanding of the nature of the multiband mecha-
nisms lying behind these surprising experimental results
paves the way for future drag experiments. Multiband
effects have already been shown to be important for e-h
superfluidity in coupled 2D materials.[21]
Figures 1(c)-1(f) compare our ρD at fixed T as a func-
tion of matched densities n1 = −n2 with the data of Refs.
13,14. Figure 1(c) shows data from Ref. 14 of the drag.
For all T , the system displays conventional positive drag
at high densities, but unexpected sharp negative peaks
appear as the density is reduced at lower T .
Figure 1(d) shows our calculated ρD for the experi-
mental parameters in Ref. 14: hBN barrier thickness
d = 5.2 nm; the transverse electric fields at the dual
neutrality point (DNP) due to unintentional doping are
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2Figure 1. (a) Schematic representation of the e-h drag mea-
surement. (b) Schematic of the device. (c) Experimental drag
measurements from Ref. 14. (d) Our calculated drag for sam-
ple in Ref. 14. (e) Experimental data from Sample A of Ref.
13. (f) Our calculated drag for sample A in Ref. 13.
not precisely specified and we take reasonable values,
(E01 , E
0
2) = (0.05, 0) meV.nm
−1. Our results in Fig. 1(d)
capture the key structure of the unusual positive and neg-
ative peaks in the experimental ρD at fixed T , as well as
the change of sign of the ρD when T is increased. The
asymmetries in the negative peaks in Figs. 1(c) and 1(d)
are reversed. We will see later (Fig. 3(b)) that, unlike
the positions of the peaks, their asymmetries are very
sensitive to E01 and E
0
2 , and small changes can reverse
the asymmetry. Lacking precise experimental values for
E01 and E
0
2 , we chose not to attempt to reproduce the
asymmetries through small adjustments of E01 and E
0
2 .
Consistent with experiment, we obtain positive e-h
drag for T = 215 K and 250 K, but strong negative drag
at small densities for T = 70 K and 120 K. A discrepancy
is that our theory does not reproduce the small positive
peak in ρD observed at the DNP for T = 70 K and 120
K. This peak is known to be associated with energy drag
from e-h puddle density fluctuations not considered by
our theory. Our ρD must vanish at the DNP, and very
close to the DNP we extrapolate ρD to zero (dotted lines).
Our theory also reproduces the key features of drag mea-
sured in different samples in another laboratory. Figure
1(e) shows data from Sample A of Ref. 13, and Fig. 1(f)
the calculated drag using the experimental parameters
d = 3 nm and (E01 , E
0
2) = (0.1,−0.04) meV.nm−1.
We use a well-established procedure for determining
the drag transresistivity ρD in e-h DBLG at fixed T as a
function of equal densities, n1 = −n2. We use the Ran-
dom Phase Approximation (RPA) linear-response screen-
ing theory for Fermi liquids in the clean limit. The
consistent underestimate of the magnitude of ρD in our
model may be due to many-body correlations, which
are expected to increase the magnitude of ρD but not
to strongly modify its overall shape.[15] New in our ap-
proach is the inclusion of the induced variable bandgaps
between the conduction and valence bands of the bilayers,
the link between the variable bandgaps and the carrier
densities, and the increase in m∗ near the DNP at low T .
ρD is related to the drag conductivity σD by,[19, 22]
ρD = −σD/[σ1σ2 − σ2D] ' −σD/σ1σ2 . (1)
σi = nie
2τi/m
∗ is the longitudinal conductivity for
sheet (i) with momentum independent scattering time,
τ1 ≈ τ2 ≡ τ . Charge impurity scattering and short-
range impurity scattering both lead to transport scatter-
ing times independent of momentum in BLG[20]. When
there are transverse electric fields at the DNP from un-
intentional doping, m∗ is expected to be enhanced at low
densities[23], as recently observed experimentally[13, 24].
σD is a convolution of the density fluctuations within
the sheets represented by Imχi(q, ω), i = 1, 2, the imag-
inary part of the nonlinear susceptibility of each sheet,
σD =
~
4pikBT
∫
d2qdω
|V12(q, ω)|2Imχ1(q, ω)Imχ2(q, ω)
sinh2 ~ω/2kBT
(2)
Imχi(q, ω) = eτ
∑
γγ′
Im
{∫
d2k
F γγ
′
k,q
(
f ik,γ − f ik+q,γ′
)(
vx,ik,γ − vx,ik+q,γ′
)
εik,γ − εik+q,γ′ + ~ω + i0+
 .(3)
γ = C,V labels the CB and VB. The form factors
F γγ
′
k,q come from the overlap of the wave-functions in
the gapped BLG.[25] In band γ of sheet (i), f iεk,γ =
1/[e(k,γ−µi)/kBT + 1] is the Fermi-Dirac function with
chemical potential µi, v
x,i
k,γ is the x-component of the
velocity, and εik,γ is the single-particle energy, ob-
tained using the four-band Hamiltonian for biased BLG
subbands[26] with variable bandgap Eig. For the small
gaps we work with, Eig < 20 meV, and for the low den-
sities, n = p < 1012 cm−2, our results are not changed
3Figure 2. Physics behind the change of sign in ρD. We set T = 70 K. (a) Evolution of the bands with density in the e- and
h-bilayers (1) and (2). The orange areas represent thermal excitations. (b) Left panels: carrier populations for a higher density
n1 = −n2 = 0.8×1012 cm−2. Right panels: contributions in Eq. (3), Imχγγ′1 (q, ω) and Imχγγ
′
2 (q, ω) (colored curves), for ~ω = 1
meV. β = eτ~k3F /(2m∗). Dominant contributions ImχCC1 and ImχV V2 have opposite signs so ρD ∝ −(Imχ1Imχ2) > 0. (c) Left
panels: the comparable CB and VB populations for lower density n1 = −n2 = 0.05× 1012 cm−2. Right panels: contributions
to Imχγγ
′
1 (q, ω) and Imχ
γγ′
2 (q, ω). The terms for each (γγ
′) are similar for both sheets, so ρD ∝ −(Imχ1Imχ2) < 0.
significantly if we use the quadratic energy dispersion ob-
tained with the corresponding two-band Hamiltonian.
In the |µ| → 0 limit, the analytic solutions for ρD in
a clean system become numerically tedious to solve, and
since ρD → 0 for |µ|/kBT  1, we extrapolate it to
zero in this limit. This extrapolation may not even be
relevant to experiments, since it will be masked by the
peak in ρD due to disorder-induced e-h puddle density
fluctuations[27] that are absent in the clean system.
The bandgap Eig in sheet (i) depends on the transverse
electric fields Ei[28, 29] from the metallic gates. Thus
Eig changes slightly with the carrier density ni. Through
the doping of each bilayer, Ei can be described as (see
supplementary information, Ref. 13),
Ei = δi2(en2/20) + en1/0 + E
0
i . (4)
According to the experimental data from Refs. 24, 29,
the induced bandgap Eig ≈ αEi, with α ∼ 0.1e C.nm for
weak Ei, and E
i
g and Ei in meV and mV.nm
−1. Typically
in the samples in Refs. 13, 14, Eig . 20 meV.
At low T when the system is degenerate, we take a
typical value for the gap at the DNP of Eig = 20 meV
to calculate the enhancement of m∗ at small densities,
using the density-dependent expression for m∗ in Ref.
30. At room temperature, the number of thermally ex-
cited carriers will be large enough to suppress this en-
hancement. Hence we interpolate m∗ from the density-
dependent values for low T to the unrenormalized, con-
stant value m∗ = 0.04me[31] at room temperature.
The dynamically screened Coulomb interaction be-
tween sheets (i) and (j) within the RPA is Vij(q, ω) =
(−1)i−jv(q) exp[−qd(1− δij)]/ det |(q, ω)|, where v(q) =
2pie2/κq is the bare Coulomb interaction and ij(q, ω) =
δij + Vij(q, ω)Πi(q, ω), with Πi(q, ω) the RPA polar-
ization function for sheet (i).[25] At low electric fields,
Ei . 10 meV.nm−1, the κ for an isolated BLG encapsu-
lated in hBN layers increases from 2 for few layers to 4
for many layers.[32] For our DBLG encapsulated in hBN,
we expect 2 . κ . 4. Across this range of κ, we find the
shape of the drag peaks in ρD does not significantly vary,
but their height increases with increasing κ (the strength
of screening in Vij(q, ω) depends on κ). For our results
we have set κ = 4.
We numerically solve Eqs. (1) to (3) for ρD. We fix
the chemical potential µi for sheet (i) using,
ni = 4
∫
d2k
[
f iεk,γ=1 +
(
f iεk,γ=−1 − 1
)]
. (5)
To understand the origins of the drag response struc-
ture, in Fig. 2 we examine the four terms in the sum-
mation in Eq. (3) over the CB and VB, γ = C, V and
γ′ = C, V . For Fig. 2 we set T = 70 K, comparable to the
bandgaps E1g = E
2
g that correspond to E
0
1 = −E02 = 0.05
meV.nm−1. Figure 2(a) shows schematically the evolu-
tion of the CB and VB structure with density in the e-
doped drive bilayer (1) and h-doped drag bilayer (2). Un-
like conventional semiconductors, the bandgaps are small
and depend on density. At higher densities, the chemical
potentials µi (red lines) are in the CB and VB, leading to
asymmetric band populations, schematically represented
4Figure 3. (a) Evolution with T of the sign reversal and peaks
of ρD. For 50 ≤ T ≤ 180 K the bilayers are almost intrinsic at
low densities (see Fig. 2(c)) resulting in a negative drag peak,
while at higher densities the band populations are asymmetric
(Fig. 2(b)), making ρD everywhere positive. Inset shows the
T dependence of ρD. Curve labels are densities in 10
12 cm−2.
(b) Sensitivity of ρD to the transverse electric fields Ei. Curve
labels are the fields at the DNP, (E01 , E
0
2) in meV.nm
−1. T =
70 K. Inset shows the magnitudes, in Ω, of the negative and
positive peaks (ρminD , ρ
max
D ) as functions of E
0
2 for fixed E
0
1 =
0.05 meV.nm−1.
in the left panels of Fig. 2(b). The large contributions to
the summations in Eq. (3) are the intraband terms from
the CB in bilayer (1), ImχCC1 (blue curve in right panels
of Fig. 2(b)), and the VB in bilayer (2), ImχV V2 (green
curve). Since ImχCC1 and Imχ
V V
2 have opposite signs,
the total Imχ1(q, ω) and Imχ2(q, ω) (black curves) also
have opposite signs. The e-h drag ρD ∝ −(Imχ1Imχ2)
is then everywhere positive, as in a conventional semi-
conductor.
Figure 2(c) is at a smaller density where the µi lie
near the midgaps. Thermal fluctuations ensure there are
significant carrier populations in the CB and VB (left
panels Fig. 2(c)), which makes each term in Eq. (3) sim-
ilar for the two sheets, Imχγγ
′
1 ≈ Imχγγ
′
2 (compare the
curves in right panels of Fig. 2(c)). Since Imχ1(q, ω) and
Imχ2(q, ω) (black curves) are similar and have the same
sign, ρD ∝ −(Imχ1Imχ2) is negative. This is the key
mechanism behind the sign change in ρD. A change of
sign occurs with increasing density when µ moves from
the midgap to one of the bands, and it thus represents a
crossover from multiband to single-band physics.
At higher T (not shown), the µi evolve with increasing
density similarly to Fig. 2(a). However this evolution oc-
curs much faster because of the smaller m∗ at higher T .
For T & 200 K, the negative peaks in ρD are confined to
such an extremely narrow band of densities around the
DNP that they would be practically unobservable due
to disorder, and the ρD is essentially everywhere posi-
tive. We note that the renormalization of m∗ at low T
is essential for the negative peaks; if m∗ is not renor-
malized, the negative drag in Fig. 1d for T = 70 K and
120 K would similarly be unobservable, being narrowly
confined around the DNP.
Figure 3(a) shows the evolution of ρD for different T
for barrier thickness d = 5.2 nm and E01 = −E02 = 0.05
V.nm−1. Note for T . 30 K we predict ρD will be ev-
erywhere positive, since thermal excitations are small.
When T increases, the thermal excitations make the bi-
layers nearly intrinsic at lower densities (see Fig. 2(c)),
while at higher densities, the µi have moved to the CB
and VB, resulting in asymmetric band populations and
a positive ρD (see Fig. 2(b)). For T & 250 K, the re-
duction in m∗ away from the DNP drives the µi rapidly
to the CB or VB, again resulting in asymmetric band
populations and a positive ρD. The inset shows the T
dependence of ρD at fixed densities. Consistent with the
experimental data in the inset of Fig. 2(c) in Ref. 14, at
low densities ρD changes sign: from positive at small T
to negative at intermediate T , and back to positive as T
approaches room temperature. At higher densities, the
ρD is positive for all T because the µi are in the CB and
VB, making the interband contributions negligible.
Figure 3(b) highlights the sensitivity of the drag to the
transverse electric fields Ei. ρD is shown at T = 70 K
for different combinations of E0i . The barrier thickness
d = 5.2 nm. The maximum and minimum ρD both in-
crease with E0i . When the Ei (and hence the bandgaps)
are sufficiently large, kBT < µi + E
g
i , and ρD is positive
for all densities, since thermal excitations are negligible.
When the E01 6= E02 , the ρD is asymmetric upon inter-
changing the e- and h-doped sheets. The inset shows the
amplitudes of the positive and negative peaks for fixed
E01 as a function of E
0
2 . The drag maximum ρ
max
D and
minimum ρminD both increase with E
i=2
g . At very large
E02 , the ρ
max
D saturates. A one-band analysis is then suffi-
cient. The drag becomes entirely positive when E02 & 0.1
meV.nm−1. Thus, while the change in sign of ρD is rela-
tively robust, when the asymmetry of the two bandgaps
becomes too pronounced, the sign change is eventually
lost. By tuning the initial band gaps in the graphene
bilayers E0i with respect to the thermal excitation en-
ergy, the sign of the drag at a fixed density and T can be
reversed.
No sign reversal of drag has been observed for e-h
graphene monolayers or GaAs double quantum wells. For
graphene monolayers away from the DNP, the µi move
rapidly to the CB and VB, and so negative drag peaks
would only occur so close to the DNP that they would
be undetectable. For GaAs the large bandgap of ∼ 1.5
eV means kBT  Eig always, so the µi remain near the
CB and VB. Then the Imχ1(q, ω) and Imχ2(q, ω) have
opposite signs, leading to positive ρD.
The main limitation of our approach is that our cal-
culations are made within RPA in the clean limit. Our
agreement with the experimental peak structures of the
ρD indicates that the effects of disorder and correlations
can have no major impact on the position of the ρD peaks
at fixed T . Possible effects of superfluidity[5, 33] on the
drag would occur at much lower T than we consider.
5This work reveals a new mechanism of drag in coupled
multiband 2D sheets with small bandgaps, and our multi-
band theory predicts negative drag not only in DBLG but
also in related systems. Our theory shows that for small
bandgap systems, multiband effects have a dramatic ef-
fect on the drag even for a Fermi liquid. The reversals of
sign in ρD observed in Refs. 13, 14 as high as T ∼ 200
K[14] suggest that correlation effects, e-h puddles, or su-
perfluidity are not the primary mechanisms for the ob-
served anomalous drag. The structure in the drag from
multiband effects needs to be fully mapped out. Corre-
lations, e-h puddles, and superfluidity should be studied
in the presence of multiband effects in BLG, in trilayer
graphene, and in other new 2D materials with small or
zero bandgaps. Our theory also predicts that hybrid sys-
tems containing one small and one large bandgap mate-
rial could also exhibit changes of sign in ρD, as recently
observed in a BLG-GaAs hybrid system.[12]
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