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Let S ∈ Mn(R) be such that S2 = I or S2 = −I. For A ∈ Mn(C),
deﬁne φS(A) = S−1ATS. We study φS-orthogonal matrices (those
A ∈ Mn(C) that satisfy φS(A) = A−1). Let F = R or F = C. We
show that every φS-orthogonal A ∈ Mn(F) has a polar decompo-
sition A = PU with P, U ∈ Mn(F), P is positive deﬁnite,U is unitary,
and both factors are φS-orthogonal. We show that if A is φS-
orthogonal and normal, and if −1 is not an eigenvalue of A, then
there exists a normal φS-skew symmetric N (that is, φS(N) = −N)
such that A = eiN . We also take a look at the particular cases
S = Hk ≡
[
0 Ik−Ik 0
]
and S = Lk ≡ Ik ⊕ −In−k .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
WeletMn,m(F)be thesetof alln-by-mmatriceswithentries inF = CorF = R, andwe letMn(F) ≡
Mn,n(F). Set S+n ≡ {S ∈ Mn(R)|S2 = I}, set S−n ≡ {S ∈ Mn(R)|S2 = −I}, and set Sn ≡ S+n ∪ S−n . No-
tice that ifS ∈ Sn, thendet(S2) > 0, so that ifn is odd, thenS−n is empty.Moreover, ifn = 2k is apositive
integer, then
Hk ≡
[
0 Ik−Ik 0
]
∈ S−n , (1)
so that S−n is nonempty.
Let S ∈ Sn be given. We deﬁne φS : Mn(C) → Mn(C) by
φS(A) = S−1ATS for all A ∈ Mn(C). (2)
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AnA ∈ Mn(C) is calledφS-orthogonal ifA is nonsingular andφS(A) = A −1; anA is calledφS-symmetric
ifφS(A) = A; and an A is calledφS-skew symmetric ifφS(A) = −A. If, in addition, S is either symmetric
or skew symmetric, then
φS(φS(A)) = A for all A ∈ Mn(C). (3)
Conversely, if a φS deﬁned in Eq. (2) satisﬁes Eq. (3) then S may be chosen to be either symmetric or
skew symmetric [3].
Notice that A is φS-orthogonal if and only if A
TSA = S. Similar deﬁnitions but using the conjugate
transpose (A∗SA = S) were studied in [7,9], while both the transpose and the conjugate transpose
were used in [8,11].
Let S ∈ S+n begiven. Thenanannihilatingpolynomial for S isp(t) = t2 − 1,whichhas linear factors.
Thus the eigenvalues of S are ±1, and there exists a nonnegative integer k such that S is similar to
Lk ≡ Ik ⊕ −In−k ∈ S+n . (4)
Moreover, if S is symmetric, then the matrix of similarity may be taken to be real orthogonal. A φLk -
orthogonal matrix is also called a (k, n − k)-Lorentz matrix, or simply a Lorentz matrix. When k = n or
k = 0, a φLk -orthogonal matrix is the classical orthogonal matrix (AAT = I). We denote the set of all
φLk -orthogonal matrices by Lnk . Moreover, we say that A ∈ Mn(C) is a φL-orthogonal matrix if there
exists a nonnegative integer k such that A is φLk -orthogonal.
If n = 2k is even and if S ∈ S−n , then the eigenvalues of S are ±i, each with multiplicity k and S
is real similar to Hk; in addition, if S is skew symmetric, then the similarity matrix may be taken to
be real orthogonal. A φHk -orthogonal matrix is also called symplectic. See [6,8,11] for properties of a
symplectic matrix.
Suppose S ∈ Sn. Then for any orthogonal Q ∈ Mn(R), the matrix U ≡ QSQT ∈ Sn. The following
can be easily shown.
Proposition 1. Let S ∈ Sn be given. Let Q ∈ Mn(R) be orthogonal, and set U ≡ QSQT . Then
(a) A ∈ Mn(C) is φS-orthogonal if and only if QAQT is φU-orthogonal.
(b) A ∈ Mn(C) is φS-symmetric if and only if QAQT is φU-symmetric.
(c) A ∈ Mn(C) is φS-skew symmetric if and only if QAQT is φU-skew symmetric.
Let S ∈ Sn be given and let A ∈ Mn(C) be φS-skew symmetric. Then one checks that both B ≡
eA and C ≡ eiA are φS-orthogonal. In addition, if A happens to be Hermitian, then B is also positive
deﬁnite (since P ∈ Mn(C) is positive deﬁnite if and only if there exists a Hermitian H ∈ Mn(C) such
that P = eH). Moreover, C is also unitary (since U ∈ Mn(C) is unitary if and only if there exists a
Hermitian H ∈ Mn(C) such that U = eiH [2, Problem 27a on page 486]). We wish to study the extent
to which the converses of these statements hold. If B ∈ Mn(C) is φS-orthogonal and positive deﬁnite,
does there exist an A ∈ Mn(C), that is both Hermitian and φS-skew symmetric such that B = eA? If
C ∈ Mn(C) is φS-orthogonal and unitary, does there exist an A ∈ Mn(C), that is both Hermitian and
φS-skew symmetric such that C = eiA? Note that although eA is φS-orthogonal whenever A is φS-skew
symmetric, not every φS-orthogonal matrix arises in this way. In particular, when S = I, not every
orthogonal matrix is an exponential of a skew symmetric matrix [4].
Thepaper is organizedas follows: In Section2,we studynormalφS-orthogonalmatrices (S ∈ Sn), in
particular,we showthat everyφS-orthogonalA ∈ Mn(C)has a (classical) polar decompositionA = PV ,
where the polar factors (that is, the positive deﬁnite P and the unitary V) are also φS-orthogonal
matrices. In Section 3, we take a closer look at these polar factors in the cases S = Lk and S = Hk ,
representing the cases when S is symmetric and when S is skew symmetric. Finally, in Section 4, we
look at the case when S is neither symmetric nor skew symmetric.
2. Normal φS-orthogonal matrices
Every A ∈ Mn(C) has a polar decomposition, that is, every A can be written as A = PU, where P is
positive semideﬁnite andU is unitary. Suppose that S ∈ Sn is givenandsuppose thatA isφS-orthogonal.
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Then the polar factors, P and U, of Amay also be taken to be φS-orthogonal [5, Theorem 8].We present
a different proof, and in the process, we also show that a positive deﬁnite φS-orthogonal P may be
written as P = eH , for some Hermitian φS-skew symmetric H ∈ Mn(C); that a unitary φS-orthogonal
U whose spectrum does not contain −1 may be written as U = eiK , for some Hermitian φS-skew
symmetric K ∈ Mn(C); and that a normal φS-orthogonal Awhose spectrum does not contain−1may
be written as A = eiN , for some normal φS-skew symmetric K ∈ Mn(C).
Set
C1 ≡ {z ∈ C : |z| > 1} ∪
{
eiθ : 0 < θ < π
}
(5)
and
C2 ≡ {z ∈ C : 0 < |z| < 1} ∪
{
eiθ : π < θ < 2π
}
. (6)
Then C1 ∩ C2 = ∅ and C = C1 ∪ C2 ∪ {0, 1,−1}. Moreover, z ∈ C1 if and only if 1z ∈ C2.
Let S ∈ Sn be given and suppose that A ∈ Mn(C) is normal and φS-orthogonal. Then A is similar to
A−1, so that the eigenvalues of A come in
(
λ, 1
λ
)
pairs. When λ = ±1, these eigenvalues are the same.
Because A is normal, A is also unitarily diagonalizable.
Proposition 2. Let S ∈ Sn be given and suppose that A ∈ Mn(C) is normal and φS-orthogonal. Then,
there exist a unitary U ∈ Mn(C), nonnegative integers n1, n2, j, k1, . . . , kj, distinct scalars a1, . . . , aj ∈ C1
such that n1 + n2 + 2(k1 + · · · + kj) = n, D = a1Ik1 ⊕ · · · ⊕ ajIkj ,Σ = In1 ⊕ −In2 ⊕ D ⊕ D−1, and
A = UΣU∗.
Let A be as in Proposition 2. Because A is φS-orthogonal, we have A
TSA = S, so that (UΣU∗)T
S(UΣU∗) = S. Hence, we also have
Σ
(
UTSU
)
=
(
UTSU
)
Σ−1. (7)
Conversely, if Σ1 ∈ Mn(C) is symmetric and satisﬁes Eq. (7), then B ≡ UΣ1U∗ is φS-orthogonal.
Suppose thatn2 = 0.WriteV ≡ UTSU = [Vrs]conformal to (that is, having thesameblockstructure
as) Σ . A calculation shows that
V =
⎡
⎣V11 0 00 0 V23
0 V32 0
⎤
⎦ , (8)
where V11 ∈ Mn1(C) and V23, V32 ∈ Ml(C), with l = k1 + · · · + kj .
Now, from the equality DV23 = V23D, we get V23 = B1 ⊕ · · · ⊕ Bj , where each Br ∈ Mkr (C), r =
1, . . . , j. Moreover, from the equalityD−1V32 = V32D−1, we get V32 = C1 ⊕ · · · ⊕ Cj , where each Cr ∈
Mkr (C), r = 1, . . . , j.
For each r = 1, . . . , j, write ar = preiθr , with pr > 0 and 0 θr < 2π . Set
F ≡ p1Ik1 ⊕ · · · ⊕ pjIkj (9)
and set
G ≡ eiθ1 Ik1 ⊕ · · · ⊕ eiθj Ikj , (10)
and notice that each of F and G commute with both V23 and V32. Let Δ1 ≡ In1 ⊕ F ⊕ F−1 and let
Δ2 ≡ In1 ⊕ G ⊕ G−1. Then Δ1 and Δ2 commute and Δ1Δ2 = Σ . Moreover, both Δ1 and Δ2 satisfy
Eq. (7), that is, Δj(U
TSU) = (UTSU)Δ−1j for j = 1, 2. Therefore, both P ≡ UΔ1U∗ and Q ≡ UΔ2U∗
are φS-orthogonal. Moreover, P is positive deﬁnite, Q is unitary, P and Q commute, and A = PQ .
Lemma 3. Let S ∈ Sn be given. Suppose that A ∈ Mn(C) is normal and φS-orthogonal. Suppose further
that−1 /∈ σ(A). Then there existφS-orthogonal P, Q ∈ Mn(C) such that P is positive deﬁnite, Q is unitary,
P and Q commute, and A = PQ .
Ma.N.M. Abara et al. / Linear Algebra and its Applications 432 (2010) 2834–2846 2837
Set
F1 ≡ ln (p1) Ik1 ⊕ · · · ⊕ ln (pm) Ikm (11)
and set
G1 ≡ θ1Ik1 ⊕ · · · ⊕ θmIkm . (12)
ThenΔ3 ≡ 0n1 ⊕ F1 ⊕ −F1 andΔ4 ≡ 0n1 ⊕ G1 ⊕ −G1 commute and satisfyΔj(UTSU) = −(UTSU)
Δj , j = 3, 4. Thus, P1 ≡ UΔ3U∗ and Q1 ≡ UΔ4U∗ commute, are both Hermitian, and are both φS-
skew symmetric matrices. Moreover, P = eP1 and Q = eiQ1 . Now, A = PQ = eP1+iQ1 , and the matrix
T ≡ P1 + iQ1 is normal and φS-skew symmetric. If A is positive deﬁnite, then Q1 = 0. If A is unitary,
then in Eq. (10),we also place the restrictions that θ1, . . . , θm are distinct and θr /∈ {0,π}, r = 1, . . . , m,
so that P1 = 0.
Lemma 4. Let S ∈ Sn be given. Suppose that A ∈ Mn(C) is normal and φS-orthogonal. Suppose further
that −1 /∈ σ(A).
1. Then there exist Hermitian φS-skew symmetric P1, Q1 ∈ Mn(C) such that P1 and Q1 commute and
A = eP1+iQ1 .
2. A is positive deﬁnite if and only if there exists a Hermitian φS-skew symmetric P ∈ Mn(C) such that
A = eP .
3. If A is unitary, then there exists a Hermitian φS-skew symmetric Q1 ∈ Mn(C) such that A = eiQ1 .
If A ∈ Mn(R) is φS-orthogonal and symmetric positive deﬁnite, then all the calculations can be
done using real matrices.
Corollary 5. Let S ∈ Sn begiven, and letF = CorF = R.Suppose thatA ∈ Mn(F) isφS-orthogonal.Then
A is Hermitian and positive deﬁnite if and only if there exists a Hermitian φS-skew symmetric P ∈ Mn(F)
such that A = eP .
The set ofφS-orthogonalmatrices inMn(F) formsagroup.Hence, ifA, B ∈ Mn(F) areφS-orthogonal,
then so are AB and A−1. It can also be shown that A∗ is φS-orthogonal, as well. Hence, AA∗ is also φS-
orthogonal. Corollary 5 guarantees that there exists a Hermitian and φS-skew symmetric Q ∈ Mn(F)
such that AA∗ = eQ . Now, P ≡ e 12Q is also φS-orthogonal and positive deﬁnite. Set V = P−1A. Then
VV∗ = P−1AA∗P−1 = e− 12Q eQ e− 12Q = I, so that V is unitary and φS-orthogonal. Moreover, A = PV is
a polar decomposition of A, where both factors are φS-orthogonal.
Theorem 6. Let S ∈ Sn be given, and let F = C or F = R. Suppose that A ∈ Mn(F) is φS-orthogonal.
Then there exist φS-orthogonal P, V ∈ Mn(F), with P positive deﬁnite and V unitary such that A = PV .
Suppose now that n2 /= 0. Then, in Eq. (7), V22 is not necessarily absent. Notice that if Q is φS-
skew symmetric, then Q is similar to −Q , so that the Jordan blocks of Q corresponding to nonzero
eigenvalues come in ± pairs, that is, if λ /= 0 and if the Jordan Canonical Form of Q contains k blocks
Jp(λ), thenQ also contains k blocks Jp(−λ). Thus, if A is unitary and if there exists a HermitianφS-skew
symmetric Q such that A = eiQ , then Amust contain−1 as an eigenvalue an even number of times as
−1 is an eigenvalue of A if and only if Q has an eigenvalue mπ for some odd integer m. Therefore, if
V22 has an odd dimension (or equivalently, if A contains−1 as an eigenvalue an odd number of times),
then A cannot be written as A = eiQ , where Q is φS-skew symmetric.
3. The polar factors
Let S ∈ Sn be given. Theorem 6 guarantees that every φS-orthogonal Amay be written as A = PV ,
with P positive deﬁnite and φS-orthogonal, and V unitary and φS-orthogonal. We take a closer look at
these factors in the cases S = Lk and S = Hk .
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3.1. Unitary φS-orthogonal
Let S ∈ Sn be given. Let A ∈ Mn(C) be φS-orthogonal. If A is positive deﬁnite, then Lemma 7
guarantees that there exists a Hermitian φS-skew symmetric P such that A = eP . If A is unitary and−1 is not an eigenvalue of A, then there exists a Hermitian φS-skew symmetric Q such that A = eiQ .
Take the particular case n = 2 and S = H2. Direct computation shows that R ≡ −iπH2 is Hermitian
and φS-skew symmetric. Moreover, A = eiR = −I2 is unitary and φS-orthogonal. Hence, it is possible
for a unitary φS-orthogonal A to have eigenvalue −1 and be an exponential of a Hermitian φS-skew
symmetric. For the cases S = Hk and S = Lk , we determine those unitary φS-orthogonal A having
eigenvalue −1 which can also be written as an exponential of a Hermitian φS-skew symmetric.
Proposition 7. Let k be a given positive integer and let n = 2k. Let W, X, Y , Z ∈ Mk(C).
If A =
[
W X
Y Z
]
, then φHk(A) =
[
ZT −XT
−YT WT
]
. (13)
Notice that A in Proposition 7 is φHk -symmetric if and only if A has the form A =
[
W X
Y WT
]
, where
X and Y are skew symmetric (that is, X = −XT and Y = −YT ). Moreover, A is φHk -symmetric and
Hermitian if andonly ifA =
[
W X
−X W
]
,whereW isHermitianandX is skewsymmetric. In this case,A is
aHermitian complex partitionedmatrix. Now,A isφHk -skew symmetric if and only ifA =
[
W X
Y −WT
]
,
where X and Y are symmetric. In particular, ifW is real diagonal and if X = Y = 0, then A is Hermitian
and φHk -skew symmetric.
Let A ∈ M2k(C) be unitary (and as in Proposition 7). Then one checks that A is φHk -orthogonal
if and only if A =
[
W X
−X W
]
, that is, if and only if A is a unitary complex partitioned matrix. There
exist θ1, . . . , θk ∈ R and a unitary complex partitioned matrix V such that D = diag(eiθ1 , . . . , eiθk)
and A = V(D ⊕ D)V∗ [10, Corollary 1]. Setting E ≡ diag(θ1, . . . , θk) and Σ ≡ E ⊕ −E, notice that
Σ is Hermitian and φHk -skew symmetric; H ≡ VΣV∗ is Hermitian; and H = VΣV−1 is φHk -skew
symmetric because V is also φHk -orthogonal. Moreover, A = eiH .
Theorem 8. Let k be a given positive integer and let A ∈ M2k be φHk -orthogonal. Then A is unitary if and
only if there exists a Hermitian φHk -skew symmetric H such that A = eiH.
If A is unitary and φHk -orthogonal and if −1 is an eigenvalue of A, then its multiplicity is even. We
now show that in the case S = Lk , this condition on themultiplicity of the eigenvalue−1 (of a unitary
A ∈ Lnk) is also sufﬁcient for the existence of a Hermitian φLk -skew symmetric H so that A = eiH .
Theorem 9. Let B ∈ Lnk be unitary. Then there exists a Hermitian φLk -skew symmetric H ∈ Mn(C) such
that B = eiH if and only if the multiplicity of −1 as an eigenvalue of B is even.
The necessity has already been shown. To show the sufﬁciency, we take a closer look at the
eigenvectors of the unitary A ∈ Lnk corresponding to eigenvalues 1,−1, and in C1 ∪ C2.
The following can be shown directly.
Proposition 10. Let k, n be given positive integers with k < n. Write A =
[
A1 A2
A3 A4
]
∈ Mn(C) conformal
to Lk (that is, A1 ∈ Mk(C)).
1. Suppose that A is unitary. Then A is φLk -orthogonal if and only if A1 and A4 are real, and A2 and A3
are purely imaginary.
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2. Suppose thatA isHermitian.ThenA isφLk -skewsymmetric if andonly if A1 andA4 are skewsymmetric
and purely imaginary, and A3 = AT2 is real.
The columns of the matrices in Proposition 10 suggest the following deﬁnitions.
Deﬁnition 11. Let k, n be given positive integerswith k < n. Let u =
[
x
y
]
∈ Cn be given. Then u is called
a Type 1 vector if x ∈ Rk and iy ∈ Rn−k; and u is called a Type 2 vector if ix ∈ Rk and y ∈ Rn−k .
If x ∈ Cn, then x + Lkx is a Type 1 vector and x − Lkx is a Type 2 vector; and x = 12 (x + Lkx) +
1
2
(x − Lkx) is a sum of a Type 1 vector and a Type 2 vector. One checks that the set of Type 1 vectors
forms a vector space overR. Similarly, the set of Type 2 vectors forms a vector space overR. Moreover,
the inner product of two Type 1 vectors or two Type 2 vectors is a real number, and the inner product
of a Type 1 vector with a Type 2 vector is purely imaginary.
We now take a closer look at the eigenvectors of A ∈ Lnk . From now on, we are assuming that k and
n are positive integers with k < n.
Lemma 12. Let S ∈ Sn be given. Suppose that A ∈ Mn(C) is normal and φS-orthogonal. Then x ∈ Cn is
an eigenvector of A corresponding toλ if and only if Sx is an eigenvector of A corresponding to 1
λ
. Ifλ /= ±1,
then xTSx = 0.
Proof. Let S ∈ Sn be given. If A ∈ Mn(C) is φS-orthogonal, then AS = SA−T . If A is also normal, then
Ax = λx if and only if A∗x = λx. Observe that A∗x = λx if and only if A−T x = 1
λ
x, that is, if and only
if ASx = SA−T x = 1
λ
Sx.
If λ /= ±1, then x and Sx are orthogonal, that is, xTSx = 0. 
Suppose that A ∈ Mn(C) is normal and φS-orthogonal. Then eigenvectors corresponding to differ-
ent eigenvalues are orthogonal. If x and y are orthogonal vectors in Cn and if S ∈ Sn is orthogonal (or
equivalently, if S is either symmetric or skew symmetric), then Sx and Sy are also orthogonal.
Lemma 13. Let S ∈ Sn be orthogonal. Suppose A ∈ Mn(C) is normal andφS-orthogonal. Letλ1, . . . , λr be
the eigenvalues of A in C1, countingmultiplicities. LetA = {x1, . . . , xr} be a set of orthonormal eigenvectors
of A, with each xi corresponding to the eigenvalue λi. Then, B = {Sx1, . . . , Sxr} is a set of orthonormal
eigenvectors of A, with each Sxi corresponding to the eigenvalue
1
λi
.Moreover,A ∪ B is an orthonormal set.
Proof. The eigenvectors in A correspond to eigenvalues of the normal matrix A in C1. Lemma 12
guarantees that the vectors in B are eigenvectors of A corresponding to eigenvalues (of A) in C2. Since
C1 ∩ C2 = ∅, each vector in B is orthogonal to every vector in A. Now, B is also an orthonormal set
because (Sxk)
∗(Sxj) = xTk S∗Sxj = xTk xj . 
Lemma 14. Let A ∈ Lnk be normal. Let λ1, . . . , λr be the eigenvalues of A in C1, counting multiplicities. Let
A = {x1, . . . , xr} be a set of orthonormal eigenvectors of A, with each xi corresponding to the eigenvalue
λi. Set
yj ≡ 1√
2
(
xj + Lkxj) and zj ≡ 1√
2
(
xj − Lkxj) , for j = 1, . . . , r. (14)
ThenY = {y1, . . . , yr} is a set of Type 1 vectors,Z = {z1, . . . , zr} is a set of Type 2 vectors, andB = Y ∪ Z
is an orthonormal set.Moreover, for each j = 1, . . . , r,
Ayj = ωjyj + δjzj and Azj = δjyj + ωjzj, (15)
where ωj = 12
(
λj + λ −1j
)
and δj = 12
(
λj − λ −1j
)
.
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Proof. Let A = {x1, . . . , xr} be a set of orthonormal eigenvectors of A, with each xj corresponding to
the eigenvalue λj , j = 1, . . . r. Set C ≡ {Lkx1, . . . , Lkxr}. Then Lemma 13 guarantees that C is a set of
orthonormal eigenvectors of A, with each Lkxj corresponding to the eigenvalue
1
λj
. Moreover, the set
A ∪ C is an orthonormal set.
Now,yj = 1√
2
(xj + Lkxj) is a Type1vector and zj = 1√
2
(xj − Lkxj) is a Type2vector for j = 1, . . . , r.
The orthonormality of A ∪ C shows that B is an orthonormal set.
The last assertion can be checked by direct computation. 
Notice that
y∗j Ayj = ωj , y∗j Azj = δj , z∗j Ayj = δj , and z∗j Azj = ωj. (16)
Replacing yj by iyj in Y makes it a Type 2 vector, but does not alter the orthonormality of Y ∪ Z .
Similarly, replacing zj by izj in Z makes it a Type 1 vector, but does not alter the orthonormality of
Y ∪ Z .
We now consider the eigenvectors of a normal φLk -orthogonal matrix corresponding to the eigen-
values 1 and −1.
Lemma 15. Let λ = 1 or λ = −1. Let A ∈ Lnk be normal and suppose that λ is an eigenvalue of A with
algebraic multiplicity r. Then A has r orthonormal Type 1 eigenvectors corresponding to λ.
Proof. Under these assumptions, A has orthonormal eigenvectors u1, . . . , ur corresponding toλ. Let Tλ
be the eigenspace of A corresponding to λ, so that Tλ is spanned by {u1, . . . , ur}. For each i = 1, . . . , r,
Lemma 12 guarantees that Lkui ∈ Tλ. Write ui = ai + bi, where each ai is a Type 1 vector and each bi is
a Type 2 vector, that is, ai = 12 (ui + Lkui) and bi = 12 (ui − Lkui). Then, C ≡ {a1, . . . , ar , b1, . . . , br} ⊂
Tλ. Moreover, Tλ = span(C). Hence, we can ﬁnd r linearly independent eigenvectors in C, say, D ={aj1 , . . . , ajp , bjp+1 , . . . , bjr }. Now, the elements of E = {aj1 , . . . , ajp , ibjp+1 , . . . , ibjr } are Type 1 vectors,
and span(E) = span(D) = Tλ. Applying theGram-Schmidt orthonormalizationprocess on E yields the
desired orthonormal eigenvectors, since the inner product of two Type 1 vectors is a real
number. 
The following can be shown by direct computation.
Proposition 16. Let θj ∈ R for j = 1, . . . , r. Let Dr ≡ diag(cos θ1, . . . , cos θr), let Er ≡ diag(sin θ1, . . . ,
sin θr), and let Fr ≡ diag(θ1, . . . , θr). Then
1. If H =
[
0 Fr
Fr 0
]
, then eiH =
[
Dr iEr
iEr Dr
]
.
2. If G =
[
0 iFr−iFr 0
]
, then eiG =
[
Dr −Er
Er Dr
]
.
3. If T =
⎡
⎣ 0 0 0 π Is0 0 Fr 0
0 Fr 0 0
π Is 0 0 0
⎤
⎦, then eiT = −Is ⊕ [Dr iEriEr Dr
]
⊕ −Is.
4. If R =
⎡
⎣ 0 0 0 iπ Is0 0 iFr 0
0 −iFr 0 0−iπ Is 0 0 0
⎤
⎦, then eiR = −Is ⊕ [Dr −ErEr Dr
]
⊕ −Is.
The third claim follows from the ﬁrst claim by noting that the (1, 1) entry of the block matrix is
(cosπ)Is (which is also the (4, 4) entry); the (1, 4) entry of the block matrix is (sinπ)Is (which is also
the (4, 1) entry); themiddle 2-by-2 block is from the claim; and all other entries are 0. The fourth claim
follows from the second claim.
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Now, we are ready to prove Theorem 9.
Let A ∈ Lnk be unitary. Suppose that the eigenvalues of A are (a) 1 with multiplicity m, (b) −1
with multiplicity 2s, and (c) pairs of eiθj and e−iθj where 0 < θj < π for j = 1, . . . , r. Here, we have
m + 2s + 2r = n. Write A = CΣC∗ as guaranteed by Proposition 2. Write the unitary
C = [C1 C2 C3 C4] , (17)
where the columns of C1 are the eigenvectors of A corresponding to the eigenvalue 1, the columns of C2
are the eigenvectors of A corresponding to the eigenvalue−1, the columns of C3 are the eigenvectors of
A corresponding to the eigenvalues in C1, and the columns ofC4 are the eigenvectors ofA corresponding
to the eigenvalues in C2. Our goal is to replace C with a unitary φLk -orthogonal V in such a way that
the resulting φLk -orthogonal B ≡ V∗AV can be expressed as an exponential of a Hermitian φLk -skew
symmetric H. If so, then eiH = B = V∗AV , and A = ei(VHV∗). Notice now that T ≡ VHV∗ is Hermitian.
Moreover, φLk(T) = φLk(VHV−1) = φLk(V−1)φLk(H)φLk(V) = −T since V is φLk -orthogonal and H is
φLk -skew symmetric.
Lemma 15 ensures that there exists a set W = {w1, . . . , wm} of orthonormal Type 1 eigenvectors
of A corresponding to the eigenvalue 1; moreover, there exists a set U = {u1, . . . , u2s} of orthonormal
Type 1 eigenvectors of A corresponding to the eigenvalue −1. Notice that if x ∈ W , then ix is a Type
2 eigenvector of A corresponding to the eigenvalue 1 and replacing x by ix in W does not alter the
orthonormality ofW; if x ∈ U , then ix is a Type 2 eigenvector of A corresponding to the eigenvalue−1
and replacing x by ix inW does not alter the orthonormality of U .
The eigenvalues ofA that are in C1 are of the formλj = eiθj , with 0 < θ < π .WriteC3 = [x1 . . . xr].
For j = 1, . . . , r, let yj ≡ 1√
2
(xj + Lkxj), let zj ≡ 1√
2
(xj − Lkxj), let ωj = cos θj , and let δj = i sin θj
be as in Lemma 14. Set Dr ≡ diag(cos θ1, . . . , cos θr), set Er ≡ diag(sin θ1, . . . , sin θr), and set Fr ≡
diag(θ1, . . . , θr).
We look at the following cases:
CASE 1: r + s = n − k (so that m + s + r = k). Take W = [w1 · · ·wm], U1 = [u1 · · · us], U2 =[ius+1 · · · iu2s], Y = [y1 · · · yr], and Z = [z1 · · · zr]. Set V = [W U1 Y Z U2]. Then V is unitary and
φLk -orthogonal and
V∗AV = Im ⊕ −Is ⊕
[
Dr iEr
iEr Dr
]
⊕ −Is.
Now, with T as in Proposition 16 (3), we have eiT = −Is ⊕
[
Dr iEr
iDr Er
]
⊕ −Is. Set T1 ≡ 0m ⊕ T . Then
eiT1 = V∗AV, T1 is Hermitian and Proposition 10 (2) guarantees that T1 is φLk -skew symmetric.
CASE 2: r + s < n − k. Let t = n − k − r − s. Then t = m + r + s − k. Note that we use the
matrices of eigenvectors in Case 1.
Subcase 2a: r + s − k 0. In this case,we havem t. TakeW1 = [wt+1 · · ·wm] andW2 = [iw1 · · ·
iwt], and set V = [W1 U1 Y Z U2 W2]. Then V is unitary and φLk -orthogonal and
V∗AV = Im−t ⊕ −Is ⊕
[
Dr iEr
iEr Dr
]
⊕ −Is ⊕ It .
Set T1 = 0m−t ⊕ T ⊕ 0t .
Subcase 2b: r + s − k > 0. Then there exist nonnegative integers r1  r and s1  s such that r1 +
s1 = k. Let U3 = [u1 · · · us1 ], U4 = [ius1+1 · · · ius], U5 = [ius+1 · · · ius+s1 ], U6 = [ius+s1+1 · · · iu2s],
let Y2 = [y1 · · · yr1 ], Y3 = [iyr1+1 · · · iyr],; let Z2 = [z1 · · · zr1 ], Z3 = [zr1+1 · · · zr]; further, divide Dr
intoDr,1 andDr,2, accordingly:Dr,1 =diag(cos θ1, . . . , cos θr1),Dr,2 = diag(cos θr1+1, . . . , cos θr), and
similarly for Er and Fr .
Take V = [U3 Y2 Z2 U5 U4 Y3 Z3 U6 iW]. Then V is unitary and φLk -orthogonal and
V∗AV = G1 ⊕ G2 ⊕ Im.
where
G1 ≡ −Is1 ⊕
[Dr,1 iEr,1
iEr,1 Dr,1
]
⊕ −Is1
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and
G2 ≡ −Is−s1 ⊕
[ Dr,2 Er,2−Er,2 Dr,2
]
⊕ −Is−s1 .
Now, use Proposition 16 (3) to write G1 = eiT and use Proposition 16 (4) to write G2 = eiR. Set T1 ≡
T ⊕ R ⊕ 0m.
CASE 3: r + s > n − k. This case is similar to Subcase 2b: there exist nonnegative integers r1  r
and s1  s such that r1 + s1 = n − k. Again, we are using the matrices used in the other cases.
Take V = [W iU4 iY3 iZ3 iU6 U3 Y2 Z2 U5], so that we have V∗AV = Im ⊕ H1 ⊕ H2, where
H1 ≡ −Is−s1 ⊕
[Dr,2 iEr,2
iEr,2 Dr,2
]
⊕ −Is−s1
and
H2 ≡ −Is1 ⊕
[ Dr,1 Er,1−Er,1 Dr,1
]
⊕ −Is1 .
This completes the proof of Theorem 9.
3.2. Positive deﬁnite φS-orthogonal
Let S ∈ Sn be orthogonal and let A ∈ Mn(C) be positive deﬁnite andφS-orthogonal. Then in Propo-
sition 2, we have n2 = 0, that is, A = VΣV∗, where V ∈ Mn(C) is unitary, Σ = In1 ⊕ D ⊕ D−1,
and D = diag(δ1, . . . , δt), with each δj > 1, j = 1, . . . , t. Write V = [V1 V2 V3], with V1 ∈ Mn,n1(C)
and V2, V3 ∈ Mn,t . Write V2 = [x1, . . . , xt]. Lemma 13 guarantees that we can replace V3 by V4 ≡[Sx1, . . . , Sxt], that is, if we set U ≡ [V1 V2 V4], then A = UΣU∗.
Suppose S = Hk so that n = 2k is even. Moreover, n1 = n − 2t is also even. If n1 = 0, then notice
that U = [V2 V4] is unitary and φHk -orthogonal (that is, U is a unitary complex partitioned matrix).
Suppose n1 /= 0, and let n1 = 2m. We use the following, which can be found in [10, Theorem 2].
Proposition 17. Let k and n be given positive integers with n = 2k. Let x1, . . . , xr , xr+1 ∈ Cn. Set A ≡{x1, . . . , xr , Hkx1, . . . , Hkxr , xr+1} and set B ≡ {x1, . . . , xr , Hkx1, . . . , Hkxr , xr+1, Hkxr+1}. If A is an
orthonormal set, then so is B.
Let T1 be the eigenspace of A corresponding to the eigenvalue 1 so that dim(T1) = 2m. Write
V1 = [y1, . . . , y2m]. Our aim is to replaceV1 withV5 ≡ [W1 W2], whereW1 = [w1, . . . , wm] andW2 =[Hkw1, . . . , Hkwm], the setW = {w1, . . . , wm, Hkw1, . . . , Hkwm} is anorthonormal set, andspan(W) =
T1.
Ifm = 1, set w1 ≡ y1, W1 = [w1] andW2 ≡ [Hkw1].
If m > 1, choose a unit vector w2 ∈ T1 that is orthogonal to both w1 and Hkw1. Proposition 17
guarantees that the set {w1, w2, Hkw1, Hkw2} is an orthonormal set. If m = 2, then we are done. If
m > 2, then we continue the process, picking the next vector in the same way. In general, suppose
thatwe have chosenw1, . . . , wr so that {w1, . . . , wr , Hkw1, . . . , Hkwr} is an orthonormal set. Pick a unit
vector wr+1 ∈ T1 so that Ar+1 ≡ {w1, . . . , wr , Hkw1, . . . , Hkwr , wr+1} is an orthornormal set. Then
Proposition17guarantees thatBr+1 ≡ {w1, . . . , wr , Hkw1, . . . , Hkwr , wr+1, Hkwr+1} is anorthonormal
set.
Set W1 ≡ [w1, . . . , wm], set W2 ≡ [Hkw1, . . . , Hkwm], and consider the set W ≡ {w1, . . . , wm,
Hkw1, . . . , Hkwm}. Then span(W) = T1. Notice that every vector in T1 is orthogonal to every vector in
the columns of V2 and of V4. Hence,U ≡ [V2 W1 V4 W2] is unitary. Moreover,U∗AU = E ⊕ E−1, where
E ≡ D ⊕ Im.
Theorem 18. Let k and n be given positive integers with n = 2k. Let A ∈ Mn(C) be positive deﬁnite and
φHk -orthogonal. There exist nonnegative integers m and t, scalars λ1, . . . , λt ∈ R, and a unitary φHk -
orthogonal U ∈ Mn(C) such that k = m + t, λp > 1 for each p = 1, . . . , t, D1 ≡ diag(λ1, . . . , λt), D ≡
D1 ⊕ Im,Σ ≡ D ⊕ D−1, and A = UΣU∗.
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LetU andΣ beas inTheorem18. Letδp ≡ ln λp foreachp = 1, . . . , t. SetF ≡ diag(δ1, . . . , δt) ⊕ 0m,
and setG ≡ F ⊕ −F . ThenH ≡ UGU∗ isφHk -skewsymmetric andA = eH . Let a realnumber0 < a < 1
be given and set
Ba ≡
[
Ik aIk
−aIk
(
1 − a2
)
Ik
]
∈ M2k (R) .
One checks that Ba is φHk -orthogonal and (real) positive deﬁnite. Notice that Ba is not symmetric
and hence does not have a factorization given in Theorem 18 where all the factors are real matrices.
However, if A ∈ Mn (R) is symmetric, positive deﬁnite, and φHk -orthogonal, then similar calculations
can be done to show the results of Theorem 18, with the unitary φHk -orthogonal U ∈ Mn(R).
We now apply on positive deﬁnite P ∈ Lnk the method used in the analysis of Theorem 9. The
following (which we present without proof) is in [5] and takes care of the case when P is real. We
denote by Lnk(R) the set of elements of Lnk with real entries.
Theorem 19. Let k, n be positive integers satisfying k n − k. Let P ∈ Lnk(R) be positive deﬁnite.
1. There exist Q ∈ Lnk(R), nonnegative integer l k, and nonnegative diagonal matrices Δ and Σ ∈
Ml(R) satisfying Δ
2 − Σ2 = Il such that D = Ik−l ⊕
[
Δ Σ
Σ Δ
]
and P = QDQT .
2. There exists a nonnegative diagonal matrix G ∈ Ml(R) such that P = QeFQT , with
F = 0k−l ⊕
[
0 G
G 0
]
.
3. If A ∈ Lnk(R), then there exist Q1, Q2 ∈∈ Lnk(R) and a nonnegative diagonal G ∈ Ml(R) such that
F = 0k−l ⊕
[
0 G
G 0
]
and A = Q1eFQT2 .
Let k and n be positive integers satisfying k n − k. Let P ∈ Lnk be positive deﬁnite. Suppose that
the eigenvalues of P are (a) 1, withmultiplicitym (b)λj ∈ C1, j = 1, . . . , r, and (c) 1λj ∈ C2, j = 1, . . . , r.
Here, each λj > 1. Let D1 ≡ diag(λ1, . . . , λr) and let D ≡ Im ⊕ D1 ⊕ D−11 . Then, there exists a unitary
V such that P = VDV∗. Write V = [V1 V2 V3]; the columns of V1 correspond to the eigenvalue 1; the
columnsofV2 correspond to theeigenvaluesλj; and thecolumnsofV3 correspond to theeigenvalues
1
λj
.
Replace the columns of V1 with orthonormal Type 1 eigenvectors, say, w1, . . . , wm, and set W ≡[w1, . . . , wm].
Let V2 = [x1 · · · xr] and ﬁnd yj and zj as deﬁned in Lemma 14 (Eq. (14)), so that for each j = 1, . . . , r,
we have
Pyj = ωjyj + δjzj and Pzj = δjyj + ωjzj,
where ωj = 12 (λj + λ−1j ) and δj = 12 (λj − λ−1j ). Notice that ω2j − δ2j = 1 and that ωj + δj > 0 and
ωj − δj > 0. Set Y ≡ [y1, . . . , yr] and set Z ≡ [z1, . . . , zr]. Also, set Ω ≡ diag(ω1, . . . ,ωr) and Δ ≡
diag(δ1, . . . , δr), so that Ω
2 − Δ2 = Ir .
In the following, we use the convention that Ij is absent when j = 0.
CASE 1: r = n − k. In this case, take U = [W Y Z] ∈ Lnk and we have
U∗PU =
⎡
⎣I2k−n 0 00 Ω Δ
0 Δ Ω
⎤
⎦ .
CASE 2: r < n − k. Let t = n − k − r, so that m − 2t = 2k − n 0. Set W1 ≡ [w1, . . . , wt], set
W2 ≡ [iwt+1, . . . , iw2t], and set W3 ≡ [w2t+1, . . . , wm]. Let Ω1 ≡ diag(ω1, . . . ,ωr) ⊕ It and Δ1 ≡
diag(δ1, . . . , δr) ⊕ 0t . Take U = [W3 Y W1 Z W2] ∈ Lnk . Then
U∗PU =
⎡
⎣I2k−n 0 00 Ω1 Δ1
0 Δ1 Ω1
⎤
⎦ .
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CASE 3: r > n − k. Let t = r − n + k. Set Y1 ≡ [y1, . . . , yt], set Y2 ≡ [yt+1, . . . , yr], set Z1 ≡ [iz1,
. . . , izt], and set Z2 ≡ [zt+1, . . . , zr] Also, set Ω2 ≡ diag(ω1, . . . ,ωt), set Ω3 ≡ diag(ωt+1, . . . ,ωr),
set Δ2 ≡ diag(δ1, . . . , δt), and set Δ3 ≡ diag(δt+1, . . . , δr). Take U = [W Y1 Z1 Y2 Z2] ∈ Lnk . Then
U∗PU = Im ⊕
[
Ω2 iΔ2−iΔ2 Ω2
]
⊕
[
Ω3 Δ3
Δ3 Ω3
]
.
Theorem 20. Let k, n be positive integers satisfying k n − k. Suppose that P ∈ Lnk is positive deﬁnite.
Suppose that the eigenvalues of P greater than 1 are λ1, . . . , λr , counting multiplicities. Set ωj ≡ 12 (λj +
λ−1j ) and δj ≡ 12 (λj − λ−1j ) for j = 1, . . . , r. Then there exists a unitary U ∈ Lnk such that U∗PU = Σ ,
and
1. if r  n − k, then Σ =
[
I2k−n 0 0
0 Ω Δ
0 Δ Ω
]
, where Ω ≡ diag(ω1, . . . ,ωr) ⊕ In−k−r and Δ ≡
diag(δ1, . . . , δr) ⊕ 0n−k−r .
2. if r > n − k, then Σ = In−2r ⊕
[
Ψ iΦ
−iΦ Ψ
]
⊕
[
Ω Δ
Δ Ω
]
, where Ω ≡ diag(ω1, . . . ,ωn−k),
Δ ≡ diag(δ1, . . . , δn−k),Ψ ≡ diag(ωn−k+1, . . . ,ωr), and Φ ≡ diag(δn−k+1, . . . , δr).
We take a closer look at the matrix Σ in the decomposition given above.
Let A, B ∈ Mn(C) be given. Then
1
2
[
In In−In In
] [
A B
B A
] [
In −In
In In
]
=
[
A + B 0
0 A − B
]
. (18)
Proposition 21. Let A, B ∈ Mn(C) be such that A + B and A − B are nonsingular. Let G1, G2 ∈ Mn(C) be
such that eG1 = A + B and eG2 = A − B. Then
1.
[
A B
B A
]
= eC , where C ≡ 1
2
[
G1 + G2 G1 − G2
G1 − G2 G1 + G2
]
.
2.
[
A iB
−iB A
]
= eD, where D ≡ 1
2
[
G1 + G2 i(G1 − G2)−i(G1 − G2) G1 + G2
]
.
Proof. The ﬁrst claim follows from Eq. (18) and the fact that eG1 ⊕ eG2 = eG1⊕G2 .
Now, notice that[
A iB
−iB A
]
=
[
In 0
0 −iIn
] [
A B
B A
] [
In 0
0 iIn
]
,
so that the second claim follows from the ﬁrst claim. 
Suppose that r  n − k, and letΩ ,Δ ∈ Mn−k be as in Theorem 20. Let βj ≡ ln(λj), for j = 1, . . . , r,
set G1 ≡ diag(β1, . . . ,βr) ⊕ 0n−k−r , and set G2 ≡ −G1. Then Proposition 21 (1) guarantees that[
Ω Δ
Δ Ω
]
= eC , where C ≡
[
0 G1
G1 0
]
.
If r > n − k, set G3 ≡ diag(β1, . . . ,βn−k), set G4 ≡ diag(βn−k+1, . . . ,βr), set G5 ≡ −G3, set G6 ≡−G4, and set G ≡ iG4 ⊕ G3. Then, we have[
Ψ iΦ
−iΦ Ψ
]
⊕
[
Ω Δ
Δ Ω
]
= eD, where D ≡
[
0 G
G∗ 0
]
.
Theorem 22. Let P ∈ Lnk be positive deﬁnite. There exist a unitary U ∈ Lnk and a diagonal G such that
F =
[
0 0 0
0 0 G
0 G∗ 0
]
and P = UeFU∗.
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Let A ∈ Lnk be given. Theorem 6 guarantees that there exist a unitary U ∈ Lnk and a positive deﬁnite
P ∈ Lnk such that A = UP.
Theorem 23. Let A ∈ Lnk be given. Then there exist unitary U, V ∈ Lnk and a diagonal G such that
F ≡
[
0 0 0
0 0 G
0 G∗ 0
]
and A = UeFV .
4. S is neither symmetric nor skew symmetric
Let S1, S2 ∈ Sn be given. Suppose that there exists an orthogonalQ ∈ Mn(R) such that S1 = QS2QT .
Then Proposition 1 guarantees that A ∈ Mn(C) isφS2 -orthogonal if and only ifQAQT isφS1 -orthogonal
(with similar relationships for the φS-symmetric and φS-skew symmetric). How do we determine if
S1 is real orthogonally similar to S2?
Theorem 24. Suppose that S1, S2 ∈ S−n or that S1, S2 ∈ S+n , and suppose that tr(S1) = tr(S2). The fol-
lowing are equivalent.
1. There exists a nonsingular B ∈ Mn(C) such that S1 = BS2BT .
2. S1S
T
1 is similar to S2S
T
2 .
3. S1S
T
1 is real orthogonally similar to S2S
T
2 .
4. There exists an orthogonal Q ∈ Mn(R) such that S1 = QS2QT .
Proof. Suppose that there exists a nonsingular B ∈ Mn(C) such that S1 = BS2BT . Then S1S−T1 = BS2
S
−T
2 B
−1, and hence, S1ST1 is similar to S2ST2 . Because these are two real symmetric matrices, they are
real orthogonally similar.
Assume (3). We show that trw(S1, S
T
1) = trw(S2, ST2) for any word w(x, y) in noncommuting vari-
ables x and y. Because S1, S2 ∈ S−n or S1, S2 ∈ S+n , we only need to consider w(x, y) = xyxyxy . . .
(starts with x) or w(x, y) = yxyxyxyx . . . (starts with y). If w(x, y) = xyxyxy . . ., we consider the two
cases: w ends in x and w ends in y. Suppose that w ends in x, say w(x, y) = (xy)kx. If S ∈ S+n ,
then trw(S, ST ) = tr(S); and if S ∈ S−n , then trw(S, ST ) = (−1)ktr(S). Suppose that w ends in y, say
w(x, y) = (xy)k . Notice that S1ST1 is real orthogonally similar to S2ST2 . The remaining case may be
proven similarly. Hence, by Specht’s Theorem [1], S1 is unitarily similar to S2. Since S1 and S2 are real,
the unitary similarity matrix may be taken to be also real.
Finally, notice that (4) implies (1). 
Consider the matrices
Ma ≡
[
a 1 − a2
1 −a
]
and Nb ≡
[−b 1 + b2
−1 b
]
. (19)
SetM ≡ {Ma : a ∈ R \ {0}} andN ≡ {Nb : b ∈ R \ {0}}. ThenM ⊂ S+2 andN ⊂ S−2 . Notice that if
Ma ∈ M, then det(Ma) = −1 so that det (MaMTa ) = 1. Hence, Theorem24 guarantees that ifMa, Mb ∈
M, thenMa is real orthogonally similar toMb if andonly if tr(MaMTa ) = 2 + a4 = 2 + b4 = tr(MbMTb ),
that is, if and only if a = ±b. Similarly, if Na, Nb ∈ N , then Na is real orthogonally similar to Nb if and
only if a = ±b.
4.1. φS-symmetric and φS-skew symmetric
Let S ∈ M ∪ N , and suppose A =
[
w x
y z
]
. Then A is φS-symmetric if and only if A
TS = SA. A direct
calculation shows that A is φS- symmetric if and only if A = wI.
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Let H =
[
w x
y z
]
. Then H is φS-skew symmetric if and only if H
TS = −SH. If S = Ma, then H is
φS-skew symmetric if and only if there exists x ∈ C such thatH = x
[
a2−2
2a 1
1 − a2−22a
]
. If S = Nb, then
H is φS-skew symmetric if and only if there exists x ∈ C such that H = x
[− b2 1
1 b2
]
. Notice that when
b = 2−a2
a
, the set ofφMa-skew symmetricmatrices is equal to the set ofφNb-skew symmetricmatrices.
4.2. φS-Orthogonal
Let T ≡
[
0 1
1 0
]
. Then T isφT -orthogonal but there exists noφT -skewsymmetricH such that T = eH
since −1 is an eigenvalue of T of an odd multiplicity.
Let S ∈ Sn be given. If Q is φS orthogonal, then det(Q) = ±1. When S ∈ M ∪ N , det(Q) = 1
always. Moreover, we also note that for suchQ , there exists aφS-skew symmetricH such thatQ = eiH .
We only show the case when S = Ma, as the case when S = Nb can be similarly shown.
Suppose Q =
[
w x
y z
]
and S = Ma. Then Q is φS-orthogonal if and only if QTSQ = S, so that
1. aw2 + (2 − a2)wy − ay2 = a,
2. awx + xy − (a2 − 1)wz − ayz = 1 − a2,
3. awx − xy(a2 − 1) + wz − ayz = 1,
4. ax2 + (2 − a2)xz − az2 = −a.
Subtracting (3) from (2), we get a2xy − a2wz = −a2. Because a /= 0, we have 1 = wz − xy =
det(Q).
Now, fromtheequalitySQT = Q−1SwehaveQ = zI + w
[
a2−2
a 1
1 0
]
,where a
2−2
a
wz + z2 − w2 =
1. The set⎧⎨
⎩I2, A ≡
[
a2−2
a
1
1 0
]
, B ≡
⎡
⎣ a2−22a 1
1 − a2−2
2a
⎤
⎦
⎫⎬
⎭
is a commuting familyof real symmetricmatrices.Notice that tr(B) = 0anddet(B) = −1 − ( a2−2
a
)2 <
0, so there exists a nonzero real c such that the eigenvalues of B are±c. Since det(Q) = 1, there exists
q ∈ C so that the eigenvalues ofQ are e±q. Let d ∈ C be such that q = cd. For such d, setH ≡ dB. Then
H is φS-skew symmetric and Q = eaB = eH .
If S = Nb, thenQ isφS-orthogonal if andonly ifQ = zI + w
[−b 1
1 0
]
,where−bwz + z2 − w2 = 1.
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