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NOTATIONS 
1. "iff" is used as an abbreviation for "if and only if". 
2. For a given set X, S(X) denotes the powerset of X, S (Χ) denotes the set 
ω 
of all finite subsets of X, and [X] is the set of all subsets of X with 
exactly η elements. 
3. For a given set X, |X| denotes the cardinality of X. 
Ц. If {X. I i 61} is a col leet ion of sets, then U X. is the disjoint union: 
¡ei 
U {¡}χΧ.. If I = {i-.i.}, then we write Χ. ΰ X. . 
¡ei ' Ό Ί 
5. ξ,γ,η,... denote ordinal numbers and κ,λ,μ,... infinite cardinal num­
bers. 
6. If χ is a sequence of elements, then i(x) denotes the length of x: 
X = <X0 (^ϊ)-!"· 
7. If Xg x , are sequences of length k. к _. respectively, then 
χ.... χ , denotes the sequence 0 n-1 ^ 
o.o·••••
х
о,к -ΐ'^Λ,-ι Vi,о Vi.k^-i*· <х 
0. If χ is a sequence of length η and о is a sequence < ¡ n i. .> with 
in <...< i, ì < η, then χ Γα is the sequence <x. ,...,x. >. 
U k
"
1
 Ό 'k-l 
9. S denotes the set of all permutations of {0,...,n-1}. 
10. If χ is a sequence of length η and π € 5 , then тгх is the sequence 
η 
<х
тг(0) Мп-І)^ 
11. The symbols А,В,... denote structures for first order languages. The 
universe of these structures is denoted by A,B,... respectively. 
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1. INTRODUCTION AND SUMMARY 
1.1 Ehrenfeucht and Mostowski introduced (in [EM, 1956]) the method of 
indiscernibles to show that every consistent theory which has an infinite 
model, has models with arbitrarily large automorphism groups. They proved 
the fol lowing : 
if (X,<) is a linear ordening and Τ is a theory which has an infinite model, 
then there exists a model A of Τ such that X с д and the following holds: 
(i) all strictly increasing sequences in X of the same length satisfy the 
same formulas in A 
(ii) IAI = |X| + |LTI and every automorphism of (X,<) can be extended to 
an automorphism of A. 
If a linear ordening (X,<) and a structure A satisfy the first conclusion 
of the above theorem, then we say that (X,<) is indiscernible in A. (In the 
literature one sometimes finds a different terminology. We mostly follow 
Shelah, [Sh, 1971] and [Sh, 1978].) This theorem provides a powerful method 
for the construction of models with predetermined properties. For an 
exposition of results in this direction one may consult [Mo, 1977] or [Mo, 
I968]. In his proof of tos's conjecture (if a countable theory is <-catego-
rical for some к >-'^n> then it is κ-categorical for all к ' Л . ; see [to, 
195Ί])ι Morley used the notion of a set of indiscernibles: if A is a struc­
ture and X is a subset of A, then X is a set of indiscernibles in A, if all 
one-to-one sequences in X of the same length satisfy the same formulas in 
A. By the work of Morley ([Mo, 1965]) and Shelah ([Sh, 1971]) this notion 
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became important ¡π characterizing stable theories. (For some specific 
results one may also consult section 2.8 of this thesis.) 
The above notions of indiscernibi 1 ity are all special cases of a more 
general one. We give the definition of this general notion in subsection 
2.5.1. 
In this thesis we are interested in the following aspects of indiscerniЬі-
1 i ty: 
1) Give a complete description of the structures A (resp. theories T) such 
that for all theories Τ , A (resp. every model of T) is indiscernible in 
some model of Τ . 
2) If A is indiscernible in some model of T, can a model В of Τ be found 
such that A is indiscernible in B, A and В have the same cardinality and 
every automorphism of A can be extended to an automorphism of B? 
The results of Ehrenfeucht and Mostowski show that the answer is yes, if A 
is a linear ordering. In the case that A is a set, without relations and 
functions, and Τ is K-stable for some к < |AI, Silver and, later, Shelah 
answered the question affirmatively (see [Sh, 1978]). 
3) In solving problems concerning indiscernibi 1 ity, it quite often turns 
out that the argument is essentially combinatorial in nature and only uses 
properties of the equivalence relation R¡, defined by χ » у iff χ and у 
satisfy the same formulas. This gives rise to the definition of so called 
identities:pairs (A,E), where E is a certain equivalence relation on U A . 
η£ω 
The first one to fruitfully use identities in modeltheoretic problems was 
Shelah. He proved a compactness theorem for pairs of cardinals ([Sh, 1971 ]) 
and gave a combinatorial proof of Uaught's two-cardinal theorem ([Sh, 1978 ]). 
Independently of Shelah, Benda (in [Be, 1979]) introduced identities under 
the name modeloîds as objects worthy of study in their own right. 
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1.2 We will now give a more detailed description of the contents of this 
thes is. 
Chapter 2 contains all modeltheoretic definitions and results which are 
needed in the later chapters. We also define the general notion of indis-
cernibility, mentioned above.We illustrate the definitions with some 
theorems and examples. 
Chapter 3 is mainly concerned with generalizations of the theorem of 
Ehrenfeucht and Mostowski. In section 3.' we introduce the notion of a 
locally A-orderable structure and we prove that A is indiscernible in every 
theory iff A is locally A-orderable, where Δ is the set of quantifier free 
formulas with two free variables. We show that there exists a theory Τ such 
that every model is locally A-orderable (with Δ as above) but that no 
quantifier free formula linearly orders the universe of a model. Section 
3.2 contains some resutls (which we could call "local") about the equiva­
lence relation «, defined on a given subset X of a structure A by χ » y 
iff χ and y satisfy the same formulas in A. 
The main result of section 3.3 is theorem 3.3.3: there exists a (necessarily 
unstable) theory Τ such that Τ has an infinite set of indiscernibles and 
whenever B i s a model of Τ of cardinal ity к and Y c_ В i s a set of indiscer­
nibles of the same cardinality, then there are 2 permutations of Y that 
cannot be extended to an automorphism of B. In subsection 3.3.6 we prove 
that this is in a certain sense the strongest counterexample which is 
poss ¡ Ы e. 
Chapter A starts with the introduction of a hierarchy between theories, 
determined by the following relation: T. < T. iff for all structures A: 
if A is indiscernible in 1^, then A is indiscernible in T.. We determine 
the theories which are minimal and maximal in this hierarchy. 
In order to study the properties of this hierarchy the notion of an identity 
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is introduced. We define what it means for an identity to be realized in 
another identity, in a structure and in a theory. 
We introduce a special class of identities, the complete and homogeneous 
identities, and establish the following connections between identities and 
indiscern ibi 1 i ty: 
A) For all complete theories Τ there exists a complete and homogeneous 
identity (A,E) such that Τ and (A,E) realize the same finite identities. 
B) For all complete and homogeneous identities (A,E), there exists a 
complete theory Τ such that (A,E) and Τ realize the same finite identities. 
C) T. < T. iff for all finite identities (η,Ε), if (n,E) is realized in T., 
then (n,E) is realized in T-. 
By using identities, it is shown that in the hierarchy of theories, which 
is introduced above, increasing chains have a supremum and decreasing chains 
have an infimum. The main tool in the proof is a theorem saying that if two 
identities realize the same finite identities and one of them is complete, 
then the other is complete. 
We prove that there exists a collection of complete theories {Τ„ I X £ ω} 
such that Τ
χ
 < Τ
γ
 iff X с Y. 
Finally, we give a characterization of those sets E of finite identities 
which have the property that for some complete theory Ji Τ realizes exactly 
the finite identities that are in E. 
Parts of this thesis have been published already (see [Br, 19791 and [BW, 
I979]). Some of our results, particularly in sections k. h, 't. 5 and 't.6, 
represent the fruits of joint work with J. Wierzejewski. We are pleased to 
have this opportunity to acknowledge this cooperative effort. 
-11-
2. PRELIMINARIES 
2.0 The purpose of this chapter is threefold. We will give the main defi­
nitions used in this thesis. Moreover, we will formulate and prove the two 
theorems of Ehrenfeucht and Mostowski, which form the basis of the study 
of indiscernibi1 ity. Finally we will illustrate the main definitions by 
some examples. 
2.1 We assume, that the reader is already familiar with the notions of 
first order language, structure and satisfaction. Given a structure A for 
a language L and a formula φίχ.,.,.,χ ), we define 
Φ
Α
 - f {(a 1,...,a n)eA
n
 i A 1= ф[а 1,...,а п]}. 
If A and В are two structures for a language L, we say that A is a sub­
structure of В (in symbols A £ 8 ) , if A5.B and for all n 6 u and al 1 quantifier 
free formulas ф(х 1 І...,х ) in L, φ £ φ . We say that A is an elementary 
substructure of В (we denote this by A - ^ B ) , if A ^ B and for all ne ω and 
A 8 
all formulas ф(х, x ) in L, φ £ φ . If A is a structure for a language 
L, then we define Th(A) = {φ | φ a sentence in L and A |= φ}. Given two 
Def 
structures A and В for L, we say that A is elementarily equivalent to В 
(we write A = 8) if Th(A) = Th(8). 
A theory in a language L is always understood to be a set of sentences of 
L which has a model. Τ is a complete theory if for all theories T' in the 
same language as Τ, Τ £ Τ' implies Τ = Τ'. 
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A more complete treatment of these concepts may be found in [Sa, 1972J. We 
mostly follow the notations, which are used there. 
2.2.1 Def init ion Let a set I and a set D £ S(l) be given. D is fi I ter on 
I, if the following conditions are satisfied: 
( i ) I C D and 0 £ D 
( i i ) i f X6D and Y e D , then X n Y E D 
< i i i ) i f XeD and X ^ Y Ç I , then YED 
D is an ultraf i 1 ter on I if D is a filter and for all filters D' on I, 
D ^ D ' impl les D = 0' . 
2.2.2 As is well-known, from the axiom of choice one may prove the fol-
lowing proposition: 
Propos i t ion 
(i) If E с S(l) is such that for all η £ ω and all X ...,X e E , 
Χ. η.,.η Χ φ 0, then E can be extended to a filter on I. 
(ii) Every filter on I can be extended to an ultrafilter on I. 
Proof See [Та, 1930]. 
2.2.3 Let {A. I i € ι} be a collection of structures for a language L and 
let D be an ultrafilter on I. The ultraproduct Π A.ID is the structure A 
rei ' 
def ined as fol lows: 
The universe A of A is the set of all equivalence classes in Π A. of the 
iei ' 
fо11 owing equi val enee relation: f ~ g iff {i |f(i) = g(i)} € D. The equi -
valence class of an element f of Π Α . is denoted by f_ and A is denoted 
¡ei ' D 
by Π A.ID. 
¡ei ' 
For an n-ary relation symbol R and an m-ary function symbol F and any 
constant с in L we define: 
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, Α. 
R A(f 1 D f n D) ¡ff {i I R ,(f1(ï),...,fn(î))} С D 
FA(g1D,....gmD) - g m + 1 D iff IF I F
A,(g1(0,...,gin(i)) = V l ( r ) } ε D 
and С is the element g^ of A, defined by g(i) = С for all i 
A
: 
r»f Δ r ío f i n o H h\/ rt ( I \ — I 
Because of the properties of the ultrafilter D these definitions do not 
depend upon the particular choice of the functions f, f and g, q 
m+Г 
2.2Л The main theorem about ul traproducts is the following theorem of tos. 
(See [to, I955]). 
Theorem (tos, 1955). Let {A. I i e 1} be a collection of structures for a 
language L and let D be an ultrafilter on 1. Then for all η£ω, all formulas 
φίχρ.,.,χ ) of L and all f.,...,f € Π Α.: 
i ei 
π Α ι D N (|>[f1D,...,fnD] iff {i I А. и Φίί,ίϊ) fn(¡)]} e D. 
i€l 
Proof See [FM, 1962]. 
2.2.5 Frayne, Morel, Scott and Tarski used the theorem of tos to give an 
alternative proof of the compactness theorem. 
Compactness Theorem Let Σ be a set of sentences in a language L such that 
every finite subset of it has a model. Then Σ has a model. 
Proof See [FM, 1962]. 
2.3.1 Let a structure A for a language L and a subset X of A be given. 
Extend L by adding a set of new constant symbols {c I x£X}. We can expand 
A to a structure for Lи {с I X Ë X } by realizing the constant symbol с by 
x. We denote this expansion of A by (A,x) . 
2.3.2 Def¡nit ion Let a complete theory Τ in a language L and a natural 
number η, η ^ 0, be given. A set Σ of formulas in L with free variables 
x-.j-.-.x , ¡scalled an η-type in Τ if it is consistent with T. If, moreover, 
-Η­
Σ is a maximal consistent set, we call Σ a complete η-type. The set of all 
complete η-types in Τ is denoted by S (τ). 
An η-type Σ is realized in the structure A if there exists a sequence 
<a
n
,... ,a ^ i n A such that for all φ ¡η Σ. А Н ф[а
п
 a . ] . Otherwise, 
υ η-ι υ η-ι 
we say that Σ is orni tted in A (or, that A orni ts Σ) . 
2.3-3 Def in it ion Let к be a cardinal number. A structure A is called к-
saturated if for all X ç_ A, with |X[ < к,.and all 1-types Σ in Th(A,x) ^^, 
Σ is realized in (A,x) _„. This notion was introduced by Vaught for < = ω 
([Va, I96I]) and for other cardinal numbers к by Morley and Vaught ([MV, 
1962]). 
2.3.^ Def in it ion Let < be a cardinal number. A structure A is <-homogeneous 
if for all 6 < к and all pairs of sequences (a,.),. . and (b),. . in A, if 
ξ çso ς ξ<6 
(А.а^). . a (A.b.),. ., then there exists an element b, in A such that 
( A , a ç ) ç s 6 - ( A , b ç ) Ç £ 6 . 
2.3.5 Def ín i t ion Let к be a cardinal number. A structure A is κ-universal, 
if for all structures В such that А а В and IBI < к, there exists a struc­
ture С such that В = С and С -^  A. 
Homogeneous and universal structures were introduced by Jonsson ([Jo, 1956] 
and [Jo, 1958]) and in a more modeltheoretic setting by Morley and Vaught 
([MV, 1962]). 
2.3.6 Theorem Let к be a cardinal number such that к ? |L| and let A be a 
structure for L. Then the following conditions are equivalent: 
(i) A is K-saturated 
(ii) A is K-homogeneous and к -universal. 
Proof See [MV, 1962]. 
-15-
2.3.7 Theorem Let A be a structure for a language L. Then the following 
conditions are equivalent: 
(¡) A i s ω-saturated 
(i i) A is ω-homogeneous and for all π€ω, η φ 0, and for all η-types Σ 
in Th(A), Σ is realized in A. 
Proof See [Va, 1961]. 
2.3.8 Theorem Let < = sup {|S (Th(A))| Ιηβω}. Then there exists a struc­
ture 8, such that A-<B, В is ω-sa tu rat ed and |B| < max( |A| , IL Ι ,κ^ . 
Proof See [MV, 1962]. 
2.Ί.1 Let a first order language L, a structure A for L and a theory Τ in 
L be fixed. 
For every η£ω and every formula φ of L with n+1 free variables, Iet f 
be an η-place function symbol (for η = 0, f is a constant). Let 
L =LL{f,l<t>a formula of L}. L is called the S kol em expansion of L. 
Φ 
The theory Τ is obtained from Τ as follows: 
ω, 
Τ* = Τ и {Vx, . . .Vx [3χ
η
φ(χ
η
, . . . ,χ ) + φ(ί (χ, , .. .,χ ) ,χ, , . . . ,χ )] І п б Qef ι η υ υ π φ ι η ι η 
φ(χ
η
 χ ) a formula of L}. 
υ η 
if. 
Τ is called the Skolem expansion of T. 
An expansion A of A to a structure for L is called a Skolem expansion of 
A if A* h (Th(A))*. 
I f X ç_ A and A is a Skolem expansion of A, then H(X) is the smallest sub-
set of A, which contains X and is closed under the functions in A . It is 
called the Skolem hul 1 of X in A . By H(X) we denote the submodel of A with 
un i verse Η(Χ). 
2.h.2 Before we state some basic facts about Skolem functions and Skolem 
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expansíons, we mention the notion of an elementary, partial monomorphism 
(see also [Sa, 1972]). Given a structure A and a mapping f such that 
dom f ç_ k and rng f £ A , we say that f is an elementary, partial monomor-
ph ism of A if (A, x)
 c . , Ξ (A,f(χ)) , . We omit the word "part ial", 
κ
 χ € dom f χ € dom f K ' 
if dom f = A. 
An elementary monomorphism of A, which is onto, is an automorphism of A. 
Propos i t ion Let A and В be structures for a language L and let A and 8 
be Skolem expansions of A and В respectively. Let, moreover, X be a subset 
of A. Then the following conclusions hold: 
(i) if А* с В*, then А ^ В 
(ii) tí(X)<A 
(iii) if f .' Χ •> X is an elementary, partial monomorphism of A , then f 
can be extended to an elementary partial monomorphism f : H(X) ->- Н(Х), 
and if f is onto, then f is an automorphism of H(x). 
Proof See [CK, 1973]. 
2.4.3 Using Skolem functions, one can prove the following well-known theorem. 
Theorem (Löwenheim-Skolem-Tarski). Let A be a structure for a language L, 
let Χ be a subset of A and let к be a cardinal number such that 
IXI + ILI < к < |AI. Then there exists a structure В such that В -< A, X c_ В 
and |B| = к. 
Proof The proof is essentially in [Sk, 1920]. See also [TV, 1957]. 
2.k.k As a corollary of 2.2.5 and 2.4.3 we have: 
Theorem Let Σ be a set of sentences in a language L and let к be a cardinal 
number such that к > ILI. If Σ has an infinite model, then Σ has a model of 
card inai i ty к. 
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2.5.1 Def ín i t ion Given a structure A, a structure В (not necessarily for 
the same language) and a natural number η, η / 0, we say that A is indiscer­
nible in В by η-tuples if there exists a one-to-one mapping f : A •+ В 
such that the following hold (where we write b instead of f (a) , for all 
a € A) : 
for all k€ci), к Φ O.and all <a..,...,a,> and ο ΐ , . , . , θ ^ in A , 
if <a.,...,a.> and <a| a ^ satisfy the same quantifier 
free formulas in A, then b ... b and b , ... b . satisfy 
al ak ai ak 
the same formulas in B. 
If η = 1, we simply say that A is indiscernible in В and then for all a £ A 
we identify b with a. 
' a 
If, moreover, the language of A does not have function symbols, relation 
symbols or constants, we say that A is a set of indiscernibles in B. 
This notion goes back to Ehrenfeucht and Mostowski (see [EM, 1956]). They 
considered the case that π = 1 and A is a linear ordering. We will formu­
late and prove their theorems in 2.7. We will mostly be concerned with the 
case π = 1. In its general form the definition occurs in [Sh, IS?1*] and 
[Sh, I978]. He uses a different terminology. He defines "the indexed set 
{b ; s £ 1} is indiscernible, if ...", where I is the universe of a struc-
s 
ture. In order to lay emphasis on the structure, the universe of which is 
used as a set of indices, we have chosen the terminology, which is intro­
duced above. 
2.5-2 Défini t ion Given a structure A, a theory Τ (not necessarily for the 
same language) and a natural number η, η Φ 0, we say that A is indiscerni­
ble in Τ by η-tuples if A is indiscernible by n-tuples in some model of T. 
In the case η = 1, we adopt the same conventions concerning terminology, 
as to those introduced in 2.5.1. 
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2.5.3 Propos i t¡on Let A and В be structures (not necessarily for the same 
language) such that the following conditions are satisfied: 
(i) А с В 
(ii) for all k£(i), к Φ 0, and all <a.,...,a.> and <ai,...,a|'> in A which 
satisfy the same quantifier free formulas in A, there exists an 
automorph! sm f of В such that for all ¡£{1,...,k}, f(a.) = a!. 
Then A is indiscernible in B. 
Proof The proof is trivial. 
2.5.Ί Propos i t ion Let a structure A, a theory Τ (not necessarily for the 
same language) and a natural number π, π j* 0, be given. Then the following 
assertions are equivalent: 
(i) A is indiscernible in Τ by n-tuples 
(ii) for all finite subsets X of A and all finite sets Δ of formulas of 
L-, there exists a model В of Τ and a set {b I χ £ X} ç_ В , such that 
the following conditions are satisfied: 
a) if x Φ χ', then Ь Φ Ь . 
' χ χ' 
b) for all к £ ω, к Φ 0, and all <x1,...,x,> and <x',...,x'> in X , 
which satisfy the same quantifier free formulas in A, 
b ... b and b ,... b | satisfy the same formulas of Δ in B. 
x1 X k X1 \ 
Proof This immediately follows from the compactness theorem. 
2.5-5 A final remark should be made concerning the absoluteness of the 
notions, which are introduced in 2.5.1 and 2.5.2. 
A formula φ(χ) is absolute, if for all χ in L (the constructible universe), 
if φ(χ), then L (= φ(χ). (One may consult [Gö, IS'tO]). 
Given structures A, B,a natural number η and a one-to-one mapping 
f : A •+ В , then the formula φ(ί,Α,Β) expressing that A is indiscernible in 
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B by η-tuples "using the function f" is an absolute property of f, A and B. 
Given a structure A, a theory Τ and a natural number n, it follows from 
І.З.Ь and the completeness theorem, that A is indiscernible in Τ by n-
tuples iff the following set is (syntactically) consistent: 
т и {ь ft b . ι χ,χ ' е л , χ ι« χ ' } ο {φ ( ь . . . ь ) ν * Φ ( В . . . . ь . ) ι к e ω, 
Λ Λ А. л, Α . Χ, 
к I k I k 
<x. x, >,<x' . . . , χ ^ in A s a t i s f y i n g the same q u a n t i f i e r f r e e formulas 
in А, ф ( х 1 , . . . , х к ) e ι _ τ } . 
(Here, for all x 6 A , b is an η-tuple <b „....b > of new constants.) 
А А у I A f Π 
As consistency is absolute, it follows that the property "A is indiscernible 
in Τ by η-tuples" is an absolute property of A, Τ and n. 
2.6.1 In the theorem of Ehrenfeucht and Mostowski a crucial r51e is 
played by Ramsey's theorem (see [Ra, 19291). This theorem, combinatorial in 
nature, has found a great number of applications far beyond its original 
purpose, especially in modeltheory. One may consult [Mo, 1968]. 
Let us introduce the following, widely used, notation: 
for a given set X and a natural number η, [χ] denotes the set of n-element 
subsets of X. 
Theorem (Ramsey, 1929)· Let т.пбш, η ^ 0 and m ¡¿ 0 be given and let X be 
an infinite set. Suppose [X] = C1 L C - U . . . U С . Then there exists an 
infinite subset Y of X and an i e {1 ,.. . , m } such that [Υ] Π £ С. . 
Proof See [Ra, 1929]. 
2.6.2 In our context, a different formulation of Ramsey's theorem will be 
useful. Given a linear ordening (X,<) and an η € ω , let X be the set of 
all strictly increasing η-tuples in X. 
Theorem Let Γη,η€ω, m f* 0 and η i 0, be given and let (X,<) be an infinite 
linear ordering. Suppose X = C. υ.,.υ С . Then there exists an infinite 
1 m 
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subset Y of X and an ί e{1, .. . ,m} such that Y ( m ) с С., 
2.7.1 We now formulate and prove the theorem of Ehrenfeucht and Mostowski 
Theorem (Ehrenfeucht, Mostowski, 1956). Let a linear ordering A = (A,<) 
be given and let Τ be a theory with an infinite model. Then A is indiscer­
nible in T. 
Proof See also [EM, 1956]. We apply 2.5.b with η = 1. 
Let X be a finite subset of A, let Δ be a finite set of formulas in L and 
let В be an infinite model of T. Let N be the smallest natural number к 
such that every formula of Δ has free variables among {x-,. ..,x.
 1 } . As Δ 
is arbitrary, we may assume that, if φ(χ. ,...,x. ) £ Δ and j . , . . ., j < N, 
1 m 
then φ (χ χ. ) € Δ. 
* 
V Jm 
Let < be an arbitrary ordering of B. Define an equivalence relation sa on 
B ( l^ as follows: 
•^•••• ^-^і·····^-^
 i f f 
<Ь
П
,...,Ь .> and <b',...,b' ,> satisfy the same formulas of Δ in 8. 
As Δ is finite, there are only finitely many equivalence classes. By 2.6.2 
there exists an infinite subset Y of В such that all strictly increasing 
N-tuples of Y are equivalent. 
Choose a subset {b 1 χ € X} of Y such that: 
( i ) i f χ sí x' , then b ?ί Ь , x x ' 
( i i ) Ь < b 1 i f f x < x l . 
χ x ' 
This set has also the following property: 
(iii) if <x
n
,...,x N .> and <x' x' .> are strictly increasing in X, 
then <b ,...,b > and <b ,b , > satisfy the same formulas 
x 0 XN-1 x 0 XN-1 
of Δ in 8. 
By the additional assumption about Δ, also the following condition is 
sat isf ied: 
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(¡η) if <x
n
, . . . ,x N_ 1> and <x' . . . ,x' > have the same ordertype in X, 
then <b ,...,b > and <b b , > satisfy the same formulas 
X 0 XN-1 X 0 XN-1 
of Δ in B. 
Now by induction one easily shows that for all k€{l,...,N} the following 
condition is satisfied: 
(iii) if <х
п
,...,х
ы
 .> and <x k, • • • > XM_I, > have the same ordertype in X, 
then <b ,...,b > and <b ,b , > satisfy the same formulas 
X 0 XN-k X 0 XN-k 
of Δ in 8. 
This finishes the proof of the theorem. 
2.7.2 Using the technique of Skolem functions, one obtains a more elaborate 
version of the previous theorem. 
Theorem (Ehrenfeucht, Mostowski, 1956) Let a linear ordering A = (A,<) be 
given and let Τ be a theory with an infinite model in a language L. Then L 
has a model 8 with the following properties: 
(i) IBI < maxdAI.ILI) 
(ii) A is indiscernible in В 
(iii) every automorphism of A can be extended to an automorphism of 8. 
Proof See also [EM, 1956]. Let Τ be the Skolem expansion of T. Then Τ 
also has an infinite model. By 2.7.1,A is indiscernible in Τ , say in С , 
where С is a Skolem expansion of a model С of T. Let H(A) be the Skolem 
hull of A in C* and let 8 = H(A). Then В -< С and hence В is a model of T. 
Obviously A is indiscernible in В and |B| < max(|A|,|LI). In order to show 
that condition (iii) is satisfied, let us remark that every automorphism 
of A is an elementary, partial monomorphism of С and hence, by 2.k.2, 
can be extended to an automorphism of 8. This proves (iii) and hence, the 
theorem. 
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2.7.3 Originally the aim of Ehrenfeucht and Mostowski was to prove the 
following statement, which they obtained as a corollary of 2.7.2. 
Corollary Let Τ be a theory with an infinite model. Then Τ has models with 
arbitrarily large groups of automorphisms. 
2.8.1 It may be instructive to illustrate the definitions and theorems, 
given above, by some examples and applications. 
We first mention some applications which are essentially due to Morley. 
Theorem (Morley, 1965) Let Τ be a theory in a countable language, which 
has an infinite model and let к be an infinite cardinal number. Then there 
exists a model A of Τ with the following properties: 
(i) IAI = к 
(i i) for all countable subsets X of A, only countably many members of 
S.(Th(A,x) _„) are realized ¡η (A,x)
 p).. 
Proof See also [Mo, 1965]. 
Let В be a model of the Skolem expansion Τ of Τ (where В is a model of T) 
such that (K,<) is indiscernible in В . 
(Here, < is the natural ordering of the ordinal numbers less than к). 
Let A = Н(к). We will show,that A meets the requirements. 
So let X be a countable subset of A. There exists a countable subset Y of к 
such that X с Η(Υ). 
For every a € A , there exists a term τ and elements ξ.,...,ξ of к such, that 
B* 
a = τ (ξ.,.,.,ξ ). (if a € X , then ξ^.,.,ξ can be chosen from Y.) 
Now suppose (ζ.,.,.,ξ ) and (η.,.,.,η ) have the same position with respect 
to Y (this means: for all i,j with 1 s i < j ΐ n, ξ. < ξ. iff η. < η. and 
.J ι J ι J 
for all i with 1 < i < n and all y É Y , ξ. < y iff η. < y ) , then 
В* 8* 
τ (ξ.,.,.,ζ ) and τ (ru,...,η ) realize the same type in Th(A,y) ρ
γ
 and 
hence the same type in Th(A,x) -„. As Y is a countable subset of a well 
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ordering, there are at most countably many finite sequences of elements of 
к, which all have different positions with respect to Y. Hence, only 
countably many different types in Th(A,x) _„ are realized in (A,x) ^ y. 
2.8.2 As a corollary of the previous theorem we have the following 
Theorem (Morley, 1965) If a theory Τ in a countable language is K-catego-
rical for some к > ^ n ' t'len ^ o r a'' models A of Τ and all countable subsets 
X of A, S.ÍThíA.x) çy) is countable. 
Proof See also [Mo, I965]· Suppose the conclusion does not hold. Then there 
exists a model A of Τ and a countable subset X of A such that in (Α,χ)
 ρ
„ 
uncountably many types in Th(A,x) _ are realized and |A| = к. This is in 
contradiction with the κ-categoricity of Τ and the conclusion of theorem 
2.8.1. 
2.8.3 As a consequence of 2.8.2 we show: 
Theorem (Ehrenfeucht, 1957 and Morley, 1965) If Τ is a theory ina countable 
language such that Τ is K-categorical for some к > H
n
, then Τ has an 
infinite set of indiscernibles. 
Proof Let A be a model of Τ such that (ω,<) is indiscernible in A. We will 
show that ω actually is a set of indiscernibles. Suppose this were not so. 
Then, by the indiscernibi 1 i ty of (u>,<) , there exists a natural number n, a 
formula φίχ.,.,.,χ ) and a permutation π of {1 n} such that 
А Н ф С к , к ] andAN-<i>[l< / .\ , ... ,к , , ], for all strictly ine rea s ing 
Ι η π \\ ) π \τ\) 
sequences (к.,...,к ) in ω. As every permutation of {!,...,n} is the product 
of 2-cycles of the form (i,i+l), for some i € {1,...,n-1}, we may suppose 
that π is of this form. 
Hence А И ф[к, к ] and А|=-ф[к 1,...,к. ..к ,k ], for all strictly 
ι η I I +1 1 ρ 
increasing sequences (k.,...,k ) in ω. 
^ i t -
Applying the compactness theorem, we obtain the following conclusion: 
there exists a model 8 of Τ and a sequence (b.,...,b _„) in В such that 
(?!,<) is indiscernible in В and for all pairs of rational numbers r and s 
with r < s, 
В N фСЬ, b.^.r.s.b. b
n
_ 2] and 
В t= •'ф[Ь1 Ь._1 ,s,r,b., . . . , b n _ 2 ] . 
Nov/ we show, that S. (ThiS.q.b. , . . . ,b _.) _.) is uncountable, contradicting 
the assumptions of the theorem and the conclusion of 2.8.2. 
For every real number, α let Σ be the following type in 
ν
Τ Η ( Β
' ^ 1 b
n
. 2) q e Q): 
Σ
α
 = {ф(Ь1 b.^.Xjj.r.b. b n_ 2) 1 reft, a < г} и 
и {-ф(Ь1 ,. . . ,Ь._1 .r.Xjj.b. Ь п_ 2) I ree, г < α}. 
It is obvious that, if α Φ a', then Ζ and Σ . are contradictory. It follows 
α α 
that S>(Th(B,q,b.,...,b _«) _. is uncountable. 
2.8.4 In order to comment on the history of theorem 2.8.3, we introduce 
some terminology. 
Given a complete theory Τ with only infinite models and given a cardinal 
number к, к > H
n
, we call Τ tc-stable, if for all models A of Τ and all sub­
sets X of A with 1X| < к, the cardinality of S.ÍThíA.x) р„) is at most к. 
(For information on this subject, see e.g. [Sh, 1971].) Morley (in [Mo, 
I965]) proved that a complete thi 
iff it is K-stable for all к *Н
П
· 
Let us return to 2.8.'t. Originally this theorem is due to Ehrenfeucht ([Eh, 
I957]), under the assumption that Τ is categorical in the power 2 for some 
κ > Μ
η
. Later, Morley (in [Mo, 1965]) was able to improve this theorem 
considerably. He proved: 
heory in a countable language isK.-stable 
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If Τ is a complete,Η .-stable theory ¡n a countable language and к is an 
uncountable, regular cardinal number, then for all models A of Τ and sub­
sets X and Y of A such that X £ Y and |X| < к < |Y|, there exists a set Ζ 
such that Ζ £ Y , к < |Z| and Ζ is an indiscernible set in (A,x) _„. 
Finally, Shelah (in [Sh, 1971]) proved the same conclusion, only assuming 
that Τ is K-stable for some к. 
The proofs of those theorems use techniques that fall outside the scope of 
this exposition. 
2.9-1 Let us conclude chapter 2, by giving three examples of structures A 
and theories Τ such that A is indiscernible in T. 
For the first example, let Τ be the theory of linear orderings in which 
every element has an immediate successor and an immediate predecessor. 
Then (Q,<) is indiscernible in T. Indeed, (Q,<) is indiscernible in the 
following model of T: ( Q χ Z , < ) , where < is the lexicographical ordering of 
С χ 2. The indiscernibi 1 ity of (Q,<) is established by the subset 
{ (q,0) I q € il} of В. The proof of this fact i s an easy appi i cat ion of 2.5-3. 
2.9-2 If Τ is the theory of di visible, tors¡on free, Abelian groups, then 
Τ has an infinite set of indiscernibles. In order to show this, let us 
remark, that any such group can be considered as a vectorspace over Q. It 
follows, that Τ is κ-categorical for all к >ì\
 n and hence, by 2.8.3, Τ has 
an infinite set of indiscernibles. Indeed, every uncountable subset of a 
divisible, torsion free,Abelian group contains an uncountable subset of 
elements, which are linearly independent over Q and hence, by 2.5.3, form 
an indiscernible set. 
2.9.З The last example has been used by Julia Knight in a different context 
(see [Kn, I978]). We describe a theory Τ in a language with two unary 
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relation symbols A and В and two binary relation symbols < and E. The 
axioms of Τ express the following: 
(i) < is a dense linear ordering of A 
(i i) В is infini te 
i) for all x 6 A , there exists exactly one y £ B such that E(x,y) 
v) for all у б В , {x|E(x,y)} isa dense subset of A. 
Then Τ has an infinite set of indiscernibles. We show this by constructing 
an appropriate model of T. Let (A ) ρ be a decomposition of ζ into coun-
tably many dense sets. 
Let В = (QÛ N , A 8 , B 8 , < 8 , E B ) , where A 8 = ft, Β 8 = Ν , < 8 is the natural 
ordering of ft and E (г,m) iff r € A . According to a theorem of Skolem 
([Sk, 1920]), every permutation of Mean be extended to an automorphism of 
B. So, N is a set of indiscernibles in B, by 2.5.3. 
This example is interesting, because it shows that the automorphism group 
of the set of indiscernibles (in this case the permutât iongroup of N ) 
need not be embeddable in the automorphism group of the whole structure 
as a group (8 does not have an automorphism of order 2, whereas N does have 
an automorphism). We return to this point later. 
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3. LOCALLY ORDERABLE STRUCTURES AND EXTENSIONS OF AUTOMORPHISMS 
3.0 This chapter is concerned with attempts to generalize 2.7.1 and 2.7.2. 
It contains a characterization of those structures A that are indiscernible 
in every theory. By a counterexample it is shown that 2.7.2 cannot be 
generalized to arbitrary structures. The results of section 3-3 have 
been published already (see [Br, 1979]). 
3.1.1 Let Δ be a set of formulas in a language L with free variables χ and 
y. Let A be a structure for L and let X be a subset of A. 
A 2 X is called A-orderable if for some ф(х,у) in Δ, φ η X linearly orders Χ. 
A is called locally A-orderable, if every finite subset of A is A-orderable. 
From now on we will assume that Δ is closed under л, ν and -·. 
3.1.2 Lemma Let A be a structure for the language of Δ and let X be a 
finite subset of A. Then X is A-orderable iff there exists an ordering < of 
X such that for all χ,γ,υ,ν, if χ < у and u < ν, then <x,y> and <v,u> do 
not satisfy the same formulas of Δ. 
Proof The "only if"-part is obvious. So let < be an ordering of X with 
the properties described. 
Let X1 = {(a.b) I (a,b) E X
2
, a < b} and X 2 = {(a,b) I (a,b) E X
2
, b < a}. For 
every <x,y>€X, and <u,v>eX- let φ be a formula of Δ such that 
' ' 1 2 Txyuv 
A h φ [χ,y] and A h-ιφ [u,v]. Let ф(х,у) Ξ w ' /Χκ φ T
xyuv " rxyuv ' Υ " w _„ ζ''4 _„ vxyuv 
' ' <x,y>£X1 <u,v>eX„ ' 
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11 is obvious that for a,b€X, A N ф[а,Ь] iff (a,b) С X. . This proves the 
1emma. 
3.1.3 Lemma A is locally A-orderable iff there exists a linear ordering < 
on A such that for all к € ы and <a.,...,a, .> and <ai,. . . ,a! .> in A , if 
<a
n
,...,a, _-> and <a',...,a!_.> satisfy the same formulas of Δ, then they 
have the same order type in (A,<). 
Proof The "if"-part immediately follows from the previous lemma. So, let A 
be locally A-orderable. Now, let {P , I a,b€A} be propos itional variables. 
Consider the following set of propositions: 
{ - Ρ І а е А І и С Р . л Р , -»-Ρ l a , Ь , с е А} и 
аа ab bc ас 
L
'
 { Р
аЬ
 Р
Ьа '
 а
'
Ь
€
А
·
 а
^
Ь } и
 ^ а Ь " ^
 P
cd ' a . b . c . d e A . 
<a,b> and <c,d> satisfy the same formulas of Δ}. 
By the compactness theorem and the fact that A is locally A-orderable, we 
may conclude that this set is satisfiable. It is easy to see that the 
ordering on A defined by this set, satisfies the conclusion of the lemma. 
3.1.^ Theorem Let a structure A be given. Then the following statements 
are equivalent: 
(i) for all theories Τ (not necessarily for the same language as A) 
which have an infinite model, there exists an η 6 ω such that A is 
indiscernible in Τ by n-tuples 
(ii) for all theories Τ (not necessarily for the same language as A ) , 
which have an infinite model, A is indiscernible in Τ 
(i i i) A is locally ñ-orderable, where Δ is the set of all quantifier free 
formulas with free variables x,y. 
Proof (ii) •* (i) This implication is trivial. 
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(i) •* (¡ii) Let Τ be the complete theory of (φ,<) . 
There exist an η € ω and a model 8 of Τ such that A is indiscernible in В by 
η-tuples. Let -^ be the lexicographical ordering on U Β , which is defined 
В - η
 η ε ω 
by < and let {b I a e A} be the subset of В which establishes the indis-
cernibility of A in B. Define an ordering <. on A as follows: a <. a' iff 
Ь <^ b . . If k£io and <a„,...,a, ,> and <ai,...,a1l ,> satisfy the same a * a' 0 k-l 0 k-1 ' 
quantifier free formulas, then b b ... b and b , b , ... b , sa-
a0 a1 _ ak-1 _ a0 a1 ak-l 
tisfy the same formulas in В and hence, <b b > and <b b , > 
a 0 ak-l a 0 ak-1 
have the same order type. It follows that o . , . . . ,a. _-> and <a«,...,a¿ .> 
have the same order type in (A,<.). By lemma 3.1.3, A is locally A-orderable, 
where Δ is the set of quantifier free formulas with free variables x,y. 
(iii) ->• (ii) Let < be an ordering on A with the properties described in 
lemma 3.1.3- By the theorem of Ehrenfeucht and Mostowski, (A,<) is indiscer­
nible in every theory. By lemma 3.1.3, it follows that A is indiscernible in 
every theory. 
The proof of the theorem is finished. 
3.1.5 Given a locally A-orderable structure A we look for conditions, under 
which the following hold: 
every structure B, with Β Ξ A, is locally A-orderable. 
Let Δ be a set of formulas (with free variables x,y and closed under л, ν, 
and-·) and let A be a structure. 
A A-n-type of Th(A) is a set of formulas of the form φ(χ.,χ.) with 
φ(χ,γ)€Δ and i,j < n, which is consistent with Th(A) . A A-type of Th(A) 
is a Δ-η-type of Th(A) for some n. 
3.1.6 Propos i t ion Suppose A is locally A-orderable and all Δ-types of 
Th(A) are realized in A, then every structure B, with Β Ξ A is locally Δ-
orderable. 
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Proof Let В be a structure such that Β Ξ A and let X be a finite subset 
of B. Suppose X = {a.,...,a } and suppose that X is not û-orderable. 
Let ρ be the following Δ-type: 
{- 0. (x, , · • . ,xJ Ι φ Ε Δ } , where 
φ I η 
<>,<*,.••·.*„> - = ^ [ 1 ^ І < П
Ф
Ч ( І ) ' \ ( І ) ) Λ ^,^^ω^ω" 
η
 J J 
(ö,(x1,...,x ) says "{x, x } is orderable by ф") . 
φ Ι η Ι Π 
Then ρ is realized by О.,...,a >, hence ρ is realized in A, say by 
<a.,...,a >. But then {a.,...,a } is not A-orderable. This is a contradic-
t ion. 
3.1.7 Corollary Suppose A is locally A-orderable and Δ has only finitely 
many inequivalent formulas, then every structure B, with Β Ξ A, is locally 
A-orderable. 
3.1.8 Propos i t¡on Given a theory T, then the following statements are equi-
valent : 
(i) every model of Τ is locally A-orderable 
(ii) for all η € ω , there exists a finite subset Σ of Δ such that for 
' η 
all models A of Τ and all subsets X of A with η elements, X is 
Σ -orderable. 
η 
Proof (ii) -* (i) This implication immediately follows from the definition. 
(i) -* (¡i) Suppose the conclusion fails. Then for some n £ u , the following 
holds: for all finite subsets Σ of Δ, there exists a model A of Τ and a 
subset X of A with η elements, such that X is not Σ - ο ^ β Γ β Μ ε . 
By the compactness theorem, there exist a model A of Τ and a subset X of 
A with η elements, such that X is not A-orderable. This is a contradiction. 
З.1.9 In this and the next section we concentrate on the following problem: 
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if all models of Τ are locally A-orderable, is it true that all models of 
Τ are A-orderable? 
Theorem Let Τ be a complete theory with a model, which is locally Δ-order-
able, and suppose Δ has only finitely many formulas. Then every model of Τ 
is Д-огаегаЫе. 
Proof As Τ is complete, it is sufficient to prove that the model of Τ which 
is locally n-orderable, actually is A-orderable. So let A be this model and 
let Δ = {φ-, . . . ,φ. _ . } . Let f : S (A) ->- Δ be a mapping such that for all X 
in S (A), f(X) linearly orders X. Then for some i<k, f ({φ.}) is cofinal 
ω ι 
with S (A) (i.e. for all X e S (A) there exists an Y E S (A) such that X с γ 
ω ω ω — 
and f(Y) = φ . ) . This immediately follows from the finiteness of Δ. 
So let f ({φ. }) be cofinal with S (A). This implies, that for all finite 
Ό
 ω 
X с A, there exists a finite Y => X such that φ. linearly orders Y. Hence 
Ό 
φ. linearly orders A. 
Ό 
3.1.10 Theorem There exists a complete theory Τ in a language L, such that 
every model of Τ is locally A-orderable, but not A-orderable, where Δ is 
the set of all quantifier free formulas with free variables x,y. 
Proof For η£ω, n> 3,let L = {R
 1 (R n,...,R 7 , }, where the R . 
η n,-l n,0 n,n¿-3n η,j 
are binary relation symbols. 
Define a finite structure A for L as follows: 
η η 
A
n
 = {0 n-1}, 
A
n 
R , = {<1,0>,<2,1>F<3>2>,...,<n-1,n-2>,<0,n-1>}, 
η,
 _
 I 
A
n 
R
n
 = {<0,1>,<1,2>,<2,3> <n-2,n-1>,<n-1,0>}. 
2 
Let {a. , . . . ,a ? -, У = {<i ,i> I 2 < I i-j I s n-2} η A . 
ι η -jn η 
, A 
Then for i €{1 ,.. .,n -3n}, R . = {a.}. 
η, ι I 
Before we proceed, we state two facts about A : 
r
 η 
-32-
(¡) A is not orderable by a quantifier free formula of L . 
(ii) For all i £ n , A \{î} is orderable by a quantifier free formula of 
L . 
η 
For a proof of (i) it is sufficient to remark that the pairs 
<0,1>,<1,2>,...,<n-2,n-1>,<n-1)0> all satisfy the same quantifier free 
formulas of L . 
η 
In order to show (ii) let us write: 
b 0 " , + 1 · b1 - ί + 2 bn-i-2 - "-'· bn-i-l - 0 " - - ' b n - 2 = i - 1 · 
Then theordering defined by b
n
< b 1 < . . . < b . satisfiesthe asumptions of 
lemma 3.1.2 and, hence A \{i} is orderable by a quantifier free formula 
of L . 
η 
Now, l e t L = U L u { R - Ι π Ε ω , n > 3 } , where R _ is a b i n a r y r e l a t ion 
n>3 П,~ Π'" 
symbol. 
Let f : N •*• A be defined by: f (к) = the unique m € η such that к = m 
η η η 
(mod π) . 
Define a structure A for L as follows: 
A = N, 
for all η £ ω , n > 3 , R __(p,q) iff f (ρ) = f (q) and p < q (here < is the 
natural ordering of Ν ) , 
2 
and for all k, with - 1 < k < n -3n, 
Ri,k ( p' q ) ,ff RÍV fn ( p ,' fn Í 4 , )· 
It is easy to see that for all η ε ω , n > 3 , and {a. a } £ IN, {η.,.,.,Β } 
is orderable by a quantifier free formula of L ., и {R , „}. This 
' ^ n+1 n+1 ,-2 
language has only finitely many inequivalent quantifier free formulas with 
variables χ and y, so by proposition 3.1.8, every structure B, with 8 = A, 
is locally A-orderable, where Δ is the set of quantifier free formulas of L 
with free variables χ and y. 
- з з -
Suppose that there exists a quantifier free formula ф(х,у), which linearly 
orders A. Suppose, moreover, that in φ only relation symbols R . occur with 
n< N. 
Consider the set {0, . . . ,N1-1}. 
It is easy to see that for all n, with n < N , and all p€ N, R , (ρ,ρΗ) iff 
к = 0, R A , (ρ+Ι,ρ) iff к = -1 and moreover, R A , (Ο,ΝΙ-Ι) iff к = -1 and 
Π j Κ Π f К 
R A
 k(N!-1,0) iff к = 0. 
It follows that the following pairs all satisfy the same quantifier free 
2 
formulas o f { R , | η < Ν , - 2 < k < n -3n}: 
<ο(ι>,<ι,2> <N:-2,N:-I>,<N!-I,O>. 
From this we conclude that the set {0,1 ,.. . ,N 1-1} is not orderable by a 
quantifier free formula, in which only R , occur with n < N . This proves the 
theorem. 
We would like to close this section with an open question. 
Quest ion Suppose Τ has a countable, saturated model, which is locally Δ-
orderable, is every model of Τ A-orderable? 
(Here Δ is an arbitrary set of formulas with free variables x,y, which is 
closed under ,л a n d — ) . 
3.2.1 When we compare the theorem of Ehrenfeucht and Mostowski (2.7.1) and 
Shelah's theorem (mentioned in 2.8.Ό, then we see that the first one has 
a global character and the second one a local character. The first theorem 
is concerned with the class of models of a theory and in the second theorem 
the attention is focussed on a fixed model or even a fixed subset of a 
model. Shelah only considers uncountable sets and models of theories, which 
are K-stable for some κ. Of course, we cannot hope to prove something 
similar, if either of these assumptions is dropped. 
We prove a "local theorem", which is combinatorial in nature and in which 
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we focus our attention on infinite sets, rather than only on uncountable 
sets. 
The theorem is based upon a result of Erdös and Rado (See [ER, 1950]). We 
state this result without proof. The formulation is chosen such, that it 
suits our purposes. 
Theorem Let (X,<) be an infinite linear ordering, let η be a natural number 
and let E be an equivalence relation on X . Then there exists a k < n and a 
sequence i = (ί
η
>···.ι\_ι). such that i f . < i 1 < . . . < i , _ . < n , and an infini te 
subset Y of X such that for all strictly increasing η-tuples a and b in Y, 
E(a,b) iff a i i = b / i (for к = 0, i is the empty sequence). 
3.2.2 Let us call a sequence χ one-to-one, if for all i < j < л(х) , χ. ^ χ.. 
Theorem Let A be a structure, let X be an infinite subset of A and let η 
be a natural number. Then there exist an infinite subset Y of X, a linear 
ordering < o f Y and a sequence i = ( i «,..., i. . ) , with í n < i . <...< i, ^ п , 
such that the following hold: 
(i) for all strictly increasing sequences a and b in Y of length n, a 
and b satisfy the same type in A iff al i = Ь i i 
(ii) all strictly increasing sequences a and b in Y of length n-k 
satisfy the same type in A 
(iii) for all one-to-one sequences a and b in Y of length n, if 
|{i I a. Φ Ь Л І > η-k, then a and b do not satisfy the same type in A. 
Proof Let < be an arbitrary ordering of X. Apply theorem 3.2.1. So, there 
exists an infinite subset Y. of X and a sequence T, such that for all 
sequences a and b in Y
n
 which are strictly increasing and have length n, 
a and b satisfy the same type in A iff a f i = b i i. 
Let G = {( i ,J) I i and j are one-to-one, l{T) = a(J) , rng i, rng j £ 
{0, ...,2n-1}}and define 
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f : [Y 0] ' υ [ Υ 0 ]
2
 и...и [ Υ 0 ]
2 η
 - S(G) as follows: 
if α = {x_ x ,} with x
n
 <...< χ . and m < 2 n , then 
U m-ι U m-ι 
f (α) = {(Τ,Τ) I (Ï,J) EG, 4(ϊ) = ¿(J) =s,<x. ,...,х. > and <х ,χ. > 
Ό s-1 J0 -ч-і 
satisfy the same type in A}. 
Now apply 2n times Ramsey's theorem. There exists an infinite subset Y of 
Y 0 such that for all r<2n, f is constant on [ Y ]
r
. 
Obviously Y satisfies conclusion (i) of the theorem. Moreover Y has also 
the following property: if c, d, a and b are sequences in Y of the same 
length £ n, and a b and с d have the same ordertype in (Y,<) and a and Ь 
satisfy the same type in A, then с and d satisfy the same type in A. 
Let us now prove (ii) and (iii). In order to do this, let us introduce the 
following notion. If (C,<) is a linearly ordered set and r a natural number, 
then a sequence с in С is r-spreaded if the following holds: 
if £(с) = 1, then there are z_,...,z . and y
n
,...,y ., such that 
z
o *·•·* V i ^ o ^ o <···< yr-l: 
if я(с) > 1, then for all i < j < л(с), there are x-,...,x _., y0,...,y _. 
and ζ.,.,.,ζ , such that either 0 r-1 
x 0 < . . . < x r _ 1 < c . < y 0 < . . . < Vr^<c.<z0 < . . . < zr_v or 
x 0 < . . . < X p . ^ c , = ο . < ζ 0 < . . . < zr_v or 
x n < . . . < x 1 < c . < y n < . . . < y 1 < c . < z A < . . . < z , . 0 r-1 j ' 0 ' r - 1 ι 0 r-1 
Now, let a and b be strictly increasing n-k-tuples, such that 
a 0 < b 0 < a 1 < b 1 <...< a_ ,. , < Ь , , < b , , and a b is k-spreaded. Then a and b n-k-1 n-k-1 r 
can be extended to sequences с and d respectively such that с Γ i = d / i 
and с and d are strictly increasing. It follows that a and b satisfy the 
same type. Now, let a ,...,a be a sequence of strictly increasing n-k-
tuples, such that for all i <πι-1, a and a are k-spreaded, 
i i + 1 i i + 1 . 0 m-1
 T, , ... , - i a.<a- <...<a , , < a , . a n d a , , < а
л
 . T h e n f o r a l l ι < m-1 . a 0 0 n-k-1 n-k-1 n-k-1 0 ' 
and a satisfy the same type and, hence, a and a satisfy the same 
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type. Let a and b be arbitrary, strictly increasing n-k-tuples. Let с be a 
strictly increasing n-k-tuple such that either с , . < a. and с , , < Ь-, 
'
 3 r
 n-k-1 0 n-k-1 0 
or a , , < c. and b . , < c
n
. In any case, a and с satisfy the same type 
n-k-1 0 n-k-1 0 ' ' r 
and b and с satisfy the same type. Hence, a and b satisfy the same type. 
So (i i) is proved. 
In order to show (iii), let a and b be one-to-one η-tuples which satisfy 
the same type. We may assume that a b is 1-spreaded. Let a be an n-tuple 
in Y such that the following holds: 
(i) if a. ^ b., then а. И a. 
ι ι ι ι 
(i i) a* > a. 
(iii) if χ € rng а и rng b is such that x > a . , then x > a . . 
Then a i s a one-to-one η-tuple and a b has the same ordertype in (Y,<) 
as a b. Hence a and b satisfy the same type in A. It follows that a and a 
satisfy the same type in A. By the particular choice of a there exists a 
- -$ - -Φ 
permutation π such that т\а and тга are strictly increasing. As πβ and ira 
satisfy the same type in A, we have that -na ) i = эта I i, Hence 
|{i I тга. = -na*.} I > к and so |{ i la. = a*} I > k. 
I I I I 
It follows that l{i I a. = b.}| > к and, hence, |{i I aj ¿ Ь Л І < п-к. This 
proves (iii). 
Some more information on how i can look like, is formulated in the fol­
lowing theorem. 
3.2.3 Theorem Let A be a structure, X an infinite subset of A, < a linear 
ordering of X and let η be a natural number. Then there are an infinite 
subset Y of X, a natural number m, with η < m s 2n-3 m· n = m and numbers г, s, 
with r,s<m, such that for all strictly increasing sequences a and b in Y 
of length m, a and b satisfy the same type iff for all j with r < j and 
i < m-1 , a . = b .. 
J
 J J 
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Proof If π = 1 of η = 2, then any sequence i as described in theorem 3.2.2 
has this form. So let π > 3-
Apply n-2 times theorem 3.2.1. So,there exist an infinite subset Y of X and 
sequences i , i ,...,i such that for all к with η s к< 2n-2 and all 
strictly increasing sequences a and b in Y of length k, a and b satisfy the 
same type iff a I i = b Г i . 
_ -. — η -гп+1 — 2η-2 , .. -гк^_к . — к/.ч .,, 
Define sequences j ,j ,...,J as follows: j t 2 and j (\i = 0 iff 
ι Í rng ι . 
Now, if a and b have length k+1 and satisfy the same type, then all corres­
ponding subsequences of length к satisfy the same type. It follows, that for 
all к with n < k < 2 n - 2 , ifl k(i) = 1, t h e n l ^ i i ) = 7 k + 1 ( i + l) = 1. Hence, 
— к if j is not the sequence <0,...,0>, we have: 
liili < k + 1 , l k + 1 ( i ) = 0}| < К i I ¡<k, 7 k(i) = 0}|. 
Now, if |{ i I ¡ < n , 7 n ( ¡ ) = 0}ie{n-l,n}, then let m = n, 
r = max {i I for all i < i, j (i ) = 0} and 
s = max U I for all i >m-s-l, j (i ) = 0 } . 
So, suppose К i I i < η , j (i) = 0}I < n-2, then there are two cases: 
a) j is the sequence <1,1,...,1>. Then let m = 2n-3, r = 0 and s = 0 
b) there exists а к such that η < k< 2n-3 and K i I ¡ < k , 7 ( 0 = 0}I = 
l{i I i<k+l, j (i) = 0}|. This is possibleonly, if for some 1 and 1 
we have: j (i) = 1 iff К < i < ]-. In this case let m = к, r = 1. and 
s = k-l 2-l. 
In all cases we have: if a and b have length m, then i and b satisfy the 
same type iff for all i with r^i and i < m-s-1, a. = b.. 
This proves the theorem. 
3.2.Ί Remark 1 If we drop the bound on m in the conclusion of the theorem, 
we can get the following: 
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for all strictly increasing sequences a and b in Y of length 
Φ - -
m ^ m, a and b satisfy the same type iff for all j with r < j 
and j < m -s-1, a. = b.. J
 J J 
The proof of this is a slight modification of the proof of the theorem. 
— k 
Instead of considering sequences i , only for η s к ί 2η-2, consider 
—к 
sequences i , for all к s η. Then m will be such that 
|{i I i < m, j (i) = 0}| is minima I. 
Remark 2 Baumgartner generalized the result of Erdös and Rado, mentioned 
in 3.2.1, to higher cardinalities (see [Ba, 1975]). Our theorem 3.2.3 and 
remark 1 generalizes a remark of his concerning the applicability in model 
theory. 
Remark 3 We may adjust the proof of theorem 3.2.3 and of remark 1 such, 
that the subset Y also satisfies conditions similar to (ii) and (iii) of 
theorem 3.2.2. 
3.3.1 We now turn our attention to theorem 2.7.2 and we investigate the 
following statement: 
(*) Let A be an infinite structure and let Τ be a theory for a language L, 
such that A is indiscernible in T. Then there exists a model В of Τ 
with the following properties: 
(i) IBI < m a x ( I A U U ) 
(ii) A is indiscernible in 8 
(iii) every automorphism of A can be extended to an automorphism of E 
Shelah (in [Sh, 1978]) calls a structure A absolutely indiscernible in A, 
if the conditions (ii) and (iii) are satisfied. Obviously, (*) can be 
proved if Τ has Skolem functions. If Τ does not have Skolem functions, an 
attempt to prove (*) would be the following. Let 8 be a model of Τ such 
that A is indiscernible in B. For every automorphism f of A and every 
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element Ь of В, consider the following type Σ, of Th(8,a) : 
{φ(χ
ί
,ί(3 1),...,ί(3 η)) t Ф(Ь >а 1 a n) Ι ф(х 0 x n) € L, 
(a. a ) € A }. Here xf is a free variable. 
If there exists a model (C(a) _. of Th(B,a) _. in which all types Σ,, where 
f is an automorphism of A, are realized and which has cardinality at most 
max(IA|,|LI), then we may continue and produce a model 8 with the required 
propert ies. 
It follows, that (*) can be proved, if we assume that Τ is complete and 
|A|-stable or if we weaken condition (iii) to: 
(iii) 1 given a fixed set E of automorphisms of A such that IE I < IA|, 
then δ can be found such that every element of E can be extended 
to an automorphism of 8. 
Let us mention the strongest theorem, which is known, in the case that A 
is a set without relations, functions and constants. 
Theorem If A is an infinite set and Τ is a complete theory which is y-stable 
for some μ with μ < |A|. Then there exists a model 8 of Τ such that A is 
absolutely indiscernible in 8 and |B| = |A|. 
This theorem is formulated and proved by Shelah (see [Sh, 1978]). 
In view of Shelah's theorem mentioned in 2.8.'t, the following cases are to 
be investigated: 
(i) |AI < minÍK I Τ is x-stable} 
(i i) Τ is unstable. 
We will show that in case (ii) the answer is generally not positive. 
3.3.2 In this section we show that we cannot prove (*), by introducing 
Skolem functions. It is possible that a structure A is indiscernible in a 
* 
theory T, but not in its Skolemization Τ . (Anapol i taños shows that the 
converse is possible, too: there exists a theory Τ such that for all A, if 
-Ίο-
A is indiscernible in T, then A is indiscernible in Τ . One might consult 
[An, 1978].) 
Theorem (J. Wierzejewski) There exists a complete theory Τ in a language L 
such that Τ is κ-categorical, for all к > H
n
, but for which there exists a 
formula ф(х,у) of L such that for all models A of Τ , φ is connected and 
antisymmetric over A . (See 2 . O for notations; φ is connected over A 
means: f or all a. ,a- in A , either A |= ф[а.,а2] or Α Η ф[а-,а.]; φ is anti-
symmetric over A, means: -φ is connected over A . In general we call a 
relation R(x
n
,...,x _.) connected and antisymmetric over a set A, if for all 
(a. a ) £ A , there are permutations π and ρ in S such that 
R(a ι-* a / , •, ) and -»«(а /-ч,...,а / ,
λ
) . Such a relation is said to 
тг(0) ττ(η-Ι)' ρ(0) p(n-l) 
satisfy Ehrenfeucht's conditions ([Eh, 1957]). It played an important rôle 
in his proof of the theorem mentioned in 2.8.3.) 
As a consequence (using 2.8.3) Τ has an infinite set of indiscernibles, but 
Τ does not have such a set. 
Proof Τ will be the complete theory of the structure described below. 
A = <ωυ (ω 2\ {(η,η) Ι η £ ω}) υ [ω] 2, RA( ), ΡΑ(.,.,.)>, 
where 
д 
R (χ,у,ζ) iff χ € ω , y£(i), χ ¿ у and 
either ζ = <x,y> or ζ = <y,z> or ζ = {χ,у}. 
Ρ (χ,у,ζ) iff R (χ,y,ζ) and ζ = <x,y>. 
Claim 1 Τ is κ-categorical, for all κ > Η
η
. 
Indeed, let Β ι A. 
Define B1 = {b 1 be В, В h 3y,z R(x,y ,z) [b]} , 
в 2 = {ь ι ьев, В h 3y, ζ (Ρ (у, ζ, χ) ν Ρ (ζ, у, ζ)) [b]}, 
and В = Β \ (Β1 и В 2). 
It is easy to see, that В is isomorphic with the structure 
-1)1-
? 2 В1 В1 В1 В1 
В = < B u ( B | \ { ( b , b ) l b e B 1 } ) u [ B 1 ] , R ,Р '>, where R and Ρ are 
A A defined similarly to R and Ρ . 
The claim now follows easily. 
* r>* 
Claim 2 There exists a formula ф(х,у) of L such that for all models 8 
* 
of Τ , φ i s connected and antisymmetric over B. 
* It is surely enough to show that there exists a formula ф(х,у) in L such 
that for all Skolem expansions A , φ is connected and antisymmetric over A . 
Let A be any Skolem expansion of A. 
Let ф.(х,у) be a formula expressing: 
2 
"x ^ y , ye [ω] and if y= { u , v } , then x = <u,v> or x = <v,u>". 
It is easy to write down a formal definition of φ.. 
Let φ (χ,у) be a formula expressing: 
" х е ш , у e ω, x ^ y and f. ({xpy}) = <x,y>". 
It is clear, that φ is connected and antisymmetric over ω. 
Next, we define the formulas φ -(χ,у) and φ -(χ,у). It is easier to write 
ω [ω] 
down their formal definitions. Their intuitive meaning will then be clear. 
φ
 0 ( x , y ) = 3 u , v , s , t [ P ( u , v , x ) A P ( s , t , y ) A ( ( u ? i s - > $ ( u , s ) ) v 
ω 
ν (u = S Λ V J« t -» φ ( v , t ) ) ) ] . 
ω 
Φ
 2 ( x . y ) - Φ 2 ( f t ( χ ) . ί φ ( γ ) ) · 
Lù)J ω υ υ 
I t is c l e a r , t h a t φ and φ , are connected and a n t i s y m m e t r i c over 
, ω
 2 [ω] 
ω \ { ( n , n ) | n e D } a n d [ u ] r e s p e c t ! v e l y . 
2 2 * 
As ω,ω \{(n,n) | n e u } and [ω] are definable in A , one easily constructs 
a formula in L which is connected and antisymmetric over A . This formula 
works for all Skolem expansions A of A. This proves Claim 2 and, hence, 
the theorem is proved. 
This theorem vindicates footnote 1 in [Br, 1979]-
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3.3.3 Theorem There exists a theory Τ with the following properties: 
(!) Τ has an infinite set of indiscernibles 
(ii) for all cardinal numbers к - Π
η
 and all sets Y of cardinality к 
and all models В of T, such that Y is indiscernible in 8 and В has 
cardinality к, the set of permutations of Y that cannot be extended 
to an automorphism of B, has cardinality 2 . 
Proof In the proof we will use the following notations: 
If a,b are rational numbers such that a < b , then (a,b) is the set of 
rational numbers г such that a < r < b . 
For every rational number a, [a] denotes the greatest integer k such that 
k< a. 
Let tí be the set of rational numbers r such that r > 0 and r ¿ N. 
Finally, a mapping π : X -» X is a finite permutation of X, if it is one-to-
one, onto and for all but finitely many xc Χ, π(χ) = χ. 
To shorten the notation, we will use the λ-notation to denote functions. 
The symbol f is used to denote the restriction of relations and functions. 
Now, the required theory will be the complete theory of the structure A, 
described below. 
Let Ρ be the set of all finite permutations of N. 
Let {Ε Ι π e Ρ} be a collection of subsets of (0,1) such that the following 
three conditions are satisfied: 
(i) for all TTCLP, E is dense in (0,1) 
π 
(ii) for all π , π ' ε Ρ , if π ¿ir' , then Ε η E , = 0 
(iii) U Е^ = (0,1). 
ïïeP " 
For m.kc W, define the set E, as follows: 
E. = {x+m Ι χ e (0,1) and for some π с Α, χ e E and π (m) = k} 
Define for k£ Ν , E k = U E™. 
гтк Ν 
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The collection {E, I к e Ν} has the following properties: 
1) x c E , iff x e Q and π([χ]) = к for the unique π ε Ρ such that 
x-[x]с E 
π 
2) U E, = il* 
keN 
3) if к Φ к', then Е
к
г, E k l = 0. 
Indeed, 2) and 3) immediately follow from 1) and 1) follows from the 
definition of E, and from the observation, that xe E, iff (x-[x]) + [x] € E, 
We are now going to describe the structure A. 
The language of A, L, has only one binary relationsymbol, <, and one binary 
functionsymbol, g. 
* * 
Let N be a copy of N, disjoint from N. Denote the elements of N by 
η , for η с N. 
* * A A 
Now, A = <(1 υ Ν ι N , g ,< > , where 
Λ * * 
x < y iff either x c Q . y ^ Q and χ is smal 1er than y in the natural 
* * * 
ordering of % , or χ (. N , y e N and χ is smaller than y in the natural 
ordering of Ν , and 
A * * 
g (хіУ) = ζ iff either xe N , y e C , zc N and y+n e E for the unique η 
* * * * * 
such that χ = η , or χ i N and ζ = 0 , or y i Q and ζ = 0 . From the 
д 
properties 2) and 3), stated above, it follows that g ¡ s a properly 
defined function. 
Beforewe prove that Th(A) satisfies all conclusions of the theorem, we 
note some facts about A. 
* 
k) С is definable by the formula 
Зу(х<у) л Vy(x<y -» 3z(x<z л z < y ) ) . 
Denote this formula by ç ^ (x). 
. * 
5) N is definable by the formula 
-.ф
 +
(x) л 3 y ( x < y ) . Denote this formula by φ
 +
(χ) . 
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6) N ¡s definable by the formula - ,Ф
г
л(х) л-ιφ ^(x). 
Denote this formula by φ
Ν
( χ ) . 
* * A, 
7) For all у e ft the function \xс N g (χ,y) is a one-to-one function of 
W into N. This function is onto iff ye (0,1). 
Indeed, let y e С and let π be the unique element of Ρ such that y-[y] e E . 
A * 
Then for all ne M , g (η ,y) = π([γ]+η). This is immediately proved from 
the definition of g and from fact 1). Now, fact 7) follows easily. 
8) (0,1) is definable. This fact follows immediately from the previously 
stated facts. Let us denote the formula, which defines (0,1) by 
Φ ( 0 ι 1 ) ( χ ) . 
We now will show, that A has an infinite set of indiscernibles. We use 
proposition 2.5.3 and prove, that every finite permutation of N can be 
extended to an automorphism of A. This proves that M i s a set of indis­
cernibles in A. 
Let a : N -» N be a finite permutation. By a theorem of Skolem (in [Sk, 
I92O]), there exists a mapping σ : (0,1) -> (0,1) with the following 
properti es : 
σ is one-to-one, onto, orderpreserving and for all π e Ρ, σ(Ε ) = Ε (σ i s 
f i η i te, so all π e Ρ, σπ e Ρ) . 
Define F : A -» A as follows: 
Γ σ(χ) if χ e M 
F(x) = / χ if xe N 
_ * 
. σ(χ-[χ]) + [χ] if xc Q. . 
Remark, that F satisfies the following conditions: 
for all у с m* and ne ti , F (у) с ft*, F(y+n) = F(y)+n, F (y-[y]) = F (y)-[y] 
and [y] = [F(y)]. 
We prove that F is an automorphism of Α. 
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д 
It ¡s easy to see, that F ¡s one-to-one, onto and preserves < . 
. * * * * 
As F(iN) = IN, F t ti = id * and FÍQ ) = ft , we have that, whenever χ t! N 
or y ¿ Q * and gA(x,y) = z, then gA(F(x) ,F(y) ) = F(z) . 
* * * Д * 
So let π e U , у ε Q. ,m e N and g (η ,y) = m. 
A * We have to prove g (F(n ),F(y)) = F(m), or (which is the same), 
g (η ,a(y)) = σ(ιπ). In the proof of this we need the following fact: 
9) if u e E k, then σ(υ) e
 Е
а
(
к
)· 
In order to show this, let ue E, and let π с Ρ be the unique π such that 
u-[u] £ E . Th is implies a(u-[u])eE , hence a(u)-[u]cE . As ueE , , we 
π σπ σττ κ 
have that π([υ]) = к. We now can conclude the following: 
σπ( [(7 (u) ] ) = σιτ([υ]) = σ (к) . From fact 1 ) i t fol lows that a(u)eE ,.
 s . This 
proves fact 9 ) . 
Now, if g (η ,y) = m, then y+ne E . By fact 9) we have o(y+n) e E / ч and 
— A A * — 
hence a(y)+n r E / ». By the defini t ion of g thi s implies g (η ,σ(γ)) = a(m). 
This proves,that F is an automorphism of A. 
Let us now prove that Th(A) satisfies condition (ii) in the conclusion of 
the theorem. 
Let κ be an i n f i n i t e cardinal number and l e t В be a model of Th(A) and Y 
be a subset of В such that the fo l lowing condit ions are s a t i s f i e d : Y is a 
set of indiscernibles in В and |B| = |Y| = κ. 
R R R R R 
Let В = <В u B N u B| N*, g , < > , where Β^= ( ¡ у , В^ = ф^ and В^* = ф^* . 
L e t в ( о , і ) = φ α ) , ι ) -
As Β ^ , Β
 N and В ,,. are def inable, we have e i t h e r Y £ B + o r Y c B N or 
Y с В . . The f i r s t and the last p o s s i b i l i t y are excluded by the fact that 
- IN* 
ρ 
those sets are linearly ordered by < . Hence, Y £ В... 
Define a set F as follows: 
F = {f I f : В „-» В^ and for some у с B ( 0 J ) , f = λχ e В ^ [ 9
δ(χ
ι Υ
)]}. 
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Let A be the set o f permutat ions o f Y t h a t can be extended t o an automor­
phism o f 8 . For every i r c A , l e t i be an automorphism of 8 which extends π. 
F ix an element f« o f F. 
We are going t o s t a t e and prove some f a c t s about F and A . 
10) The mapping H d e f i n e d by Η(π) = (π Г В..) f n U Г Β Ν *) d e f i n e s a 
mapping f rom Λ t o F. 
Indeed, l e t π с A and suppose f . = X x r B * [ g ( x . y . ) ] w i t h y n e B , n -v. Then 
π(χ 0 ) e B, 0 ^ and f o r a l l x c B^,, , 
g ( х , т г ( у 0 ) ) = g (π (π (χ)) , π ( γ 0 ) ) 
= π(g (π (χ) , y 0 ) ) 
= G ίΒ
κ
) f0G~]M) 
= G ІЪ
К
) f 0 ( ï f B ^ ) " 1 (χ). 
Hence Н(іг) = λχ f В ^* [ д В ( х , П у 0 ) ) ] and so Η(π) с IF. 
11) For а.ттсА l e t h = σ π. Then h is an automorphism o f 8, which 
extends σ π and we have : 
Η(σ) = Η (IT) iff h f B.
r
*= f"1 (h l aj f.. 
σπ ti 0 σπ Ν 0 
This immediately follows from the definition of H. 
12) If σ,π are in A and Η(σ) = Κ(π), then h Ì В.,* maps f
n
 (Y) one-to-one 
σπ M U 
onto itself and h I f . (Y) is an automorphism of <f
n
 (Y),< If. (Y)>. 
σπ и U U 
The only thing to show here, ¡s: h F B.^ maps f. (Y) onto itself. This 
follows from fact 11): h t В * (f'V)) = f"1 (h f B j f.íf^ÍY)) = 
σπ N Q 0 σπ К 0 0 
= f„ (h Г В.,) (Y) = f. (Y). Here, one should keep in mind that h is an 0 σπ U 0 σπ 
extension of σ π and hence h (Y) = Y. 
σπ 
For any permutation ρ of Y, we define a permutation ρ of f. (Y) by 
* -1 -1 * 
Ρ = ff, pfg. Every permutation of f. (Y) is equal to π , for some permu­
tation π of Y, and if π?ίσ, then π ¿ σ . We now have from fact 12): 
13) If σ,πΕΑ and Η(σ)=Η(π), then there exists an automorphism h of 
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<fö1 (Υ) .<8 f fQ1 M * · S U C h t h a t *^ = σ* Η· 
Take for f the function h ^f
n
 (Y). Then for every χ e f„ (Y), 
σττ
 u
 и 
o*h(x) = (by fact 11)) a*fg'a"1íf0(x) = f '^af ^ ο ' Κ ΐ
 0 (χ) = f¿1TTf0(x) = 
= π (χ). This proves fact 13). 
Let us call two permutations ρ and τ of f« (Y) equivalent, if there 
-1 R -1 
exists an automorphism h of <f0 (Y),< h fQ (Y)> such that ρ = -rh. 
Now f. (Y) has cardinality к. Let {Χ Ι ξ < <} be a decomposition of f- (Y) 
into disjoint two-element subsets. For J ^ к, define a permutation p. of 
f. (Y) by : ρ (χ) = χ i f for no ζ с J, χ s Χ , and for ξ e J, ρ . i nterchanges 
U J ζ J 
the elements of X . 
14) The permutations {p I J ск} are pairwise inequi valent. 
In order to show this, let ξ e J \ J ' and let p. = P.ih. Then h = ρ ,ρ . and 
it follows, that h interchanges the elements of X . This is impossible, 
-1 В h -1 because h is an automorphism of <f
n
 (Y),< / f. (Υ)>. 
Finally, let for all J £ <, тг be the unique permutation of Y such that 
π. = p.. From the properties of the p. and from fact 13) it follows that 
for all π. and π., in {π. I J £ < } riA, Η(π.) ^ Η (π.,). 
Now we have Ι {π I J с
 K} nAI < |F| < ΙΒ,η .J < к. Hence 
1{π. | J с ic}\A| = 2 and so the set of permutations of Y that cannot be 
extended to an automorphism of В has cardinality 2 . This proves the 
theorem. 
3.3.4 Theorem The theory constructed in theorem 3.3.3 also has the 
following property: for all infinite cardinal numbers к, there exists a 
structure A of cardinality к such that 
к 
i) the set of automorphisms of A has cardinality 2 
к 
ii) for all models В of Τ such that A is indiscernible in B, the set 
к 
of automorphisms of A that can be extended to an automorphism of 
к 
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B has cardinality at most !B|. 
(Note, that there exist models В of Τ in which A is indiscernible.) 
Proof Let к be an infinite cardinal number. Define A as follows 
к 
A A 
A = <κ χ (0,1},< K>, where (ξ,ί)«:"^'.!') iff ζ < ξ'. Τ has an infinite 
set of indiscernibles, hence A is indiscernible in T. 
к 
Let В be a model of Τ such that A is indiscernible in 8. As before, let 
к 
8 = <в
т*
 U B I N U B N * · 9 ^ > · 
For all ξ < κ, <(ζ,0),(ξ,1)> and <(ς,1),(ξ,0)> satisfy the same quantifier 
free formulas in A and so, for all ξ, {(ξ ,0) , (ξ, 1 )} с В., and hence, 
К — Ν 
κ — Ν 
It is easy to see that τ : A -»A is an automorphism of A iff for all 
к к к 
ξ < κ, π interchanges (ξ,Ο) and (ξ,Ι) or leaves these elements fixed. It 
follows, that A has 2 automorphisms. 
к 
Let us define F, A as in the proof of theorem 3.3.3 and as before fix an 
element f» of F. 
Then the facts 12)-l4), stated in the proof of theorem 3.3.3, still hold 
and moreover all automorphisms of A that can be extended to an automorphism 
of В are pairwise inequi valent. 
From this it follows that the set of automorphisms of A that can be extended 
< 
to an automorphism of 8, has cardinality at most |F| and hence, at most 
IB/, .чI. This proves the theorem. 
Anapolitanos shows (in [An, 19791) that there exists pairs A and Τ such that 
A is finite and is indiscernible in T, but there does not exist a model В 
of Τ such that A is indiscernible in В and every automorphism of A (which 
is necessarily of finite order) can be extended to an automorphism of В of 
finite order. (This again is an example of a pair A and Τ such that A is 
indiscernible in Τ but not in Τ .) 
-ί»9-
3.3.5 'η this and the next section we want to prove a positive statement 
about extensions of automorphisms. But first we need the following theorem, 
which is essentially due to Chang. 
Theorem Let Τ be a complete theory, Δ a collection of types in Τ and φ(χ) 
a formula such that for all cardinal numbers к, there exists a model A of 
Τ such that 
(i) IAI > к 
(i i) A omits all members of Δ 
(iii) IAI = |φ Α1. 
Then for all cardinal numbers < and all linear orderings (X,<) of cardinal­
ity к there exists a model A of Τ which in addition to conditions (i), (¡i) 
and (iii) satisfies the following: 
(iv) (X,<) is indiscernible in A 
(ν) X с ф А . 
д 
Proof First of all, we may assume that for all models A of Τ, |ф | = |A|. 
If this were not so, then we may extend the language of Τ with a unary 
function symbol and extend Τ with axioms saying that f i s a one-to-one 
function of the universe onto the set of elements satisfying φ. The extended 
theory satisfies all assumptions of the theorem. Secondly, we may assume 
that all elements of Δ are 1-types. Otherwise, we add to the language 
function symbols {f I ne ω, η φ 0}, where f has η open places and add to 
1 1 
Τ axioms : Vx„ 3"x, ...3'x [f (χ,,.,.,χ ) = x
n
] , п е ш . 0 1 η η 1 π 0 ' 
For every ρ с Δ, let 
ρ' = {Эх,,...,x
n
[f
n
(x 1 χ η) =Xgлф(х,,...,χ η)] Ι ф е р } , 
if all formulas of ρ have η free variables. Then every model A of Τ plus 
the axioms for f realizes p' iff it realizes p. Instead of Δ, consider 
ip' I pc Δ}. 
-50-
Finally, we remark that adding Skolemfunctions to the language and exten-
ding Τ to Τ does not affect the assumptions of the theorem. 
From now on the proof is only a slight modification of Chang's theorem (in 
[Ch, 196Ί]) saying that the Morley numberit for first order language with 
< many symbols is at most^,
 K> + . For the definition ofil and a proof of 
this theorem one might consult [Di, 1975]· 
3.3.6 Theorem Given two theories T. and T. (not necessarily for the same 
language) such that every model of T. is indiscernible in T., then for all 
< > max(|L T l,|L I) there are a model A of T, and a model В of T, such 
11 '2 ' z 
that 1A| = 1Bl = к, A is indiscernible in B, and the set of automorphisms 
of A, that can be extended to an automorphism of В has cardinality 2 . 
Proof We may assume, that L T and L_ have no mathematical symbols in 
'l T2 
common. 
Let L = L- и L- и {f,Α.,A»}, where f,Α.,A. are new symbols, f is a unary 
function symbol and A1 and A- are unary relation symbols. 
Define a theory Τ in L as follows: 
+ (A.) (A,) 
Τ = {φ I Т ^ φ} υ {φ 1 Т ^ φ} и 
и {VxfA^x) - A 2(f(x)]} и {VxVy[x)íy - f(x) / f(y)]}. 
For all п с ы , η 5* 0 and all ψ(χ1,...,χ ) in L- , let ρ be the following 
type 
Ρ
Ψ
 = { - [ ψ ( Α 2 ) ( ( ί ( χ 1 ) > . . . , ί ( χ η ) ) : ψ ( Α 2 )(ί( ν ι),...,ί( Υ η))]} и 
j {А 1(х 1),...,А 1(х п),А 1(у 1) А,(У п)} и 
L {φ 1 (х1 х п) * φ (у, у п) Ι φ e L T , φ quantifier 
free}. 
Intuitively speaking, if С is a model of Τ which omits all types p , then 
С consists of two models A. and A. of T 1 and T. respectively such that A. 
-51-
is indiscernible in A . Now, add to L Skolemfunctions. We write L for 
(L +)* and T* for (T +)*. 
Then for all infinite cardinal numbers κ, Τ has a model С (where С is a 
+ С 
model of Τ ) such that |C| > к, С om its all types ρ , ψ ε ί
τ
 , and ICI = I A. I . 
ψ 12 1 
Let к be a cardinal number such that к > max(|L_ I,IL_ I) and let (X,<) be 
T1 T2 
a linear ordering of cardinality к, which has 2K automorphisms. 
By theorem 3.3-5,Τ has a model С (where С is a model of Τ ) such that 
( 
(¡ 
(¡i 
) ICI > к 
) С omits all types ρ,, ψ e L_ 
Ψ 12 
) (X,<) is indiscernible in С 
С (¡ν) X с Aj. 
Let D be the Skolem hull of X in С . Then we have, by proposition Z.k.2, 
Ό -А С and every automorphism of (X,<) can be extended to an automorphism 
of V. Moreover, it is obvious that V omi ts all types ρ , φ £ L- . 
Now, define two structures A. and A-, for L T and L- respectively, as 
fо11ows: 
let i с {1,2}, 
then A. = A., for every η e ω and 
for every relation symbol Rix.,...,χ ) of L- , 
A; 
= R η (Α.) , and for every ne ω and 
every n-ary function symbol g of L- and 
i 
for every sequence (a.,...,a .) of Α., 
A: 
9 (a, a
n
) 
η+Γ 
a
n + 1 iff 9
Ρ( 3 ι,...,3 η) 
finally, for every constant с of L- , с 
A, 
a . , and 
n+l 
ι 
(Remark, that indeed с r A. for с in L- .) 
Then we have that A. is a model of T. and A, is indiscernible in A„. Every 
ι ι 1 2 ' 
automorphism π of (X,<) can be extended to an automorphism π of Ρ and if π 
is an automorph! s m o f (X,<), thenTtlA.. andifiA- are automorphisms of A 
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and A. respectively. Using the function f, we see that τΗ A is an 
ex ten s ion of π | A . Indeed, foreveryaeA.i(w|A 7)(f (a)) = f (ir I A. (a) ) . 
So, finally we may conclude, that all elements of the set {π | Α. Ι π an 
automorphism of (X,<)} can be extended to an automorphism of A . This set 
obviously has cardinality 2 . This finishes the proof of the theorem. 
З.З.7 From the previous theorem we immediately get the following. 
Theorem If Τ has an infinite set of indiscernibles, then for all car­
dinal numbers к, there exists a model A of Τ such that the following hold: 
(i) |A| = к and A has a set of indiscernibles X, with |X| = к 
(i i) the set of permutations of X that can be extended to an automorphism 
of A, has cardinality 2 . 
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k. IDENTITIES AND INDISCERNIВ ILITY 
4.0 In this chapter we compare theories by comparing the classes of struc­
tures that are indiscernible in them. This gives rise to a hierarchy be­
tween theories.Certain questions concerning this hierarchy are answered 
by combinatorial means. A lot of the results presented here, especially in 
the sections h.k, h.S and 4.6, were obtained in cooperation with 
J.Wierzejewski and have been published in [BW, 1979]· 
4.1.1 Defi η i t ion Let T 1 and Τ, be theories, not necessarily for the same 
language. Then Τ < T„ iff for all structures A, if A is indiscernible in 
Τ , then A is indiscernible in T_. It would be more natural to define 
T 1 s T. iff all models of T. are indiscernible in T..But in this case the 
relation < would not be reflexive anymore, contrary to the definition we 
have chosen. 
4.1.2 Propos i t ion 
(i) The relation < is reflexive and transitive. 
(ii) For all theories T, 
Τ = sup {T* I T* is a complete extension of Τ in the same language}. 
Proof Obvious. 
From now on we will assume that all theories under consideration are com­
plete and have infinite models, unless explicitly stated. 
-s*-
4.1.3 The next proposition shows that, although quantifier free formulas 
hold a special position in the definition of indiscernibi1 ity, they do not 
play an important rôle in the relation < defined above. 
Proposi t ion Let T. and T_ be theories, not necessarily for the same lang-
uage. Then the following are equivalent: 
(i) T, <-J2 
(¡i) for all ω-saturated models A. and A. of T. and T. respectively and for 
all finite subsets X of A 1, there exists a one-to-one mapping 
f : Χ-* A. such that for all k e u and <x...... ,x, > and <y 1 ,. . . ,y, > in 
X , if <x.,...,x.> and <y 1 y.> satisfy the same complete type in 
A ,then <f (x. ) , . . . , f (x,)> and <f (y. ) ,.. . ,f (y, )> satisfy the same type 
in Α.. For the defini t ions, see section 2.3.3. 
Proof We are going to use proposition 2.5.4. 
(i) -»• (ii) Let A and A be ω-saturated models of T. and T_ respectively. 
Let L. be the following language. For all ni £ ω and ρ € S (Th(A..)) which is 
realized in Α., let R an n-ary relation symbol. L- contains these relatio­
nal symbols. Let A be the following structure for L 1: A1 = A.and for all 
A + + 
p, R 1(a ,a ) iff (a a ) realizes ρ in A,. It is obvious that A, 
ρ 1 m 1 m I 1 
is indiscernible in A. and hence, by (i), in T.. By proposition 2.5.4, this 
implies that for all finite subsets X с A,, the following set is consistent: 
Τ, и {ф(с с ) t Ф(с с ) Ι φ € L , (χ χ ) € Χ , 
1 к у1 ук 2 
(у.,...^,) £ X and (χ.,...,χ.) and (у. у.) satisfy the same type in 
A } и {с ?ί c
v
 I x.y e Χ, χ * y}. 
ι χ у 
As A. is ω-saturated, this set is realized in Α.. Hence (ii) is proved. 
(ii) -»• (i) Let В be an arbitrary structure which is indiscernible in T.. 
Let A and A be ω-saturated models of T. and Τ respectively. By proposi­
tion 2.5.4 and the ω-saturatedness of A , we have that for every finite 
subset X of B, there are elements {a' I χ £ X} £ A such that 
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(i) a' φ a', ¡f л φ χ' 
(ii) ¡f (χ.,...,χ.) and (χ',...,χ') satisfy the same quantifier free for­
mulas in B, then (a1 a' ) and (a1 a',) satisfy the same for-
x1 x k X1 X k 
mulas in A 1. 
By (ii), there exists a set {a 1' Ι χ Ε Χ} £ A with the same properties and 
hence, by proposition 2.5.1», ß is indiscernible in T.. This proves the 
theorem. 
't. 1.4 In this and the next sections we want to characterize the theories 
that are minimal and maximal with respect to á. 
Theorem Let Τ be a given theory. Then the following are equivalent: 
(¡) for all theories Τ*, Τ < T* 
(ii) Τ is minimal (i.e. for all T*. if T* < T, then Τ < Τ*) 
(iii) all models of Τ are locally orderable. 
(A structure is locally orderable if it is locally A-orderable, where 
Δ is the set of all formulas with free variables χ and y.) 
Proof (i) ->• (ii) This is trivial. 
(ii) -»• (iii) We know by the theorem of Ehrenfeucht and Mostowski , 
Th(((i,<)) < Τ and hence, by minimality, Τ < Th(((l,<)). Let A be any model 
of Τ and let A be defined as in the proof of proposition k. 1.3. Then A 
is indiscernible in A and hence, in Th((Q,<)). So, let (C,<) be a linear 
ordering such that A is indiscernible in (C,<). As in the proof of theorem 
3.1.'t, it follows that A is locally A-orderable, where Δ is the set of 
quantifier free formulas with free variables χ and y. By lemma 3.1.2 we 
may conclude that A is locally orderable. 
(iii) •+• (i) Let Τ be any theory. Let A and A* be ω-saturated models of Τ 
and T* respectively. Let X be a finite subset of A. As X is orderable by a 
formula, let < be a linear ordering on X such that for all к and x, у in 
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Χ , if χ and y satisfy the same type in A, then χ and y have the same 
order type in (X,<) (i.e. for all i,j<k, x.<x. iff y. < y.) . By ω-satura ted-
ness of A , there are elements {a I x £ X } £ A such that whenever χ and y 
have the same order type, then (a a ) and (a ,...,a ) have the 
Xl xk y1 yk 
same type in A . This follows from the theorem of Ehrenfeucht and Mostowski. 
It follows that the set {a I x € X } satisfies the conclusion of proposition 
4.1.3 (ii) and hence, T < T . This proves the theorem. 
4.1.5 Theorem Let Τ be a complete theory. Then the following are equiva­
lent: 
(i) for all theories Τ*, Τ*<Τ 
(ii) Τ is maximal (i.e. for all Τ , if T < T , then Τ < Τ) 
(iii) Τ has an infinite set of indiscernibles 
(iv) no formula is connected and antisymmetric in T. 
(For the notion of a connected and antisymmetric formula we refer to sub­
section 3.3.2.) 
Proof (i) -• (ii) This is trivial. 
(i i) -• (iii) Let A = <ω>. Then Τ < Th (A ) and hence, ThiAJ < T. So A is 
ind i scerni ble in T. 
(iii) -» (iv) and (iii) -» (i) are trivial • 
(iv) -» (iii) Suppose Τ does not have an infinite set of indiscernibles. 
Then the following set is inconsistent: 
T J U U J Xj ) Ϊ φ ( χ . ,...,x. ί ΐ φ β ί , i ],...,i n,j 1 .) η€ ω> 
1 η J 1 J n 
'k = ' 1 i f f J'k = J' 1 } U { x i * xj· ' ' < J' < ω } · 
By compactness, there exists an N € ω and a finite set Δ of formulas such 
that the following set is inconsistent: 
Τυ{φ(χ. χ. ) Ϊ φ ( χ . χ. ) | φ € Δ , {i1 'nbíj, j n}£ 
1 η J 1 о 
e [ N ] n } υ { χ . Φ Xj ι { i , j } e [ Ν ] 2 } . 
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By adding dummy variables, we may assume that all formulas of Δ have free 
variables x. хы-і • 
L e t Δ = { φ . , . . . , φ , } and l e t A be a model o f T . 
For 1 < i < k , l e t A. = { a | a € A , f o r some π € S^,, A k Φ. [ т а J and f o r some 
p e S N , A h - φ . [ p ä ] } . 
For a l l sequences a , the re e x i s t s an i such that a € A . and f o r a l l a and 
N 
π E S., and Î , i f a E A . , then u a Ê A . . Let f o r a £ A , i - be the smal les t i 
Ν ι ι a 
such t h a t a € A. and l e t J - = {π Ι π € S.., Α Μ φ. [ u à ] } . 
ι a Ν ι ­
α 
Then J - φ 0 and J - И S... 
a a N 
We also have p 6 J - iff ρπ £ J- and hence, J - = J- π 
•па а па a 
We may conclude, that there exists a π € S., such that id£J - and a ρ € S., 
' N тіа η 
such that id ί J -. 
Pa 
Let ψ.(χ) be the formula γ/ φ.(πχ) л Vv "Φ· (их) and let 
π
€ 5
Ν ' . ^
S N 
ψ (χ) = (Ψ1 (χ) л φ 1 (χ) ) ν (-.ψ1 (χ) Λψ 2(χ) л Φ 2(χ)) ν . . . ν (-.ψ) (χ) л-.ф2(х) Λ . . . 
... л — Ф
к
_ 1 (χ) лі|ік(х) лф к(х)) . 
Ν This formula meets the requirements. For, let a £ A . Then for some ρ , 
A |= φ. [pi] and for some π, А И -"φ. [pä]. Hence, A h ф[ра] and Α Μ-ψΕπβ]. 
i â 
So, ψ is connected and antisymmetric over A. 
As ψ i s not dependent on the choice of A, the theorem is proved. 
'».г.І Quite often the proofs of theorems, mentioning ind iscernibi 1 i ty 
(e.g. theorem 2.7.1 and proposition 't.1.3) only depend on the properties of 
the equivalence relation ^ defined in the models of a given theory by: a ~ b 
iff a and b satisfy the same formulas. In these proofs it does not matter 
what symbols the language involved has and what connection exists between 
the formulas and the equivalence relation defined above. This leads us to 
the definition of so called identities. 
In section Ί.3 we investigate what identities are connected with models of 
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a given theory and which rôle is played by identities in the relation <, 
defined in section A.I. Using some combinatorial results (which are obtained 
in section k.k) we prove that in the hierarchy defined by <, chains have 
least upperbounds and greatest lowerbounds. We also use these results to 
establish (in section k.6) a class of complete theories { Τ | ϋ £ ω } such 
that Tj < Tj, iff J с J'. 
't.2.2 Defini t ion An ident i ty is a pair (A,E), where A is a non empty set 
and E is an equivalence relation on U A such that the following hold: 
η€ω 
(i) E(â,b) ¡mplies l(à) = Я(Ь) 
(¡i) if E(a(b) and π is a permutation of {0,...,Л(а)-1}, then 
E (-па ,ттЬ) 
(iii) if г.(а) = Л(Ь) = η, k á n and E(a,b), then also 
E ( ( a0 ak-1)'(b0 Ч - і ^ 
(iv) if a- = a 1 and E(a,b), then b. = b 1 
(v) if г(а) = {.(b) = η, a 0 = a ^ b g = b 1 and 
E i U j , . . . ,a .j) , (bj ι . . .,b )) , then E(a,b). 
't.2.3 Identities were introduced by Shelah in [Sh, 1971 ], under the name 
of "identifications", and also in [Sh, 1978 ] where he called them iden­
tities. Shelah used identities to prove a compactness theorem for pairs of 
cardinals and to give a combinatorial proof of Vaught's two-cardinal 
theorem. Independently of Shelah, Benda (in [Be, 1979]) studied so called 
"modeloids", which are none other than our identities. Benda studies 
modeloids in their own right, without - like Shelah - solving some further 
problem in model theory by this machinery. 
k.l.k We give here three examples of identities. 
1). Let Τ be a theory with built-in Skolem functions and with a unary 
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predicate U, and let A be a model of T. Then define an identity (A,E) as 
fol lows : 
E(ä,b) iff id) = 1(b) and for all Skolem terms τ , if и А(т(а)) or U (т(Ь)) 
then т(а) = τ(6) . 
It is not very difficult to see that (A,E) is an identity. This is the 
identity which was used by Shelah to prove his two-cardinal compactness 
theorem. 
2). Let A be any structure. Then define an identity (A,E) as follows: 
E(a,b) iff i,(a) = i(b) and for all atomic formulas φ, A h ф[а] iff 
А Ц ф[Ь]. 
This is the kind of modeloids that are studied by Benda. 
3 ) . Let A be any structure. Then we define the following identity, which 
we will denote by (A,E.): 
E.(a,b) iff i(S) = {.(b) and a and b satisfy the same type in A. This will 
be our characteristic example of an identity and we will study the connect­
ions between a theory Τ and the identities (A,E.), where A is a model of T. 
4.3.1 Defini t ion In what follows (A,E) and (B,F) are identities. 
(i) A is called the universe of (A,E). 
(ii) The cardinality of (A,E) is the cardinality of A. 
(iii) Foralln€ii), E n A is the equivalence relat ion Ε η (A ) on A n. 
(iv) For all subsets Y of A,(Y,E ^ )І5 the identity on Y defined by 
E l· Y (â,b) iff E(ä,b). 
(ν) (A,E) is an extension of (B,F), iff В £ A and F = Ε h В. 
(vi) (A,E) is an expansion of (B,F), if A = B and E £ F. 
(vii) (A,E) is finitary, if for all n, E n A has only finitely many 
equivalence classes. 
(viii) (B,F) is realized in (A,E), if there exists a one-to-one mapping 
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f : В -* A such t h a t f o r a l l к € ш and a l l sequences 
( b 1 b k ^ ' ^ l c k ' i n B ' I f F ^ b l b k ^ c 1 c k^ ' t h e n 
E ( f ( b 1 ) , . . . , f ( b k ) ) , ( f ( c 1 ) ( . . . , f ( c k ) ) . 
(Ix) For all π Ε ω , Id is the set of identities with universe π and 
' η 
Id - U Id . 
η€ω 
(χ) ld(A,E) = U{(n,F) I (n,F) e Id , (η,F) realized in (A,E)}. 
(xi) For a structure A, ld(A) = ld(A,E.) and for a theory T, 
ld(T) = U{ld(A) I A € T } . 
k.3.2 Theorem For all theories T. and T., 
Tj < T 2 iff IdiT,) с іа(т 2). 
Proof We are going to use proposition 4.1.2. 
Let A. and A- be ω-saturated models of T. and T, respectively. By ω-saturated-
ness of A. (resp. A»), we have ld(T.) = Id (A.) (resp. IdÍT.) = IdíA,)). 
Now, let T. s Τ« and let (n,F) € IdiA.). Let (n,F) be real¡zed in A by the 
set X = {a- a _ . } . I f f : X -» A- isa mapping satisfying the conclusions 
of proposition 4.2.1 (¡i), then (n,F) is realized in A_ by 
{f(a0),...,f(a ,)} and hence (n,F) e ld(A2). So \d(A]) 5 ld(A2). 
Let IdiAJ с ld(A0) and let X с A be finite. Let X = {a n a , } . Define 
1 — ζ — ι υ η-1 
an identity (η,F) as follows: F((i1,...,¡k),(jj,...,jk))i ff (a. ,...,a. ) 
1 к 
and (a a. ) satisfy the same type in Α.. Then (n.FjeidiA.) and hence 
J1 J k ' 
(n,F) € Id(A.). Let (n,F) be real i zed in A. by {bn b _ . } . Define a 
mapping f : X -» A. by f (a.) = b.. Then f satisfies the conclusions of 
proposition 4.2.1 (ii) and hence TjST.. 
This proves the theorem. 
4.3.3 In the proof of the previous theorem we have remarked that for any 
ω-saturated model A of a theory T, ld(T) = ld(A). Identities which are 
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formed ¡η a way as described in example 3) of 't.2.3, from ω-saturated models 
have interesting properties. 
Defini tion An identity (A,E) is complete, if for all η £ ω and all 
(n,F) £ Id , if (n,F) is realized in every finitary expansion of (A,E), then 
(n,F) is realized in (A,E). 
Defini tion An identity (A,E) is homogeneous, if for all sequences a and b 
and all elements c, if E(a,b) then there exists an element d in S such that 
E(<c> a,<d>"b). 
Homogeneous identities are called by Benda basic modeloids (see [Be, 19791)· 
I*.3.1* Let a structure A be given and let Δ be a set of formulas in the 
language of A with free variables among χ.,.,.,χ _.. 
Let Δ = {ф(х ,
n
\,...,x / ,J I Ï Ï Ê S and φ £ Δ} and define (A,E,) as 
TT^UJ тип-U η Δ 
fо 11ows: 
E (â,b) iff {.(a) = А ( Ь ) and a and b satisfy the same Δ -η-type in A. 
Proposi tion Let a structure A be given. Then the following holds: 
(i) If Δ is a finite set of formulas, then (A,E ) is finitary. 
(ii) For all η € ω and all i dent i ties (n,F) £ Id , 
(n,F) is realized in Th(A) iff for all finite sets Δ, 
(n,F) is realized in (A,E ). 
(iii) If ld(A,E.) = ld(Th(A)), then (A.E.) is complete. 
Proof 
(i) Trivial. 
(ii) This immediately follows from the compactness theorem. 
(iii) Let (n,F) be realized in every finitary expansion of (A,E·). Then, 
by (i), (n,F) is realized in every identity (A,E,), where Δ is finite. 
Hence, by (ii), (n,F) is realized in Th(A) and so in (A,E,). Thus 
(A,E.) is complete. 
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4.3.5 Theorem Let Τ be a complete theory. 
Then there exists a complete and homogeneous identity (A,E) such that 
ld(T) = ld(A,E) . 
Proof Let A be an ω-saturated model of Τ and let (Α,Ε) = (A,E,). This 
identity meets the requirements. Obviously ld(T) = ld(A,E). The ω-homoge­
neity of A implies the homogene i ty of (Α,Ε.) and by proposition 't.}.'t (ii¡), 
(Α,Ε) is complete. 
Ί.3.6 Theorem Let (Α,Ε) be a homegeneous identity. Then there exists a 
structure A such that ld(A,E) = ld(A) and, moreover, for all η £ ω and all 
(n,F)eid , (n,F) is realized inTh(A) iff it is realized in every 
finitary expansion of (Α,Ε). 
Proof Let for к e ω, к φ 0, {α. I i € I, ) be the set of all equivalence 
ι к ^ 
classes of Ε η A . 
Let L = {R . (x . , . . . ,x, ) I к € ш , k j í O , J £ l . } and de f ine a s t r u c t u r e A f o r 
L as f o l lows : 
д 
R. = U{a. I i € J} for all к 6 ω, к φ 0, and J £ l k · 
We make the following sequence of observations: 
(i) E(a,b) iff i and b satisfy the same quantifier free formulas in A 
(¡i) if a and b satisfy the same quantifier free formulas in A and c C A , 
then there exists a d € A such that <c> a and <d> b satisfy the 
same quantifier free formulas in A 
(iii) if a and b satisfy the same quantifier free formulas in A, then 
they satisfy the same formulas in A 
(iv) E(a,b) iff a and b satisfy the same type in A. 
Hence, ld(A,E) = ld(A). It should be mentioned that Benda proves a similar 
theorem with a similar proof ([Be, 1973], Proposition 7.2). Let us now 
prove the second part of the conclusion. 
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One easily sees that for every finitary expansion (A,E ) of (A,E) and for 
* к к 
all nfiu, there exists a finite set of formulas Δ such that E nA = E , n A Δ 
for al 1 к < η. Moreover, for all η € ω , all (n,F) £ Id and al 1 i dent i ties 
(С,G) and (С,H), if G n C k = H η C k for ail k á n , then (η,F) is realized in 
(С,G) iff it is realized in (C,H). Hence, we may conclude the following: 
for all η £ ω , and all identities (n,F) £ Id , (n,F) is realized in all 
finitary expansions of (A,E) iff for all finite sets Δ, (n,F) is realized 
in (A,E ) . By proposition '•.З·'· (¡i), we are done. 
A.3.7 Theorem For every complete and homogeneous identity (A,E), there 
exists a complete theory Τ such that ld(A,E) = ld(T). 
Proof Let A be the structure as defined in Theorem Ί.3.6. Then Τ = Th(A) 
meets the requirements. 
4.3.8 The language of the theory defined above need not be countable, but 
we easily can show: 
Proposi tion For all languages L and theories Τ in L, there exists a coun­
table sublanguage L such that ld(T) = ld(TnL ). 
Proof Let π £ ω . Then there exists a finite sublanguage L с L such that 
η — 
for all (n.F) £ Id , (n,F) is real i zed in Τ iff (n,F) is realized in T n L . 
η η 
Such L exists because there are at most a finite number of identities 
π 
(η,F) that are not realized in T. Finally let L = U L . 
η£ω 
4.4.1 We will prove some combinatorial results on identities. In order to 
do this, it will be fruitful to consider identities as model s of a theory 
in a certain language L. .. 
Let for n£(i), njíO, E be a relational symbol with 2n open places and let 
L., = {E ln£ii)}. It is easy to write down axioms for a theory T. . such 
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that (A,E ) ^ h T. , iff (A, U E ) is an identity. 
' η пбш id ' η ' 
η£ω 
For і , ] € ы и { ш } we i n t r o d u c e the n o t i o n of an ( ¡ J ) - fo rmula andan ( i , j ) -
sentence. 
De f in i t ion φ is an ( i , j ) - f o r m u l a , i f φ is o f the form Sx....3x, ,ψ, where 
k < i i f i £ω and k < i i f i =ω, and ψ is the c o n j u n c t i o n o f formulas of the 
f o l lowi ng к i nd: 
( i ) x r = x s 
i ) X , jí х
г 
(i 
( i i ) E ( x . , . , . , χ . ) w ¡ t h l < j ¡ f j £ ü ) a n d l < j ¡ f j = u ) . 
1
 Ί '21 
φ is an ( i , j ) - s e n t e n c e i f i t is an ( i , j ) - f o r m u l a and has no f r e e v a r i a b l e s . 
For i , j £ ü ) u { a > } and i d e n t i t i e s (A,E) and (B .F^we d e f i n e : 
(A,E) < , . .s (B,F) i f f f o r a l l ( i , j ) - s e n t e n c e s φ: 
i f ( A , E n A n )
 с
 \= φ, then ( B , F n B n )
 c h φ and (A,E) =,. ., (В,F) i f f 
псш ntü) \¡ , JI 
(A,E) s ( j (B,F) and (B,F) s ( j (A ,E) . 
Propos i t ion Let (A,E) and (B,F) be identities and let η € ω . 
(i) (A,E) <,
 x
 (B,F) iff for all (η,G) e Id , in,η; η 
if (η,G) is realized in (A,E), then (n,G) is realized in (B (F). 
(ii) (Α,Ε) <, , (В,F) iff for all finite subsets X of A there exists 
к к 
a partial homomorphism f of (Α,Ε η A ),_, to (B.FnB ) ,
<
 such that 
f is one-to-one and X^dom f. 
Proof Obvious. 
k.k.2 Defin i t ion Let (Α,Ε) be an identity and let п.кЁш. 
Then (Α,Ε) is (n,k)-complete, if for all (n,F) e Id , (n,F) is real i zed in 
(Α,Ε) iff it is realized in all identities (Α,Ε ) such that E п А П 2 Е г А п 
and Ε η A has at most к equivalence classes. 
Propos i t ion 
(i) (Α,Ε) is complete iff for all п С ш , there exists а к £ ш such that 
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(Α,Ε) ¡s (n,k)-complete. 
(ii) If I is a non-empty set, D an ultrafilter on I and for ail i C l , 
(Α.,Ε.) an (n,k)-complete identity, then the ultraproduct 
Π (Α.,Ε.) | D is (n,k)-compIete. 
iCl ' ' 
(iii) If D is an ultrafilter on a set I and (A,E) is an identity which 
is not (n,k)-complete, then the ultrapower (A,E) | D is not (n,k)-
complete. 
(It should be obvious, how the ultraproduct and the ultrapower of identities 
is defined.) 
Proof 
(i) Let us first make the following observations: 
a) if (A,E) and (A,E ) are such that Ε η A n £ Ε η A n, then for all к< η, 
E η A k с E* г. A k 
b) if En А п = Ε* η Α η, then for al Ι (η, F) С Id , (η, F) is realized in 
(A,E) iff it is realized in (A,E*) 
c) if E n A has finitely many equivalence classes, then for all k á n , 
E n A has finitely many equivalence classes 
d) if E n A has finitely many equivalence classes, then there exists 
a finitary identity (A,E ) such that Ε η A n = Ε*η A n 
e) if (A,E) is complete, then for all η there exists a finitary 
expansion (A,E ) of (A,E) such that for all (n,F)Cld , (n,F) is 
realized in (A,E) iff it is realized in (A,E ). 
Remark that (i) follows from these assertions, a ) , b) and c) are trivial, 
* * - - -
in d) define E by E (а,Ь) iff for all к < min (n,î.(a) ) and all 
i 1 < . . . < i . < i . ( a ) , E((a ,a. ),(b. b. )) and f inai l y in order to 
ι к 1 j 
show e ) , let for all (n,F) С Id , (A,E, ,.>) be a finitary expansion of 
η ln,FJ 
(A,E) such that (n,F) is realized in (A,E) iff it is realized in (Α,Ε, _ , ) . 
\n,f) 
Such (Α,Ε/ _>) exist by completeness of (Α,Ε). 
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Let E* = Π Ε, ^,. As Id ¡s finite, E is a finitary expansion of 
(n>F)eidn ( n' F ) 
(A,E). Obviously E* meets the requirements. This proves (i). 
(ii) Suppose (n,F) is not realized in Π (Α.,Ε.) I D. Then by tos's 
¡ei 
theorem, J = {i I (n,F) is not realized in (Α.,Ε.)} C D . By (n,k)-complete­
ness we have that for all i e J, there exists an expansion (Α.,Ε.) such that 
Ε* π A1? has at most к equivalence classes and (n,F) is not realized in (Α.,Ε.) 
Let for i£J, (Α.,Ε*) = (Α.,Ε.). Then (η,F) is not realized in 
Π (Α.,Ε.) I D and this is an expansion of Π (Α.,Ε.) 1 D which has at 
¡ei ' ' ¡ei 
most к equivalence classes on ( 1 A. I D) . 
iti ' 
(iii) Let us write (B,F) = (A,E) I D and let us identify A with the set 
of equivalence classes (mod D) of the constant functions. Hence, (B,F) is 
an extension of (A,E). Suppose (B,F) is (n,k)-complete, and let (n,G) be an 
identity which is not realized in (A,E). Then (n,G) is not realized in 
(B,F) and hence, not in (B,F*), where F* η B n =_ F η Β η and F* η Β η has at most 
к equivalence classes. Then (n,G) is not realized in (A,F* ^ A). 
Thi s proves (iii). 
Corol lary For all n,k€(j#the class of (n ,k) -complete identities is an 
elementary class. 
Proof See [CK, 1973]. 
In the next section we prove a much stronger theorem. 
Н.Ц.З Theorem Let п,к£ш and let (A,E) and (B,F) be infinite identities 
such that (A,E) a (B,F), (BPF) <, , (A,E) and (A,E) is (n,k)-\ π , η ; \ ω, η ; 
complete. Then (B.F) is (n,k)-compiete. 
Proof Let (n,G) be realized in every identity (B,F ) such that 
F πΒ 2_ EnB and F nB has at most к equi valence classes. By proposition 
't.'t.1, it will be sufficient to show that (n,G) is realized in (A,E). We 
will use the (n,k)-completeness of (A,E). Let (A,E ) be an identity such that 
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Ε η A ^ E n A and E η A has at most к equivalence classes. We show that 
(n,G) is realized in (A,E ). This will be sufficient. 
Let J be the set of all mappings f such that dom f £ В, f is one-to-one and 
f is a partial homomorphism of (B.FnB ), to (Α,Ε η A ) . . 
For every finite subset X of B, let J y = {f I f €J ( X £ dom f}. By proposition 
'•.4.1, Jx ¿ 0. 
For all X and Y, Jy η J., = J . So let Η be an ultrafilter on J such that 
for all finite X ç B , ϋ
χ
£ Η. 
Define an identity (B,F ) as follows: 
_ - # _ _ 
if t(a) = l(b) = k, then F (a,b) iff there exists a J.£ H such that for 
all fe J 0, 
(i) rng(a)urng(b) ç^dom f 
(¡i) E*((f(a0) f(ak_1)),(f(b0),...,f(bk.1))). 
It is easy to see that (B,F ) is an identity. 
Moreover, we have F η В £ F n B . Indeed, let i.(a) = Л(Ь) = η and F(a,b). 
There exists J n ^ H such that for all f € J n , rng (а) и rng (b) с dom f. By the 
definition of J, forali fejg, E((f(a0) f (a n_ 1 ) ) , (f (b0) ,. .. ,f (b^ , ) ) ) 
and hence, E (f(a.),...,f(a ,)),(f(b
n
),...,f(b .))). So, by the definition 
υ η-1 υ η-1 
of F*, F*(â,b). 
Finally, F n B has at most к equivalence classes. 
Suppose this were not so and let a. a, £ В be such that for no ί < j < k, 
F (a.,a.). Let Χ.,.,.,Χ , , with m < k , be the equivalence classes of E nA . 
For all isk, there exists a set J . € H and an i <m such that for all f€J., 
f(a.)6X.*. As m < k , there are i . < i 7 < k such that i. = i -. Hence, for all 
f € J. η J. , E (f(a. ),f(a. )). So, F (a. ,a. ) and we have a contradiction. 
Ί '2 'l '2 Ί '2 
By assumption, (n,G) is realized in (B,F ). Let {a
n>
...,a _.} с В be such 
that F*((a. ,...,a. ) , (a . a. )), whenever G( ( i ,,..., i.) , (j ,,... ,j.) ) . 
Ί 'к
 J1 Jk ι κ ι κ 
There exists a set J . e H s u c h that for all fEJ-, {a
n
, . . . ,a ,} с dom f and 
υ υ υ η-ι — 
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E*((f(a. ) f(a. ) ) , { H a . ) f(a. ))), whenever 
Ί к
 J1 Jk 
F*((a. ,. . . ,a. )
 ((a. , . . . ,a. )) . 
1 к J1 Jk 
Let f £ J n be arbitrary. Then (n(G) ¡s realized in (A,E ) by the set 
{f(a.),...,f(a ,))· This proves the theorem. 
Corol1ary If (A,E) is complete and (A,E) and (B,F) are infinite and 
realize the same finite identities, then (B,F) is complete. 
k.k.k Theorem Let n,k € ω. Then for all identities (A,E), with |A|>n, the 
following are equivalent: 
(¡) (A,E) is (n,k)-complete 
(¡i) for all finite subsets Y of A, if (Y,E f· Y) =, , (A.E) then 
(η,η) 
(Y,E f Y) is (η,к)-complete. 
Proof Let (A,E) be (n,k)-complete and let Y £ A be finite and such that 
(Y,E I1 Y) =, . (A,E). Suppose (n,G) is not realized in (Y,E S Y) . Then 
V η ι η / 
(η,G) is not realized in (A,E). Hence (nfG) is not realized in some (A,E ), 
with Ε η A £ E a A , such that Ε η A has at most к equivalence classes. So, 
(n.G) is not realized in (Y,E* h Y) . It follows that (Υ,Ε 1^  Y) is (n,k)-
complete. 
Assume (ii). If A is finite, we are done. So, suppose A is infinite. Let 
E = {Y | Y с Α, (Υ,Ε N Y) s , (A, E), Y finite} and for Y€ Ε , let 
— (η,η; 
Ε
γ
 = {Υ1 Ι Y' € Ε , Y' 2 Y } . 
Surely, if Υ,Ζ e E, then Υ и ZE E and so Ε
γ
 η E
z
 = ΙΕ
γ υ Ζ
. 
Let D be an ultrafilter on E, which contains all sets Ε , and let 
(B.F) = Π (Υ,Ε }• Y) I Ю. 
Ye E 
By tos's theorem, (A,E) s, . (B,F) and by proposition ít.ít.l, 
\ η , η J (A,E) <, ч (В,F). By proposition Ц.Ц.2, (В,F) is (η,к)-complete and hence 
Κω,η) 
by theorem Ц.Ц.З, (A,E) is (n,k)-complete. 
This proves the theorem. 
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Question 
(¡) May the assumptions of theorem h.h.3 be weakened to (A,F) <, > (A,E), 
for some suitably chosen N, dependent on π and k? 
( i i ) May the conclusion of theorem k.k .k (ii) be changed into: for all 
finite subsets Y of A with ¡Yl <N ..., where N is some number depen-
dent on η and k? 
k.k.S Theorem For all identities (A,E) and (B,F), the following are equi­
valent : 
(?) (A.E) *[uiu) (B.F). 
(ii) There exists an identity (C,G) such that 
a ) ( C
'
G ) 3 (
ω
,
ω
) ( B' F ) 
b) (A,E) is real¡zed in (C,G) 
c) if (B,F) is homogeneous, then (C,G) is homogeneous. 
Proof Obviously (ii) implies (i). So assume (i). 
Let В be the structure (B,FnB n) ,, for L... 
' ηΕω id 
Add to L. . new constants с , for all a £ A . id a 
It is enough to prove that the following set of sentences is consistent: 
Th(B) и {c
a
 ii c b | a.beA, a ^  Ь} и 
и {E
n
((c c
a
 ,cb c b ) Ι η € ω, E((a1 a n) , (b1
 b
n
) ^ 
' 1 n i η 
and if 8 is homogeneous, one adds the set 
{Vx0 . . .хп У і . . . у ^ І Е ^ х , ,. . ,xn .y, ,. . . V n ) - * n + 1 (x0 . - -. V V · • "τ?
 ]
 ' 
η £ ω) . 
The consistency of the set above immediately follows from the compactness 
theorem and from (i). This proves the theorem. 
k.h.G Theorem Every homogeneous identity (A,E) has a completion (A ,E ) in 
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the following sense: 
(A,E) </ > (Α ,Ε ), (A ,E ) is homogeneous and complete and if (B,F) is 
homogeneous, complete with (A.E) </ ·, (B.F), then (A ,E ) <,
 s (B,F). 
Proof Let (A,E) be homogeneous and let A be a structure as defined in 
theorem k.'i.G. Let A' be an ω-saturated model of Th(A) and let 
(A ,E ) = (Α1 ,Ε,ι) . Then (A ,E ) is homogeneous, complete and for all ηβω 
and (n,G) С id , (n,G) is real¡zed in (A ,E ) iff it is realized in every 
finitary expansion of (A,E). Surely, (A,E) <, ч (A*,E*). Let (B,F) be 
homogeneous and complete, and let (A,E) <, > (B,F). By theorem k.k.5 and 
Ιω,ω) 
Corollary ^.^.З (we assume (A,E) is infinite, otherwise the theorem is 
trivial), we may assume A^B if E(a,b), then F(a,b). Let (n,G) not be 
realized in (Β,Ρ). Then it is not realized in some finitary expansion 
(B.F*) of (B,F) and hence, not in (A,F* NA). As (A,F* M ) is a finitary 
expansion of (A,E) we have that (n,G) is not realized in (A ,E ). So 
(A*,E*) <, , (B.F). (ω,ω) 
k.k.l Theorem 
(i) Let IE be a subset of Id, which is nonempty and such that the conditions 
a)-d) below are satisfied. Then there exists a complete and homogeneous 
identity (A,E) such that ld(A,E) = E. 
a) if (n,F) is realized in (m,G) and (m,G) e E, then (η,F) E E 
b) if (η,F) e E , (m,G) e E then for some (к,H) € Ε, (η,F) and (m,G) 
are realized in (k,H) 
c) for all (n.F) € E and a,b with F(a,b) and for all c€n, there exists 
(m,G)EE and dem such that n<m, G M D F and G(<c>"a,<d>*b) 
d) for all η there exists к such that for all (m,G) e E, if 
Id (m,G) = Ε η Id , then (m,G) is (n,k)-complete. 
(ii) For all complete and homogeneous identities (A,E), ld(A,E) satisfies 
cond i t ions a)-d) . 
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Proof 
(¡i) Immediately follows from theorem 4.^.3 and proposition k.k.2. 
So let us prove (¡). By theorem k.h.l and k.k.6, it is enough to prove that 
for some homogeneous identity (A,E), ld(A,E) = E. From b) it follows that 
for all finite E . £ IE, there exists (m,H) £ E such that every element of Ε­
ι s real i zed in (m,H). From c) it fol lows that for all (n,F) € Ε , there 
exists (m,G) € E such that n < m and G l· пэ_ F and for all a,b in η and с in n, 
if F(a,b), then there exists d ε m such that G(<c> ä,<d> Ь) . Let us choose, 
for every (n.F) in E, such an (m,G) ¡π E and denote it by (n,F) . Now, let 
(l<
n
,E
n
) , (k, ,Ε. ) ,.. . be a sequence of identities such that 
(i) (k ,E ) ε E,for all η 
η η ' 
( ¡ ¡) k0 = 1 
( i i i ) f o r a l l п £ ш and m < 2n+k7 and (m,F) in E, (m,F) is r e a l i z e d in 
( І )
 C W - W • ( k 2 n + l ' E 2 n + / · f o r a n n e i 
(v) f o r a l l n, E . \ к э E . 
' π+1 η— π 
The existence of such a sequence easily follows from the properties of E 
and from the remarks above. 
Define (ω,Ε) by: E(a,b) iff there exists Ν ε ω such that for all n ä N , 
En(i,b). 
Obviously (ω,Ε) satisfies the requirements. 
k.k.S To conclude section A.k, we state a proposition which may be seen as 
a combinatorial version of Ehrenfeucht's and Mostowski's theorem on sequen­
ces of indiscernibles. Let us call a finite identity (m,G) orderable if for 
some ordering < on m we have: whenever G(a,b), then a and b have the same 
order-type. 
Proposi t ion For every finite identity (m,G), the following are equivalent: 
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(i) (m,G) ¡s orderable 
(¡i) (m,G) ¡s realized ¡η all complete identities with an infinite 
un i verse 
(iii) (m,G) is realized in all finitary identities with an infinite 
universe. 
Proof The equivalence of (iii) and (ii) immediately follows from the 
definition of completeness. 
(iii) -» (i) Consider the identity (ω,Ε) with E(a,b) iff for all i.j, a . < a . 
iff Ь. < b.. Now (i) fо 11ows easily. 
(i) -» (iii) Use Ramsey's theorem in the same way as in the proof of Ehren-
feucht's and Mostowski's theorem. 
't.5.1 In section 't.5 we prove that chains of identities (ordered by 
</ ч) have lower bounds and upperbounds. We only need to consider a (ω,ω) 
special kind of chain as is stated in the following proposition. 
Propos i t ion Let (l,á) be a linearly ordered set and for i€l #(A.,E.) an 
identity such that for al 1 i,i € I, (Α.,Ε.) <, . (Α.,Ε.) iff ί < j. Then 
' ι ι (ω,ω) J J 
there exists a subset ^ n ^ I cofinal and coinitial with I such that either 
(l 0,<) = ( 2 , < ) , or ( I Q . S ) = (ω,<) or (ig.i) = (ω*,<) or (ig.i) = (ω*+ω,<). 
(As usual, ω is the linear ordering with universe ω and ordered by the 
inverted natural ordering on ω.) 
Proof There are four cases, depending on whether I has a smallest element 
or not and a greatest element or not. We only consider the case that I has 
a smallest but not a greatest element. The other cases are analogous. By 
induction on η we will construct ¡ n, п б ш , such that !„ = {i 1 η £ ω} and 
(l 0,<) = (ω,<). 
Let ¡„ be the smallest element of I and let i be constructed. Then 0 π 
{Id ,(A.,E.) I i > i„} is an increasing chain of subsets of a finite set and 
n+l t ι n 
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hence, there ex ì s t s a n i . C i such t h a t ! , > i and f о r a l l i n i , , 
η+1 η+1 η η+1 
Id .(Α.,Ε.) = Id .(Α. ,Ε. ). 
π + 1
 ' '
 η + 1
 'η + Γ 'η
+
1 
The set {¡ І п С ш } is cofinal with I. Indeed, let i С I. There exists j С I 
such that (Α.,Ε.) <, , (Α.,E.), but not (Α.,E.) <, » (Α.,E.). Hence, 
ι ι' (ω,ω) J J J J (ω,ω) ν ι ' ι 
for some η, Id (Α.,Ε.) 5 Id (Α.,Ε.) and so, ¡ < i . 
' η ι ι j* η J J η 
't.5.2 Theorem Let (Α.,Ε.) >, > (Α,,Ε ) >, , (Α,,Ε,) >, > ... be a 
1 1 (ω,ω; 2 Ζ νω,ω; 3 3 (.ω,ω) 
descending chain of homogeneous and complete identities. Then there exists 
a homogeneous and complete identity (A,E) such that ld(A,E) = П ld(A ,E ), 
пСш 
Proof We may assume that for all π € ω and m > n , (A ,E ) a, . (A ,E ). 
' ' m m (η,η) η η 
The required identity (A,E) should have the following properties: 
(i) forali η, (Α,Ε) - ( η > η ) (A n,E n) 
(i i) (A,E) is homogeneous. 
This is also sufficient, as from the assumptions of the theorem and from 
(i) it follows that for all nCiu, (A,E) <, ч (A ,E ). (Remark that every 
(ω,η)-sentence is a (m,m)-sentence for some m > η) . Then, by theorem k.k.'}, 
(A,E) is complete. 
The existence of an identity satisfying conditions (i) and (ii) follows 
from the compactness theorem. 
Remark that the theorem also can be proved by using theorem h.k.7-
4.5.3 Theorem Let (A ,E ) <, . (A , E ) <, . (Α,,Ε ) <, . ... bean 
1 1 (ω,ω; 2 2 (υ,ω} 3 3 (ω,ω) 
increasing chain of homogeneous and complete identities. Then there exists 
a homogeneous and complete identity (A,E) such that for all n, 
(A ,E„) <,
 N (A,E) and whenever a complete and homogeneous identity has 
η η Ιω,ω; 
this property, then (A,E) <, ^ (B,F). 
' (ω,ω) 
Proof Let D be any non-principal ultrafilter on ω and let 
(A ,E ) = Л (A ,Ε ) | D. Then, by tos's theorem, (A ,E ) isa homogeneous 
пСш 
-ye­
lden t i ty and for ali nEuiand (π, F) € Id , (η,F) ¡s real ¡zed in (A ,E ) iff 
there exists an Ν Ε ω such that for all m > N , (n,F) is realized in (A ,E ). 
m m 
Hence, ld(A*,E*) = U ld(A , E
n
) . Let (A,E) be the completion of (A*,E*) 
ηΕω 
as defined in theorem k.k.d. This identity meets the requirements. 
k.S.h The question whether two identities (incomparable with respect to 
</ ч) have a supremum or not, depends on the possibility of "glueing 
together" finite identities in a unique way (see theorem k.k.7). As we will 
indicate later on, this is not always possible. However, one might try to 
find classes of identities, which are complete and homogeneous and in 
which a supremum can be defined. 
As an example, which we are going to use later on, we mention the following 
classes: 
Κ. = {(Α,Ε) | (Α,Ε) is homogeneous and for all (n,F) ε Id (Α,Ε), 
(η,F) + (η,F) € ld2n(A,E)}, 
where for all (С,К) and (D.L), (С,К) + (D,L) is the identity (C U D,M) 
defined by 
M(i,b) iff ¿(i) = г(ь) 
for all i < S.(â), a. EC iff b. € C 
' ι ι 
whenever a f a is in С (resp. D) , K(a ìa, b fa) (resp. 
L(ä Ы, b Ы ) 
and K = {(Α,Ε) Ι (Α,Ε) Ε Κ . and (Α,Ε) is complete}. 
We state the followinq oroposition without proof: 
Propos i t ion 
(i) IK. is a complete lattice with respect to <, •. (modulo the 0 (ω,ω; 
equivalence relation =,
 s) . 
(i i) For all homogeneous identities (Α,Ε), there exists an identity 
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(Α ,Ε ) such that the following hold: 
1) (A,E) <, , (A*,E*) and (Α*,Ε*) 6 IK 
2) if (B,F) satisfies 1), then (A*,E*) <, ν (В,F). 
tu),ω} 
Let us call a class satisfying conclusion (ii) of this proposition strongly 
cofinai. From theorem k.k.b it follows that the class of complete identities 
is strongly cofinal. Using proposition '•.S.I, we may prove: 
Proposi tion The intersection of countably many strongly cofinal classes 
i s strongly cofinal. 
Corollary 
(i) IK is strongly cofinal 
(ii) IK is a complete lattice with respect to <, \ (modulo the equi-
Ιω,ω) 
valence relation a. . ) . 
(ω,ω) 
The example of two identities which cannot be "glued together" in a unique 
way, is the following. 
Let (2,E2) be defined by E 2(0,1), E2(<0,1>,<1,0>) and (3,E ) by 
E3(0,1),E3(0,2),E3(<0,1>,<1,2>),E3(<0,1>><2,0>),E3(<0,1,2>,<1,2,0>), 
E 3(<0,1 >2>, <2,0,1>) and (B.Fj by F (a.b) for all ä,b. 
Then (2,E2) and (3,E,) are realized in (2 ,Ε.) + (3,E.) and in (З.Е,). 
Certainly, (2,E.) and (3,E,) do not have a supremum. 
't.6.1 Theorem There exists a collection identities {(Α.,Ε.) I J^tii} such 
that for all J c u , (Α.,Ε.) is homogeneous and complete and for all J . K C Ü J , 
( AJ' EJ ) ^ω,ο.) ^ К ' ^ i f f J 1 K · 
We will prove the theorem by a series of lemmas. We proceed as follows. 
First, we construct for every prime number ρ a finite identity (p,E ). 
Secondly, we construct for every prime number ρ a finite structure В 
such that (B ,E„ ) = (p,E ). Then we construct for every set J of prime 
P
 Ρ
 p 
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numbers, a structure 8 and finally^he identity (Α.,Ε.) will be a comoletion 
(in the sense of theorem '•.'».6) of the identity (B.,BR ). 
k.(>.2 Let a prime number ρ be given and let (p,E ) be the following iden­
tity: E (а(Ь) iff £(a) = ¿(b) and there exists a k < p such that for all 
i<z(a) J b . s a . + k (mod p) . There is one equivalence class that will hold 
a special position, namely {<0,1,...,р-1>,<1,...,p-l,0> <p-1,0,1 p-2>}. 
We will denote it by X . 
Lemma 
(i) For all ρ, (p,E ) is homogeneous 
(ii) For all ρ and all functions f : ρ -» ρ, f is an automorphism of 
(p,E ) (i.e. an automorph!sm of the structure (ρ,Ε η ρ ) for 
ρ ρ ktü) 
L. ,) which leaves X fixed iff for al 1 к < p. f (к) s f (0) + к (mod ρ) . id ρ ' 
(¡ii) For all p ^ q , (ρ,Ε ) is not realized in (q,E ). 
Proof (i) This immediately follows from the definition. 
(ii) If f is an automorphism of (ρ,Ε ) which leaves X fixed, then for some 
k, <f(0),...,f(p-l)> = <k,k+1 p-1,0,1,...,k-l> and hence for al 1 i < ρ, 
f(i) = f (0) + i (mod ρ ) . 
Conversely, if for all k < p , f(k) = f(0)+k (mod p) , then f leaves X fixed 
and, moreover, f is an automorphism. Indeed, let E (a,b) and S,(a) = lib) = m. 
Then for some k, k
n
 = a. + к (mod p),...,k ,-a , + k (mod p) and hence U U r m-i m-1 
f (hg) = f (0) + bg (mod p ) s f ( 0 ) + a 0 + k (mod p) = f ( a 0 ) + k (mod p) , . . . 
...,f(b .)2f(a ,)+k (mod p) . From this we have 
m-1 m-1 
Ep(<f(a0),...,f(am.1)>,<f(b0) ftb^W. 
(iii) Suppose p ^ q and (ρ,Ε ) were realized in (q,E ), say by the elements 
η.,.,.,η ,. Then E (<n
n
,...,n ,>,<n,,....n , ,n
n
>) . So, for some k < q , 0 p-1 q U p-1 1' ' p-1 U 
η. = η- + к (mod q) , . .. ,η _.= η __+k(mod q) ,nQ = π _. + к (mod q) . This implies 
0 = p.k(modq), with k < q . This is impossible, as ρ and q are different primes. 
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k.G.'} Let for every prime number q, R and Τ be q-ary relational symbols 
and define for every prime number p, the structure 8 as follows: 
В В 8 p 
8 = <p,R P , T P.R p > . , where 
ρ q q p q p r i m e , q < p 
В В 
R = Χ , and for q< ρ, R (a) iff for some strictly increasing q-tuple α 
P P F
 Bq
 H 
in ρ and for some Ь in R , a = b f α. 
Remark that for all q<p, R is definable in В from R . 
8 q Ρ Ρ В 
Before we define Τ " for q< p, we need seme facts about 8 already now. Τ " 
q Ρ q 
will be such that Τ is definable in В from R . 
q ρ p 
Lemma Let В as above and suppose that for all q<p, S is definable in 
В from R . Then for all a and b, a and b satisfy the same type in В iff 
ρ ρ ρ 
EptS.b). 
Proof Suppose a and b satisfy the same type in 8 . We may assume, that 
for all i < j < я(а), a¡ ¿ a • and b. ^ b¡. As В is a fini te structure, a 
and b can be extended to sequences of length ρ which satisfy the same type. 
So, assume £(i) = i(b) = p. 
Then the mapping f : ρ -» ρ defined by fib.) = a-, ... ,f(b _.) = a _. is an 
automorphism of В . Hence, f maps X onto itself. This implies that for all 
к < p, f(к) = f(0) + к (mod ρ) and so, for all i < ρ, a. = f(0) + Ь. (mod ρ). 
Hence, E (a ,b) . 
For the converse direction, use the fact that any 1-1 mapping of ρ onto 
В 
itself, which leaves R " fixed, is an automorphism of В . 
Ρ
 μ
 Ρ 
В 
Ц.6.Ц The definition of Τ for q<p. 
q Ч K 
As В isa finite structure, there are only finitely many ¡nequivalent 
formulas with free variables x. χ , in which only R occurs as a 
0' q-1 ρ 
mathematical symbol. Fix a maximal sequence φ.(χ.,...,χ , ) , . . . 
φ., (х-,. .. ,χ _.) of such formulas. 
Let <nQ n _.> € p
4
 such that for all i<j<q, n. ^ n . and let 
-78-
X = {<n
n
 π ,>,<[!, η ,,η
η
> <η .,η- η _>}. From lemma 
0 q-1 Ι Ρ"' О Ч"' " Q"2 
4.6.2 (¡ii) and lemma 4.6.3 it follows that the elements of X do not all 
satisfy the same type in В . Let k. be the smal lest к €{1,...,N} such that 
В В
 p U
 В 
φ ,
ρ
η Χ ΐί 19 and -.φ. ρηΧ ¿ 0. Then let <n0,...,n , ^ Ε Τ P ¡ff 
BD q q 
<Пп,...,п ->€φ, . Obviously, Τ is definable in В from R (although the 
О' Ч"
1
 k 0 4 Ρ Ρ 
definition depends on p) and for all one-to-one sequences <n
n)... ,n ^ б р ^ , B B и q-i 
we have Τ " η X ¿ 9 and -Λ η Χ jí 0, where Χ is as above. 
Ч Ч 
In the next subsection (4.6.5) we will indicate how Τ can be explicitly 
defined. The reader who wants first to finish the proof of theorem 4.6.1, 
may immediately proceed with subsection 4.6.6. 
4.6.5 An explicit definition of Τ . 
For notational conveniency we omit all superscripts В . For any q-tuple χ 
and any i<q,let χ = <x χ .,χ- χ. .>. 
π
' ι q-ι υ 1-1 
For any strictly increasing q-tuple α in ρ, let R be defined by: a £ R 
iff for some b € R , bla = a. Finally, let for i€{0,...,q-l} and a given 
q-tuple χ, A. = {π | π € 5 and π (χ ) £ R for some α}. 
ι q q,a 
There are two cases for a given x: 
(i) not all A.'s are equal. Then let A. be the first one (in some fixed 
.· Ό 
ordering of S(S )) and let x' e T iff A. = A. . 9
 4 q ι ,0 
(i i) for al 1 i,j, A. = A. = A. 
Then Α τ* 0. Let π be the smallest (in some fixed ordering of S ) 
element of A. 
-k - 1 
Then for all k < q , there exists an I < q such that π(χ ) = (πχ) . 
Indeed, let i,j,a,fS be such that π(χ ) = <i,i + l p-1,0 i-1> fa 
-k 
and π(χ ) = <j,j + 1 p-1,0 j-1> f β. 
For some r < p , <! , i + 1 p-1 ,0, . . ., i-1> = <j,j + l p-1,...,j-1> 
-k 
and hence, as π(χ) and π(χ ) have the same elements, for some 1, 
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(<¡ , i + 1 , . .., ¡-1> ì a) = <j,j + 1 ,. . .,j-1> ^6. So, (πχ) = π ( χ ) . 
Let π(χ ) = (πχ) π(χ 4 ) = (πχ) Ч and let n-,...,η _. be the 
number of α such that π(χ ) 6 R 
q,a 
This implies п^+.-.+п _1 = p. 
As ° i s not an integer, we have η .<[-'-]< η., for some i and j. 
So, define x' € 7 iff n. < Й . 
In both cases we have: for all χ there exists i and j such that χ € T and 
q 
xJ ? Τ . 
't.6.6 Let J be a nonempty set of prime numbers. Let us define a structure 
В as fol lows : 
•
 8 J 8 J B J B, = <UJ,R ,T ,< > ^ . , where J q q q&d.q prime 
В, . В В 8 
R J = U{R P I p e J , p > q } , Τ J = U{T P | ρ £ J , p > q } 
B j 4 
and a < b i f f f o r the unique p,q in J w i t h a £ p and b E q , p < q . 
Lemma 
(i) For all a and b, a and b satisfy the same type in В iff the 
following three conditions hold: 
1) 1(a) = 1(b) 
2) f o r a l l i < «.(a) and a l l p E J , а . б р i f f Ь . б р 
3) f o r a l l i n c r e a s i n g sequences α and a l l p € J , 
i f rng(a h a ) £ p (and hence, rng (b f α) £ ρ) ,then E (a \ a,b f a) . 
i) (Β.,Ερ ) is homogeneous. 
J
 ÖJ 
i) (ρ,E ) is realized in (Β.,Ε,, ) iff p€J. 
ρ J Bj 
v) (B.,ER ) <ι , (Β,,,Ε,, ) iff J c K . J Ö lu,ω) К Í5K — 
Proof (i) It is easy to see that for all p € J , В is definable in В . 
Ρ J 
Then (i) immediately follows from Lemma Ί.6.3. 
(i i) This immediately follows from (i) and lemma 't. 6.2 (i). 
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(iii) If p£J, then (ρ,E ) is realized in В and hence, in В . Let (p,E ) 
be realized in (B.,ER ), say by η.,.,.,η , . Then <n_,...,n _1>,<n1,...,n _..nn>, 
...,<η .,nn,...,n __> all satisfy the same type and hence, by (i), there 
exists a q£J such that {n- η .iJ^q and so, (p,E ) is realized in В . 
By lemma 't.6.3 and 4.6.2 (iii), p=q and hence p£J. 
(iv) If (Β.,Ε- ) S, > (Β,-,Ε« ), then J с К. This immediately follows from 
J Β. (ω,ΐύ) К о — 
(Mi). 
If J с К, then В с В and it immediately follows from (i) that (Β.,Ε,, ) is 
— J — К J o . 
realized in (BK,Eg ). This implies (Bj.Eg ) <, , ^BK'EB ^-
К J К 
k.b.J Finally, let us define (Α.,Ε.), where J is a nonempty set of primes. 
If J is finite, then let (Α.,Ε.) = (Β.,Ε„ ). In this case (Α.,Ε.) is homo­
geneous and trivially complete. 
If J is infinite, then let (Α.,Ε.) be a completion of (B.,ER ). 
Lemma For all nonempty sets J,K, 
« V ^ 2(
ω
,
ω
) ^ к * iff J^ K· 
P^of If JcK, then (Bj.EB ) < ( ω > ω ) (BK,E8 ) and (BK,E ) <(^ω) { ^ t j 
J К К 
and hence, (by theorem Ц.Ц.6) (Α.,Ε.) <, * (A,.,E,.). 
Assume J ?! К. We show that not (Α.,Ε.) <, > (Α,,,Ε,.). If J or К is finite, 
the proof is trivial. So, assume that J and К are infinite and let p € J \ K . 
Then (p,E ) is realized in (Β.,Ε- ) and hence, in (Α.,Ε.). We will show 
that (p,E ) is not realized in (A..,EK) . We will do this, by proving that 
(p,E ) is not realized in Th(B ). By theorem 'i.S.S and theorem k.k.6, this 
Ρ К 
is sufficient. 
Suppose that (p,E ) were realized in ТЬ(В^), say in the structure B, with 
Ρ К 
B^B Let us call two elements in B, a and b, equivalent, if neither 
Bu u В 
a < b nor b < a. 
It follows that (p,E ) is realized in В by equivalent elements. This implies 
- 8 1 -
t h a t the f o l l o w i n g set o f formulas is c o n s i s t e n t w i t h T h ( 8 . ) : 
{ χ . ? ί χ . I ¡ < j < p } u { - ( x . < x . ) I ¡ , j < p } u 
ϋ { T p ( x 0 V ^ * T P ( X 1 Х р - Г Х 0 ) ' Т р ( х 0 V i * г Ί ρ { ^ · · - ' Κ
Ρ
- \ · Χ 0 · ^ ) · 
• • • •
T p ( x 0 ' " - ' V l ) * T p ( V l , X l Χ ρ - 2 ) } · 
This set is finite,so, it is realized in 8, and hence, in 8 , for some q€ K. 
This is only possible, if q = p. Hence, ρ £ К. We now have arrived at a contra­
diction and the lemma is proved. 
4.6.8 Proof of theorem 4.6.1 This follows from lemma 4.6.7. For J = 0 we 
define (Αβ,Ε-) = (і.ЕЛ, where E 1 is the unique equivalence relation on 1. 
For finite J, the identities (Α.,Ε.) are finite. We define a "better" class 
{Α.,Ε.) I J e u } as follows: 
Instead of considering the structures В for ϋ £ ω , first construct B. in the 
following way: if L is the language of В., then add to L a new binary 
relation symbol •< and let 
8. = В. В. 4 8 .·<... , which means: Β = Β.χ ω , a-^ b i f f for some n < m 
in ω, a £ В . χ {η}, b € B . x { m } and on each copy of В define the relat ions 
as on 8 itself. Then it is not very difficult to show that lemma 4.6.6 (iv) 
holds for (B .,£„*) and if we define (Α.,Ε J to be the completion of 
* + 
(B*.E„*), then lemma 4.6.7 holds for (Α.,Ε.). The proofs need minor changes. 
Note Using the structures 8. one may also show the following: if (C.,F.), 
ϋ ^ ω , is such that 
( 
(i 
(iii) whenever (B,F)eiK satisfies (i), then (Ο,,Ρ.) <, ^ (B,F) 
Then forall J , К с
ш
, (Cj.Fj) <, ч (C K,F K) iff J c K . 
) (Α.,Ε.) <, . (С.,F.) 
J J Ιω,ω} J J 
) (C ..F ) e K, where IK is the class defined in subsection 4.5.4. 
J J 
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Stel 1ingen 
1 . 
Zij L een aftelbare taal, Δ een verzameling formules met vrije variabelen 
χ en y, en zij A een aftelbare, locaal Δ-ordenbare structuur voor L zó, 
dat elk A-3~type van Th(A) gerealiseerd is in A. Dan is er een rij formules 
φ
η
(χ,y),φ,(χ,y),... ¡η Δ zó, dat voor alle structuren В, met Β ι A, В 
lineair geordend wordt door \f/ /j\\ φ (χ,у). 
η· J min 
Dit proefschrift, biz. 33. 
2. 
Zij voor een gegeven identiteit (A,E) de identiteit (A,E') als volgt ge-
def i η ieerd: 
voor alle η ε ω, en alle <a,,....a > en <Ь,,...,Ь > in A , 
' I n 1 ' η 
E,((a1,...,an),(b1,...,bn)) := Ve 3d[E(c,a1 an),(d,b1,....Ь^] 
л Vd 3c[E(c,a1 an),(d,b1,...,bn)]. 
Dan is er een identiteit (A,E) zó, dat (A,E') ^ (Α,Ε), maar (A,E) / (A,E'). 
Dit geeft een negatieve oplossing voor een open probleem van Benda in [*]. 
[*] M. Benda, ModeloTds I, 
Transactions of the American 
Math.Soc, 250(1979),pp.47-90. 
3. 
Op 2, de binaire waaier, zoals de ruimte van Cantor in het intuìtionisme 
heet, is een totale ordening < te definiëren door: 
α < β := 3n[Vm < η [α (m) = S (m) ] л α (π) < β (η) ] . 
Neem nu eens aan dat R~ 2 χ 2 voldoet aan: 
VaVß[a#ß -> (cxRß V ßRa) ] (*) 
(α#β := 3η[α(η}ι<β(η)]. α*Β ¡s ¡η het algemeen sterker dan α/β, i.e. 
-Vn[a(n) = β(η)].) 
Dan kunnen we een funktîe f : 2 -» 2 construeren die voldoet aan: 
VaVB[ci< β -> f(a)Rf(ß)]. 
Het is daarom niet mogelijk een (in de zin van (*)) totale ordening op 2 
te definiëren, die tevens een weiordening is. 
¿ t . 
Zij f een een-eenduidige, analytische functie op {z | ζ >_ С, | ζ | < 1} zó, dat 
f(0) = 0 en f'(0) = 1. 
Dan geldt voor alle м с R, met v ï 8 , 
Re^f'tO) +livf"(0)) < 2v-3. 
Al s voor zekere г8 het =-teken geldt, dan is voor alle ζ met | ζ | < 1 , 
f(z) = ?—y. 
(1+iz)2 
5. 
Zij L een Archimedische Riesz-ruimte en M een Riesz-deelruimte van L. 
Zij 8(L) (resp. 8(М)) de Boole-algebra van banden in L (resp. M). Veronder-
stel M d d = L. 
(Voor alle BçL, Bd = {fi f e l , Vge B[[f| л ¡g| = 0]}.) 
Definieer π„ : B(M) -»5(1) door vu(B) = B d d. 
η π 
Dan is тг een een-eenduidig homomorf isme van Boole-algebra's . 
Bovend ien geldt : 
тт.. is orde-kontinu dan en slechts dan als M regulier is. 
M 
(M is regulier, als voor alle X£M, als inf Χ = 0 in M, dan inf X = 0 
in L.) 
6. 
Zij Τ een eerste-orde theorie. Dan zijn de volgende uitspraken equivalent: 
(i) elke complete uitbreiding van Τ (in dezelfde taal) heeft eliminatie 
van quant i f icatoren. 
(ii) elk model A van Τ heeft een uitbreiding В (niet noodzakelijk een 
model van T) zó, dat 
a) A is existentieel afgesloten in В 
b) voor alle псш, alle <a1,...,a > en ^......b > in В die in В 
' 1 π 1 η 
aan dezelfde open formules voldoen, en alle с in B, is er een d 
in В zó, dat <c,a, а > en <d,b,,...,b > in В aan dezelfde 
' ' 1 ' ' η ' 1 ' ' η 
open formules voldoen. 
7. 
Het is een illusie te menen, dat de resultaten van zuiver wetenschappelijk 
onderzoek altijd gepopulariseerd kunnen worden. 
6 juni 1980 G.A.A.M. Broesterhuizen 



