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Abstract
The ability to monitor physiological parameters in an individual is paramount for
the evaluation of physical health and the detection of many ailments. Wearable technologies are being introduced on a widening scale to address the absence of low-cost
and non-invasive health monitoring as compared to medical grade equipment and
technologies. By leveraging wearable technologies to supplement or replace traditional gold-standard measurement techniques, the research community can develop a
deeper multifaceted understanding of the relationship between specific physiological
parameters and particular health conditions. One particular research area in which
wearable technologies are beginning to see application is the quantification of physical
and mental stress levels in individuals through brainwave and physiological feature
monitoring. At present, these methods are time consuming, invasive, expensive, or
some combination of the three.
This thesis chronicles the development and application of a novel open source wearable sensing platform to the field of stress and fatigue estimation and quantization.
More specifically, the garment in its current configuration monitors heart rate, blood
oxygen saturation, skin temperature, respiration rate, and skin conductivity parameters to explore the relationship between these parameters and various self-reported
stress measures. Utilizing machine-learning methods, subject-specific models were
generated in an n=1 study which predicts the self-perceived stress level of the subject
with an accuracy of between 92% and 100%. The garment was developed with a
modular interface and open source code base to allow and encourage reconfiguration
and customization of the sensor array for other research applications. The dataset
generated in this effort spans the early stages of the COVID-19 pandemic as the
subject experienced increasing levels of isolation and tracks physiological parameters
across two months via daily measurements.
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Chapter 1
Introduction

1.1

Motivation

From early vital sign monitoring during the Gemini space program in the 1960’s [1] to
current wireless consumer grade electromyography (EMG) and electrocardiography
(ECG) technologies [2, 3], there persists a clear requirement for low profile, nonintrusive wearable sensing that does not interfere with users’ activity or movement.
Torso-based wearables which allow multiple simultaneous sensor modalities have been
developed in the past [4] and several are currently available on the consumer market.
These wearable devices can be utilized in a wide range of clinical and scientific applications, from activity monitoring in healthy subjects to fall-risk analysis in elderly or
neurocompromised subjects.
One subject area in which wearables are only sparingly deployed is in mental stress
detection. Mental stress, defined by Merriam-Webster as “the burden on one’s emotional or mental well-being created by demands on one’s time” [5], is an inescapable
part of daily life. While all individuals experience stress, the severity, duration, and
1

perception of this stress can play a role in an individual’s overall health. Chronic
stress can lead to a multitude of other health issues including obesity, heart disease,
sleep disorders, anxiety, and depression [6]. Chronic and acute stress have both been
shown to increase the risk of workplace accident and can impair both short term and
long term memory [7, 8, 9]. All of these side effects of stress pose a risk not only individuals, but also to the companies and corporations that employ them. Employees
suffering from stress and its side effects pose a risk to themselves, their coworkers,
and the assets of their employer. Stress has also been linked to workplace absenteeism
[10], directly affecting the work output of the employee.
Stress is clearly an issue in workplace actors, the employees across all levels of
an organizational hierarchy. However, if the stress level of workplace actors were to
be monitored, interventions could be staged in order to remove those actors from
actively stressful situations and mitigate risk. These benefits would extend to society
as a whole, as opposed to the workplace exclusively. To date, no such monitoring
system exists.

1.2

Problem Statement

According to the American Institute of Stress, the direct cost of mental stress to
the American economy is approximately $300 Billion annually and stress adversely
affects eight in ten working-age adults [11]. Particularly in the current economic
climate in which the national deficit is more than $25 Trillion, this cost represents an
unsustainable drain on an already straining financial system. If the effects of mental
stress on the economy were completely eliminated, the current national deficit could

2

be eliminated in 83 years without making other changes.
In order to address and mitigate the costs of stress, there must first be a reliable
and reproducible method of ascertaining the level of stress being experienced. To date,
few efforts have been made to quantify individual stress levels beyond self-reporting.
In clinical settings, the most widely accepted stress quantization method is the Perceived Stress Scale [12], though other methods are used such as the Ardell Wellness
Stress Self-Assessment, the Matheny-McCarthy Stress Coping Resources Inventory,
and the Symptoms of Stress Frequency self evaluation [13]. While these measures offer some insight to personal stress levels, they remain an extremely subjective manner
of evaluation. By developing models which have the ability to quantize stress levels
on a sliding scale based on empirical measurement alongside open source hardware
capable of providing these measures, individual stress levels could be monitored in
near-real time. With an up-to-date characterization of current and historical stress
levels, intervention could be strategically planned in populations before heightened
stress levels interfere negatively with quality of work. By providing insight as to
when intervention may be necessary, workers in mission-critical environments could
be relieved before their actions begin to pose a risk to personnel or property.
This thesis presents a wearable device developed with the intended application
of stress evaluation, but with a modular platform intended to allow the device to be
utilized in a broad range of other clinical research applications such as ailment detection and health metric tracking. Furthermore, this work presents models developed
utilizing machine learning techniques to predict the level of stress in a subject based
on physiological parameters detected using the aforementioned wearable device.

3

1.3

Contributions

The work proposed in this thesis consists of a novel open source wearable sensing
device and its application to mental stress estimation. There are three main contributions from this effort.
1. An Open Source and Modular Health Monitoring Hardware Solution
The measurement system proposed herein represents a novel approach to wearable sensing by introducing an open source platform to encourage further development unaffected by fiscal motivation. This system is modular and scalable by
nature of the custom board layout. The development of this system is detailed
in Chapter 4.
2. A Public Dataset of Self-Estimated Stress Level and Measured Biosignals
The effort chronicled in this thesis resulted in a dataset consisting of 80 data
collections of 11 minutes each in length. Each of these collections contains
both skin and ambient temperature measurements, electrocardiogram, photoplethysmography, galvanic skin response, and respiration measurements. These
data collections were compiled over a period of three months in a consistent
environment. The data collection is detailed in Chapter 4.5.
3. Machine Learning Models for Prediction of Self-Perceived Mental Stress Levels
Utilizing the dataset described in Contribution 2, machine learning methods
are applied to develop quantitative predictive models of self-perceived mental
stress in a subject. These models attempt to predict the resultant scores of four
independent clinically used self evaluations of mental stress. The creation and
4

training of these models is described in Chapter 6.
While there is significant prior work in wearable sensing, there has not been an open
source multimodal platform to date. There is also a distinct lack of publicly accessible
long term data linking multiple physiological parameters to self perceived stress levels.
Predictive models of mental stress do not appear to have been published in prior work.
The three contributions presented in this thesis are novel, and will hopefully inspire
further work into the long term characterization and prediction of mental stress.

1.4

Thesis Outline

This thesis follows the following template: Chapter 2 describes varying methods and
approaches used in the estimation of stress and fatigue, as well as a brief history
of stress as a health ailment. In Chapter 3, wearable sensing is introduced and
several specific use cases for the technology are described. Several specific commercial
wearable devices are also discussed. Chapter 4 features an in-depth examination of
the open source hardware platform developed in this work. This section presents both
the hardware and software structures of the device, as well as a brief cost overview.
In Chapter 5, the methodology for data collection and feature extraction is laid out.
The specifics of the machine learning approach are described in Chapter 6. Finally,
Chapter 7 serves to reflect on the work contained herein by proposing future work
and closing remarks.

5

Chapter 2
Stress and Fatigue Estimation

2.1

Introduction

The stress response is an inescapable and necessary part of daily life. It is an evolutionary trait that has manifested as a reaction to uncertainty and danger, and grew
from the classical concept of the ‘Fight-or-Flight’ response. It is important to note
that not all stress is negative; tempered acute stress responses can encourage motivation and focus, and improves physical performance in some populations. The negative
mental and physical effects typically associated with stress are generally the outcome
of either chronic stress situations or events of excessive acute stress. Every individual
has a different tolerance level for these types of stress, and the point at which stressful
situations begin to cause ill effects will vary from person to person [15].
Moreover, the experience of stress is not a permanent one. There are many methods available to cope with stress and, over time, lower the level of chronic stress being
experienced, even without directly addressing the exposure to triggering stimuli but
by instead altering the psychological perception of those stimuli and the reaction to
6

them [16]. In this chapter, we will examine the history of stress identification and
research as well as the various practical methods of quantifying the extent of stress
being experienced by an individual.

2.2

History of Stress Estimation

The concept of stress as it is understood today is a recent contribution to the field
of science and academic research. During his time as a medical student from 1925
to 1929, Hungarian physician Hans Selye noted that patients suffering from from
widely varying afflictions often exhibited identical symptoms. After graduating medical school and earning a doctorate in chemistry, Selye began work with the McGill
University Department of Biochemistry. Researching with rats, he once again noticed
that rats subjected to physical injury, uncomfortable cold, and intoxication would respond in the same manner for the duration of exposure to these stimuli. In 1936,
Selye published his theory on General Adaptation Syndrome (GAS). In this theory,
he posited that these responses could be characterized by three successive stages:
alarm, resistance, and exhaustion. In this publication, the GAS response was repeatedly claimed to be the direct response to ‘stress,’ the first time the word had been
used in this sense (contributing to Selye’s moniker, ‘The Father of Stress’). During the Alarm stage, the body distributed increased levels of oxygen and glucose to
the organs in order to increase the ability of the subject to respond immediately to
threats, and blood pressure also increased. This condition lasted for up to 48 hours,
at which point the extent of glucose and oxygen distribution gradually returned to
pre-stimulus levels. In this second stage, Resistance, the body was able to adapt to
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Figure 2.1: Three-phase stress response pver time according to the General Adaptation
Syndrome. A.R.: Alarm Reaction, S.R.: Resistance Stage, S.E.: State of Exhaustion.
Reproduced from [17]

the external threat and blood pressure returned to normal. While the rats were able
to endure exposure to a specific unpleasant or harmful stimulus, their susceptibility
to other harmful substances or events increased. The adaptation was, however, not
permanent. After a period of resistance which varied in length by subject the rats
entered the Exhaustion phase, where resistance to the original threat decreased and
the animals eventually died. If the stimulus was removed from the rats, they entered
an alternate and self explanatory third stage: Recovery. As an editorial side note,
these experiments would be considered downright barbaric and unethical by modern
standards; Selye would regularly leave caged rats outside for extended periods in Montreal winters or practice unnecessary surgeries. At the time these were considered
acceptable conditions for animal experimentation.
A depiction of the GAS response can be seen in Figure 2.1. The academic community spurned the GAS theory, as the concepts were vague and unmeasurable. Selye
took his theory to the general public, and later went on to document that stress reactions in humans are identical in the case of receiving good news or bad news. He
called stress reactions to negative stimuli ‘distress,’ and reactions to positive stimuli
‘eustress,’ titles which are still utilized in psychological fields [17].
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Several decades later in the 1960’s, psychologists began to adopt Selye’s theories.
Extensive research was undertaken to examine the connection between stress and disease. These studies determined links between stress and the neuroendocrine system,
the system that releases hormones into the blood based on messages from the brain
[18]. This system forms the bridge between psychological stress and its physical manifestations, which will be examined further in Section 2.4. In 1980, Post Traumatic
Stress Disorder (PTSD) was added to the standardized Diagnostical and Statistical
Manual of Mental Disorders, characterized by an ongoing and severe reaction to a
psychological stressor. By the 1990’s the terms ‘stress’ and ‘stressor’ had entered the
American vernacular, and attention was turned to addressing stress in specific areas
of life such as workplace stress and the development of stress coping mechanisms [19].
The 1980’s also saw the development of the Transactional Model of stress and
coping, developed by Richard Lazarus and Susan Folkman. This five stage model
is still considered relevant and applicable today, and contends that not all stressors
contribute to stress levels. In the first model stage after stimulus exposure, an individual evaluates the stressor during a Primary Appraisal (Stage 1). If the stressor is
deemed to be positive or irrelevant, it is disregarded and does not compound stress,
ending the reaction. If instead the stressor is deemed to be a negative or dangerous influence, it undergoes Second Appraisal (Stage 2) where the individual analyzes
their personal coping resources. If resources are sufficient, stress is not compounded,
but if an individual does not have adequate resources then the third stage of the
model is reached: Stress (Stage 3). The Stress stage invariably leads to the Coping
stage (Stage 4), wherein the individual may either change the stressful situation in
a problem-focused approach or change his or her perception of the situation via an

9

emotion-focused approach. The length of time spent before transitioning to stage
four is dependent on the individual as well as the specific situation. Finally in the
fifth stage, Reappraisal (Stage 5), the individual may garner knowledge from the first
four stages and find themselves better equipped to respond to the same stressor in
the future. The greatest difference between the Transactional model and the GAS
model is the concept that humans can acquire and develop coping skills which allow
varying degrees of freedom when responding to a stressor [20].
Self-coping methods for stress de-escalation have existed to a certain extent for
decades, likely long before stress was formally defined as a concept. The first known
usage of the term ‘coping’ occurred in the 1950’s in a medical context, when psychiatric patients were encouraged to engage in self-care practices such as shaving
and exercising in order to maintain a sense of self worth and independence. In the
1960’s, emergency responders were first advised to engage in self-care acts to balance
physical, emotional, and spiritual needs. Addressing these three focus areas might
involve improvement of sleep hygiene, personal journaling, and meditation practices
respectively [21].
Racial injustice also played an important role in the expansion of self-care practices. In many communities, African American citizens did not have access to the
quality of healthcare enjoyed by their white counterparts. To address this shortcoming, these communities encouraged self-care as preventative medicine and encouraged
wholistic health practices. The Black Panther Party recognized this lack of healthcare
equality and incorporated free healthcare into their platform base. In her 1988 book
A Burst of Light, African American activist Audre Lorde wrote, ‘Caring for myself
is not self-indulgence, it is self-preservation, and that is an act of political warfare,’
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Figure 2.2: Google search popularity of the term ‘Self-Care’ since January 2004

reaffirming the notion to her readers and community that self-care practices could
double as civil disobedience [22].
Unfortunately, these stress coping methods are not reaching a broad enough audience. A 2015 study by the American Psychological Association determined that
stress levels are rising across the nation, noting financial responsibilities, family responsibilities, and stressors in the workplace as leading contributing causes. Younger
generations reported more extreme stress levels than more elderly generations, and a
large portion of study participants indicated they did not feel they were doing enough
to address their stress [23]. A brief examination of Google internet search trends from
the company’s inception through June, 2020 reveals that interest in self-care topics
has drastically increased over the course of the last 16 years (Figure 2.2). This trend
may be interpreted from two differing viewpoints; either the general public is increasingly aware of self-care methodology or the necessity for self-care has sharply
increased.
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2.3

Self Estimation of Mental Stress

Over the years, there have been many different methods to self-evaluate personal stress
levels. Perhaps the earliest of these is the 1967 Holmes and Rahe Scale, deployed to
investigate the possible relationship between stressful life events and physical illness.
In this scale, subjects tally stressful life events occurring within the past year and each
event is assigned a point value. If the sum of these points is greater than 300, the
subject is considered at risk of developing illness. Scores between 150 and 299 were
considered to indicate moderate risk of illness, while scores below 150 were considered
to indicate a low risk of illness [24]. While this scale was widely used around the time
of its inception, the Holmes and Raye Scale has generally been replaced clinically
with more modern methodologies.
One such clinical scale of mental stress is the Cohen Perceived Stress Scale (PSS)
introduced in 1983. The PSS consists of ten self-evaluation questions reflecting on the
extent to which daily life has been affected by stress over the previous month. Each
of these questions is answered on a scale of 0 to 4, with larger values corresponding to
increasing levels of disruption. These scores are then tallied for a final score between
0 and 40. Scores from 0 to 12 are considered a ‘Low Stress’ outcome, 13 to 26 are
considered a ‘Moderate Stress’ outcome, and scores of 27 to 40 are considered a ‘High
Stress’ outcome [12]. This scale is currently the most frequently used clinical measure
of mental stress.
The Ardell Wellness Stress Test (1977) is another stress index which is still widely
used today. In this test, subjects are asked to reflect on 25 items by assigning values to
each of them in the range of -3 to +3. Lower numbers indicate greater dissatisfaction
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with the item in question while higher numbers indicate greater satisfaction. The 25
items on the assessment are aspects of daily life such as home life and career choice.
Responses to each item are added together to obtain a final score between -75 and
75. These scores are then assigned to one of six categories separated by 25 point
intervals, ranging from ‘No coping capacity - candidate for major psychological care’
to ‘Fully self actualized - nearly immune from the ravages of stress.’ The Ardell test
is unique in that it was the first assessment to take a wholistic approach to stress,
inquiring as to physical, mental, emotional, spiritual, and social aspects [26].
Another self-evaluation measure is the Depression Anxiety Stress Scale (DASS)
from 1995. This evaluation method consists of 42 statements each of which is responded to with a rating between 0 and 3. If a subject assigns a 0 to an item, he or
she is indicating that the statement in question does not apply, whereas an answer of
3 indicates that the statement strongly applies [25]. Of these 42 questions, 14 relate
each to scales of depression, anxiety, and stress which are then broken down into
a number of subscores. The depression subscales are dysphoria, devaluation of life,
hopelessness, anhedonia, and social inertia. Anxiety is separated into situational anxiety, skeletal muscle effects, and autonomic arousal. The stress scale assigns subscores
to difficulty relaxing, nervous arousal, irritability, and impatience.
The Stress Coping Resources Inventory (SCRI) was first published in October of
2000. In this scale there are 32 questions asking subjects how they feel about certain
situations or how they believe others perceive them. Answers to these questions range
in specific wording but are consistently assigned a value between 1, which indicates
the minimum accordance with the question, and 4, which indicates a strong alignment
with the answer that the SCRI deems the most positive. The subject is then assigned
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seven scores based on their answers. The mean score from questions 1 through 7 is
deemed the Wellness score. Questions 8 through 13 average to become the Thought
Control score, and questions 14 through 20 indicate Active Coping skills. 21 through
26 are a measure of Social Ease, while 27 and 28 return a Tension Reduction skill.
The final answers, 29 through 32, indicate the subject’s Spiritual Practice score.
An Overall Stress Coping score is calculated by averaging these previous six scores.
Each of the final seven scores falls into one of four classifications for coping abilities.
Scores less than 1.5 indicate less than average coping ability, whereas scores between
1.5 and 2.4 indicate average coping. 2.5 to 3.4 indicate an above average set of
coping skills, and scores 3.5 or above are assigned the label of ‘Superior Stresscoper.’
By representing different aspects of the subject’s coping ability, it is proposed that
he or she may be able to focus specifically on improving those skills found to be
underdeveloped. [27].
The Symptoms of Stress Frequency Index takes a slightly different approach to
self stress evaluations in that subjects are not categorized in any way based on their
final score. In this assessment subjects are presented 12 symptoms of excessive stress
such as headaches, fatigue, and insomnia. A value between 1 and 7 is assigned to
each symptom according to the frequency with which the subject experiences it, with
1 indicating ‘Never,’ and 7 indicating ‘Almost all day, every day.’ These scores are
then added together and fall somewhere in the range between 12 and 84, with higher
scores indicating a greater stress level [13].
All of these methods attempt to assess mental stress and its perceived effects
on the individual. However none of these tests are capable of assessing stress levels
in real time, and all require intrusive interventions into daily tasks to complete. If
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mental stress could be detected through methods which do not require self-estimation,
the potential exists to create a long-term characterization of a subject’s mental state
which could be used to monitor changes in an individual’s level of stresscoping.

2.4

Quantitative Measurement

Attempts have been made in recent years to quantify mental stress and fatigue based
on external physiological responses, with varying success. Some biosignals have been
proven to be associated with chronic or acute stress response through signal features
present in either the time domain or in the frequency domain representation of the
signal. Some of these characterizing features are exclusively manifested internally
to the body, such as changes in the digestive process or the concentrations of stress
hormones in the bloodstream [14]. These responses are difficult to track without
resorting to invasive monitoring methods such as drawing blood or inserting cameras
into the body. Other responses are manifested externally and can easily be monitored
with basic equipment, such as the galvanic skin response or changes in the heart beat.

2.4.1

Heart Rate Parameters

There has been substantial research into the effect of chronic and acute stress as it
manifests itself in the behavior of the heart, specifically in measures of heart rate
variability. Heart rate variability (HRV) is the variance in time between successive
heart beats. More specifically it is the variance of the RR-interval. The RR-interval
is the length of time between successive R waves of the heart beat, ocurring when
ventricles depolarize. The R wave serves as a convenient fiducial mark because it
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Figure 2.3: Labeled diagram of a QRS wave as it appears on an ECG signal. The interval
between R waves (RR Interval) is a common metric for quantifying heart rate variability.
Reproduced from [28].

produces a sharp and well defined peak in an electrocardiogram signal, as can be
seen in Figure 2.3. This peak occurs as part of the QRS complex, which represents
the electrical impulse of the heart as it permeates the ventricles and indicates the
depolarization. Not all heart beats feature Q or S waves, but should contain an R
wave. RR-intervals vary from one heartbeat to the next due to interactions between
the two components of the autonomic nervous system, the sympathetic and parasympathetic nervous systems. The parasympathetic nervous system signals the heart to
decrease its rate, while the sympathetic nervous system sends signals to increase the
heart rate. Heart rate detection equipment varies, but electrocardiogram and photoplethysmography signals are frequently used for this purpose. Both devices operate
on well documented principles and have been in use for more than 80 years [29].
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Two other metrics most widely used to detect stress from heart rate are the Low
Frequency to High Frequency Ratio (LF/HF) and the Root Mean Square of Successive Differences (rMSSD), both extracted from HRV data. In the case of the LF/HF
ratio, the frequency domain of the HRV data is divided into regions of ‘low frequency’
content from 0.05-0.15 Hz and ‘high frequency’ content from 0.15-0.4 Hz. The LF
region must be constructed from a minimum of 2 minutes of HRV data and is thought
to contain information from both the sympathetic nervous system and the parasympathetic nervous system. The HF region requires at least one minute of data and
is affected solely by the parasympathetic nervous system. Decreased levels of HF
frequency content have been linked to stress and panic. The ratio between these
two regions is thought to provide an indicator of the ratio between sympathetic and
parasympathetic nervous system activation. It has been noted however that the overall length of recorded data used to calculate LF/HF does influence the calculated
value, as different processes contribute to LF and HF regions at different times in the
day [30].
rMSSD is traditionally calculated using 5 minutes of HRV data, though some
research has investigated operating on lengths of between 10 seconds and 1 minute.
Because it is a measure of variance, this metric is unaffected by trending changes in
time series heart rate measurements. This is the primary metric used in time domain
HRV analysis, and has been shown to strongly correlate with self-reported stress
levels [31]. Other metrics positively associated with mental stress levels are mean
heart rate, mean RR-interval, normalized low frequency content, and the difference
between low frequency and high frequency content of HRV [32].

17

2.4.2

Galvanic Skin Response

Galvanic Skin Response (GSR), also known as Electrodermal Activity (EDA), is the
measure of varying conductance on the skin surface. Levels of skin conductance
vary according to many parameters, such as environmental humidity and barometric
pressure, but also directly as a result of physiological processes. There are three
processes which contribute to GSR: muscular activity, vascular dilation, and secretory
changes. Sweat response is included in the category of secretory change and has been
demonstrated to be associated with acute stress response, following stimulus exposure
within five or fewer seconds [33]. One practical demonstration of this principle is the
polygraph, or lie detector test. GSR measures were added to the standard polygraph
device in 1938 on the assumption that lying under pressure would activate an acute
sweat response in a subject. To this day, GSR sensor data is considered the most
reliable sensor channel for lie detection during polygraph sessions [34].
There are two main methods for acquiring GSR data: exosomatic and endosomatic. Exosomatic methods apply an AC or DC current to the skin surface, and
measure the voltage drop across the electrodes. Through a simple Ohm’s Law calculation (V/I=R), skin conductance can be determined as the inverse of the calculated
resistance. DC current methods are the simplest to deploy but risk electromagnetic
interference induced by the applied current. AC current exosomatic methods avoid
this limitation, but require the addition of an inverter to the equipment. In endosomatic GSR measurements, external current is not applied to the subject. Two
electrodes are placed on the skin and the electrical potential between them is amplified. These systems are able to detect smaller GSR events than their exosomatic
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Figure 2.4: Raw GSR data deconstructed into tonic and phasic components, from [36]

counterparts, but require more complex circuitry [35].
Raw GSR data can be deconstructed into two main components: the phasic and
the tonic. Phasic GSR components adapt rapidly to stimulus exposure, resulting in a
well defined peak in the data generally taking place over the course of 0.5 to 5 seconds.
These events have been linked strongly with acute stress responses. In contrast, the
tonic component produces a slower trend in the GSR data which lasts for the duration
of the presence of the stressor. These events can generally be extracted from raw data
simply by taking the mean of the raw data, resulting in a computationally inexpensive
measure of GSR. More advanced detrending approaches may provide a more complete
characterization of chronic stress [36]. A visualization of the two components can be
seen in Figure 2.4.
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2.4.3

Temperature

Body temperature has also been shown to fluctuate with mental stress. Specifically,
the temperature of the skin surface is known to fluctuate with vascular constriction
by nature of reduced blood flow near the skin [37]. This vasular constriction is caused
by the activation of the sympathetic nervous system. Due to this relationship, it is
believed that the experience of either acute or chronic stressors will lower the skin
temperature of a subject for the duration of exposure to those stressors. The extent
of skin temperature drift as a result of stress has been attributed to the level of
severity of the stressor, from barely perceptable to more than one degree Celsius.
The intensity of the stress reaction has also shown to delay the rate at which the
body returns to pre-stimulus temperature once the stressor is eventually removed,
with greater stress responses resulting in a longer refractory period [38].

2.5

Conclusion

In this chapter, we explored the history of mental stress awareness and measurement.
Various methods of self-estimation were identified and elaborated upon, as well as
the physiological responses that accompany different levels of stress.
As our planet becomes more connected and world news can be widely distributed
within seconds of being finalized and published, the number of stressful stimuli we
are exposed to on a daily basis is only likely to increase. Fortunately, the stigma
surrounding mental health treatment and discussion is rapidly dwindling, and methods of stress-coping and self care are being more widely validated and disseminated.
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Stress management and self-care training, if widely taught, could reduce the strain
on a burdened healthcare system and encourage a more highly motivated workforce.
While the availability of stress management and self-care programs is beneficial
to the wellbeing of a population, progress cannot be made without creating methods
to identify those in the population who are experiencing unhealthy amounts of stress.
Self evaluation methods are available for this purpose, but remain a subjective measure for the already inexact science of stress management. For this reason, effective
quantization methods of mental stress are a necessity. By identifying physical indicators of mental stress levels in a population, intervention can be staged before these
levels reach critical thresholds for longterm physical and mental health of an individual. In the next chapter, we will explore portable methods of measuring biosignals,
and begin to consider how they might be applied to this field.
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Chapter 3
Wearable Technology
Wearable devices have begun to permeate daily life across many cultures. As semiconductor technologies continue becoming smaller and smaller, manufacturers increasingly find themselves with the ability to integrate greater functionality into their
devices. As a result, devices are constantly evolving and advancing in terms of sensor
modalities and capabilities.

3.1

History

Mankind has forever sought to make technology portable, which has inevitably resulted in the advent of wearable devices. Arguably the earliest foray into the field of
wearable technology ocurred when Peter Henlein began to produce tiny mechanical
clocks to be worn as necklaces in 1505 [39]. This concept of portable time-telling
advanced to the development of pocket watches in the late 1600’s, and the eventual
development of wristwatches in the late 1800’s. Today the wristwatch is by far the
most common development platform for consumer wearables, incorporating activity
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Figure 3.1: Examples of wearable devices. Left to Right: Akouphone hearing amplification
device (1900), Polar Sport Tester PE 2000 (1982), Fitbit (2013), BioStamp RC (2017).

tracking, heart rate detection, and even social media into some wrist-worn devices.
Another prime example in the early adoption and evolution of wearable devices
is the hearing aid. The now ubiquitous hearing amplification devices were first introduced as early as the year 1634, in the form of a handheld trumpet-like device [40].
These devices lacked any form of electronic amplification until Miller Reese Hutchison
invented the Akouphone in 1898, which would be refined and manufactured by the
Siemens company from 1908 onward. One of these devices can be seen in Figure 3.1.
The first wearable hearing aid was introduced in 1936, though it was based on vacuum
tube technology and was markably larger than similar devices we consider portable
today. Transistor technology advanced the minimization of hearing aids but were not
reliable until Zenith Electronics introduced the Maico Transist-Ear in 1952. When
microprocessors were introduced in the 1970’s, onboard digital processing allowed
hearing aids to improve the quality of sound delivered to the user while also decreasing the size of the enclosure. Today, many hearing amplification devices offer wireless
cellphone connectivity and multiple audio profiles, to tailor the user experience based
on ambient sound conditions [41].
One subcategory of wearable technology, and the one upon which this thesis is
focused, is Wearable Sensing. Devices in this category are worn on or near the
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skin, where they detect, process, and transmit signals of interest. These devices may
present information to the user in real time, or may simply store data for later use.
Activity trackers are a prime example of this type of device. The earliest form of
digital activity tracking came in the form of the pedometer, a small device generally
worn on the hip, which counts the number of steps taken and distance traveled by
an individual over the course of a day. The first of these devices was designed in
1780 and was based on the mechanism of a self winding clock. This concept was
reinvigorated in 1965 by the introduction of the step-counting ‘manpo-kei,’ which
translates in English to ‘10,000 steps counter’ [42].
In 1982, Polar released the world’s first wireless heart rate monitor, the Sport
Tester PE 2000, which consisted of a sensing transmitter band worn across the chest
and a wrist-worn receiver with a display. These devices continued to increase in accuracy and decrease in size, and Polar remains an active manufacturer in fitness tracking
today [43]. The American company Fitbit has also released a series of dedicated activity trackers, beginning in 2008 with the Fitbit Tracker. This device was the first
activity tracker to feature wireless charging, and also monitored users’ sleep cycles
based on periods of restlessness. In 2013 the company introduced the waterproof
Fitbit Flex, the wrist worn device intended for 24/7 wear [44]. Modern devices may
incorporate accelerometers, gyroscopes, and sometimes pulse oximeters and altimeters, however their intended purpose of monitoring and reporting health parameters
to the user remains unchanged.
In 2006, Nokia became the first manufacturer to produce a cellular phone which included an accelerometer. This allowed the phone to act as an activity tracker without
additional peripherals. Other manufacturers took notice, and today all smartphones
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Figure 3.2: Early Biobelt astronaut bioinstrumentation unit. Two ECG leads pictured upper
left, phonocardiography device pictured center, two lead impedance pneumogram pictured
lower left. Reproduced from [1]

feature at the minimum a triaxial accelerometer while many also provide for opticalbased methods of heart rate monitoring via photoplethysmography (PPG) sensor.
Public application repositories such as Google Play or the Apple App Store allow
third parties to develop and distribute software which leverages these hardware resources for a multitude of purposes including gaming, health monitoring, and activity
tracking [45]. As a result, individuals with cellphone access have greater access to
activity tracking than ever before.
Wearable multimodal monitoring systems are commonplace today, but symbolized a great advancement in scientific instrumentation at their introduction. Prior to
the space program, instrumenting human subjects was not a concept that had been
explored outside of hospital patients. No sensing package existed at the time which
could monitor astronaut health to the extent desired by flight surgeons. To address
this shortcoming NASA developed the Biobelt, a cotton and teflon pouch worn under astronaut flight suits which contained sensors, signal conditioning circuitry, and
telemetry devices. An image of one of these Biobelts can be seen in Figure 3.2. The
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unit featured a two lead ECG and phonocardiography system, as well as an impedance
pneumogram to deliver heart rate and respiration rates of astronauts. During ground
tests the device also contained a skin temperature sensor, but this was removed prior
to any active mission usage [1].

3.2

Modern Wearables

Health monitoring applications have also inspired large scale research and development efforts over the years, to the extent that there is a specific term for portable
health monitoring solutions: m-health. While the term initially applied to the broadening use of mobile phones in healthcare, it has expanded to include the use of
wearable devices. These devices may utilize any number of sensor modalities in order
to successfully track parameters of interest. One such example is the BioStamp RC
platform produced by MC10 [46]. The BioStamp RC is an adhesive backed sensor
applied directly to the skin in one of 25 validated body locations. The sensor is capable of detecting accelerometry, gyroscopic rotation, ECG, and EMG signals. Data
is stored locally, and each device can operate remotely for 36 hours at a time. A
bluetooth radio is used to offload data to a mobile phone or tablet, and because each
BioStamp stores data rather than actively streaming, multiple units can be worn
simultaneously to gather movement and muscle activation data of certain limbs or
even the entire body. This platform allows researchers to methodically study subject
activity and body kinematics, even if a subject is unable to be physically present in
a clinician’s office.
There have also been wearable sensors marketed directly to consumers and hob-
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Figure 3.3: Augmented reality implementation: details about the locations in the camera’s
field of view are presented to the user.

byists. The MYO Armband from Thalmic Labs [47] was a publicly available EMG
sensing armband which wirelessly streamed muscle activation data to a nearby computer. The user could then apply these signals at will, mapping activation patterns
to desired outcomes such as control of flying drones or the articulation of a smart
prosthetic device. The $200 device is no longer marketed as the company has shifted
focus to producing augmented-reality smart eyeglasses. Augmented reality, differing
from virtual reality in that items are overlaid on the real world, as opposed to entering
a simulated world, is another novel, though somewhat controversial, application of
wearable sensing. An example of how this may appear on a personal mobile device
can be seen in Figure 3.3.
In 2013, Google marketed the Google Glass, a pair of augmented reality eyeglasses
which were quickly removed from the market over both safety and privacy concerns
[48]. Google continues to offer Glass to businesses as a workplace solution to increase
worker productivity by provided hands-free access to reference materials. Thalmic
Labs has determined that the market climate is now more conducive to this type of
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device (likely due to the distinct lack of a camera compared to Glass), and aims to
release the product at some point in 2020. Both of these devices feature screens, visible
only to the individual wearing the device, which present information about objects
in the user’s field of view. In the same manner in which the increased hardware
resources of mobile phones have allowed those devices to be used as activity trackers,
the presence of a camera on the phone and increased processing power allow third
party developers to introduce augmented reality applications to the masses.
Garments of clothing offer a convenient and approachable method of attaching
sensors to a subject. Many companies offer training solutions to athletes in addition
to the wrist-worn devices already mentioned previously. The Myontec mBody [49] and
Athos Coach [50] are two such systems. Both platforms consist of electromyography
sensor-laden athletic garments with wireless datalogging and exporting. In the case
of the mBody, muscle activation is monitored in the hamstrings, quadriceps, and
gluteals alongside inertial data. The Myontec software then generates a workout plan
for the athlete to meet targeted training goals. The Athos system offers the same
monitoring of lower body muscle groups and training recommendations while also
allowing EMG monitoring of the pectoral, bicep, tricep, deltoid, and latissimus dorsi
muscle groups.
Many studies have also investigated the presence of IMU’s embedded in footwear
to monitor stride characteristics and the progression of fatigue in athletes [51]. Gait,
fatigue, and muscle activation analysis are all methods athletic trainers utilize to
isolate areas of improvement for their athletes to focus on, as well as quantitatively
track physical improvements over time.
In recent years, smart garments have increased in popularity both from an aca-
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demic research perspective as well as in the field of hobbyist electronics. This is in
part due to the increasing availability of conductive thread, allowing researchers and
hobbyists alike to introduce tactile interfaces into a garment. An extension of this resource is the creation and refinement of textile electrodes. These electrodes generally
feature a cotton pad treated with PEDOT:PSS, a conductive polymer which maintains its properties through many machine wash cycles [52]. By replacing traditional
disposable electrodes with PEDOT:PSS-based textile electrodes and traditional cabling with conductive thread, wearable garments can be made which are washable,
more flexible, and more comfortable than previous wearable devices.

3.3

Special Measurement Cases

Very few wearable technologies are applicable in all situations; special cases exist
wherein either the hardware must be adapted or the processing flow must change
in order to account for these conditions. Perhaps the most intuitive of these special
cases is microgravity. When the human body enters orbit around the planet, there are
fundamental differences as compared to the Earth’s surface. Accelerometers cannot
be normalized to a 9.8 m/s2 gravity vector because an orbiting device is consistently
in free fall. Orbital vehicles are oriented by tracking the location of stars on the
horizon and comparing them to astrological maps, but humans within these vehicles
(and as an extension, any wearable devices on their person) do not have access to
the same field of view. It becomes very difficult as a result to determine the absolute
orientation of an individual using inertial measurement sensors, though the ability
to determine relative orientation after movement within a spacecraft is unimpeded.
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Computer vision technologies can be used within spacecraft to identify crew members
and their absolute orientation, although these systems are incredibly expensive to
implement. The International Space Station features a Phoenix Technologies motion
capture system for this purpose at a material cost of between $150,000 and $250,000,
noninclusive of the $10,000/pound cost to elevate a payload to orbit [53].
In space, bodily fluids also tend to rise towards the head, confounding optical
and surface health measurement techniques such as PPG and EMG by altering the
fluid content at the measurement site [54]. This change can be accounted for via
calibration of sensors compared to gold standard measurement methods, but sensors
models must be calibrated each time they are used until fluid movement equalizes
in the body. Unfortunately, non-surface EMG methods involve inserting a needle
through the skin layer and into the muscle, an incredibly invasive method of obtaining
baseline muscle activation levels.
There are two specific torso-based devices which have been used in microgravity
environments. The first, the MagIC-Space, is a torso-based wearable developed specifically to monitor cardiac patterns during sleep in microgravity environments [55]. The
garment consists of an instrumented vest featuring a two-lead ECG with textile electrodes, a textile plethysmograph for respiration measurement, a temperature probe,
and two accelerometers for the purpose of seismocardiography measurements of the
upper chest. In 2015, the MagIC-Space was used aboard the International Space
Station to collect seven overnight sleep recordings during a validation trial. The limitations described above inherently do not afflict the MagIC-Space by nature of the
device’s intended usage; there is no attempt at estimating astronaut orientation or
location within a vehicle and the device does not attempt to collect PPG or EMG
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Figure 3.4: Modern examples of torso-based wearable systems. Left: MagIC-Space sleep
monitoring system ([55]). Right: Hexoskin health monitoring device, precursor of the Astroskin wearable platform ([83]).

measurements. This garment was capable of collecting quality data in which 96% of
the recordings were able to be used for subsequent analysis. By measuring a subject
during sleep periods, the device was able to avoid the common occurrence of motion
artifacts in sensor data resulting from normal daily activities.
The second wearable sensing garment developed for microgravity environments
is the Astroskin device developed by Canadian company Carre Technologies. The
Astroskin garment is an extension of the commercially available Hexoskin wearable
device, modified for usage onboard the International Space Station. Both the Hexoskin system and the MagIC-Space can be seen in Figure 3.4. The Astroskin device
features a three-lead ECG, a plethysmography sensor, forehead located PPG, a skin
temperature sensor, and an accelerometer. From these sensors, the company claims
to be able to measure heart rate variability, lung capacity and respiration, pulse
oximetry, skin temperature, activity levels, and blood pressure [56]. The garment
was worn on several occasions in 2019 aboard the space station to prove its viability
as a biosignal monitoring device in orbital environments. An independent validation
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of the Astroskin indicated that while the device is certainly capable of recording data
and presenting it to users in real time, the accuracy and precision of some measurements, particularly blood pressure and respiration rate, was severely lacking at the
time [57].

3.4

Conclusion

Wearable technologies allow greatly enhanced portability of multiple sensor modalities as compared to gold-standard measurement methodologies such as the 12-lead
ECG (heart rate), the turbine flowmeter (respiration), or motion capture technology
(movement). These devices can also be considerably less invasive than their traditional counterparts. Wearable device sales have increased from $16 Billion in 2016
to $44 Billion in 2020 worldwide, not only because of the reduced cost of sensor
components as manufacturing technologies advance but also because of an increased
acceptance of m-health methodology in clinical research environments [58].
There are also specific measurement cases which must be considered when deploying wearable platforms. Some of these situations are readily apparent, but some are
population specific and there is a risk they may not be addressed before data collection methodology is in place and possibly already completed. Subject populations
and collection environments must be carefully evaluated before finalizing any data
collection implementation.
In the next chapter, we will propose a multimodal measuring system which leverages several of the technologies described in this chapter and in the previous chapter.
This upcoming chapter chronicles the hardware development efforts of this thesis.
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Chapter 4
Proposed Measurement System

4.1

Measurement Methodology

The Wearable Integrated Health Monitoring System (WIHMS) is proposed as an open
source, multimodal modular health monitoring wearable device. The software and all
custom design files are available under the MIT open source license [59] in a public
GitHub respository [60].
Sensors are sewn into the fabric of a form-fitting polyester long sleeved cycling

Figure 4.1: Visual representation of the WIHMS layout
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shirt, as depicted in Figure 4.1. One galvanic skin response sensor is sewn into the
garment’s left flank. ECG leads are anchored along the hems of the shirt with the pads
protruding through the front of the fabric to place leads on either side of the user’s
chest and upper left leg. The skin temperature sensor is sewn along the serratus anterior in order to shield the device to rapid skin temperature changes resulting directly
from the ambient environment, while the ambient temperature sensor is mounted to
the exterior face of the Arduino. PPG information is collected from the left index
finger from both 880 nm and 660 nm wavelengths, and the air gap from the sensor
surface to the skin surface is minimized by stitching a band of

1
4

inch elastic around

the wrist and finger. A Bosch BNO055 IMU is mounted to the lower sternum in order
to return gyroscope-based respiration measurement.
Incorporating low-cost photoplethysmography methods with surface biopotential
measures of heart activity may improve processing of artifacts [61] and can provide
additional information regarding the user’s health such as cuffless blood pressure
measurement [62]. Moreover, inclusion of additional sensor modalities, like those
for characterizing galvanic skin response and skin temperature may enable further
characterization of overall health status [63].
The WIHMS garment was worn by a single subject (male, 25 years old) for 80 collection periods of 11 minutes each in length to determine the system’s initial validity
for use in collecting physiological data. The collection length was established based
on the assertion in [64] that frequency-based HRV metrics require between 5 and 10
minutes to return reliable results. These datasets were collected over the course of
two months in order to qualify both the ruggedness of the garment as well as track
self-perceived stress over a reasonably large span of time. Before each collection, the
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subject first completed four or the self-evaluation methods of stress outlined in Section 2.3. The first of these is a modified version of the Cohen Perceived Stress Scale
(PSS), where the recall period of the PSS was modified from one month to one day so
as to provide a more granular characterization of stress over time. The subject also
completed the Ardell Wellness Stress Test, the Coping Resources Index for Stress, and
the Symptoms of Stress Frequency Index. These three tests were not modified from
their published form. Responses to these self-evaluations were recorded in a Microsoft
Excel document alongside the date on which the collection took place, the time at
which the data collection began, and the filename of the collection as generated by
the WIHMS garment.

4.2

Selected Sensors

Hobbyist grade sensors were selected to perform the sensing requirements proposed
in the WIHMS platform. By making this decision, the total cost of the sensor array
was kept to below $170 and the variety of sensors available for use in the garment was
expanded greatly. These advantages are explained more thoroughly in section 4.3.
A MAX30102 particle sensor breakout board from MAXIM [65] monitors photoplethysmography (PPG) from two light emitting diodes of different wavelengths. A
red LED emits light at 660 nm, and an infrared LED emits light at 880 nm. The
MAX30102 operates from a 5 V supply, but a 3.3 V logic level. The cabling to the
PPG sensor runs along the underside of the subject’s left arm, and is attached to the
pad of the left index finger in accordance with the assertion by Longmore et. al that
this location is the most reliable for heart rate, blood oxygen saturation, and respi-
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Parameter
LED Brightness
Sample Averaging
LED Mode
Sample Rate (Hz)
Pulse Width (µs)
ADC Range

Default
255
8
1
100
411
4096

As Set
60
4
2
3,200
69
8192

Maximum
255
32
3
3,200
411
16,384

Table 4.1: MAX30102 Default settings and settings as used in data collection. Settings were
altered to avoid sensor saturation and to increase data rate of the device.

ration rate [66]. The setup parameters were modified to prevent signal saturation at
the collection site and to increase the data rate of the sensor data. Settings used for
data collection are shown in Table 4.1 alongside the default values:
Electrocardiography (ECG) sampling is performed using a 3-lead Gravity brand
heart rate monitor. This device was selected due to the design based on a low noise
Analog Devices AD8232 chip [67]. This device is a single-chip signal conditioning
block developed specifically for differential monitoring of biopotential signals. As a
result, the device by nature filters signal noise resulting from small movements or
non-ideal electrode placement. Additionally the AD8232 was designed for low power
applications, requiring less than 0.2 mA of current from a 5 V supply. Leads are
configured in a Type I configuration [68], with the positive and negative leads on
either side of the subject’s upper chest. The ground lead is fixed to the subject’s
lower left leg. All measurements considered in this thesis were performed using 3M
Red Dot disposable ECG electrodes [69].
A BNO055 Absolute Orientation Sensor [70] resides on the subject’s lower sternum for non-intrusive respiration measurement. This device was selected as it not
only features both an accelerometer and a gyroscope, but also natively runs several
onboard fusion and filtering algorithms in order to reject noisy data. Gyroscopic
36

respiration sensors have been shown to provide reliable measurements, even in some
cases where accelerometry based respiration is unsuccessful due to noise [71]. This
sensor is connected to a 5 V supply, and operates at a 5 V logic level.
Two custom thermistor-based temperature sensors are used to track skin surface
temperature and environmental ambient temperature to infer the extent of the subject’s temperature regulation. These analog sensors consist of a simple resistive voltage divider circuit, wherein one component in the divider varies its resistance based
on the temperature of the silicon substrate. The output voltage of this divider can
then be converted to a temperature measurement by considering the Steinhart-Hart
Equation
T = (A + B ∗ ln(R) + C ∗ (ln(R))3 )−1

(4.1)

where T signifies the temperature in Kelvin, R signifies the resistance of the semiconductor substrate, and parameters A, B, and C are the Steinhart-Hart coefficients.
These coefficients are specific to each individual model and type of semiconductor. In
the case of the Vishay NTCLE100E3474GB0 device utilized in the WIHMS garment
[72], these parameters are calculated to be 7.86 × 10−4 , 1.81 × 10−4 , and 8.84 × 10−8
respectively. One of these sensors is located in the left armpit to measure body temperature. The second sensor is located on the back of the garment in free space, with
approximately two inches of standoff from the top of the microcontroller in order to
measure environmental ambient temperature. These sensors are connected to the 5
V supply of the garment.
A custom electrodermal activity sensor is used to collect galvanic skin measurements (GSR) from the subject’s left flank in order to monitor the electrodermal
activity in accordance with stress reactions [63]. This sensor consists of two flat con37

ductive pads spaced

1
2

inch apart. These pads are connected to the collector and the

emitter of a Micro Commercial S8050 NPN transistor. The gate of this transistor is
pulled to ground with a 5.1 kΩ resistor, and a 5 V supply voltage is applied to the
collector. Based on the level of electrodermal activity of the subject’s skin, the current through the transistor will vary and the voltage at the emitter can be measured
as an indicator of galvanic skin response.

4.3

Communications and Hardware Interface

The WIHMS platform utilizes a combination of three communication methods: analog voltage, Inter-Integrated-Circuit (I2C) communication, and Serial Peripheral Interface communication. These three methods merge at a custom hardware interface
board before being passed to a microcontroller for data file logging. Before discussing
the hardware communication interface (Section 4.3.3), each of the digital communication methods must be explained in more detail.

4.3.1

I2C Communication

The I2C protocol is a 2-wire serial interface standard first introduced by Philips Semiconductor in 1982 [73]. This specification was introduced for applications favoring
simplicity and low expense. Compared to many other communications protocols, I2C
is considered a slow solution. The original I2C standard data rate is a mere 100 Kbps,
while most modern devices operate at 400 Kbps or even up to 3.2 Mbps in some high
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speed devices [74].
The two wires utilized by the I2C protocol are the clock line and the data line,
usually designated “SCL” and “SDA” respectively. Each line features a pull-up resistor to a “high” logic voltage, as the lines are connected either in either an open-drain
or open-collector configuration depending on the transistor technology used in the
design of the I2C device. A basic I2C bus layout is shown in Figure 4.2. The clock
line is generated by a single master device, and connected to all Slave devices present
on the I2C bus. However, devices may alternate between Master and Slave roles in
between transmission events. Each device on the bus is assigned a unique 7 bit identification address, though in some cases this address is extended to 10 bits. In theory,
127 Slave devices may be accessible by a single Master device using 7 bit addressing,
or 1024 devices when using 10 bit addressing. In reality, the number of devices on
the bus is limited by bus capacitance. According to the official standard, only 400
pF of capacitance is allowed on the line in order to prevent a false latch condition.
At high levels of capacitance, RC characteristics dominate the behavior of the rising
and falling edges of the SCL and SDA signals, in some cases to the extent that the
line voltage does not cross the logic low/high threshold. In this situation the Slave
devices sit idle, waiting for a data signal that can never come. Additionally, because
of the open-drain/open-collector configuration of the transmission lines, any device
on the bus can pull either line to ground voltage at will.
The I2C standard was developed for communication between multiple integrated
circuits on a single circuit board, with off-board communication handled by more
rugged industrial standards such as RS-232 or RS-485 [76]. Due to the simplicity and
low cost of implementing the I2C standard, many inexpensive digital sensors make
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Figure 4.2: Wiring overview for an I2C bus. Reproduced from [75]

use of I2C across cable runs and rely on pull-up resistors to mitigate the RC effects
of extending the communication bus, as shown by the extent of I2C device addresses
compiled by Adafruit at [77].
There are three main solutions to the issue of I2C bus capacitance when going
off-board. First and most obvious, the number of devices on the bus should be kept
to a minimum and excess cable length should be eliminated. Every additional device
on the bus adds not only the input capacitance of the device, but also of the necessary
cabling to link the Master and Slave.
The second solution is to strengthen the pull-up resistors by lowering their value.
The I2C spec sets an upper limit of 3 mA on the drain current of either line. This
corresponds to a resistance value of 1.67 kΩ on a 5 V line, or 1.1 kΩ on a 3.3 V line.
Many devices populate the I2C pull-up resistors with values between 4.7 kΩ and 10
kΩ with the assumption that multiple devices will be placed on the same bus, all
with their own resistors which will add in parallel and reduce the equivalent series
resistance. Increasing the pull-up value introduces a safeguard against violating the
3 mA current limit, but also inherently slows the rising edge of the I2C signals. With
this knowledge, all pull-up resistors can be removed from all devices on the bus and
a single set of correctly sized resistors can be populated on the line. One downside of
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this approach is that in power-sensitive applications, lowering the value of the pull-up
resistance inherently increases the power draw of the system during data transmission
events.
Finally, active I2C buffers or I2C isolation chips can be used to isolate the bus
into smaller sections, each of which may have an individual capacitance up to the 400
pF limit. These chips inherently introduce a constant propagation delay to the signal
(the value of which depends on the specific device but is generally in the range of tens
of nanoseconds), but by reducing the RC time constant of the bus may reduce the
transition time between logic levels. Compared to the first two solutions, this third
option is the most expensive. Not only do the buffers themselves increase material
expense, but considerations must be made in circuit board layout to accommodate
the IC and its supporting components. The buffer also requires a small quiescent
current whether or not it is transmitting data. Depending on the pull-up resistors
selected, the power consumption of a system implementing this solution is likely to
be greater than one which simply opts for strong pull-up values.
It should be noted that some I2C buffers, such as the NXP PCA9615 [78] are
available specifically for transmitting I2C signals over long distances up to 3 meters.
This is achieved by converting the I2C lines to differential signals to be transmitted,
then converting them once again to a single ended signal at the end of the cable run.
This method of signal buffering is the most complicated solution to I2C over distance
as it requires the most external components, including a second PCA9615 (or similar)
to receive the differential signal.
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4.3.2

SPI Communication

The Serial Periferal Interface (SPI) communications protocol is another single ended
serial communication method intended for short distance data transfer [79]. Unlike
the I2C protocol, an features a single Master device directing one or more Slave devices. At minimum, the protocol requires four wires to function. These connections
are typically denoted as follows: “SCLK” is a clock signal which is generated exclusively by the Master device. “MOSI,” short for “Master Output Slave Input,”
is the data line from the Master to the Slaves, generally containing an instruction
set. “MISO,” or “Master Input Slave Output,” is a data line for Slave devices to
return data to the Master device. Finally “CS” stands for “Chip Select.” This line
is an active-low signal controlled by the Master device, meaning in order to query a
specific Slave device the voltage on this line must be pulled down from a logic-high
state. Any Slave device detecting a falling edge on the CS line will become active
and attempt to send data back to the Master. As a result, a unique selection line is
necessary for every Slave device on the bus. The basic layout of an SPI bus can be
seen in Figure 4.3. The number of Slave devices on an SPI bus is therefore limited by
the number GPIO pins available on the Master device. Unlike I2C, however, Slave
devices do not require unique addressing in order to interact with the Master.
The SPI clock is set considerably faster than one used for I2C devices, often
between 3 and 8 MHz on embedded devices. The lack of pull-up resistors on data
lines allows SPI devices to operate at higher data rates with less concern for RC
charging effects on the lines. SPI protocol is traditionally utilized for very short range
communication between devices; as the distance between devices increases, the clock
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Figure 4.3: Wiring overview for an SPI bus. Reproduced from [75]

frequency must be lowered to combat parasitic and stray capacitance interfering with
rising and falling signal edges. 3 meters of cable-length separation between Master
and Slave devices is considered to be the maximum reliable transmission distance for
the protocol, and at this distance the clock frequency may need to be reduced to as
low as 125 kHz to guarantee reliable data transfer.

4.3.3

Hardware Resources

An Arduino Mega 2560 is used to collect and store sensor data. The ECG sensor, GSR
sensor, and temperature sensors provide analog voltage outputs, which are connected
directly to individual analog input pins on the microcontroller (pins A1, A4, A7,
and A11). The remaining sensors utilize the common Inter-Integrated Circuit (I2C)
protocol, discussed in detail in Section 4.3.1 above. This system of communication is
simple to both implement and troubleshoot, but is very sensitive to bus capacitance
slowing the rising edge of the digital signal. To work around this limitation, strong
pull-up resistors (2.2 kΩ - 4.7 kΩ) are used in combination with Texas Instruments
TCA9517 I2C buffer chips on a custom printed circuit board to isolate the line to
each sensor and prevent the bus from latching up during operation at the 400 kbps
standard I2C “fast” data rate. The WIHMS system is designed to be powered via a
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Figure 4.4: Wiring convention for digital and analog sensors over twisted pair cabling

common 5 V DC power bank, but the onboard regulators are capable of driving the
system from an input of between 2.7 - 11.8 Volts. Design files and sensor resources
are located in the WIHMS Open Source file repository on GitHub [60].
The custom designed data-aggregation board served to interface the Arduino to
each of the sensors. This board is mounted to the small of the back to pass sensor data to the microcontroller located in a pocket on the lower rear of the shirt.
Connection between the sensors and the data-aggregation board is accomplished using common off-the-shelf connectors. Analog sensors utilize a 4-pole, 4-contact RJ11
telephone jack, while I2C-based sensors utilize an 8-pole, 8-contact RJ45 connector.
I2C communications are carried between the sensors and the data-aggregation board
over common CAT6 twisted pair cable. Twisted pair conductors were assigned in order to minimize crosstalk and electromagnetic interference. SDA, SCL, and postitive
voltage lines of the sensor’s I2C are each twisted around their own ground wire. The
wiring convention for both the analog and digital communication, including twisted
pair assignments as described above, is shown in Figure 4.4. A block diagram for the
entire system layout is located in Appendix Section C.
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The CAT6 cable currently in use on WIHMS is not shielded as a capacitance
limiting measure, but performance of the I2C bus in its current state suggests that the
lines could be shielded for enhanced noise resistance without sacrificing bus reliability.
The capacitance of the unshielded twisted pair is characterized by the equation

C=

0.7065
∗ er
ln( ds )

(4.2)

where C is the capacitance in pF/inch, s is the separation of the two conductors
in mm, d is the diameter of the conductors in mm, and er is the dielectric constant
of the conductor insulation. In the case of the 24 AWG cabling used in WIHMS, the
equation can be populated as follows:

C=

0.7065
1.27 ∗ 2.26 = 1.75 pF/inch
ln( 0.510
)

(4.3)

The maximum individual cable run in WIHMS is the 1 meter run from the data
board to the PPG sensor. From the above calculation, it can be calculated that
the parasitic capacitance of this cable run is 73.5 pF. Additionally, IEEE standard
802.3 [80] states that the maximum capacitance allowable in the connection between
a manufactured 8p8c jack and 8p8c recepticle is 4 pF. The TCA9517 datasheet specifies a maximum input/output capacitance of 13 pF. As a result, the capacitance of
the longest CAT6 interconnection is assumed to be 93.5 pF or less, well below the
permissible 400 pF limit.
Each port on the data-aggregation board is configurable for devices requiring 3.3
or 5 V logic levels, as well as 3.3 V or 5 V power supplies. This level of configuration
allows other sensors and sensor modalities to be incorporated into the WIHMS system
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without hardware redesign or rework. The board also features an onboard MAXIM
DS3231 precision real time clock to timestamp each data file as it is created.
The data file is stored using the SPI protocol to communicate with and write
to a 64 GB Samsung EVO high speed MicroSD card formatted using the FAT32
standard [81]. Filenames are assigned based on the date provided by the real time
clock in the format “MMDDHHmm.bin.” Filenames originally utilized the format
“YYYYMMDDHHmm.bin,” but the standard 8.3 format convention utilized in FAT
filing systems limits filenames to eight characters, with a three character file type
extension.

4.3.4

Software

The open source nature of the WIHMS project means that the embedded processing
flow may be adapted at will to suit a particular set of requirements as needed. For
the work presented in this thesis, the garment was configured to collect 11 minutes
of data from the six sensors described in Section 4.2. At power-on, the microcontroller first queries the digital sensors in order to ensure the availability and proper
operation of the I2C bus. After verifying the operation of the I2C bus and presence
of all anticipated sensors, configuration parameters are written to the digital sensors
and the real time clock is queried for the current date and time. The system clock
notes the moment that data collection is initiated, to the millisecond. During this
boot process, a splash screen displays the following text to the subject on the wrist
mounted OLED display:
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WIHMS 1.1
Blake Hewgill 2020
Rev. 20200405
Welcome
The microcontroller then verifies the presence and proper formatting of the micro
SD memory card for data storage. If the card is not present, the subject is notified
“SD NOT Connected” on the OLED display and WIHMS enters a standby mode while
the SD card fitment is verified. Otherwise, a binary file is created on the card under
the name “MMDDHHmm.bin” as noted above in Section 4.3.3. The data collection
process then begins, and the prompt “Collecting Data” is presented to the subject.
Sensors are queried in a loop for the duration of the data collection. ECG,
PPG, temperature, and GSR measurements are queried every cycle of the loop. The
BNO055 used for respiration measurements is queried only every 16 cycles of the loop.
Because the normal resting respiration rate of adults is between 12 and 20 breaths per
minute [82], or 0.20 Hz to 0.33 Hz, this lower sampling rate is still more than adequate
to characterize breathing patterns, complete with inflection points and the possibility
of hyperventilation (30 breaths per minute or a 0.5 Hz respiration rate). The sensors are queried at 200 Hz, with the exception of the 12.5 Hz respiration sampling
frequency. Every 16 measurements, the temperature sensor to be queried alternates
between the skin temperature sensor and the ambient temperature sensor. After 11
minutes of data collection, WIHMS transitions to a standby mode, and displays the
message “Complete" to the subject.
A simplified software process flow for the WIHMS data collection script can be
seen in Figure 4.5, and the full code currently used to perform data collection is
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Figure 4.5: Flow chart outlining data collection process

included in Appendix D.1.
Each set of measurements from the entire sensing array is stored in a data line 16
bytes long. An array of 32 16-byte structures is created in the Arduino memory. The
format of this data structure is shown in Table 4.2, which also provides the latency
time to query each sensor. The length of the array is selected to be 32 due to a
requirement in the SD standard which specifies that the SD card be written to in 512
byte blocks. Each time the 512 byte memory block fills with data, it is written to the
SD card and overwritten with the next 32 sets of measurements. After 10 such blocks
are written to the SD card the file is closed and reopened to finalize the write process
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Data
Type
Length
Latency

Time
Long
4 Byte
1.8 µS

ECG
Int
2 Byte
0.1 mS

IR PPG
Int
2 Byte
1.25 mS

Red PPG
Int
2 Byte
1.25 mS

Temp.
Int
2 Byte
0.1 mS

GSR
Int
2 Byte
0.1 mS

Respiration
Int
2 Byte
0.3 mS

Table 4.2: Data structure format in Arduino memory and sensor response times

and permanently write the data blocks onto the SD card. This redundancy ensures
that in the event of power loss or other system failure, only up to 1.6 seconds of data
may be irretrievably lost. A completed 11 minute data file occupies 2001 kilobytes of
memory on the card. On the currently used 64 GB Samsung memory card, 33,537
files may be collected before filling the available space. This equates to approximately
256 days of continuous logging.

4.4

Cost Comparison

As shown in the full bill of materials provided in Section B of the Appendix, the final
material cost for the WIHMS platform is $169.38. This material cost does not take
into account any economies of scale, as only a single prototype was constructed. The
bill of materials also does not consider development labor, as it is impossible to predict
the exact value or required assembly time of subsequent iterations or reproductions
of WIHMS. As it stands, the component cost of the garment makes it an attractive
wearable sensing option as compared to other consumer devices available on the
market.
Table 4.3 presents various existing consumer oriented wearable devices and their
sensing capabilities. Many unimodal options exist, but the introduction multi-sensor
arrays unvaryingly leads to increased unit cost.
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Device
WIHMS
mBody
AppleWatch
Ring
Hexoskin
Biostamp (3)
Zephyr

Mfr.
Myontec
Apple
Oura
Hexoskin
MC-10
Medtronic

ECG
X

X
X
X

PPG
X

GSR
X

EMG

IMU

X

X
X

X
X
X
X

X
X
X

Temp.
X

Cost
$169
$1040
$399
$299
$579
$2500
$667

Table 4.3: Features and cost comparison of some available wearable sensing devices

The Hexoskin unit [83] represents the most similar commercial offering to WIHMS,
but at a unit cost of more than three times the component cost of WIHMS. A variant
of the Hexoskin, the Astroskin [84], offers several additional sensor modalities to the
base garment, but is not available for purchase on the consumer market at the time
of this writing.
As it stands, the WIHMS platform offers greater versatility in sensor modalities
than many current market offerings, whilst also allowing construction at a fraction of
the purchase price of other devices. Current market trends seem to be reducing the
overall size of wearable devices, but are doing so at the cost of sensor placement. The
Oura Ring [85], for example, consists of a non-intrusive finger-worn ring but relies
solely on photoplethysmography-based sensing.

4.5

Conclusion

This chapter examined the physical implementation of the WIHMS platform as a
data collection device. Individual sensor modalities and devices were discussed, as
was their placement on the physical garment. The communication protocols employed
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were also presented and discussed with regard to their role in the system. The custom
data interface hardware at the core of the system was explained, and all design files
are available in the project’s GitHub repository. Material cost of the WIHMS system
was compared to the retail price of certain other wearable devices available on the
consumer market.
This chapter primarily served to justify the completion of Contribution 1: “An
Open Source and Modular Health Monitoring Hardware Solution.” In the next chapter
the methodology behind data collection is examined, as is the extraction of features
from the data collected using WIHMS.
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Chapter 5
Data Collection

5.1

Data Collection Methodology

The WIHMS prototype garment was employed to collect all data examined for the
remainder of this thesis. The data rate of the system was set to 200 Hz during
collection to encourage high resolution results, as well as conform to the claim from
[86] that 50 Hz is a high enough frequency for HRV analysis with a reasonable margin
of safety. A deeper investigation by Beres et. al [87] reaffirmed the validity of a 200
Hz sampling rate as sufficient for analysis with a low margin of error of less than 2%.
Binary log files generated by WIHMS were passed through a custom MATLAB file
reader to convert the raw bytes into numerical data, at which point each sensor was
processed separately to determine several characterizing parameters for each data
type. For each of the 80 data collections considered, a single value corresponding
to each parameter of interest was calculated using the methods described below in
Section 5.2. Each of these parameters was then compared to the self-reported stress
measures associated with the data collection. 82 different parameters were attributed
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to each data collection, exclusive of self estimation measures of stress.
The 80 data collections considered in analysis were collected between April 6th and
June 26th, 2020. For each collection the subject adorned the WIHMS garment, completed all four self evaluations, then remained still for the completion of the recording.
Collections were performed during one of three daily time ranges: Morning (4:01 to
12:00), Afternoon (12:01 to 18:00), and Evening (18:01 to 3:59). These ranges were
selected to evaluate whether self-reported stress values or the physiological parameters recorded by the system varied based on the time of day at which they were taken.
Stress values over the entire dataset annotated with personal and global events can
be seen plotted in Appendix C.2.

5.2

Feature Identification

All data from each of the sensors deployed as part of the WIHMS array was processed
individually to extract features descriptive of each physiological parameter. Prior to
these features being extracted, the data was resampled to 200 Hz. This step is
necessary because while the WIHMS garment averages a 200 Hz sample rate, each
individual sample is not necessarily spaced evenly at 5 ms apart in time due to the
specific processes executed by the microcontroller. Sensors are not necessarily queried
at the instant new data is available, and software loop iterations including a flush to
the SD card added a nonuniform delay to the time required for completion of the loop.
Because each sample is timestamped, however, the data can easily be resampled using
shape-preserving piecewise cubic interpolation.
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5.2.1

ECG Features

Several ECG features were extracted in both the time and frequency domains. Before
features can be extracted, however, the data must be filtered to remove baseline
wander, high frequency artifacts, and 60 Hz AC noise. To remove these frequency
regions from the data, a two stage filter was implemented. The first stage consisted
of a Butterworth bandpass filter with frequency cutoffs of 0.5 Hz and 100 Hz and a
stopband attenuation of 80 dB. The 0.5-100 Hz region of ECG is considered to be
the standard bandwidth of an ECG signal, and is widely accepted to eliminate low
frequency baseline drift as well as harmonics in the data above the 100 Hz region
of useful frequency content [88]. A second Butterworth filter was then applied as a
notch filter to reject any noise in the data resulting specifically from 60 Hz coupling
from the mains. The stopband of this filter was 59.25-60.75 Hz, with a stopband
attenuation of 60 dB. The results of these filters on the frequency spectrum of the
raw ECG data can be seen in Figure 5.1.
From the filtered data, the QRS complex of each heartbeat (explained in Section
5.2.1) was extracted. This is performed in two ways by leveraging both a custom peak
detecting algorithm as well as the traditional Pan-Tompkins algorithm [90]. In the
case of the custom algorithm, the ECG data was first transformed to a wavelet series
using an inverse maximal overlap discrete wavelet transform with the ‘Symlet 4’ style
wavelet. This process applied to an ECG signal emphasizes the QRS complex of the
heart beat, and maximizes the R wave, as outlined by Lahmiri [89]. R-R intervals
were then determined by recording the timestamps of peaks with a height greater
than 90% of the ECG signal and a peak distance of
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1
3

second or greater, allowing

Figure 5.1: Effect of bandpass and notch filters on ECG frequency spectrum
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heart rates of up to 180 beats per minute to be detected.
In the case of the Pan-Tompkins algorithm, a 5-15 Hz bandpass filter was applied
to the data to amplify the QRS complex and reduce noise. A derivative filter was
then applied to amplify the R wave above the Q and S portions of the ECG. The
resultant signal was then squared to amplify these peaks further, and peaks were then
detected to locate the timestamped location of each R wave.
From the RR-interval data, mean heart rate and standard deviation were calculated, as was the maximum average heart rate over a 1-minute sliding window. Heart
rate variability was examined using two parameters: the root-mean-square of successive differences (rMSSD) of heart beats and the LF/HF power ratio of RR intervals
[30], both of which are described in further detail in Appendix Section A. The low
frequency and high frequency spectrums were isolated by linearly interpolating the
RR vector by a factor of five to enhance resolution, and computing the Lomb-Scargle
periodigram [91] of the resultant data. Samples corresponding to 0.05-0.15 Hz and
0.15-0.40 Hz were categorized as low and high frequency respectively, and the LF/HF
ratio was calculated by dividing the integral of the low frequency region by that of
the high frequency region.

5.2.2

PPG Features

From the PPG measurements, a two stage median filter [92] was applied to reduce
noise and smooth the raw data prior to feature extraction. After this smoothing, a
sliding window was used to extract features in 1 second intervals across the data collection. When the window reached the end of the data collection, statistical features
were extracted from the vectors of 1 second calculations. In the current hardware
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configuration and PPG sensor location on the left index finger, a 20 second window
width was found to provide an acceptable balance between time-resolution and limited baseline wander. Over each 11 minute (660 second) data collection, the 20 second
sliding window returned 634 calculations for each parameter of interest.
A peak detection algorithm was applied to the PPG data to locate local minima
and maxima to extract features from the dataset. The positive and negative first
derivative of each pulse in the PPG data was calculated to determine the rate of
change of blood volume in the skin. A peripheral capillary oxygen saturation parameter (SPO2) was calculated using two different methods from equations found in the
manufacturer’s datasheet for the MAX30102 sensor, reproduced below:

P P Gratio =

AC(Red)/DC(Red)
AC(IR)/DC(IR)

(5.1)

SP O2(1) = −45.06 ∗ (P P Gratio)2 + (30.35 ∗ P P Gratio) + 94.99

(5.2)

SP O2(2) = 104 − (17 ∗ P P Gratio)

(5.3)

where the DC component of the signal was defined as the mean of the signal over
the window length, and the AC component was defined as the root mean square of
the signal over the window length. There is doubt regarding the accuracy of the
calibration values provided by MAXIM, as most of the calculated SPO2 values in the
dataset were between 75% and 85%. In a healthy adult, these values should be on
the order of 95% to 100% [94].
The dominant frequencies of the red and infrared PPG vectors were also calculated using emsemble empirical mode decomposition as in [93]. Maximum, minimum,
median, mean, and standard deviation values were extracted from the 634 sliding
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window calculations for the following parameters: Red LED positive rate of change,
Red LED negative rate of change, Infrared LED positive rate of change, Infrared
LED negative rate of change, heart rate (based on peak-peak intervals), SPO2 (1),
and SPO2 (2).

5.2.3

Respiration Features

Because the respiration data was sampled at 12.5 Hz in a “sample-and-hold” methodology compared to the 200 Hz of the other sensors, it first had to be interpolated
before features could be extracted along the same time intervals of the other sensors.
The data was first filtered with a moving average Gaussian window to interpolate
between adjacent sample-and-hold steps. A moving average filter was applied to the
data which reduced the amplitude of the respiration signal, but smoothed the data
such that the timestamped locations of extrema from inhalation and exhalation could
be determined by using the same peak detection algorithm applied to the PPG data.
The effect of these two filters on time-series data can be observed in Figure 5.2. Peak
and valley time-series locations are identified and indicated by black circles on the
figure after filtering.
Duration between inhalations (peak locations) was calculated, as was the difference between exhalations (valley locations). Amplitude of respiration was also
calculated by subtracting the values of exhalation points from their adjacent inhalation points. Mean, median, maximum, minimum, and standard deviation of each of
these measures were calculated and utilized as features. The average respiration rate
in breaths per minute is also calculated by dividing the length of the data collection
in minutes by the number of detected inhalation points.
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Figure 5.2: Top: Raw 12.5 Hz "sample and hold" respiration data. Middle: Respiration
data after the application of a moving average Gaussian window. Bottom: Respiration data
after application of both a moving average Gaussian window and a mean filter. Inhalation
and exhalation events indicated by black circles.
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Figure 5.3: Separation of Tonic and Phasic GSR components (Bottom) from raw GSR
sensor data (Top) via 5th order trendline removal.

5.2.4

GSR Features

The tonic (near DC) and phasic (approximately 0.2 Hz to 2 Hz) components of the
galvanic skin response were extracted from the raw GSR data by subtracting a 5th
order trendline from the data vector. The MATLAB ‘detrend’ function weights each
power automatically and allows the GSR components to be reliably separated as seen
in Figure 5.3. Mean, median, maximum, minimum, standard deviation, and dominant
frequency are extracted from both measures. Contact-loss events were easily removed
from the phasic data by eliminating GSR events with rates of change of 0.1 V/sec or
greater. Contact-loss events did not appear to affect the tonic skin response data.
Many data collections demonstrated early drift behavior, where early timestamps
revealed a positive rate of change which tapered off as the collection continued. This
may have been due to the inflexible FR4 material used for the sensor electrodes. The
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electrodermal activity intended to be measured by the sensor may have collected to
form a conductive layer between the skin and the electrode, increasing conductance
quickly over a short time before settling to a more consistent level for the remainder
of the data collection.

5.2.5

Temperature Features

The first step in processing the temperature data was to separate the skin temperature
and ambient temperature measurements. In order to restrict the binary data structure
to 16 bytes per sample, the two temperature sensors were forced to share the same
two bytes reserved for temperature measurements. Each time the 512 byte buffer was
flushed to the SD card, the temperature sensor being queried was switched between
the ambient location and the skin location. As a result, each four seconds of data
taken at 200 Hz contained 400 samples of skin temperature data and 400 samples of
ambient temperature data, separated by 16 samples at a time.
To extract both sets of temperature data (skin and ambient), the raw data was
duplicated to have two identical vectors. For the skin temperature data, 16 samples
were linearly interpolated after each 16 samples with a zero sample offset, overwriting
the ambient data in that vector. In the case of the ambient data, 16 samples were
linearly interpolated every 16 samples after a 16 sample offset, effectively overwriting
the skin temperature data in that vector. A third data vector was then generated by
subtracting the ambient data from the skin data to determine the relative difference
between skin and ambient temperature. Mean, median, maximum, minimum, and
standard deviation values were calculated from the skin temperature data and the
relative difference temperature. The dominant frequency of each of these vectors was
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also calculated. Ambient temperature data was not considered a physiological parameter, and therefore no features were extracted specifically from those measurements.

5.3

Conclusion

In this chapter, specific features of interest in the raw data were identified. The feature
extraction and data processing methods were described from the initial conversion
from binary data through the final calculations for each of the various sensors. Overall,
a total of 82 features were calculated for use in stress prediction efforts.
Several datasets were omitted from analysis due to extensive data artifacts caused
by a depleted battery and subsequent power loss, or in some cases by EMG activity
picked up by the ground lead of the ECG sensor. Additional data collection was
performed using a fully charged power pack to replace the corrupted data, and was
completed without issue. The ECG ground lead was relocated away from major
muscle clusters to prevent ground wander due to muscle activity. In the 80 datasets
considered, the data was artifact and corruption free outside of these instances. Data
quality observed from the WIHMS garment shows promise in the system as an accessible utility for wearable sensing data collection.
GSR sensors occasionally lost contact with the subject’s skin, but in the cases
where this did not occur the data returned by these sensors characterized a quantitative representation of skin conductivity at the collection site. Contact-loss events
were easily isolated by examining the first derivative of the sensor data; large differentials (more than 0.1V/sec) indicated that the sensor in question lost contact with
the subject. These events were limited in occurrence and can be resolved by stitching
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elastic around the torso region of the garment to encourage full sensor contact. The
temperature sensors returned appropriate values each time they were queried, and
the rate of change between each value was within reasonable expectation based on
[95]. The difference between skin and ambient temperature readings was observed
to fluctuate slightly over the course of the data collection, though it was unclear
whether this behavior was due to acute instantaneous stress response or a draft in
the collection environment.
In the next chapter, features identified and extracted in this chapter will be used
in an attempt to predict the self-estimated stress values associated with each data
collection. A correlation analysis will identify linear and monotonic relationships
between features and stress levels, then machine learning methods will be employed
to create a subject-specific model to predict stress levels of each data collection.
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Chapter 6
Stress Prediction
Machine Learning (ML) methods were applied to examine the relationship between
specific features of interest extracted from the data and the associated self evaluation
values of stress. An ML approach was pursued over traditional statistical methods because these methods are quickly scalable and can detect subtle trends in high
dimension datasets. Three analysis methods were employed to understand these relationships: Correlation, Regression, and Classification. First, basic linear correlation
coefficients were calculated between all features and each of the four self perceived
stress evaluation tests. Correlation amongst each the extracted features was also
calculated to explore whether certain features could be omitted from processing to
reduce the dimensionality of the prediction problem by eliminating features with low
feature-stress correlation.
Machine Learning Regression models were then trained on the reduced data to
attempt to predict the associated self evaluation stress values of each of the four self
tests. For each self test method, 19 different algorithms were trained, and the most
accurate model for each self evaluation was given further attention to attempt to
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improve performance by tuning hyperparameters. Finally, Machine Learning Classification models were also trained to attempt to predict the categorical outcome of
three of the four self evaluation tests. Unlike in the Regression case, 25 models were
trained as predictors for each of three self test outcomes. The most accurate model
was then tuned in an attempt to increase classifier performance on the test data.

6.1

Correlation Analysis

The first effort in stress prediction was to determine whether or not a linear relationship existed between the data features and the self evaluated stress levels. This was
accomplished by determining the Pearson Correlation Coefficient, r, between each
feature and each of the four self evaluation methods. The Pearson Correlation Coefficient is a statistical measure of linear correlation between two variables. Values fall
between -1 and 1, where 1 indicates a perfectly positive linear relationship between
the two variables and -1 indicates a perfectly negative linear relationship. A correlation value of 0 would indicate the complete absence of a linear relationship between
the two variables. The correlation coefficient of two variables A and B is calculated
by
rA,B =

cov(A, B)
σA ∗ σB

(6.1)

where cov(A, B) is the covariance between variables A and B, and σ denotes standard
deviation.
One of the core assumptions of Pearson correlation analysis is a normal distribution of the variables considered. In order to determine whether the data features
were normally distributed, a Lilliefors test was used on each feature independently.
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Model
Cohen PSS
Cohen PSS
Symptoms
Symptoms

Feature
Mean Exhale Length
Mean Inhale Length
Mean Exhale Length
Mean Inhale Length

Correlation (r)
-0.332
-0.301
-0.351
-0.324

Significance (p)
.0028
.0071
.0015
.0036

Table 6.1: Pearson rank coefficients for data features and self-estimated stress

This test is used to test the null hypothesis that data originates from a normally distributed population. Mean and variance are calculated for each feature, after which
the discrepancy between the empirical distribution function and the cumulative distribution function described by those values is determined. If the discrepancy is large
enough, the data is not believed to resemble a normal distribution.
In the case of the 82 calculated features from the WIHMS dataset, ten were
determined to be normally distributed. These were maximum and average heart
rate, LFHF ratio, minimum inhalation and exhalation lengths, respiration rate, mean
and median skin temperature, mean rate of change of skin temperature, and both
mean and median skin temperature difference from ambient temperature.
Across the four self-estimation methods examined for Pearson linear correlation,
only four of the normally distributed features were determined to have significant
relationships with stress at a level of p < .05. The p value is the evidence against the
null hypothesis that the feature and a self-estimated stress value are unrelated. The
smaller the p value, the more likely the feature in question is related to the stress test
value being considered. Pearson correlations can be seen in Table 6.1. It should be
noted that even when investigating the linear correlation across all 80 data collections,
there is not a single significant relationship between the features examined and the
Ardell Wellness or SCRI test scores.
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After these less than encouraging results, the Spearman Rank Coefficient was also
calculated. This parameter quantifies the existence of a monotonic relationship rather
than one which is purely linear. In other words, the Spearman rank determines the
extent to which every output increases or decreases compared to the previous output,
given that the every input increases or decreases compared to the input before it.
This measure of rank correlation relaxes assumptions on the data that are necessary
for a Pearson correlation, specifically the absence of outliers, the linearity between
inputs (data collection features) and outputs (self-estimated stress levels), and the
normal distribution of the data. The formula for the Spearman Rank is given as

rA,B =

cov(rgA , rgB )
σA ∗ σB

(6.2)

where rgA and rgB are the sorted rank of each entry of A and B. The Spearman
correlations returned more promising results with 24 significant relationships among
the four tests, and at least two relationships for each test. These correlations can be
seen in Table 6.2.
From these results it is clear that many more features are monotonically related
to self-estimated stress levels as compared to the number of features with a linear
relationship. Moreover, it appears that monotonic relationships are predominantly
present in respiration features rather than features extracted from other physiological
responses. From these calculations it is also evident that of all 82 features considered,
only the maximum inhalation length is monotonically related to all four self-estimated
stress level values.
Pearson and Spearman correlations were also evaluated on subsections of the
dataset grouped by the time of day each data collection was created. 43 ‘Morning’
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Model
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Cohen PSS
Ardell
Ardell
Ardell
Ardell
Ardell
Ardell
Ardell
Ardell
Ardell
Symptoms
Symptoms
SCRI
SCRI

Feature
STD of RR-Interval
Min Exhale Length
Mean Exhale Length
STD of Exhale Length
Max Inhale Length
Min Inhale Length
Mean Inhale Length
STD of Inhale Length
Max Inhale Amplitude
Respiration Frequency
STD of Tonic GSR
Min Exhale Length
Mean Exhale Length
STD of Exhale Length
Max Inhale Length
Mean Inhale Length
STD of Inhale Length
Respiration Frequency
Mean of Tonic GSR
Median Temperature
Max Inhale Length
Max Inhale Amplitude
Max Inhale Length
STD of Tonic GSR

Correlation (r)
0.309
-0.434
-0.391
-0.352
-0.411
-0.364
-0.352
-0.349
-0.374
0.357
0.408
0.385
0.380
0.361
0.336
0.365
0.361
-0.357
0.324
0.306
-0.351
-0.324
0.335
-0.503

Significance (p)
.0056
.0001
.0004
.0015
.0002
.0010
.0014
.0016
.0007
.0012
.0002
.0005
.0005
.011
.0025
.0009
.0011
.0013
.0036
.0061
.0015
.0036
.0025
.0001

Table 6.2: Spearman rank coefficients for data features and self-estimated stress. The only
feature monotonically related to all four self-tests is the maximum inhalation length.
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Figure 6.1: Distribution of self-evaluated stress according to time of day

data collections were taken between 4:00 and 12:00. 19 ‘Afternoon’ data collections
were created between 12:01 and 18:00, and 18 ‘Evening’ data collections were created between 18:01 and 3:59 the following morning. This division was performed
based on the knowledge that some physiological parameters, specifically those related
to the heart rate, vary over the course of a normal day. The distributions of selfevaluated stress values over these time periods can be seen in Figure 6.1. The similar
distributions of stress values suggest that the time of day a self-evaluation of stress
is performed does not significantly impact the outcome of the test. To determine
whether or not this assumption is valid, basic statistical parameters were calculated
from each of the time-based subsections.
Mean, median, range, maximum and minimum, and standard deviation were extracted from the morning, afternoon, and evening data subsets across all four self-
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Figure 6.2: Mean, Median, Range, Maximum, Minimum, and Standard Deviation values
for all four stress tests based on the time of day the data collection was taken.

evaluation methods of stress. These were then compared to the same parameters
extracted from the entire dataset of 80 collections. The results can be seen plotted
in Figure 6.2.
Overall, it appears the distribution of stress scores was not significantly affected
by the time of day at which a data collection was created. With the exception of
the range parameter for the Ardell Wellness test, all of the measurements varied by
10% or less when the time of day was taken into account. Pearson and Spearman
correlations were calculated between all data features and the time at which the data
collection was created. With a significance level of p < .05, ten of the calculated
parameters were found to have significant correlation with time of day. Eight of these
features were exclusively tied to the PPG-based ‘Rate of Change’ calculations, all of
which had Pearson and Spearman correlation coefficients between .57 and .60. The
features in question were the positive rate of change maximum, median, and mean
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values of the both LED’s and the negative rate of change maximum and standard
deviation values of the both LED’s. The calculated SPO2 parameters also showed
significant linear correlation with time, and returned a Pearson coefficient of 0.40, but
the significance level of these same features of the Spearman correlation was greater
than .05.
It should be noted that the COVID-19 pandemic seems to have influenced the
dataset in a noticeable fashion. When Vermont entered a pandemic lockdown in
March of 2020, the University of Vermont transitioned to online and remote coursework. Despite the disruption caused by this shift, the daily schedule and overall
routine of the data collection subject was relatively unchanged. It was not until the
end of the semester when classes no longer met on a fixed schedule that the subject was
affected by the lockdown. The date of the last normally scheduled academic classes
for the Spring 2020 semester was May 7, coinciding with the 30th data collection in
the dataset.
If the Pearson correlation analysis described above is performed only on the first
30 data collections there are 24 feature-stress Pearson correlations and 29 Spearman
correlations across the four self-tests, all of which have correlation coefficients between
0.3 and 0.5. Of the 24 Pearson correlations, five are associated with the PSS, nine
with Ardell Wellness, seven with Symptoms, and three with SCRI. Of the Spearman
correlations, three are associated with the PSS, 20 with Ardell Wellness, two with
Symptoms, and four with SCRI. When the same analysis is performed only on data
collected after May 7, there are 14 significant Pearson correlations and 39 significant
Spearman correlations. Four Pearson correlations are associated with PSS, three with
Ardell Wellness, four with Symptoms, and three with SCRI. 12 Spearman correla-
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Significant Relationships: 4/6/2020 - 5/7/2020
Pearson
Spearman
Mean Med Max Min STD Freq Mean Med Max Min STD Freq
RespAmp
1
1
1
InLen
2
ExLen
4
2
3,4 2
2
RedROC(+)
3
2
RedROC(-)
2
skinT
4
2
2,4
skinROC
4
3
1
2
3 2,4 1,2,4
tempROC
3
3
3
2
SPO(1)
2
2
2
2
2
SPO(2)
2
2
2
2
2
2
2
rMSSD
1,2
1
LFHF
1,2
RespRate
3
Significant Relationships: 5/7/2020 - 6/24/2020
Pearson
Spearman
Mean Med Max Min STD Freq Mean Med Max Min
rrInt
1
exLen
1,3,4
All
All
inLen
1,3,4
1,2,4
All 1,2,3
resp
3
1,3
1,2,4
GSRton
All
RedROC(+)
4
IrROC(+)
2
rMSSD
2

STD Freq
1
1,2,3
1,2,3
1,2,3
All

Table 6.3: Difference in significant relationships between mental stress self-tests taken
between 4/6/2020 through 5/7/2020 and those taken between 5/7/2020 and 6/24/2020.
1:PSS, 2:Ardell, 3:Symptoms, 4:SCRI. See Glossary for feature definitions. Note only four
features correlate with all four tests after 5/7, and no features correlate with all tests prior
to 5/7.
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tions are associated with PSS, ten with Ardell Wellness, ten with Symptoms, and
seven with SCRI. These relationships can be seen in Table 6.3. Abbreviated feature
names present in the table are defined in the Glossary. In this set of data collections four features have a Spearman correlation with all four mental stress self-tests:
mean exhalation length, minimum exhalation length, maximum inhalation length,
and standard deviation of tonic GSR.
In the period between 5/7 and 6/24 fewer features reveal significant correlations
with stress than in the previous time span. Specifically, the respiration amplitude,
skin temperature, blood oxygen saturation, LFHF, and respiration rate features no
longer reveal correlations to stress values. It is not entirely clear why 5/7 marks
such a clear dividing line in the correlation between these features and self-estimated
stress.

6.2

Machine Learning Approach

All features passed into machine learning algorithms were normalized by calculating
the Z-score of the feature vector. This measure is a common and simple method of
data normalization, and indicates how many standard deviations the sample is from
the mean of that particular feature. The formula for calculating the Z-score is

Z=

χ−µ
σ

(6.3)

where χ is the individual value being transformed, µ is the mean of the data vector,
and σ is the vector’s standard deviation value.
70 data collections were used as training data, with 10 data collections excluded to
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be used exclusively to test model performance. The 10 held-out data collections were
selected by sorting all 80 datasets from least to greatest self-evaluation score for each
of the four test methods and removing one collection at each 10th percentile of the
score distribution. As a result, models for each self-evaluation method were trained
and tested on four different permutations of the 80 data collections. 7-fold cross
validation was used with the training data collections to prevent overfitting of the
machine learning model to the data, as well as to identify and tune hyperparameters
which aptly characterized the entire dataset. Model performance was evaluated based
on the root mean square error (RMSE) of the algorithm in cases of regression models
and on accuracy, specificity, and sensitivity in the case of classification models.
The MATLAB applications RegressionLearner and Classif icationLearner were
utilized to create and evaluate the machine learning models described in this chapter.
After generation and training in the application, the best performing regression model
and classification model for each evaluation method were exported to the workspace
and saved in order to be applied to the held-out test data.

6.3

Machine Learning Algorithms

In this chapter, several supervised machine learning algorithm types are mentioned
with little associated detail. This section serves to elaborate on each of the algorithms
mentioned in the sections below:
1. Decision Tree: Decision Tree models can be applied to both regression and classification predictive model problems and are not constrained by the data type
of the dependent variables. In this approach, the entire dataset is first grouped
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into one population, called the Root Node. The population is subsequently
split (or ‘branched’) into smaller homogeneous groups based on features within
the data. These groups may either be divided again in which case they are
called decision nodes, or remain as they are and be denoted as terminal nodes
or leaves.
These types of models are advantageous in that they are non-parametric and
require little data cleaning, but they can easily overfit the model to the training
data. This tendency can be mitigated by placing constraints on the model such
as a limit on leaf size or by restricting the number of features considered for each
branch. In this work, the ‘medium’ and ‘course’ designations of tree models refer
to these constraints. The medium tree restricts the total number of splits to
20 or fewer, while a course tree restricts the maximum number of splits to four
or fewer. A ‘bagged’ tree implements Breiman’s random-forest algorithm by
training multiple trees on random subsets of data with replacement to generate
multiple tree models from the same data.
2. Gaussian Process Regression: Gaussian Process Regression models are, as the
name suggests, intended for regression problems. These models are nonparametric Bayesian approaches to machine learning which are able to provide uncertainty measurements on their predictions. Gaussian processes establish a
probability based on Bayes’ rule that a given observation will fall into a certain
value based on previous observations. ‘Prior distribution’ of previous observations is denoted p(w) based on parameter w. The ‘posterior distribution’ is then
calculated based on both the current dataset and the prior distribution using
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Bayes’ Rule:
p(w|y, X) =

p(y|X, w) ∗ p(w)
p(y|X)

(6.4)

Finally, the ‘predictive distribution’ can be calculated to determine the probability that current observations are associated with a specific value. This is
performed by weighing all possible predictions by their posterior distributions:

p(f ∗ |x∗ , y, X) =

Z

p(f ∗ |x∗ , w) ∗ p(w|y, X)dw

(6.5)

w

where f ∗ is the prediction label and x∗ is the current observation.
3. Support Vector Machine: Support Vector Machines (SVM) are classification
models in which data points are plotted in an n-dimensional space and a plane
is plotted in that space which separates each class. This division is placed in
the n-dimensional space such that the distance from each point to the line is
maximized. The plane is known as a hyperplane. Support vectors are the data
points on each side of the hyperplane closest to the division.
Some data will not allow for a hyperplane to cleanly separate all classes, in which
case a ‘soft’ hyperplane may be applied. Modifying terms such as ‘gaussian’,
‘linear’, and ‘cubic’ refer to the kernel function utilized in the classifier to fit a
soft hyperplane to the data. Kernels are functions describing the hyperplane
in the n-dimensional data space which transform the hyperplane into a ‘hypersurface.’ Hypersurface based SVM models allow for nonlinear classification of
data.
4. KNN: The K-Nearest-Neighbors algorithm can be used in both regression and
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classification problems. In this approach training data is used to store available
classes multi-dimensionally based on their features, and new data is sorted based
on the distance of its features from those of the existing data. This approach
is computationally expensive due to the comparison of feature distance, but is
simple to implement.
The designations employed in this work such as ‘cosine’ and ‘weighted’ refer
to the distance metric used to sort new data and the cost of further distance
to the performance evaluation. Altering the distance metric examined when
sorting data may allocate new data to a different class despite utilizing the
same training dataset. The cosine distance metric is calculated as follows:

d=1− q

x ∗ y0
(x ∗ x0 )(y ∗ y 0 )

(6.6)

where x and y denote features in the training data and x0 and y 0 denote features from the test data. In a weighted KNN, all neighbors are assigned a weight
attribute based on their distance to the current sample. Closer neighbors contribute more heavily to the decision outcome.
Material in this section was sourced from [96].

6.4

Machine Learning: Regression

The MATLAB RegressionLearner application was used to train 19 different machine learning algorithms to predict self-reported stress values from the data features. These same models were also trained without normalizing the input features,
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Self Test
Cohen PSS
Ardell Wellness
Symptoms
SCRI

Model
Medium Tree
Gaussian Process Regression
Gaussian SVM
Bagged Trees

RMSE
3.07
8.72
5.23
0.19

PCA?
No
Yes
No
No

Table 6.4: Best performing regression model outcomes of machine learning model training
using RegressionLearner.

but this approach invariably returned a higher RMSE across all 76 models (19 per
each of the four methods). Principal component analysis (PCA) was also investigated as an approach to reduce the dimensionality of the machine learning models.
Two approaches were employed: the first only utilized features which were found to
have a significant Spearman correlation to the self-test outcomes, while the second
utilized RegressionLearner0 s automated PCA feature selector. In the correlation
based approach all models performed significantly worse than when considering all
data features. The use of automated PCA to train predictive models did not reduce
the RMSE of the highest performing model for PSS, Symptoms, or SCRI, but did
reduce RMSE of the Ardell Wellness model from 9.39 to 8.72. The results of the
RegressionLearner training can be seen in Table 6.4.
Regression models for PSS, Symptoms of Stress, and SCRI performed relatively
well when applied to the held-out data with mean error rates of 26.45%, 17.13%,
and 7.56% respectively. Median values for all three models are very close in value to
the mean as well: deviating by 1% or less in all three cases. The regression model
for the Ardell Wellness test returned inferior performance by comparison. While the
mean accuracy error was only 1.88%, the median error was greater than 50% and the
standard deviation of percent error was almost 300%. The minimum percent error
witnessed in the ten held-out data predictions was incorrect by an incredible 485%.
78

Mean
Cohen PSS 26.45%
Ardell Wellness 1.88%
Symptoms 17.13%
SCRI
7.56%

Median Max
Min
24.95% 60%
1.35%
50.44% 636.51% 484.87%
16.13% 40.51% 1.21%
6.81% 16.25% 0.47%

Range
58.65%
1120.39%
39.3%
15.78%

STD
17.46%
293.00%
12.37%
5.94%

Table 6.5: Percent error of predictive model results on hold out data

The results of the trained models on the held-out data are shown in Table 6.5. The
percentages in this table relate to the percent error of the trained model predictions
compared to the true stress value associated with each of the ten test cases. Percent
error was calculated as

Error = (

6.5

|P redicted| − |T rue|
) ∗ 100
|T rue|

(6.7)

Machine Learning: Classification

As noted in Section 2.3, three of the four self evaluation methods examined in this
work are categorized not only by a continuous scale, but also by categorical classification. In the case of the Cohen PSS, scores between 0 and 12 are classified “Low
Stress,” 13 to 24 is considered “Moderate Stress,” and 25 to 40 is considered “High
Stress.” In the case of the Ardell Wellness test, six categories exist corresponding to
score ranges -75 to -51, -50 to -25, -24 to 0, 1 to 24, 25 to 50, and 51 to 70. These
categories indicate a range of coping abilty from nonexistent stress coping skills to superior stress coping skills. The Stress Coping Resources Inventory distributes scores
into four categories. Scores less than 1.4 suggest less than average stress coping ability. Scores between 1.5 and 2.4 are considered average stress coping. Values between
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Figure 6.3: A sample Confusion Matrix indicating True Positive (TP), True Negative (TN),
False Positive (FP), and False Negative (FN) regions of sample classification. Reproduced
from [97].

2.5 and 3.4 are attributed to above average stress coping, and scores above 3.5 are
considered indicative of superior stress coping. The Symptoms of Stress Frequency
self evaluation does not feature categorical classification, and is not considered in this
section.
Each data collection was assigned a categorical value corresponding to each the
continuous scores obtained on the Cohen PSS, the Ardell Wellness, and the SCRI
tests. These categorical values ranged from 1 to 3, 1 to 6, and 1 to 4 respectively.
MATLAB’s Classif icationLearner application was used to train 19 different machine learning classification models and identify the algorithm with the highest performance.
Performance of each model was determined by three parameters: Accuracy, Specificity, and Sensitivity. These parameters were determined from the confusion matrix,
which visually represents all model predictions as True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN). True Positives occur when the
model successfully categorizes a sample as a member of the ‘positive’ class, while
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Test
PSS
Ardell
SCRI

Model
Logistic Regression
Cubic SVM
Medium KNN

Accuracy
74%
79%
82%

Specificity
69%
94%
N/A

Sensitivity
76%
6%
81%

Table 6.6: Results of machine learning classification model training on WIHMS dataset

True Negatives occur when the model successfully categorizes a sample as a member
of the ‘negative’ class. False positives and negatives occur when the model incorrectly
assigns a sample to either the positive or negative class. Figure 6.3 shows a sample
confusion matrix with each of these regions indicated.
The Accuracy metric is a measure of how many predictions the model has correctly
classified as a member of the positive class. Accuracy is simply calculated by

Accuracy =

TP
TP + TN + FP + FN

(6.8)

Specificity, also known as the True Negative Rate, is a metric for the number of True
Negatives which are identified correctly. The formula for Specificity is

Specif icity =

TN
TN + FP

(6.9)

Sensitivity, the third performance metric, is also called the True Positive Rate. It is
a metric to identify the proportion of correctly identified positive samples compared
to the incorrectly identified negative samples. The Sensitivity formula is

Sensitivity =

TP
TP + FN

(6.10)

The most successful classification models for the PSS, Ardell Wellness, and SCRI
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Figure 6.4: Confusion matrix of Medium KNN model predictions for the SCRI stress values.
The matrix reveals 66 True Positives (Top Left), zero False Positives (Top Right), 15 False
Negatives (Bottom Left), and zero True Negatives (Bottom Right).

tests were Logistic Regression, Cubic SVM, and Medium KNN respectively. The calculated Accuracy, Specificity, and Sensitivity parameters for each of these models can
be seen in Table 6.6, but the results were initially less than encouraging. The highest
Accuracy of any of the models was 82% in the case of the SCRI. However, further
inspection reveals that this accuracy was accomplished by predicting all samples belonged to Class Two and none were assigned to Class Three. The confusion matrix
of the Medium KNN classifier can be seen in Figure 6.4.
It was noted in this evaluation that many classes were not represented in the
dataset, and some classes were drastically over-represented. Of the 80 data collections,
there were 47 ‘Low Stress’ PSS results and 32 ‘Moderate Stress’ results. The ‘High
Stress’ class was not represented. The Ardell results showed 18 Class Three results
(scores -25 to -1), 59 Class Four results (scores 0 to 25), and three Class Five results (26
to 50). There were no instances of Classes One, Two, or Six. In the case of the SCRI
test, there were 65 ‘Average Stresscoper’ results and 15 ‘Above Average Stresscoper’
results, leaving the ‘Below Average Stresscoper’ and ‘Superior Stresscoper’ classes
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unrepresented.
For the under-represented classes, a Synthetic Minority Oversampling Technique
(SMOTE) algorithm was employed to produce a roughly even number of samples
across all represented classes of each of the three self-evaluation tests. In SMOTE,
synthetic samples are created by interpolation in the dimensional space between existing samples of a minority class to increase the representation of that class as compared
to a distinct majority class. The algorithm relies on a specified number of nearestneighbors in the minority class to create new samples, and can generate any number
of desired synthetic samples. As the number of synthetic samples increases relative
to the existing samples however, each new sample is less and less diverse than the
synthetic sample generated before it [98].
SMOTE was applied to both Classes One and Two of the PSS, Classes Three
and Five of the Ardell Wellness test, and to Class Three of the SCRI. PSS Class
Three, Ardell Wellness Classes One, Two, and Six, and SCRI Classes One and Four
remained unrepresented. The extent of synthetic minority oversampling on the size
of the dataset can be seen in Table 6.7.
With the larger synthetically oversized dataset, ClassificationLearner was again
employed but with 8-fold cross validation (for greater redundancy to avoid overfitting) and with again with ten collections held-out. This resulted in a training data
collection size of 185 for the PSS, 174 for the Ardell Wellness test, and 176 for the
SCRI. The larger overall size of the dataset enabled a greater number of data collections to be used for model training and showed improvement based on performance
calculations.
After the application of SMOTE to the dataset, classification performance drasti-
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Self-Test
PSS

Ardell

SCRI

Class
1
2
Total
3
4
5
Total
2
3
Total

Pre-SMOTE
48
33
81
18
60
3
81
66
15
81

Post-SMOTE
96
99
195
54
60
60
174
66
60
186

% Increase
100%
200%
142%
200%
0%
1900%
115%
0%
300%
130%

Table 6.7: Number of representations of each class before and after SMOTE algorithm
implementation

Test
PSS
Ardell
SCRI

Model
KNN
SVM
SVM

Accuracy
100%
97%
92%

Specificity
100%
100%
100%

Sensitivity
100%
92%
85%

Table 6.8: Machine learning model performance on test data after SMOTE application to
training data
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cally improved across the three self-evaluation methods as can be seen in Table 6.8.
The best performing classification type of algorithm also changed for the PSS and
SCRI. The highest performance model for the PSS was initially a Logistic Regression algorithm with 74% Accuracy, 69% Specificity, and 76% Sensitivity, but after
SMOTE was a K-Nearest-Neighbor algorithm with 100% Accuracy, Specificity, and
Sensitivity. This algorithm correctly predicted the self-evaluated stress level of every
single data collection in the test set. In the training set, there were only 6 False
Positive predictions and zero False Negative predictions. The SCRI algorithm transitioned from a medium k-Nearest-Neighbor algorithm with 82% Accuracy and 81%
Sensitivity (despite abysmal true performance) to a Support Vector Machine with
92% Accuracy, 100% Specificity, and 85% Sensitivity when applied to the held-out
data. On the training dataset, there was only one False Positive and three False
Negatives.
The greatest performance improvement was that of the Ardell Wellness classifier.
Both before and after SMOTE the Ardell Wellness was classified by a Support Vector Machine, but performance increased from 79% to 92% Accuracy, 94% to 100%
Specificity, and 6% to 92% Sensitivity when applied to held-out data. On the training
data, three collections belonging to Class Four were mistakenly attributed to Class
Three, and five collections belonging to Class Three were mistakenly attributed to
Class Four. All other predictions on the training data were correct.
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6.6

Conclusion

There are other machine learning methods that may have returned more successful
results without the application of the SMOTE algorithm, but the limited size (n =
80) of the WIHMS Stress dataset excluded these methods from practical application.
Specifically, deep learning techniques can be trained to automatically detect features
of interest from a training dataset, and then perform classification in real time based
on these features [99]. A significant and reoccurring consideration during this work
was regarding the selection of features extracted from the data and ensuring that they
accurately characterized the overall data collection. Implementing automatic feature
selection could produce more accurate predictive models. Deep learning methods are
typically applied to image processing applications but could theoretically be applied
to raw WIHMS datasets, where each set of raw data from a collection occupies a
129,981 x 9 matrix after 200 Hz resampling. Unfortunately, neural networks are
typically trained on databases ranging in size from thousands to millions of images.
MATLAB specifically offers access to 18 pre-trained Deep Neural Networks, many of
which are trained on the Image-Net database, which contains over 14 million images as
of June 2020 [100]. Even to obtain a comparatively small set of 10,000 collections for
training a deep learning neural network would take nine years of data collection from
a single subject generating three collections per day. The sliding window technique
used to extract features from each data collection could be used to consider every
window as an individual stress identification for the purposes of expanding a training
database, but might confound the neural network in cases where windows reflect
events relating to acute stress reactions or movement artifacts. This limitation was
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successfully mitigated in the WIHMS effort by applying the SMOTE algorithm to
expand the number of under-represented classes in the classification approach. On a
larger scale, this approach may not be viable as the algorithm does not consider the
possibility that neighboring samples may belong to other classes. Applied with the
intent of creating a dataset of appropriate size for a neural network, class divisions
may become unclear and hinder classification efforts.
More limiting than the size of the dataset is the inherent subjectivity of the self
reporting method of stress estimation. This is actually a significant takeaway from
the work presented in this thesis, and was part of the motivation for the work to begin
with. Subjects in a negative state of mind are more likely to overemphasize negative
responses, while subjects in a positive state of mind are more likely to answer more
positively regardless of current stress level due to confirmation bias. The consequence
of this bias is that self-perceived stress may not be reported in a consistent method,
which complicates models of perceived mental stress.
The specific features of interest extracted from the dataset may have also complicated modeling attempts. Chapter 2.4 identified features from previous work that
have been demonstrated to indicate subject stress. Many of these features were found
to correlate poorly with self-perceived stress values in this work. Not only does this
result promote the importance of subject-specific models of stress estimation, but
also suggests that other, less frequently cited or more recently discovered physiological features may hold insight to mental stress levels. Newly innovated technologies,
such as wearable hormonal and chemical monitoring, may hold provide the missing
link between mental stress and wearable sensors.
On a more positive note, the application of the SMOTE algorithm allowed near-
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perfect classification of self-evaluated stress levels for the PSS, Ardell Wellness, and
SCRI stress tests. These three subject-specific models performed with accuracies of
100%, 97%, and 92% respectively when tested on the held-out data. Specificity was
100% with all three models and the lowest sensitivity level of the three models was
84% in the case of the SCRI classifier.
Overall, the results of the work in this chapter validate the WIHMS platform for
the purposes of monitoring and estimation of self-perceived mental stress levels. In
only ten and a half minutes of data collection, the garment is able to capture physiological signals which predict mental stress levels with high accuracy when combined
with subject specific models! This outcome shows promise in the ability to monitor
subject or patient stress levels during clinical monitoring events.
In the next chapter, remaining areas of improvement are identified for the WIHMS
platform and the three specific contributions outlined in Section 1.3 are revisited.
Some parting words are also offered from a point of reflection upon this work.
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Chapter 7
Conclusions and Future Work
The work described in this thesis aimed to prototype a novel modular and opensource wearable garment, and apply the device to the develop predictive algorithms
for mental stress detection. WIHMS, as developed at the time of writing, is capable
of measuring five digital sensors and four analog sensors at a rate of 200 Hz. The
three contributions of this work proposed in Section 1.3 have been accomplished as
follows:

7.1

Contributions

1. An Open Source and Modular Health Monitoring Hardware Solution
Chapter 4 described the development of the Wearable Integrated Health Monitoring System (WIHMS). Design resources for all custom components of the
system, as well as source code for the data collection and sensor interaction, are
located in a publicly accessible GitHub repository [60]. These resources are offered under the MIT Open Source License and may be replicated or distributed
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under the conditions of that license.
2. A Public Dataset of Self-Estimated Stress Level and Measured Biosignals
80 data collections are available for public use at [60]. As noted in Section
5.1, this data was collected using the hardware developed in this work, and is
presented publicly for further analysis. This dataset will be expanded upon in
the coming months as restrictions related to the COVID-19 pandemic lift in
order to examine the effects on stress variability as daily life slowly returns to
its pre-pandemic state.
3. Machine Learning Models for Prediction of Self-Perceived Mental Stress Levels
As described in Chapter 6, multiple models were generated to predict the selfestimated stress level associated with each data collection. These models varied
in accuracy from 75% to 100%, where models based on Decision Tree regression algorithms and Support Vector Machine classification algorithms performed
better than other approaches examined. Moreover, the results of this investigation demonstrate that from the data examined, the SCRI method of stress
estimation is more easily predicted than other methods examined.

7.2

Future Work

The WIHMS platform successfully fulfills its intended row as an open source, modular,
inexpensive wearable sensing device. However, like any ongoing hardware effort,
several areas of improvement have been identified for future iterations of the system.
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7.2.1

Integrated Data Processing

The core of the WIHMS platform is inarguably the combined unit consisting of the
data aggregation/consolidation board and the Arduino Mega 2560. To date, the
separation of these individual components has not proven to be an issue, but does
increase cost and complexity of the system. If the Atmel ATmega2560 chip at the core
of the Arduino were to be incorporated into the design of the data board, the design
would require two fewer 8P8C connectors and cables. I2C and SPI lines currently
running between the data board and the Arduino could be eliminated, reducing the
failure risk of each bus inherently assumed by increasing the number of hardware
interconnections.

7.2.2

Sensor Alterations

The first iteration of the sensing array proved functional, but can absolutely be improved upon. The Bosch BNO055 absolute orientation sensor performed as intended,
but includes onboard fusion and auto-calibration algorithms which slow the output
data rate. The unit also includes a 3-axis magnetometer for performing compass and
heading measurements, which is unnecessary in this application and increases the
overall cost of the system. The STMicroelectronics L3DG20H IMU module offers an
accelerometer and gyroscope of the same precision and board size as the BNO055,
but with lower power consumption, more options for output data rate, and a retail
price several dollars cheaper than the current unit.
The custom GSR sensor would also benefit from a simple redesign of the sensor
pads which contact the skin. It was noted in [36] that rigid sensors often have difficulty
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maintaining contact between the subject and the sensing surface, and the device used
in this work was no exception. Replacing both rigid pads of the custom sensor with a
single 3.5 mm stereo jack would allow the sensor to be drastically reduced in size, and
would allow the use of commercially available 2-lead snap electrode leads. Through
this modification, the same type of 3M Red Dot electrodes utilized for ECG collection
could also be used for reliable GSR collection without contact-loss events.
A final, more long term revision goal for the sensor platform is the transition
to textile electrodes to eliminate the need for adhesive electrode pads altogether.
Washable, reusable textile electrodes were intended to be sewn into the very fabric of
the WIHMS garment from the inception of the project. In prior work, silver plated
nylon thread was found to be the most reliable woven textile ECG electrode material
in terms of signal quality, but quickly suffered from corrosion and signal degradation
after several uses [101]. Other work has investigated the application of a PEDOT:
PSS conductive polymer to conventional textiles as noted in Section 3.2 to yield a
washable, reusable electrode which maintained its conductivity for up to 50 wash
cycles. A PEDOT: PSS application was a favored approach to ECG monitoring in
the WIHMS platform, but at the time of garment construction the price of PEDOT:
PSS was considered outside of the budget of the project. As of June 1, 2020, a 25
gram quantity of PEDOT: PSS can be purchased for $161.

7.2.3

Motion Artifact Ruggedization

For the purposes of hardware validation and consistency between the 80 data collections that make up the dataset of Contribution 2, the WIHMS garment was used
to collect data while the subject intentionally remained motionless. In order to be
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considered a truly noninvasive sensing device, the WIHMS garment must be capable
of being worn during daily activity. In the current sensor configuration, the lack of
a reference IMU to baseline against the gyroscope used for respiration results in a
measurement that is meaningless any time the subject is in motion. The ECG sensor
is also susceptible to noise from muscular activity in the pectoral muscles because of
the placement of the positive and negative leads. An EMG sensor could be introduced
to subtract a quantitative baseline from the ECG data, or the positive and negative
leads could be moved to a region isolated from muscle activity. The GSR sensor
also suffers contact-loss events exacerbated by movement. The sensor modifications
outlined above in Section 7.2.2 would aleviate this concern.
Software solutions also exist for motion artifact ruggedization and removal. In
recent years, adaptive filtering techniques have been developed specifically for use in
ECG and PPG signals in wearable systems [103, 104]. These techniques can be readily
applied to WIHMS sensor data, but are not by themselves a substitute for hardware
ruggedization and informed sensor placement. A combination of hardware and software solutions to motion artifact ruggedization and remediation should advance the
WIHMS platform towards unrestrained use during activity.

7.2.4

Wireless Data Transfer

In the modern age of networked devices and expanding Internet of Things (IoT)
architecture, the manual data transfer method employed by the WIHMS platform is
antiquated at best. Each time data is to be exported from the system, the µSD card
must be manually ejected from the SD carrier on the data aggregation board, placed
in a µSD to SD adapter, and manually copied to the host PC. Many solutions exist
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to incorporate Bluetooth Low Energy (BLE) or WiFi capability to Arduino-based
designs. The host PC could easily be configured to act as a basestation to receive a
wireless data transmission from WIHMS at the conclusion of the data collection or at
the press of a button. Wireless data transfer over either BLE of WiFi is a commonly
desired feature in hobbyist designs, and as a result is supported widely on public
forums [102].

7.2.5

IRB Approval and Extended Dataset

The efforts in this thesis produced subject-specific models of mental stress as a direct
consequence of the n = 1 sample size. By obtaining Institutional Review Board (IRB)
approval, the WIHMS garment could be deployed to collect physiological data from
a larger cohort of subjects. IRB approval was not sought during this research effort
in favor of accelerating the development of the WIHMS hardware and its deployment
for data collection by means of self-experimentation. A larger study might reveal a
universal model for mental stress prediction, rather than the subject-specific models
developed during earlier chapters.

7.3

Final Words

The work presented in this thesis serves as a novel bridge between several focus areas
of science and medicine. By utilizing open source software and hardware design
in a wearable sensing application, it is hoped that other researchers may begin to
embrace the open source mindset in their research. To our knowledge, this work also
resulted in the first mid/long term data collection effort linking multiple physiological
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parameters and self perceived stress levels. Mental stress affects every human being,
potentially in a negative way. By making efforts to track and understand how mental
stress manifests itself, researchers may begin to understand universal methods of
stress mitigation based on physiological manifestations of stress.
It is suspected that the WIHMS dataset creation, like many aspects of daily life in
2020, was affected by the COVID-19 pandemic. When the official stay-at-home orders
were implemented, the variance of stress levels in all four methods of self-reported
stress estimation fell sharply. It appears that quarantine and isolation contributed
to a more consistent level of mental stress. The lack of novelty in the daily routine
during the pandemic lockdown restricted the influence of outside influences on selfperceived stress. Prior to the stay-at-home order, changes in daily routine such as
upcoming deadlines or traffic congestion during a commute could contribute to stress
levels but were no longer a factor during lockdown. These unprecedented global
events may have confounded the training of machine learning models by altering
stress manifestations midway through the dataset. However, while these events may
have altered the intended narrative of this thesis, they do offer an interesting insight
on the effect of isolation of self-perceived stress.
As the world gradually returns to normal over the coming months, a limited number of further data collections will be added to the dataset to provide a more rounded
and complete insight into the self-perceived mental stress levels before, during, and
after a worldwide health crisis. While the WIHMS Stress dataset did not fully serve
to prove our intended hypothesis, it may still serve to paint a picture of daily life
during this time in not only American, but Global history.
The future holds much uncertainty. In the coming weeks, months, and years, we
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will all face more trials and tribulations, but the future is still there, waiting for us
to shape it how we will.

“In three words, I can sum up everything I have learned about life: It Goes On.”
- Robert Frost
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Appendix A
Glossary
1. RespAmp: Respiration Amplitude. The offset in raw ADC counts from the
beginning of an exhalation cycle to the start of the inhalation cycle. Measured
using the BNO055.
2. InLen: Inhalation Length. The time, in seconds, between each local minimum
and its subsequent maximum. Measured using the BNO055.
3. ExLen: Exhalation Length. The time, in seconds, between each local maximum
and its subsequent minimum. Measured using the BNO055.
4. RedROC(+): Positive Rate of Change from the Red LED of the MAX30102.
This is the positive first derivative of the red PPG vector.
5. RedROC(-): Negative Rate of Change from the Red LED of the MAX30102.
This is the negative first derivative of the red PPG vector.
6. skinT: Skin Temperature. This value is the calculated skin surface temperature
from the thermistor located on the subject’s left flank.
7. skinROC: Skin Temperature Rate of Change. SkinROC is the first order difference between each subsequent point in a noise-filtered vector of skin temperature
data.
8. tempROC: Rate of change of the difference between skin and ambient temperatures. This value is the first order difference between subsequent samples of
the skin/ambient temperature offset.
9. SPO(1): One of two calculations of blood oxygen saturation determined from
the red and infrared MAX30102 measurements. The equation for this parameter
is located in the text as Equation 5.2.
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10. SPO(2): One of two calculations of blood oxygen saturation determined from
the red and infrared MAX30102 measurements. The equation for this parameter
is located in the text as Equation 5.3.
11. rMSSD: Root Mean Square of Successive Differences. This is a time domain
measurement used to characterize heart rate variability, calculated from the
ECG vector. The equation for this value is
s

rM SSD =

Σ(RRi − RRi+1 )
N −1

(A.1)

where RRi is a sample in the vector of RR-intervals and N is the length of the
vector.
12. LFHF: Low Frequency to High Frequency Ratio. Described in Section 2.4.1, the
LFHF value is the power ratio of spectral content in Low RR-interval frequencies
(0.05-0.15 Hz) and High RR-interval frequencies (0.15-0.40 Hz).
13. RespRate: Respiration Rate, extracted from the BNO055 gyroscope vector.
The RespRate value is calculated as the mean length in seconds between each
subsequent breath characterized by a new inhalation cycle.
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Appendix B
Bill of Materials
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Component
Bicycling Shirt
Arduino Mega 2560
MAX30102 Board
Gravity ECG
Bosch BNO055
SSD1306
470kΩ Resistor
470kΩ Thermistor
Moisture PCB
5.1kΩ Resistor
S8050 Transistor
Interface PCB
TCA9517
8P8C Connector
4P4C Connector
1 µF Capacitor
.1 µF Capacitor
10 µF Capacitor
64 GB µSD Card
µSD Breakout
DS3231 Clock
Coin Cell Battery
0Ω Resistor
Micro USB
3.3 V TVS Diode
5 V TVS Diode
2.2kΩ Resistor
3.3kΩ Resistor
5 V Regulator
3.3 V Regulator
4P4C Cable
8P8C Cable
Total

Vendor
Amazon
Amazon
Amazon
DFRobot
Amazon
Amazon
Digikey
Digikey
JLCPCB
Digikey
Digikey
JLCPCB
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Amazon
Amazon
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Digikey
Amazon
Amazon
-

Part Number
B07C7VNQG1
B00D9NA4CY
B07ZQNC8XP
SEN0213
B07W4HHV9F
B07X25T786
S473KCACT
BC2429
Y4-2781365A
311-5.10KHRCT
MMSS8050
Y3-2781365A
TCA9517DR
609-1046
AE10381
1276-1182-1
399-1100-1
490-12736-1
B06XX29S9Q
B07PFDFPPC
1528-1598
P033-ND
541-0.0SBCT
732-5960-1
F7701CT
SMF5A-TPMSCT
311-2.20KHRCT
A129694CT
S7V7F5
S7V8F3
B01F3CSWC2
B00E5I7VJG
-

Assembly
Base
Processing
PPG Sensor
ECG Sensor
Respiration
Display
Temperature
Temperature
GSR Sensor
GSR Sensor
GSR Sensor
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Interface
Cabling
Cabling
-

Each
$19.99
$14.99
$7.50
$19.90
$15.40
$4.90
$0.07
$0.87
$3.94
$0.02
$0.17
$9.80
$0.83
$0.52
$0.47
$0.02
$0.01
$0.30
$11.99
$5.00
$13.00
$1.00
$0.05
$2.07
$0.49
$0.41
$0.01
$0.01
$4.95
$5.95
$2.16
$2.20
-

Total
$19.99
$14.99
$7.50
$19.90
$15.40
$4.90
$0.14
$1.74
$3.94
$0.05
$0.17
$9.80
$4.13
$3.12
$1.88
$0.22
$0.19
$0.90
$11.99
$5.00
$13.00
$1.00
$0.20
$2.07
$0.49
$0.41
$0.04
$0.05
$4.95
$5.95
$6.48
$8.79
$169.38

Table B.1: Bill of materials for construction of the WIHMS garment
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Appendix C
Supplemental Figures
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Figure C.1: System block diagram layout
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Figure C.2: Stress scores over time with accompanying events. A: April 10, 100,000 global
COVID deaths. B: April 20, Oil prices go negative. C: May 7, Last day of classes at UVM.
D: May 16, Large personal investment losses. E: May 26, George Floyd protests begin. F:
May 30, SpaceX Crew Dragon launch. G: June 6, Nationwide police brutality protests. H:
June 12, Submission of remote conference presentation.
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Appendix D
Source Code
This appendix includes the source code for the operation of the measurement system
discussed throughout this thesis.

D.1

Embedded Processing

Arduino code used for data collection can be found at
https://github.com/bhewgs/WIHMS-Development/tree/master/Embedded

D.2

Data Analysis Code

MATLAB scripts and functions used for data processing and analysis can be found
at
https://github.com/bhewgs/WIHMS-Development/tree/master/Processing
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