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Abstract
A doodle is a collection of immersed circles without triple intersections in the
2-sphere. It was shown by the second author and P. Tayler that doodles induce
commutator identities (identities amongst commutators) in a free group. In this paper
we observe this idea more closely by concentrating on doodles with proper noose
systems and elementary commutator identities. In particular we show that there is a
bijection between cobordism classes of colored doodles and weak equivalence classes
of elementary commutator identities.
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1 Introduction
Doodles were first introduced by the second author and P. Taylor in [6]. The original
definition of a doodle was a collection of embedded circles in the 2-sphere S2 whose mul-
tiple points are transverse double points. M. Khovanov, [10], extended the idea to allow
each component to be an immersed circle in S2 or a closed oriented surface. In [1] the
authors introduced virtual doodles as an analogy of virtual knots [9] and developed stably
equivalence classes of doodles on closed oriented surfaces with a relationship with virtual
doodles, which is analogue to a relationship between virtual knots and stably equivalence
classes of knot diagrams on closed oriented surfaces given in [3, 8].
In this paper, by a doodle diagram or a diagram we mean a collection of immersed
circles in S2 whose multiple points are transverse double points. (Double points of a
diagram are also referred to as crossings.) Two diagrams are said to be equivalent if they
are equivalent under the equivalence relation generated by ambient isotopies in S2 and
local moves depicted in Figure 1, where H+
1
generates a monogon, H−
1
deletes it, H+
2
generates a bigon and H−
2
deletes it. The equivalence class is called a doodle. As is the
usual custom, we will often not distinguish between a doodle and its diagram. A doodle
or a doodle diagram is oriented if each component is oriented. Throughout this paper we
assume that doodles and doodle diagrams are oriented.
Figure 1: H±1
1
and H±1
2
Figure 2 shows diagrams of two doodles (without orientations). The first, called the
poppy, has one component and the other with 3 components is called the Borromean
doodle.
Figure 2: The poppy and the Borromean doodle
A diagram is called minimal if there are no monogons and no bigons, or equivalently
if neither H−
1
nor H−
2
can be applied to the diagram. Any doodle has a unique minimal
diagram modulo trivial components in the sense of Corollary 2.8.9 of [5] and Theorem 2.2
of [10]. (Refer to [1] for minimal diagrams of doodles on closed oriented surfaces and their
stably equivalence classes.) The diagrams in Figure 2 are minimal diagrams.
A doodle or a doodle diagram is called colored or S-colored when each component is
labeled by an element of a fixed non-empty set S.
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The second author and Taylor showed in [6] that doodles induce commutator identities
(identities amongst commutators) in the free group. Precisely speaking, for a non-empty
set S, an S-colored doodle diagram with a noose system yields a commutator identity in
the free group on S. We will recall this in the next section. For example consider the
following examples from the Borromean doodle (Example 2.2).
The left hand side of Figure 3 yields the identity
(a, c)b(b, c)(b, a)c(c, a)(c, b)a(a, b) ≡ 1
where for example, (a, c)b = b−1(a−1c−1ac)b, and the right hand side yields
(bc, a)(ca, b)(ab, c) ≡ 1.
Figure 3: Doodles with noose systems
Another example which can be extracted from the Borromean doodle is the Hall-Witt
identity (cf. [7]):
((a, b), ca)((c, a), bc)((b, c), ab) ≡ 1.
This is a group-theoretic analogue of the Jacobi identity for Lie algebras. These three
examples from the Borromean doodles were introduced in [6].
In Sections 2 and 3, we first recall the idea in [6] to obtain a commutator identity
from a colored doodle diagram using a noose system (Theorem 2.1), and conversely we
show that for a commutator identity there exists a colored doodle diagram and a noose
system which yield the identity (Theorem 3.3). In particular, when we use a proper noose
system, we obtain an elementary commutator identity (Theorem 2.4). Conversely, for an
elementary commutator identity there exists a colored doodle diagram and a proper noose
system which yield the identity (Theorem 3.2). The definitions of a (proper) noose system
and an (elementary) commutator identity are given in Section 2.
After Section 4 we concentrate to colored doodles with proper noose systems and
elementary commutator identities. Then the relationship between colored doodles and
commutator identities established in [6] and in Sections 2 and 3 becomes clear to under-
stand with the action of the braid group and other fundamental transformations. We also
discuss cobordisms of colored doodles.
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In Section 4 we introduce three kinds of equivalence relations on elementary commuta-
tor identities: strict equivalence ∼=, equivalence ≃ and weak equivalence ∼. We show that
a colored doodle diagram induces a unique elementary commutator identity up to equiva-
lence ≃ (Theorem 4.1) and that a colored doodle induces a unique elementary commutator
identity up to equivalence ∼ (Theorem 4.2) .
In Section 5 we introduce the notion of cobordism for colored doodles and doodle
diagrams. Then two colored doodle diagrams are cobordant if and only if they induce
weakly equivalent elementary commutator identities (Theorem 5.3). There is a bijection
between cobordism classes of colored doodles and weak equivalence classes of elementary
commutator identities (Theorem 5.4).
This work was supported by JSPS KAKENHI Grant Numbers JP19K03496 and JP19H01788.
2 How to obtain a commutator identity
We recall the idea in [6] to obtain a commutator identity from a doodle diagram. Through-
out this paper we identify S2 with R2∪{∞}. For a doodle diagram D, we denote by Σ(D)
the set of the crossings. When D meets ∞, moving it slightly, we assume that D is away
from ∞ so that we can draw it in R2 = S2 \ {∞}.
Let X = D2 ∪ I ′, where D2 = {(x, y) ∈ R2 | x2 + y2 ≤ 1} and I ′ = {(x, y) ∈ R2 | x ∈
[1, 2], y = 0}.
A noose is the image N of an embedding of X in S2. The loop (or the rope) of a noose
is the image of S1 = ∂D2 (or the image of I ′), and the head is the image of D2. The neck
is the image of (1, 0), where the head is joined to the rope, and the root is the image of
(2, 0). Unless otherwise stated, we always assume that N ⊂ R2 = S2 \ {∞}.
We usually present a noose by drawing its loop and rope in R2, where the head is
understood to be the bounded region by the loop. Moreover, we assume that the loop is
oriented counterclockwise.
By a noose for a doodle diagram D we mean a noose N whose root misses D such
that the loop and the rope are transverse to the components of D and disjoint from the
crossings of D.
A noose system is a sequence of nooses N = (N1, . . . , Nm) such that (i) they are
mutually disjoint except their common roots called the base point, and (ii) the ropes of
them appear counterclockwise in this order around the base point.
A noose system for a doodle diagram D means a noose system consisting of nooses
for D such that every crossing of D is in a head. For examples, see Figure 3, where the
numbers 1, 2, . . . indicate the ordering of the nooses.
Let S = {a, b, c, . . . } be a non-empty set, which we use for labeling a doodle diagram.
We denote by S−1 = {a−1, b−1, c−1, . . . } the set of inverse letters of S, and by Word(S ∪
S−1) the monoid of words on S ∪ S−1. For words u, v ∈ Word(S ∪ S−1), (u, v) means
u−1v−1uv and uv means v−1uv.
A doodle or a doodle diagram is said to be colored or S-colored if every component is
labeled by an element of a fixed non-empty set S.
Let α be a path transverse to the components of an S-colored doodle diagram D.
For an intersection x of α and D, the intersection letter of α with D at x is an element
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aǫ ∈ S ∪ S−1 such that a ∈ S is the label of the component of D where the intersection x
occurs and the exponent ǫ is +1 if the path α passes across the component of D from the
right hand side of the component with respect to its orientation to the left hand side, or ǫ
is −1 otherwise. See Figure 4. The intersection word along α with D is a word on S ∪S−1
obtained by reading off the intersection letters at the intersection points along α.
Figure 4: Intersection letters
Let D be a colored doodle diagram and N a noose for D. Consider a path ℓN : [0, 1] →
S2 which starts from the root, goes along the rope, turns along the loop of the noose
counterclockwise, comes back to the root along the rope. The intersection word of the
noose N with D is the intersection word along ℓN with D.
Theorem 2.1 (Fenn and Taylor [6]). Let D be a colored oriented doodle diagram. Let
N = (N1, . . . , Nm) be a noose system for D, and let w1, . . . , wm be the intersection words
of N1, . . . , Nm with D, respectively. Then the following identity holds in the free group on
S:
w1 . . . wm ≡ 1.
When we say a commutator identity on S or in the free group on S, it is an expression
w1 . . . wm ≡ 1
such that each wi is a word on S∪S
−1 representing an element of the commutator subgroup
of the free group and the product w1 . . . wm is a word presenting the identity of the free
group.
We call the identity in Theorem 2.1 the commutator identity obtained from D by using
N and denote it by
I(D,N ).
Example 2.2. (1) Let D and N be a colored doodle diagram and a noose system on the
left hand side of Figure 3, where S = {a, b, c}. The intersection word of the first noose is
b−1a−1c−1acb, which is denoted by b−1(a, c)b or (a, c)b in our notation. The intersection
words of the other nooses on the left hand side are (b, c), (b, a)c, (c, a), (c, b)a, and (a, b),
respectively. Combining these words, we obtain the identity I(D,N ) in the free group on
S:
(a, c)b (b, c) (b, a)c (c, a) (c, b)a (a, b) ≡ 1.
(2) Let D and N be a colored doodle diagram and a noose system on the right hand
side of Figure 3. The intersection word of the first noose is c−1b−1a−1bca, which is denoted
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by (bc, a). The intersection words of the second noose and the third one are (ca, b) and
(ab, c). Then we have the identity I(D,N ):
(bc, a) (ca, b) (ab, c) ≡ 1.
Remark 2.3. In Theorem 2.1, when we change the coloring of D by using a permutation
σ : S → S, the commutator identity I(D,N ) is changed by replacing elements of S by
the corresponding elements under σ. For a subset T of S, when we reverse the orientation
of every component whose label is in T , the commutator identity I(D,N ) is changed by
switching elements x and x−1 for every x ∈ T .
A commutator identity in the free group on S is called elementary, elementary on S
or S-elementary if it is written in a form such that
(a1, b1)
u1 · · · (am, bm)
um ≡ 1,
where ai, bi ∈ S and ui ∈Word(S ∪ S
−1) for each i = 1, . . . ,m.
A noose for a doodle diagram D is proper if it satisfies the following two conditions
(P1) and (P2):
(P1) The intersection of D and the head is a union of two embedded arcs which intersect
each other on a single point.
(P2) The loop passes across a component of D from left to right with respect to the
orientation of the component, across a component of D from left to right, then
across the former component from right to left and across the latter component
from right to left. (See Figure 5.)
Figure 5: The head of a proper noose for a doodle diagram
A noose system for a doodle diagram D is proper if each noose is proper. The noose
system depicted on the left hand side of Figure 3 is proper. For any doodle diagram, there
exists a proper noose system.
Theorem 2.4. In the situation of Theorem 2.1, suppose that the noose system N is proper.
Then the commutator identity I(D,N ) obtained from D by using N is elementary.
Proof. Let N = (N1, . . . , Nm) be a proper noose system for D. For each i = 1, . . . ,m, the
intersection word along the loop of Ni with D is a
−1
i b
−1
i aibi = (ai, bi) for some ai, bi ∈ S.
Let ui be the intersection word along the rope of Ni with D, where we regard the rope
as a path from the base point to the neck. Then the intersection word of Ni is (ai, bi)
ui .
Thus the commutator identity is elementary.
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3 Constructing a doodle diagram from a commutator iden-
tity
In this section we show that every commutator identity is obtained from a doodle dia-
gram, namely, for a given commutator identity, there exists a (non-unique) colored doodle
diagram and a noose system which yield the identity. For an elementary commutator
identity, we can take a proper noose system.
For a compact surface M in S2, a doodle diagram in M or over M means a collection
of immersed circles and properly immersed arcs inM whose multiple points are transverse
double points. (When M = S2, it is a doodle diagram in the usual sense.)
We first demonstrate, using an example, our method of constructing a doodle diagram
and a noose system from a commutator identity. Let S = {a, b, c} and consider the
Hall-Witt identity, [7]:
((a, b), ca) ((c, a), bc) ((b, c), ab) ≡ 1.
The left hand side consists of three commutators, ((a, b), ca), ((c, a), bc), and ((b, c), ab).
Prepare a noose system consisting of three nooses, N1, N2 and N3. For simplicity, we draw
a figure such that each head is a rectangle as in the left hand side of Figure 6. For the first
head, we draw horizontal and vertical parallel lines with labels in S and with orientations
such that the intersection word along the loop of N1 is
((a, b), ca) = (b−1a−1ba)(a−1c−1a)(a−1b−1ab)(a−1ca)
as in the figure. Similarly, we draw horizontal and vertical lines with labels and with orien-
tations for the second and the third heads such that the intersection words along their loops
are ((c, a), bc) and ((b, c), ab), respectively. Let A be a regular neighborhood of the union
of the three nooses, which is a 2-disk in S2. We define a doodle diagram over A, denoted
by D ∩ A, to be the union of the horizontal and vertical lines constructed for the heads.
The intersection word along the boundary of A with D is ((a, b), ca) ((c, a), bc) ((b, c), ab).
Since this word is equivalent to the empty word as elements of the free group on S, we can
extend the diagram D ∩ A to a colored doodle diagram D in S2 by adding some simple
arcs in the closure of S2 \A. See the right hand side of Figure 6. Then we have a colored
doodle diagram D and a noose system N such that I(D,N ) is the given commutator
identity.
The method explained above is always applicable to any commutator identity which
is written in a form that
(s1, t1) · · · (sm, tm) ≡ 1,
where si, ti ∈Word(S ∪ S
−1) for each i = 1, . . . ,m.
Modifying the method, we obtain the following.
Lemma 3.1. For a given commutator identity in the free group on S which is written in
a form that
(s1, t1)
u1 · · · (sm, tm)
um ≡ 1,
where si, ti, ui ∈ Word(S ∪ S
−1) for each i = 1, . . . ,m, there is a colored doodle diagram
D and a noose system N such that I(D,N ) is the identity.
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Figure 6: Construction of a diagram
Proof. We modify the argument above. Let w1 · · ·wm ≡ 1 be the commutator identity
with wi = (si, ti)
ui for some si, ti, ui ∈ Word(S ∪ S
−1) for each i = 1, . . . ,m. Prepare a
noose system consisting of m nooses, N1, . . . , Nm. We draw a figure such that each head
is a rectangle as before. For each noose Ni, draw horizontal parallel lines and vertical
parallel lines with labels and orientations in a regular neighborhood of the head such that
the intersection word along the loop of Ni is (si, ti). And draw some small arcs intersecting
the rope of Ni transversely equipped with labels in S and with orientations such that the
intersection word along the rope from the base point to the neck is u−1i .
Let A be a regular neighborhood of the union of the nooses, which is a 2-disk in S2.
We assume that the horizontal lines, vertical lines and the small arcs intersecting the rope
of Ni are properly embedded arcs in A. We define a doodle diagram over A, denoted
by D ∩ A, to be the union of these arcs with labels and orientations. For each i, the
intersection word of Ni is wi = (si, ti)
ui . Since w1 · · ·wm presents the identity in the free
group, we can extend the diagram D ∩A in A to a doodle diagram in S2 by adding some
simple arcs in the closure of S2 \A. Then we obtain a desired colored doodle diagram and
a noose system.
Theorem 3.2 (cf. [6]). Every elementary commutator identity is obtained from a doodle
diagram. Namely, for any elementary commutator identity in the free group on S,
(a1, b1)
u1 · · · (am, bm)
um ≡ 1,
where ai, bi ∈ S and ui ∈ Word(S ∪ S
−1) for each i = 1, . . . ,m, there exists a colored
doodle diagram D and a proper noose system N such that I(D,N ) is the identity.
Proof. Apply the same argument with the proof of Lemma 3.1. Note that for each noose
Ni, we draw a horizontal line with label bi and a vertical line with label ai with orientations
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in a regular neighborhood of the head such that the intersection word along the loop is
(ai, bi). Then the noose system is proper.
It is mentioned in [6] without details that a similar result to Theorem 3.2 is obtained by
Rourke’s standard diagram [11] for a certain 2-dimensional C.W. complex. Our argument
gives a method of construction a doodle diagram and a noose system.
Theorem 3.3. Every commutator identity is obtained from a doodle diagram. Namely,
for any commutator identity in the free group on S, there exists a colored doodle diagram
D and a noose system N such that I(D,N ) is the identity.
Proof. Let w1 . . . wm ≡ 1 be a commutator identity. Prepare a noose system consisting of
m nooses, N1, . . . , Nm. Fix i ∈ {1, . . . ,m} and let w = wi and N = Ni. Let B denote the
head of the nooseN . Since w presents an element of the commutator subgroup, there exists
a word W = (a1, b1)
u1 · · · (ak, bk)
uk for some k where aj , bj ∈ S and uj ∈ Word(S ∪ S
−1)
for each j = 1, . . . , k such that w and W present the same element in the free group.
Prepare a noose system consisting of k nooses N∗1 , . . . , N
∗
k in the head B of N whose base
point is the neck of N . Let A∗ be a regular neighborhood in B of the union of the nooses
N∗1 , . . . , N
∗
k . Apply the same argument with the proof of Lemma 3.1 to the small nooses
N∗1 , . . . , N
∗
k and the word W = (a1, b1)
u1 · · · (ak, bk)
uk , we define a colored doodle diagram
D over A∗, denoted by D ∩ A∗, such that the intersection word along ∂A∗ is the word
W . Note that N∗1 , . . . , N
∗
k are proper nooses for this D ∩A
∗. Since W and w present the
same element in the free group, we can extend the diagram D ∩A∗ to a diagram over B,
denoted by D∩B, by adding some simple arcs with labels in S and with orientations such
that the intersection word along ∂B, the loop of N , is the word w. For every i = 1, . . . ,m,
apply this argument and we construct a doodle diagram over the heads of N1, . . . , Nm.
Let A be the union of the heads and m bands along the ropes connecting the heads to a
neighborhood of the base point. Now we have a colored doodle diagram over A, denoted
by D∩A, such that the intersection word along ∂A is w1 . . . wm, and the intersection word
along Ni is wi for each i = 1, . . . ,m. Since the word w1 . . . wm is equivalent to the empty
word as elements of the free group, we can extend the diagram D ∩A to a colored doodle
diagram D in S2 by adding some simple arcs in the closure of S2 \ A. Then the diagram
D and the noose system N1, . . . , Nm satisfy that I(D,N ) is w1 . . . wm ≡ 1.
The method introduced above Lemma 3.1 is sometimes not so effective to obtain a
simple doodle diagram. For example, we can consider immersed arcs with labels and
orientations for the heads as in the left side of Figure 7 instead on those in Figure 6. The
intersection word along the boundary of A is still ((a, b), ca) ((c, a), bc) ((b, c), ab), and we
can extend it to a colored doodle diagram as in the right hand side of the figure. Then
the doodle diagram and the noose system yield the same commutator identity.
Note that the number of crossings of the diagram in the former (Figure 6) is 36 and
that of the latter (Figure 7) is 6. In this sense the latter one is simpler than the former.
Moreover, the latter diagram is a minimal diagram, i.e., there are no monogons and no
bigons. It is known that a minimal diagram with 6 crossings is a Borromean doodle
diagram [1]. By an ambient isotopy, we can deform the diagram with the noose system in
Figure 7 into the standard diagram of the Borromean doodle with a noose system as in
Figure 8. Thus we see that the Hall-Witt identity can be obtained from the Borromean
9
Figure 7: Construction of a diagram
doodle. (The labels b and c in Figure 8 differ from those in Figure 3. When we switch b
and c in Figure 8, we have the Hall-Witt identity with letters b and c switched.)
Figure 8: Construction of a diagram
4 Equivalence relations on elementary commutator identi-
ties
In this section, we introduce fundamental transformations, including the action of the braid
group, and define three kinds of equivalence relations on elementary commutator identities:
strict equivalence ∼=, equivalence ≃ and weak equivalence ∼. We show that a colored
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doodle diagram induces a unique elementary commutator identity up to equivalence ≃
(Theorem 4.1) and that a colored doodle induces a unique elementary commutator identity
up to equivalence ∼ (Theorem 4.2).
We call the transformations (I)–(VII) listed below fundamental transformations. Let
w1 · · ·wm ≡ 1 be an elementary commutator identity on S.
(I) (cyclic permutation)
ρ : w1w2 · · ·wm ≡ 1 7→ w2 · · ·wmw1 ≡ 1.
(II) (braid action or Hurwizt action) Let j ∈ {1, . . . ,m− 1}.
σj : w1 · · ·wjwj+1 · · ·wm ≡ 1 7→ w1 · · ·wj+1w
wj+1
j · · ·wm ≡ 1.
The inverse of σj is given by
σ−1j : w1 · · ·wjwj+1 · · ·wm ≡ 1 7→ w1 · · ·w
w
−1
j
j+1wj · · ·wm ≡ 1.
(III) (simultaneous conjugation or global conjugation)
conj(u) : w1w2 · · ·wm ≡ 1 7→ w
u
1w
u
2 · · ·w
u
m ≡ 1,
where u ∈Word(S ∪ S−1).
(IV) (changing local conjugation I) Let i ∈ {1, . . . ,m}.
w1 · · ·wi · · ·wm ≡ 1 7→ w1 · · ·w
′
i · · ·wm ≡ 1,
where wi = (ai, bi)
ui and w′i = (ai, bi)
u′i such that ui and u
′
i present the same element
in the free group on S.
(V) (changing local conjugation II) Let i ∈ {1, . . . ,m}.
w1 · · ·wi · · ·wm ≡ 1 7→ w1 · · ·w
′
i · · ·wm ≡ 1,
where wi = (ai, bi)
ui and w′i = (ai, bi)
u′i such that u′i = (ai, bi)ui or u
′
i = (ai, bi)
−1ui.
(VI) (insertion/deletion of a trivial commutator) Insert or delete (a, a)u and change the
length m by one, where a ∈ S and u ∈Word(S ∪ S−1).
(VII) (insertion/deletion of a cancelling pair) Insert or delete (a, b)u(b, a)u and change the
length m by two, where a, b ∈ S and u ∈Word(S ∪ S−1).
Two elementary commutator identities on S are strictly equivalent, equivalent, or weakly
equivalent if they are related by a finite sequence of transformations (IV)–(V), (I)–(V), or
(I)–(VII) respectively, and we denote the equivalence relation by ∼=, ≃ or ∼ respectively.
Theorem 4.1. A colored doodle diagram induces a unique elementary commutator identity
up to equivalence ≃. Namely, let D be a colored doodle diagram and let N and N ′ be proper
noose systems for D. Then I(D,N ) ≃ I(D,N ′).
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Theorem 4.2. A colored doodle induces a unique elementary commutator identity up to
equivalence ∼. Namely, let D and D′ be colored doodle diagrams representing the same
colored doodle, and let N and N ′ be proper noose systems for them. Then I(D,N ) ∼
I(D′,N ′).
We devote this section to proving these theorems.
Let O be the origin of R2 = S2 \ {∞}. For a while, we consider a case that a colored
doodle diagram D avoids O and ∞, and the base points of noose systems are O.
Let Σ be a set ofm points of S2 avoiding O and∞. A proper noose for Σ means a noose
N such that N ∩Σ is an interior point of the head. A proper noose system for Σ is a noose
system consisting of proper nooses for Σ such that every point of Σ is contained in a head.
We say that two proper nooses N and N ′ for Σ with root O are homotopic or homotopic
in S2 with respect to Σ if there is a homotopy of embeddings fs : X = D
2 ∪ I ′ → S2
(s ∈ [0, 1]) satisfying the following.
• N = f0(X) and N
′ = f1(X).
• For each s, fs((2, 0)) = O.
• For each s, fs(X) ∩ Σ is an interior point of the head fs(D
2).
Here fs(X) may intersect with ∞, although we are assuming that f0(X) and f1(X) are
away from {∞}.
Two proper noose systems N = (N1, . . . , Nm) and N
′ = (N ′1, . . . , N
′
m) for Σ with base
point O are homotopic or homotopic in S2 with respect to Σ if each Ni is homotopic to
N ′i .
Let D be a doodle diagram avoiding O and ∞, and let Σ(D) be the set of crossings.
Note that a proper noose system for D is a proper noose system for Σ(D). The converse
is not true in general. However, when a proper noose system for Σ(D) with base point
O is given, moving the nooses by a homotopy in S2 with respect to Σ(D) we obtain a
(non-unique) proper noose system for D.
Let D be a colored doodle diagram avoiding O and ∞, and let N = (N1, . . . , Nm) be
a proper noose system for Σ(D) with base point O. A commutator identity obtained from
D by using N means a commutator identity I(D,N ′) obtained from D by using a proper
noose system N ′ for D which is homotopic to N . It is denoted by
I(D,N ).
Lemma 4.3. In the situation above, I(D,N ) is well-defied up to strict equivalence ∼=.
Precisely speaking, let N ′ = (N ′1, . . . , N
′
m) and N
′′ = (N ′′1 , . . . , N
′′
m) be proper noose sys-
tems for D with base point O such that they are homotopic to N = (N1, . . . , Nm) in S
2
with respect to Σ(D). Then the commutator identities I(D,N ′) and I(D,N ′′) are strictly
equivalent.
Proof. Note that N ′ is homotopic to N ′′ in S2 with respect to Σ(D). Fix i ∈ {1, . . . ,m}
and consider a homotopy fs : X → S
2 (s ∈ [0, 1]) moving N ′i to N
′′
i . Taking such a
homotopy such that the heads fs(D
2) are small, we may assume that for each s ∈ [0, 1], the
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intersection fs(D
2)∩D is the union of two embedded arcs in the head fs(D
2) intersecting
each other on a single crossing of D. Note that the intersection word along the loop of
N ′i is the same with that of N
′′
i . If the neck of N
′
i is disjoint from the diagram D through
the homotopy moving N ′i to N
′′
i , then the intersection word along the rope of N
′
i and that
of N ′′i present the same element in the free group on S, since the homotopy avoids Σ(D).
Thus, the commutator identities are related by transformations (IV). If the homotopy
moves the neck of N ′i around the crossing of D several times and keeps the remaining part
of the noose fixed, then the commutator identities are related by transformations (V). In
general case, a homotopy moving N ′i to N
′′
i is combined with these homotopies, and hence
the commutator identities are related by transformations (IV) and (V).
Let S1 be the unit circle of R2 and let Q = {q1, . . . , qm} be a fixed m points on S
1
evenly arranged counterclockwise in this order.
Let D− be a small round 2-disk in S
2 = R2 ∪ {∞} with center O, and let D+ be the
complementary 2-disk in S2 which is the closure of S2 \D−.
Consider the mapping class group Mod(D+, Q), that is the group of isotopy classes
of self-homeomorphisms of D+ sending Q to itself whose restriction to the boundary of
D+ is the identity. (We often use the same symbol for an element of Mod(D+, Q) and its
representative. For two elements g and h, the product gh is defined by the composition
g ◦ h.) It is well known that the mapping class group is identified with the m-braid group
on Q in D+, and it is generated by τ1, . . . , τm−1 where τi is a “disk twist”which rotates
the arc on S1 between qi and qi+1 counterclockwise in its regular neighborhood (cf. [2]).
Let g be an element of Mod(D+, Q). For a proper noose system N = (N1, . . . , Nm) for
Q with base point O, we denote by g(N ) a proper noose system (g(N1), . . . , g(Nm)) for
Q with base point O, which is well-defined up to isotopy of S2 keeping D− and Σ fixed
pointwise. In particular, it is well-defined, as a proper noose system, up to homotopy in
S2 with respect to Σ. For a doodle diagram D avoiding O and ∞, we denote by g(D) a
doodle diagram obtained from D by g, which is well-defined up to isotopy of S2 keeping
D− and Σ fixed pointwise.
A standard noose system for Q is a proper noose system N 0 = (N01 , . . . , N
0
m) for Q
with base point O such that for each i, the head of N0i is a small round 2-disk with center
qi and the rope is a radius connecting O to N
0
i . See Figure 9 where m = 6.
Figure 9: A standard noose system for Q
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Lemma 4.4. Let D be a colored doodle diagram avoiding O and ∞ with Σ(D) = Q, and
let N be a proper noose system for Q with base point O. For any g ∈ Mod(D+, Q), we
have
I(g(D), g(N )) ∼= I(D,N ) and I(D, g(N )) ∼= I(g−1(D),N ).
Proof. The first relation is trivial by definition and Lemma 4.3. The second one is obtained
from the first by replacing D with g−1(D).
Lemma 4.5. Let D be a colored doodle diagram avoiding O and ∞ with Σ(D) = Q. Let
N 0 = (N01 , . . . , N
0
m) be the standard noose system for Q.
(1)
I(D, τ ǫj (N
0)) ∼= σ−ǫj I(D,N
0),
(2)
I(D, τ ǫnjn . . . τ
ǫ1
j1
(N 0)) ∼= σ−ǫ1j1 · · · σ
−ǫn
jn
I(D,N 0).
Proof. (1) Suppose that ǫ = 1. The jth and the (j + 1)st nooses of N0 are as in the left
of Figure 10 and those of τj(N
0) are as in the right of the figure, up to homotopy with
respect to Q. If the intersection words of the jth and the (j + 1)st nooses of N0 are wj
and wj+1 then those of g(N
0) are w
w
−1
j
j+1 and wj . Similarly, when ǫ = −1, they are wj and
w
wj
j+1. Thus, I(D, τ
ǫ
j (N
0)) ∼= σ−ǫj I(D,N
0). This completes the proof of (1).
Figure 10: The jth and (j + 1)st nooses of N0, and those of τj(N0)
(2) By Lemma 4.4 we have I(D, τ ǫj (N
0)) ∼= I(τ−ǫj (D),N
0). Combining this and the
equivalence in (1), we obtain
I(τ−ǫj (D),N
0) ∼= σ−ǫj I(D,N
0)
which holds for any colored doodle diagram D avoiding O and ∞ with Σ(D) = Q. Ap-
plying this inductively, we have
I(τ−ǫ1j1 τ
−ǫ2
j2
. . . τ−ǫnjn (D),N
0) ∼= σ−ǫ1j1 I(τ
−ǫ2
j2
. . . τ−ǫnjn (D),N
0)
∼= σ−ǫ1j1 σ
−ǫ2
j2
I(τ−ǫ3j3 . . . τ
−ǫn
jn
(D),N 0)
∼= · · ·
∼= σ−ǫ1j1 σ
−ǫ2
j2
. . . σ−ǫnjn I(D,N
0).
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By Lemma 4.4 again, we have
I(D, τ ǫnjn . . . τ
ǫ1
j1
(N 0)) ∼= σ−ǫ1j1 · · · σ
−ǫn
jn
I(D,N 0).
Lemma 4.6. Let D be a colored doodle diagram avoiding O and ∞ with Σ(D) = Q. Let
N and N ′ be proper noose systems for Q with base point O. Then I(D,N ) ≃ I(D,N ′).
Proof. There is an element g ∈ Mod(D+, Q) such that N = g(N
0) up to homotopy in
S2 with respect to Q. By Lemma 4.5, I(D,N ) ∼= I(D, g(N 0)) ≃ I(D,N 0). Similarly,
I(D,N ′) ≃ I(D,N 0). Thus, I(D,N ) ≃ I(D,N ′).
Proof of Theorem 4.1. (1) First we consider a case that N and N ′ have the same
base point, say ∗. Take a homeomorphism f : S2 → S2 such that f(∗) = O, f(Σ(D)) =
Q and f(D) is away from ∞. Put f(D) = D˜, f(N ) = N˜ and f(N ′) = N˜ ′. Then
I(D,N ) = I(D˜, N˜ ) and I(D,N ′) = I(D˜, N˜ ′). Applying Lemma 4.6 to D˜, N˜ and N˜ ′, we
have I(D˜, N˜ ) ≃ I(D˜, N˜ ′). Thus, I(D,N ) ≃ I(D,N ′).
(2) Consider a case that the base point ∗ of N and the base point ∗′ of N ′ are contained
in the same region, say R, of S2 \D. Take an open set U in R homeomorphic to the open
unit 2-disk with {∗, ∗′} ⊂ U such that the closure U is in R. There is a homeomorphism
f : S2 → S2 such that f(∗) = ∗′ and the support of f is in U . Then I(D,N ) =
I(f(D), f(N )) = I(D, f(N )). Since f(N ) has the same base point with N ′, by (1) we
have I(D, f(N )) ≃ I(D,N ′). Thus, I(D,N ) ≃ I(D,N ′).
(3) Consider a case that the base point ∗ of N and the base point ∗′ of N ′ are contained
in different regions of S2 \D. It is sufficient to consider a case that the regions containing
∗ and ∗′ are adjacent and there is a simple arc γ in S2 connecting ∗ and ∗′ such that γ
intersects with D transversely on a single point. Let B be a regular neighborhood of γ
in S2, which is a 2-disk containing ∗ and ∗′ such that B ∩D is a simple proper arc in B
separating ∗ and ∗′. By (1), without loss of generality, we may assume that N has base
point ∗ and Ni ∩ γ = {∗} for every noose Ni of N . Let N
′′ be a proper noose system
for D obtained from N by a homotopy in S2 moving the base point ∗ to ∗′ in B along
γ. Then I(D,N ′′) = conj(aǫ)I(D,N ) where a is the label of the component of D whose
restriction to D is the proper arc separating ∗ and ∗′ and the sign ǫ ∈ {±1} is determined
from its orientation. Thus, I(D,N ) ≃ I(D,N ′′). By (2), I(D,N ′′) ≃ I(D,N ′). Thus,
I(D,N ) ≃ I(D,N ′). This completes the proof of Theorem 4.1.
Proof of Theorem 4.2. By Theorem 4.1, we see that the equivalence class of I(D,N )
does not depend on a choice of N and the isotopy class of D in S2. Thus, it is sufficient to
prove that when D′ is obtained from D by a move H−1
1
or H−1
2
then I(D,N ) ∼ I(D,N ′)
for some noose systems N and N ′ for them.
Suppose that D′ is obtained from D by H−1
1
. Take a base point ∗ avoiding D and D′
and the area where the H−1
1
move is applied. Let N1 be a proper noose for D whose head
containing the crossing of D which is removed by the H−1
1
move such that the intersection
word of N1 with D is (a, a)
u for some a ∈ S and u ∈ Word(D). We can take a proper
noose system N = (N1, N2, . . . , Nm) for D including N1. Let N
′ = (N2, . . . , Nm), which
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is a proper noose system for D′. Then for each i = 2, . . . ,m the intersection word of Ni
with D is the same with that with D′, hence I(D′,N ′) is obtained from I(D,N ) by a
transformation (VI).
Suppose that D′ is obtained from D by H−1
2
. Take a base point ∗ avoiding D and
D′ and the area where the H−1
2
move is applied. Let N1 and N2 be proper nooses for
D whose heads containing the crossings of D which are removed by the H−1
2
move such
that the intersection words of them with D are (a, b)u and (b, a)u for some a, b ∈ S and
u ∈ Word(D). We can take a proper noose system N = (N1, N2, N3, . . . , Nm) for D
including N1 and N2. Let N
′ = (N3, . . . , Nm), which is a proper noose system for D
′.
Then for each i = 3, . . . ,m the intersection word of Ni with D is the same with that
with D′, and hence I(D′,N ′) is obtained from I(D,N ) by a transformation (VII). This
completes the proof of Theorem 4.2.
5 Cobordisms of colored oriented doodles
We discuss cobordisms of colored oriented doodles.
Two colored doodle diagrams D and D′ are cobordant if there they are related by a
finite sequence of ambient isotopies in S2, moves H±1
1
and H±1
2
, and the following local
moves:
(1) Insertion or deletion of a trivial component with a color in the coloring set S. Here
a trivial component is a simple loop which is disjoint from the other components of
the doodle diagram. See the left hand side of Figure 11 (It is also called a floating
component.)
(2) (A bridge move) Replacement as in the right hand side of Figure 11 between arcs of
the same color.
Two colored oriented doodles are cobordant if their representatives are cobordant.
Figure 11: Trivial components and a bridge move
The following is a key lemma of this section.
Lemma 5.1. Let D and D′ be colored doodles diagrams such that I(D,N ) ∼ I(D′,N ′)
for some proper noose systems N and N ′. Then D and D′ are cobordant.
Proof. (1) We first prove that if I(D,N ) = I(D′,N ′) for some proper noose systems N
and N ′ then D and D′ are cobordant.
Moving D and N together by an isotopy of S2, we may assume that N = N ′. Let A
be a regular neighborhood of the union of nooses of N and let E be the closure of S2 \A.
Both A and E are homeomorphic to a 2-disk. Since I(D,N ) = I(D′,N ′), moving D in
16
a regular neigbourhood of A, we may assume that D ∩ A = D′ ∩ A. The intersection
D ∩ E consists of some properly embedded arcs and some (or no) embedded loops. So
does D′ ∩ E. Applying a finite sequence of local moves of insertion/deletion of a trivial
component and bridge moves in E, we can transform D∩E to D′∩E. ThusD is cobordant
to D′.
(2) We prove that if I(D,N ) ∼= I(D′,N ′) for some proper noose systems N and N ′
then D and D′ are cobordant.
(changing local conjugation I) Suppose that, for some i ∈ {1, . . . ,m}, I(D,N ) is
w1 · · ·wi · · ·wm ≡ 1 and I(D
′,N ′) is w1 · · ·w
′
i · · ·wm ≡ 1 where wi = (ai, bi)
ui and w′i =
(ai, bi)
u′i such that ui and u
′
i present the same element in the free group on S. Applying a
finite sequence of insertion/deletion of a trivial component and bridge moves in a regular
neighborhood of the rope of the ith noose, we can change D to D′′ such that D and D′′
are cobordant and I(D′′,N ) = I(D′,N ′). By (1), D′′ is cobordant to D′. Thus D is
cobordant to D′.
(changing local conjugation II) Suppose that, for some i ∈ {1, . . . ,m}, I(D,N ) is
w1 · · ·wi · · ·wm ≡ 1 and I(D
′,N ′) is w1 · · ·w
′
i · · ·wm ≡ 1 where wi = (ai, bi)
ui and w′i =
(ai, bi)
u′i such that u′i = (ai, bi)ui or u
′
i = (ai, bi)
−1ui. Let N
′′ be a proper noose system for
D obtained from N by rotating the neck of the ith head along its loop counterclockwise
or clockwise so that I(D,N ′′) = I(D′,N ′). By (1), D is cobordant to D′.
Therefore, we see that if I(D,N ) ∼= I(D′,N ′) for some proper noose systems N and
N ′ then D and D′ are cobordant.
(3) We prove that if I(D,N ) ≃ I(D′,N ′) for some proper noose systems N and N ′
then D and D′ are cobordant.
(cyclic permutation) Suppose that I(D′,N ′) = ρI(D,N ). Let N = (N1, . . . , Nm) and
put N ′′ = (N2, . . . , Nm, N1). Then I(D,N
′′) = ρI(D,N ) = I(D′,N ′). By (1), D and D′
are cobordant.
(braid action) Suppose that I(D′,N ′) = σjI(D,N ). Moving D and N by an isotopy
of S2 and moving D′ and N ′ be an isotopy of S2 respectively, we may assume that
Σ(D) = Σ(D′) = Q and N = N 0, the standard noose system. Let N ′′ = τ−1j (N ). Then
I(D,N ′′) ∼= σjI(D,N ) by Lemma 4.5 (1). Thus, I(D,N
′′) ∼= I(D′,N ′). By (2), D and
D′ are cobordant.
(simultaneous conjugation) Suppose that I(D′,N ′) = conj(u)I(D,N ) where u ∈
Word(S ∪ S−1). Let D′′ be a colored doodle diagram obtained from D by a finite se-
quence of insertion of a trivial component whose center is the base point of N such that
D and D′′ are cobordant and I(D′′,N ) = conj(u)I(D,N ). Thus, I(D′,N ′) = I(D′′,N ).
By (1), D′ and D′′ are cobordant, and hence D and D′ are cobordant.
Now we see that if I(D,N ) ≃ I(D′,N ′) for some proper noose systems N and N ′ then
D and D′ are cobordant.
(4) We prove that if I(D,N ) ∼ I(D′,N ′) for some proper noose systems N and N ′
then D and D′ are cobordant.
(insertion/deletion of a trivial commutator) Suppose that I(D′,N ′) is obtained from
I(D,N ) by inserting (a, a)u where a ∈ S and u ∈ Word(S ∪ S−1). Let D∗ be a colored
doodle diagram consisting of an immersed loop with a single crossing with label a sur-
rounded by some simple loops such that a proper noose for it, say N , has the intersection
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word (a, a)u. See the left hand side of Figure 12. (Note that D∗ is cobordant to the empty
diagram.) Let D′′ be a colored doodle diagram and N ′′ a proper noose system for D′′
such that they are obtained from D and N by inserting D∗ and N near the base point
of N such that I(D′′,N ′′) = I(D′,N ′). Note that D is cobordant to D′′. By (1), D′′ is
cobordant to D′. Thus, D and D′ are cobordant.
(insertion/deletion of a cancelling pair) Suppose that I(D′,N ′) is obtained from I(D,N )
by inserting (a, b)u(b, a)u where a, b ∈ S and u ∈ Word(S ∪ S−1). Let D∗∗ be a colored
doodle diagram consisting of a pair of simple loops with labels a and b intersecting twice
surrounded by some simple loops such that a pair of proper nooses for it, say N∗∗1 and N
∗∗
2 ,
have the intersection words (a, b)u and (b, a)u. See the right hand side of Figure 12. (Note
that D∗∗ is cobordant to the empty diagram.) Let D′′ be a colored doodle diagram and
N ′′ a proper noose system for D′′ such that they are obtained from D and N by inserting
D∗∗ and N∗∗1 and N
∗∗
2 near the base point of N such that I(D
′′,N ′′) = I(D′,N ′). Note
that D is cobordant to D′′. By (1), D′′ is cobordant to D′. Thus, D and D′ are cobordant.
Therefore we see that if I(D,N ) ∼ I(D′,N ′) for some proper noose systems N and
N ′ then D and D′ are cobordant.
Figure 12: D∗ and D∗∗
The following lemma is the converse of Lemma 5.1.
Lemma 5.2. Let D and D′ be colored oriented doodles diagrams, and let N and N ′ be
proper noose systems for them. If D and D′ are cobordant then I(D,N ) ∼ I(D′,N ′).
Proof. By Theorem 4.2, it is sufficient to consider a case that D′ is obtained from D by a
local move which is an insertion/deletion of a trivial component or a bridge move. Let N ′′
be a proper noose system for D such that every noose of it is away from the area where the
local move takes place. Then N ′′ is also a proper noose for D′ and I(D,N ′′) = I(D′,N ′′).
Thus, by Theorem 4.1, we see that I(D,N ) ≃ I(D′,N ′).
By Lemmas 5.1 and 5.2, we have the following theorem.
Theorem 5.3. Let D and D′ be colored doodles diagrams, and let N and N ′ be proper
noose systems for them. Then, D and D′ are cobordant if and only if I(D,N ) ∼ I(D′,N ′).
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By Theorem 4.2 we have a map from the set of colored doodles to the set of weak
equivalence classes of elementary commutator identities.
Theorem 5.4. The map from the set of colored doodles to the set of weak equivalence
classes of elementary commutator identities induces a bijection between cobordism classes
of colored doodles and weak equivalence classes of elementary commutator identities.
Proof. By Lemma 5.2, we see that the map from the set of colored doodles to the set of
weak equivalence classes of elementary commutator identities factors through the set of
cobordism classes of colored doodles. Lemma 5.1 implies that this map is injective, and
Theorem 3.2 implies that it is surjective.
In this paper we have discussed commutator identities related to doodles on the 2-
sphere. Doodles were generalized to surfaces with higher genus [1]. Mark Culler [4]
studied commutator identities using surfaces. We will discuss in a later paper commutator
identities related to doodles on surfaces.
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