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KUYRUK YÖNETĠM MEKANĠZMLARININ AĞ TRAFĠĞĠNĠN ÖZBENZEġĠMLĠLĠĞĠ 
ÜZERĠNDEKĠ ETKĠLERĠ  
 
 
ÖZET 
 
 
Günümüz bilgisayar ağlarının başarımını en çok etkileyen elemanlar yönlendiricilerin 
kuyrukları olarak göze çarpmaktadır. Eldeki sınırlı sayıdaki kuyruk kaynakları gelişen 
fiziksel katman özelliklerine uyumlu performans segileyebilmek için mümkün olan en 
etkin biçimde harcanmalıdır. Her ne kadar ucuzlayan bellek kapasiteleri ile kuyruk 
boylarının uzaması problem olmaktan çıkmış gibi görünse de, bu paketlerin kuyrukta 
bekletilmesi anlamına geleceğinden yeni bir problem yaratılmış olmaktadır. Özellikle 
günümüzdeki gerçek zamanlı uygulamalar için gecikme çok büyük önem 
taşımaktadır. Kaynak kullanımını yüksek seviyelerde tutarken gecikmeyi alt 
seviyelerde tutmak önemli bir problem olarak karşımıza çıkmaktadır. Bu problemin 
çözümü için geliştirilen tekniklere Aktif Kuyruk Yönetim (Active Queue Management-
AQM) mekanizmaları adı verilmektedir. 
Kuyruk kaynaklarının yönetimi için çeşitli algoritmaların oluşturulması halihazırda 
devam eden bir araştırma alanıdır. Fakat bu kuyruk kaynakları yönetilirken 
kaynaklara gelen trafiğin özellikleri bugüne kadar pek dikkate alınmamıştır. Ağ 
trafiğinin özbenzeşimli ve uzun süreli bağımlı olduğu uzun zamandır bilinmektedir. 
Bu özbenzeşimlilik ve uzun süreli bağımlılık kuyruk başarımını doğrudan 
etkilemektedir. Kuyruklara gelen trafiğin istatiksel özelliklerinin kuyruk mekanizmaları 
tarafından ne derece etkilendiğinin bilinmesi önemlidir.  
Ağ trafiğinin özbenzeşimli olmasının sebebi olarak dosya boyutları, kullanıcı tepki 
zamanları ve ulaşım katmanı etkileri olduğu  bilinmektedir. Internette kullanılan TCP 
protokolü (Transport Control Protocol) barındırdığı bazı mekanizmalar dolayısıyla bu 
özbenzeşimliliğe katkıda bulunmaktadır. Bu mekanizmalar TCP’nin tıkanıklık önleme 
(congestion avoidance) algoritmalarıdır. Bu tıkanıklık önleme mekanizmaları 
kullanılan kuyruk yönetim algoritmasıyla etkileşerek  ağ trafiğinin özbenzeşimliliğini 
etkilemektedir. Literatürde kuyruk yönetim mekanizmalarının toplam trafiğin 
özbenzeşimliliği üzerindeki etkilerini kıyaslayan sadece bir adet çalışma mevcuttur. 
Fakat bu çalışma tek bir aktif kuyruk yönetim mekanizmasını temel almış ve 
sonuçların nedenleri üzerine yorum yapmakta eksik kalmıştır. Bizim çalışmamız bu 
çalışmadan yola çıkarak daha farklı kuyruk yönetim mekanizmalarını incelemekte ve 
sinyal işleme perspektifini de kullanarak ortaya çıkan sonuçları daha detaylı 
yorumlamaktadır.  
Sonuç olarak, eldeki trafiğin özbenzeşimliliğinin azaltılması ciddi başarım 
iyileşmelerine neden olmaktadır. Aktif kuyruk yönetme mekanizmaları da IP ağları 
üzerinde gösterdikleri başarım nedeniyle son yıllarda üzerinde yoğun araştırma 
yapılan konulardan biri olmuştur. Bu çalışmada, aktif kuyruk yönetme 
mekanizmalarından olan RED ve BLUE’nun ağ trafiğinin özbenzeşimliliği üzerindeki 
etkileri incelenmiştir. Çalışmamız TCP protokolüne veya aktif kuyruk yönetim 
mekanizmalarına eklentiler yapılması için bir kaynak olmayı hedeflemektedir.  
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THE IMPACT OF QUEUE MANAGEMENT POLICIES ON THE SELF-SIMILARITY 
OF NETWORK TRAFFIC 
 
 
SUMMARY 
 
 
Router buffers are one of the most critical points on network performance. In order 
to catch up with continuously developing physical links, they have to be organized 
wisely. Although it seems unnecessary to count buffers as scarce sources because 
memory devices are getting cheaper every day, using large buffers introduce delay 
to the network.  
 
Today’s Internet applications demand high quality service. High utilization and low 
delay are the key concepts of networking. In order to establish these requirements, 
Active Queue Management (AQM) techniques are developed.      
 
Development of more efficient AQM techniques is still a hot research topic. 
Nevertheless the incoming traffic properties have never been taken into 
consideration much. It is already known that the network traffic is self-similar and 
long range dependent. And it is also known that these properties affect the queue 
size dramatically.  
 
The reasons for long-range dependency have been found out as file sizes, user 
behavior and TCP. TCP’s internal congestion avoidance mechanisms give way to 
self-similarity and these mechanisms are affected in interaction with buffer 
management policies.  
 
There is only one work in literature to investigate the interaction of TCP and queue 
management techniques. But this work focuses only on one of the AQM techniques 
and also it is inadequate in commenting on the results. Our work, while initiating 
from that work, provides a better understanding on the interaction of TCP and buffer 
management policies. We compare the widely used droptail with most popular AQM 
techniques, RED and BLUE. We also include signal processing perspective and 
comment on the results giving much thorough understanding.  
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1. INTRODUCTION 
Internet traffic has long ago proven to show self-similar properties and long-range 
dependence (LRD). These properties affect the queuing performance at gateways 
severely. Self-similarity leads to higher queuing delays, higher drop rates and longer 
periods of congestion [6]. Today’s applications require high speed and low delay 
networks. Moreover the rising popularity of Internet has put much burden on the 
underlying limited capacity of networks. With limited resources, it becomes essential 
to benefit from them in a most efficient way.  
Bottleneck routers or in other words, gateways are the critical points of networks. 
Development of high-speed links has left them as the major delay introducing 
element. Their limited buffers should be occupied carefully. These scarce sources 
should be spent wisely. In order to manage buffers wisely, to take some decisions 
and make some actions, one must know what these sources are object to.  
If the queues in the Internet were fed by Poisson distributed traffic, the picture would 
be much different than today. Today we know that the queues have to deal with 
long-range dependent traffic.  That is, their capacities would be calculated in a much 
different way than the old teletraffic methods so, the policies to manage the queues 
would be much more different. 
As the queues of the gateways are managed wisely by the application of Active 
Queue Management (AQM) techniques, it will be of vital importance, for the queues 
to have a priori information about the statistical properties of the incoming traffic. 
Their algorithms can be designed to overcome the negative effects of the LRD traffic 
or even going one step further they can play a role in reducing the self-similarity [7] 
of the input traffic processes.  
The self-similarity of the incoming traffic is affected by application level concepts like 
large file sizes, human think time [3] as well as the transport level congestion control 
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mechanisms. As timeout and exponential back-off algorithms of TCP is proven to 
contribute to the self-similarity of network traffic, we investigate the interaction 
between many TCP sources and the gateway queuing policies.   
We applied the dumbbell topology of Figure 6.1, with differing number of sources. 
Number of sources is chosen as high as to utilize the whole capacity. This created a 
bottleneck router and applying more traffic than it can handle would obviously result 
in losses. This scenario was what we wanted to deal with because the main 
difference between droptail, RED and BLUE is in the way they make these losses. 
Droptail drops all the arriving packets when the queue is full. As it is convenient to 
assume that back-to-back packets belong to the same connection, and they are lost 
together, this would cause correlated losses and as a result self-similarity. Whereas 
for the RED case, it drops packets randomly before the queue gets full, so it is 
supposed to make independent losses. Our main objective was to determine which 
queuing policy caused what degree of self-similarity. 
For our simulation studies, we formed a bottleneck scenario with varying number of 
servers at one side and corresponding clients at the other side in NS simulator. At 
the bottleneck gateway we placed three different buffer management policies one by 
one. As we said before, the buffer management policies used are the very well 
known and widely used droptail, and widely recognized AQM techniques RED and 
its competing follower BLUE. Changing the number of sources and the buffer 
management policies make a new combination, a new scenario.  Aggregation of 
many TCP sources is self-similar [21] and long-range dependent. The degree of 
self-similarity and LRD can be measured by Hurst parameter, H. In our work, we 
observed the value of H for different queuing policies. We used aggregated 
variance, absolute values, R/S, periodogram, wavelet estimators for estimating H 
and power spectral analysis for validating our estimates. 
In literature, only the works of Sikdar et al. [6-8], are present for investigating the 
effects of droptail, RED and their version of RED on self-similarity of the input 
aggregate traffic. Droptail, RED and BLUE have been compared from many different 
aspects but our work is unique in comparing their performance related to self-
similarity and the Hurst exponent. Besides, this previous work is inadequate in 
explaining some of the H values we calculated with the same parameter set. For 
some configurations, we found unexpected H values and investigated the reasons 
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behind it. With the help of spectral analysis we found out that the reason of these 
unexpected H values were the periodicities in our signal, the aggregate of Bytes 
passing from the bottleneck router. Depending on the previous works, we turned our 
attention on congestion window’s structure. We showed that the periodic structure of 
TCP congestion window caused our aggregate data become periodic, which is 
expected and is consistent with the literature. Hence, we investigated that some of 
the H values estimated was invalid due to these periodicities. After this investigation, 
we chose the configurations with valid H values and we examined the effects of 
buffer management policies on the self-similarity of aggregate network traffic. 
This thesis is organized as follows: Section 2 gives information about the previous 
work on this subject. Statistical properties of network traffic are analyzed in Section 
3. Section 4 explains the Hurst parameter estimation techniques. Queue 
mechanisms employed in our simulations are described in Section 5. Section 6 
presents our simulation results. Section 7 includes discussion and comparison of the 
results and finally, Section 8 concludes the thesis by giving information about the 
future directions.   
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2. PREVIOUS WORK 
The very first paper to prove self-similarity of network traffic was published by 
Leland et al. [1], in 1993. In this work, measurements collected between 1989 and 
1992 from Bellcore LAN had been discussed with underlying mathematical and 
statistical perspective. In the case of Ethernet LAN traffic, at every time scale 
ranging from a few milliseconds to minutes and hours, it was seen that bursts 
consisted of bursty subperiods separated by less bursty subperiods [1].  
Leland et al, have stated that self-similar network data behaved very different than 
voice traffic and the models used at that time were not able to capture the fractal 
feature exhibited by their measurements. They have found out that, the widely 
believed "Poisson-like" nature of aggregate traffic, that is aggregate traffic became 
smoother (less bursty) as the number of traffic sources increased, had very little to 
do with reality. In fact, the degree of self-similarity of LAN traffic typically intensified 
as the number of active traffic sources increased, contrary to commonly held views 
of that time. 
A visual form of network traffic given in the same work is shown in Figure 1. It is one 
the most striking and the very first figure of Ethernet traffic observed at different time 
scales. 
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                   Figure 2.1 Visible Self-Similarity of Aggregate Internet Traffic [1] 
 
The efforts of Leland et al., motivated scientists to work on fractal models and self-
similarity. Self-similarity of Ethernet traffic is adapted to wide area traffic in [2]. This 
work has also been one of the milestones in this field. Here, Poisson processes 
were shown to be valid only for TELNET connections and FTP control connections. 
Whereas, WAN packet arrivals, usually FTP data packets for that time, were shown 
to be best modeled with self-similar processes. The major focus was TELNET and 
FTP traffic in that work because those applications were the dominating applications 
of that time. Most drastic effects of self-similarity were observed on storage devices. 
An analytical storage model for self-similar input has been driven by Norros [26], in 
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1994. Self-similar input processes had very different queue capacity needs than that 
predicted by standard non-LRD models. If the traffic were independent, reducing the 
free capacity by half would cost doubling the storage size whereas, for long-range 
dependent traffic it costs a tremendous amount of more storage space.  In [39], 
queuing performance of the Ethernet traffic shown in Figure 2.1 and shuffled 
versions of it are compared. Shuffling the same process breaks down the 
correlations while keeping the distributions unchanged. Thus, the long-range 
dependent Bellcore trace data (A) is compared with a short range dependent 
version of itself (B, fully shuffled trace). Figure 2.2 taken form [39] and re-edited, 
gives the average delay versus utilization. For the LRD traffic delay increases 
dramatically even in a moderate utilization (50%), while for SRD traffic delay 
converges to LRD delay values after 80% utilization.      
                         
Figure 2.2 Average delay versus utization graph for LRD (A) and SRD (B) traffic  
 
In Figure 2.3 queue length distributions obtained at utilization of 50% . It is clearly 
seen that the original trace (A) and the fully shuffled trace (B) have dramatic 
differences.  
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Figure 2.3 Queue length distirbutions for LRD (A) and SRD (B) traffic [39]  
 
In 1996, Crovella et al., published [3], which has become one of the most cited 
works in literature. The authors have tried to investigate the reasons of self-similarity 
and they concluded that self-similarity in network traffic could be explained in terms 
of file system characteristics and user behavior. 
As we said before, the observation of self-similarity in LAN traffic has led to many 
other works in related fields. In 1997, Willinger et al., published [21] and a year later 
[22], where the possible causes of self-similarity at the source level was 
investigated. They developed ON/OFF aggregation theory. That is, when the source 
is transferring a file over a link, it is ON, and when it is idle it is OFF. These ON /OFF 
processes are modeled as heavy-tailed distributions. Because of the heavy tail of 
the ON process, the aggregation is long-range dependent and for even a small 
number of source processes, it has a large coefficient of variation. This infinite 
variance syndrome is called the Noah effect. They concluded that Noah effect led to 
self-similarity.  
By 1996, network traffic was well recognized to have different nature than Poisson 
but then there arised the question of the validity of self-similar modeling. Taqqu et al. 
[32], argued that Ethernet LAN trace is well modeled by statistical self-similarity and 
it was not necessary to use multifractal process models. They were using the data 
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set of Leland [1], the so-called Bellcore traces. However in [33], 1998, it was shown 
that the same Bellcore trace could be better modeled with multifractal wavelet model 
(MWM). Actually it was the small-time scale behavior (below 1 second) that was 
modeled better with MWM. In [20], it was shown that not only the scaling behavior of 
network traffic was better modeled with MWM but also its queuing behavior. In the 
same year 1998, one of the authors of [32], published [19] and announced that local 
irregularities seen in small-time scaling was consistent with multifractal behavior and 
could be analyzed with wavelet-techniques. There on, wavelet analysis became a 
popular tool for traffic analysis.  
This scaling behavior was later studied by [16] and similar results with [33] were 
observed. For the real data collected from Internet, above 1 second, the traffic had a 
single self-similar scaling while below 1 second it had a varied scaling nature, 
bearing a need for multi-fractal analysis [16]. This varying behavior has further been 
attributed to the Round Trip Time (RTT) of the network. Artificial data analysis, has 
shown that the traffic generated by simulators was self-similar (mono-fractal) above 
RTT and multi-fractal below RTT [23]. 
Also in [11], a discussion on relevant time scales, time scales associated with 
queuing behavior is discussed. It is concluded that the relevant time scale was a 
function of buffer size. And so, there existed a correlation horizon (CH), a range that 
process points are correlated. In [24], LRD traffic is applied to a two stage tandem 
queue and the change in CH is examined. But as the different buffer management 
policies emerged, as they were keeping the dynamic queue sizes at some level 
under the actual buffer size, the correlation horizon becomes complicated. In [11] 
and [24], CH were only observed in terms of packet loss ratio. In our work, we are 
not dealing with loss ratios. Instead, we deal with the correlated losses, that are 
back-to-back packets of the same connection.  
Most of the work referred up to now is on statistical models related to network traffic 
traces. However, when we deal with a specific feature of a protocol, it is essential to 
use simulations. In [9], investigation of which attributes of user behavior and network 
structure caused what characteristics of network traffic is established. In this 
detailed work, it is concluded that self-similar scaling over large time scales was 
generated by user-related variability. Whereas multifractal scaling, a more varied 
behavior, was generated by underlying network architecture together with TCP like 
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closed-loop protocols’ congestion control algorithms.  A complementary work on the 
congestion control mechanisms of TCP is given in [10]. TCP’s timeout and collusion 
avoidance phases are given the major focus and they are found to be dominating 
the shape of TCP traffic. As we had said before, we deal with the correlated losses 
caused by different queuing mechanisms and their effect on TCP congestion control 
which in turn directly affects the self-similarity of aggregate traffic.  
Network traffic analysis has many aspects, it will be suitable to mention [31] to see 
how different point of views give new insights to the subject. In [21,22], it was stated 
that bursts arised from a large number of connections and the self-similarity was 
directly related to the number of connections. However, decompositions of real 
traces, in 2001, have showed that the bursts were created by a few number of 
dominating sources. The authors called this the alpha connections [31]. The rest of 
the connections are called beta connections.  They concluded their work with an 
important remark that bursts were caused by connections with large file transfers 
with a large bottleneck bandwidth in its-end–to-end path. This is an important finding 
in understanding the causes of self-similarity.  
Finally in 2002, the authors of [6-8] try to investigate how buffer management 
polices affect TCP related causes of self-similarity. They apply TCP sources to a 
dumbbell topology and place the buffer management algorithms before the 
bottleneck of dumbbell. They use droptail, RED and their version of RED for buffer 
management. Our work stands closer to that work, in literature, but ours include the 
comparison of droptail, RED and BLUE and showing the reasons behind the 
peculiar values of H with the use of spectral analysis. Comparison of other types of 
AQM techniques is left as a future work. 
If we look at the whole picture, we can say that, network traffic analysis has been 
popular since 1990s. It has been a never aging field of study since every new work 
brought new insight to the subject. Its evolving nature is a consequence of its 
interdisciplinary structure. Signal processing methods are evolving, Internet’s 
structure and applications are evolving and the protocols over it are still evolving. 
Moreover, the application of optical networks and wireless networks and the 
investigation of their traffic behavior will bear much more new hybrid fields of study, 
for the future.  
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3. ANALYSIS OF STATISTICAL PROPERTIES OF NETWORK TRAFFIC 
As mentioned in the previous sections, self-similarity is a key concept of network 
traffic analysis. Self-similar processes are usually pronounced together with long-
memory processes. A very common mistake is to use self-similarity and Long-
Range dependence (LRD) interchangeably. In the following section, we will be 
defining each carefully and we will be clarifying these concepts. 
3.1 Long Memory Processes  
For long-memory processes dependence between events that are far apart, 
diminish very slowly. This slow decay of correlations between samples makes the 
autocorrelation function unsummable contradictory to the short memory processes. 
There are many examples of short memory processes in literature, one of the most 
well-known processes are ARMA and Poisson processes. Their ease of 
mathematical analysis have made them popular in earlier teletraffic data analysis 
but with emerging data networks, the statistical properties of the traffic evolved, 
showing correlations that decay slowly. Models with long memory have taken the 
place of Short Range Dependent (SRD) models in aggregate network traffic 
analysis.  
As we had said, Long Memory or Long-Range Dependency (LRD) can be explained 
by a very slow decay of the autocovariance function. Briefly, for SRD processes the 
covariance sequence is summable,  |()| <  , but for LRD processes it is 
unsummable,  | ()| =  or more specifically, for the autocorrelation function, 3.1 
should hold, 
                                     



 kck p)(                                         (3.1) 
for k (lag) goes to infinity and cp is a constant and 0<< 1.  
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Before giving a more formal definition of LRD, we will define stationarity, for the 
readers who are unfamiliar to statistics. 
Stationarity can be defined as, for a series X(n) and a  time shifted version of it, 
X(n+k), having the same statistical properties. Strict-sense stationarity implies that 
the two processes have the same values up to the nth order moments. Wide-sense 
stationarity implies that the two processes have the same values up to second-order 
moments. That is they posses the same mean and variance and autocorrelation 
values. For the following text, when we mention stationarity, wide-sense stationarity 
should be understood. 
A formal definition of LRD is given in [4]; 
For a stationary process Xt, the following holds: There exists a real number   (0.1) 
and a constant cp > 0 such that, 
                                      1/)(lim 

 kck p
k
                              (3.2) 
Such an Xt is called a stationary process with long memory or long-range 
dependence or strong dependence. 
3.2 Self-Similarity 
A geometric shape is called self-similar if the same geometric structures are 
observed, like fractals, independent of which distance one looks from. In other 
words the appearance of the object is unchanged regardless of the scale at which it 
is viewed. Figure 3.1 explains this phenomena. In the case of time-series, self-
similarity is used in distributional sense [3]. Hence, it does not mean that the same 
picture repeats itself in each scale but it is the general impression that remains the 
same. Self-similarity can be described as the invariance of the distribution upon 
aggregation and scaling [15].  
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                       Figure 3.1 Scale invariance shown in [34] 
 
Again a formal definition of self-similarity is taken from [4]; 
For a stochastic process Yt with continuous time parameter t, the following holds:  Yt 
is called self-similar with self-similarity parameter H, if for stretching factor c (c>0), 
the rescaled process with time scale ct, that is  c-H Yct , is equal in distribution to the 
original process Yt. So, Y(t) =d a
H Y(at), where =d denotes the distributional 
invariance. The Hurst parameter, H, is a key measure of self-similarity and LRD.  It 
will be detailed in the following sections where the estimation of H explained. 
3.3 Self-Similarity and LRD 
Although using self-similarity and long-range dependence interchangeably is wrong, 
they are intimately related. One of the most important properties of self-similar 
processes is referred to as long-range dependence. Long-range dependence refers 
to the tail behavior of the autocorrelation function of a stationary time series, while 
self-similarity refers to the scaling behavior of the finite dimensional distributions of a 
process [21]. So, LRD reflects the persistence, looking the same over different 
scales, in self-similar processes.  In that way H is both the degree of self-similarity 
and LRD.   
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Lets consider a time series X= (Xt: t =0,1,2, .). For each m =1,2,3  , let                     
X(m) = (Xk
(m):k=1,2,3,..) denote a time series obtained by averaging the original series 
X over non-overlapping blocks of size m. For each m, the aggregated time series 
X(m) defines a covariance stationary process, let (m) denote the corresponding 
autocorrelation function of series X(m). For a wide-sense stationary stochastic 
processes autocorrelation function were given in the form of equation 3.1 and for 
second-order stationary self-similar processes, their aggregated processes have the 
same autocorrelation function, , as the original series. 
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4. ESTIMATORS FOR HURST PARAMETER 
As we will be using Hurst exponent as a measure of our processes’ self-similarity 
and LRD, in this section, we will explain the ways to calculate H. But we have to 
start with a fact that H cannot be calculated, it has to be estimated.  There are many 
ways defined in literature to estimate H where each estimator has advantages and 
disadvantages over the others. A recent discussion on the reliability of the 
estimators can be found in [17].  In our work, we implemented three well-known and 
widely used time-domain estimators, R/S method, aggregated variances or 
variance-time plot and absolute values method and one frequency domain estimator 
peridogram. We found convenient to include the wavelet analysis in addition and 
comment on the results with the help of all. The wavelet implementation is provided 
by the authors of [35]. These estimators are sensitive to data and therefore we used 
periodogram, wavelets and R/S method to verify our range of H and we used the 
results of variance time plot and its counterpart absolute values in our final 
comparisons.    
4.1 Time Domain Estimators 
4.1.1 R/S method [5] 
Rescaled adjusted range (R/S) is one of the first methods introduced in the analysis 
of long-range dependent data. It was applied by Hurst, famous hydrologist who in 
1960s searched for a way to regularize the flow of the Nile River. From old records 
going as far back as 622 A.D., it was observed that there were long periods where 
the flow level tended to stay high and there were long periods where the flow level 
were low. Time series formed from that data set seemed stationary  [4], but it had 
apparently different correlation structure than the previously known processes. The 
slow decaying trends in the data was called the “Joseph” effect by Mandelbrot, 
referring to a prophecy from bible. The notion of self-similarity is recognized since 
  
26 
then and it is applied to the concept of networking by an analogy between heavy-
tailed ON/OFF periods of the source processes and the slow decaying trends of 
self-similar processes.   
These extended long or short periods can be considered as ON/OFF periods of a 
source in networking terminology. R/S method is defined in [5] as;  
Given a time series X = {Xi, i≥ 1}, with partial sum Y(n) = 

n
i
iX
1
, and sample 
variance, 
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The R/S statistics is calculated by, 
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When the rescaled adjusted range, R(n)/S(n) versus n is plotted on a log-log scale, 
H can be found by the slope of the straight line. Usually low-end and the high–end of 
the plot are not used for estimation, they are cut before linear regression. 
4.1.2 Aggregated variances method (Variance Time Plot) [5] 
Before explaining Aggregate Variance Method, we have to give an exact definition 
of aggregated series that was first mentioned in Section 3.3. 
Aggregated Series: We can make an aggregated series as shrinking-down the 
original series in size (equivalent to moving up to a larger time scale) by taking 
consecutive, equal-length blocks of the series and replacing each by the average 
value of that block.  This can be seen in Figure 4.1. Let X denote the original series 
and X(m) denote the aggregated series.  
That is, when X = (X1, X2, X3, …) and X
(m) = (X(m)1, X
(m)
2, X
(m)
3,…), X
(m) can be 
calculated as 4.4.                        
     )...(
1
2)1(1)1(
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kmmkmkk
m XXX
m
X                               (4.4)     
  
27 
     
                            Figure 4.1 Aggregated series 
 
It is stated in [4] that, for a stationary process Xt, with long-range dependence, 
variance of sample mean is related to the sample size, n, by;  
                            
 cnX n )var( ,  where c > 0 and 0<β<1.            (4.3) 
Expression 4.3 suggests that the variances of aggregated series is related to the 
aggregation level by the exponent H. Aggregated variances method will make use of 
this property. If we repeat 4.3 with including the aggregated versions of a self-similar 
process we get 4.5.                    
                             var(X(m)) ≈ am-   ,as m->∞ and a>0                      (4.5) 
taking the logarithm of both sides yields,  
                                  log(Var(X(m))) ≈ c – β*log(m)                                (4.6) 
We already know that β is related to the Hurst parameter with: 
                                  H= 1- β/2,   ½<H<1                                       (4.7)  
So, for self-similar process, if we calculate variances of the aggregated series and 
plot them on a log-log scale with aggregation level, we get a straight line with a 
slope of β, where H=1- β/2. 
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4.1.3 Absolute values method [5] 
This method is very similar to aggregate variance method. It makes use of 
aggregated series, too, but, instead of plotting logarithm of the sample variance, the 
sum of the absolute values of the aggregated series is plotted. Absolute values of 
the series is calculated with 4.8.                                                                                               
                                  

mN
k
m kX
mN
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1
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1
                                (4.8)                 
This analogy comes from the zero-mean phenomena. Because our processes have 
zero mean their absolute values are only the square root of their variances. If the 
original series is long-range dependent with parameter β, the slope of the log-log 
plot of absolute values versus aggregation level should be equal to H - 1. In the 
previous section, we said that the slope was equal to 2H-2 in aggregated variances 
method, the difference of a multiplier of 2 comes from the logarithmic operator 
applied to the square root of the variance.  
4.2 Frequency Domain Estimators 
4.2.1 Periodogram 
Periodogram is one of the basic spectral estimation methods. It is the application of 
Fourier Transform on a windowed signal. The application of periodogram produces 
an estimation of frequency spectrum where the lower frequencies overlap for the 
long-term trends in the signal. As we are searching for these components, 
frequencies close the origin are selected and a regression on a log-log plot of 
periodogram versus frequency is taken to give a slope of 1-2H. In practice [5], it is 
advised to use 10% of the real data for regression but a very disadvantageous side 
of periodogram is that choosing this cutoff frequency introduce drastical differences 
in the estimate of H.  We used periodogram as secondary analysis tool to 
approximate the range of H. As it does not give accurate results, we did not include 
its plots in this document.    
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4.2.2 Wavelet analysis [34] 
Periodogram like, Fourier transform based methods, analyze signals in terms of 
oscillating sinusoidal waves ej2πft. The wavelet transform establishes a local Fourier 
analysis by projecting the signal X(t) onto locally oscillating waveforms, that are 
called wavelets. This information on locality is the basic difference between wavelet 
and Fourier transform. A wavelet  (t) is a bandpass function which oscillates with 
some central frequency f0. Scaling (dilating or compressing) and shifting the wavelet 
as seen in figure 4.2 is formulated with 4.9: 
                                )2(2)( 2/ ktt jj                                             (4.9) 
moves its central frequency to 2-jf0 and shifts its time center by 2
jk. 
                          
                              Figure 4.2 A sample wavelet from [34] 
Besides the wavelet  (t), wavelet decomposition makes use of a low-pass function, 
the scaling function )(t , which can be scaled and shifted in the same way as  (t). 
A signal can be built up from a sum of weighted scaling functions and wavelets as 
seen in (4.10).  
                 
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The ),( 0 kjck s are called the scaling coefficients and ),( kjd x s are called the 
wavelet coefficients, details. The first term reconstructs a coarse-resolution 
approximation to X(t). The second term adds detail information at finer and finer 
scales as j increases. The details and the approximations are calculated by an 
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algorithm called fast-pyramidal filter based wavelet decomposition algorithm. A self-
explanatory figure is given in Figure 4.3. 
 
 
           Figure 4.3 Pyramidial Algorithm used for wavelet analysis [36] 
 
The wavelet coefficients are independent, zero-mean (E[dj,k]=0) Gaussian random 
variables with power-law decaying variances. The variance relation for details is 
given in Expression 4.11.  
                                      
jy
x Ckjd 2),(
2  ,                                        (4.11) 
It is obvious that these will have a linear relationship on a log-log plot with y being 
the slope. Here, H can be estimated by 2H-1. In recent years wavelet based 
estimation has been very popular because of its advantages over the time-domain 
estimators. We have applied our data sets to the wavelet implementation used in 
[35], but because of the periodicities in our data pattern, we could not get exact 
results and these results will not be included here.   
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4.3  Range of Hurst Parameter 
Now, we know that the degree of self-similarity is given by H and in this section we 
explained the ways to estimate H. Here, we will explain its interpretation for different 
ranges. For self-similar stationary data, range of H is restricted to H>0. For 0<H<1/2 
the process has short-range dependence and the correlations are summable [4].   
For 1/2<H<1, the process is LRD. This can be easily seen from the autocorrelation 
function,



 kck p)( , where 0<<1 for long- memory processes and H=1-/2. This 
range of H will be of primary interest to us as the network data is found to be LRD. 
As H gets closer to 1, the underlying process becomes more bursty [20]. For H=1/2, 
the process is white noise, the process points are uncorrelated.  
We conclude this section of self-similarity and LRD and estimation of H here. In the 
following sections, we will be focusing more on our networking scenarios. Our 
networking scenarios include three different buffer management policies. First we 
give detailed descriptions of droptail, RED and BLUE and then proceed with 
describing our set of simulations. 
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5.  QUEUING MECHANISMS 
Though packet loss is an inevitable fact of networking, lowering the degree of losses 
has been of wide interest. When a packet loss occurs, not only the relevant 
connection is affected but also other connections. The scarce network resources 
has been spent for a packet which is later dropped and because of that packet some 
less luckier packets had to be dropped, all the sources on the way from source to 
destination have been spent and yet the packet could not reach its destination. 
Besides this, because of that packet, some less luckier packets had to be dropped 
and could not made their way to their destinations. In order to benefit from scarce 
sources, improvements in queuing mechanism are necessary. This is an active 
research area for the present and till now, a perfect, best-for-all solution hasn’t been 
found. We will start introducing queuing mechanisms with droptail and proceed to a 
wiser family of queuing disciples which is named as Active Queue Management.  
5.1 Passive Queue Management 
5.1.1 Droptail 
Droptail queuing is a “passive” queuing mechanism. Droptail queues do not apply 
any special decision mechanism for dropping packets. Incoming packets are 
accepted until there is room for them and after there is no space left, after the queue 
length reaches the actual queue size or in other words queue overflows. New 
incoming packets are not accepted to the queue until a packet leaves from the head 
of the queue. This uncontrolled behavior gives rise to several problems when the 
network is highly loaded. The queue becomes full most of the time and the 
probability that the packets of the same connection to get dropped becomes higher. 
Here we assume that with high probability the packets of the same connection will 
be back-to back [6-8] because they are sent within the same window by the source. 
Besides many negative effects of this mechanism, the correlated losses have an 
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increasing effect on self-similarity by creating bursts. To overcome the discrepancies 
of droptail, Active Queue Management (AQM) mechanisms are adopted. Random 
Early Detection (RED) and BLUE are the pioneering AQM mechanisms in the 
literature. AQM mechanisms are active contradictory to droptail, they force the 
sources to take action before congestion really happens. 
5.2 Active Queue Management (AQM ) 
For high-speed networks it is important to keep throughput at high levels while 
keeping the average queue size low, to decrease delay. TCP protocol, itself has 
some mechanisms to work on behalf of total network traffic, such as reducing its 
transmission rate when it detects the network loaded. But this is shown to be 
inefficient by its own, a feedback from the gateways could help more for efficient and 
actually quicker action.  Active Queuing Mechanisms were developed from this 
intuition. The gateways or the routers would decide the way the packets are dropped 
and hence notify of the sources of congestion. For droptail or passive mechanisms’ 
case, the packets were dropped after the queue was full, the gateway took no action 
to avoid congestion in the overall network. For the active case, like RED or BLUE or 
the others, the gateways drop or mark packets before the queue gets full, on 
purpose.  They in a way communicate with the source and warn them to reduce 
their sending rates. In the following subsections we will introduce two of the AQM 
mechanisms used in our work. They are RED and BLUE.    
5.2.1 Random Early Detection (RED) 
RED is one of the first AQM mechanisms developed. The implementers of RED 
have considered that the control of network load cannot be left to sources only 
because each source could have information if its own state, but there was rather a 
need for a unified view. A mechanism which would knew the state of the total 
network and which would take action for all. It was the gateways. A gateway can 
distinguish between propagation delay and queuing delay [12], which is impossible 
for a source to distinguish. So, the gateway understands its queue is loaded and 
takes action to reduce load. 
RED being one of the first AQMs, is designed with a reaction to droptail and that 
made it over controlled. It takes action before the queue overflows. Depending on a 
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weighted average of queue length, it marks or drops some packets in order to notify 
the sender of congestion. By this method the sender side is invited to take action, 
reduce its sending rate, before congestion really occurs. 
RED has five parameters to control the queue behavior, qlen (queue length), maxp 
(maximum marking probability, the actual marking probability is less than this and it 
is calculated within the algorithm), minth (minimum queue length to start packet 
marking) maxth (maximum queue length, after this threshold all the arriving packets 
are marked with a probability of maxp) and wq (weight factor). The Red gateway 
calculates an average queue size, using the weight factor wq.  
 New average queue size = (1 - wq) * average queue size+ wq * current queue size 
The choice of wq determines the degree of allowed burstiness. Keeping wq high will 
emphasize the instantaneous queue size in the equation and hence make the 
average more dependent on current situation. This would make RED react to bursts 
quicker and hence make it more aggressive in deciding whether to mark or drop 
packets.  
The calculated average queue size (avg) is compared to two thresholds minth and 
maxth. If avg < minth no action is taken. If avg > maxth then every arriving packet is 
marked or dropped. If the avg is in between, each arriving packet is dropped or 
marked with a probability of pa, where pa is a function of the avg.  
   thththpb avgp minmax/minmax   , where    ppa pcountpp ./1/ . Here 
count is the duration between the current packet and the last packet. This implies 
that as the arrival time between two consecutive packets increases marking 
probability decreases.    
The general RED algorithm is given in Figure 5.1; 
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                               Figure 5.1 RED algorithm from [12] 
 
Marking probability of RED can be visualized with a graphic of Figure 5.2.  
                    
                        Figure 5.2 Marking probability of RED 
 
From Figure 5.2 we can infer that when the average queue length is between maxth  
and minth incoming packets are dropped with an independent loss model. That is 
losses in a window are independent from other rounds. It is assumed in [7] that the 
losses from the same window is independent.  
In [12] it is suggested that wq is selected greater than or equal to 0.002 and         
maxth – minth should be sufficiently large to avoid global synchronization. Also minth 
should be sufficiently large in order not to underutilize the link. The average queue 
size should be kept between minth and maxth. So usually, minth is chosen as average 
queue length/2 and maxth = 3 * minth. The limiting value of marking probability, maxp 
is set to 0.1, generally [31]. 
RED having too much parameter suffers from fine tuning problem. Selecting one 
parameter in one way, affects the others to be chosen in another way. This makes 
parameter selection procedure complicated besides, a careful tuning of RED’s 
parameters is essential to fully benefit from it [27]. For best performance, RED 
should be tuned considering the network architecture and traffic characteristics. 
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RED handles bursts more elegantly than droptail. As for a high loaded network, 
RED’s average queue size will oscillate around maxth, it would not reach the whole 
capacity hence it would smooth out the bursts. 
It was already forecasted in 1997 [18], when an earlier version of RED was in 
question, that RED would change the loss pattern of TCP. But this assumptions 
were proven to be valid for moderate loads. RED’s randomly marking packets in 
moderate loads, help reducing the correlated losses or loss of back-to-back packets 
or loss of packets from the same window. But as the average queue size gets closer 
to maxth and all the incoming packets get lost, RED stats to makes correlated losses 
just like droptail.  
Besides parameter selection problem, the major shortcoming of RED is that average 
queue length gives little information on the severity of congestion. The queue length 
can be built up by a single connection or multiple connections. RED will not react 
according to the number of active connections [13]. BLUE, the third queuing 
mechanism examined is designed to overcome the problems introduced by RED 
with a completely different perspective. 
5.2.2 BLUE 
BLUE algorithm finds its basis from the notion that the average queue length, which 
is the vital measure for RED, does not reflect the congestion level. BLUE adopts a 
novel approach and lets the queue overflow like in droptail. It uses this packet loss 
and link utilization history to manage congestion. It has a single drop or marking 
probability, pm but has two parameters to determine its increase and decrease rate. 
If overflow is detected, BLUE increases its packet marking probability. If the link is 
idle or in other words the queue is empty, then a queue idle event is detected and 
the probability is decreased. To take action quickly for the negative events, BLUE 
increases pm fast and decreases it slowly. The degree of aggressiveness is 
determined by pm and is learned in time.  
BLUE uses four parameters: The first two parameters determine the amount by 
which pm is incremented in the case of queue overflow or is decremented when the 
link is idle [14]. They are di and dd respectively. The next two parameters are the 
minimum time interval between two successive updates of pm. These are the freeze 
times for both increment and decrement. 
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The simple algorithm of BLUE is given in Figure 5.2, 
                                                                                     
                              Figure 5.3 BLUE algorithm from [13] 
 
BLUE performs better especially when a large number of TCP sources are active 
and the aggregate traffic is extremely bursty [13]. Bursty traffic often defeats the 
active queue management techniques used by RED since queue lengths grow and 
shrink before RED can react.         
It is also noted in [13] that as wq gets smaller, queue length’s impact on RED’s 
congestion management gets smaller. For extremely small values of wq it is 
observed that RED behaved like BLUE. 
 
6. SIMULATIONS 
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6.1 Simulation Environment: NS-2 
Network Simulator version 2 (NS-2 [29]) is used for simulations. It is defined in [30] 
by one of its contributors, as;  
“NS is a multiprotocol simulator that implements unicast and multicast routing 
algorithms, transport and session protocols, including both reliable and unreliable 
multicast protocols, reservations and integrated services and application-level 
protocols such as HTTP. NS also incorporates a range of link layer topologies and 
scheduling and queue management algorithms”.  
NS-2 environment is developed at the University of Berkley and it is currently 
evolving by the codes provided by its users. NS is a widely used simulation 
environment in the academic world. It relies on TCP/IP protocol and it has a very 
extendible source code. It uses C++ and TCL languages for development. It has an 
extension NAM (network animator) which allows for visual detection of simulations. 
NS can create trace files of time-stamped events occurring in the network. We made 
use of this feature to extract network traffic data. In the preceding sections, we will 
give detailed information on this trace file. 
6.2 Topology 
In our work, we used the so-called dumbbell topology shown in Figure 6.1. In 
dumbbell topology a bottleneck link is placed between the servers and clients. For 
our case, there are 60 nodes on each side allowing for 60 individual connections. 
Queuing policies are applied to node 0, the node adjacent to servers. Trace file 
attached to node 0 is used. Queue size is kept constant at 100 packets for all 
simulations. 
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                        Figure 6.1 Dumbbell Topology 
 
Topology and traffic settings are arranged according to [6-8] because our aim is to 
reproduce a part of their work and then extend their results.  
6.3 Traffic 
In our work, we have two kinds of traffic flowing from servers to clients. One is 
considered to mimic file transfers and the other is the HTTP sessions (web 
sessions) in real networks. For the first simulation set, we applied the file transfer 
scenario. Only FTP applications are active throughout the simulations, sources 
running such applications are called long sources. For the second set of simulations, 
we applied web sessions together with the previous traffic.  In the following 
subsections long TCP sources and web sessions are described in detail. 
6.3.1 Long TCP sources 
Long TCP flows is considered to be created by large file transfers from servers to 
clients that continue throughout the simulation. TCP flows are supposed to be 
generated by FTP applications. This is caused by the simulator, NS.  
For the transport layer, TCP Reno implementation is used, as it is the dominant 
protocol in the Internet and our reference papers [6-8] use this version of TCP. An 
advertised window size of 10 and a maximum threshold for congestion window 
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(maxcwnd) size of 10 is chosen. These values are extracted from simulations. It is 
observed that these values are the maximum possible values for our topology and 
traffic settings. We established our experiment on the limits of congestion window by 
assigning a value of 100 packets to the maximum congestion window size and an 
advertised window of 100 packets. For different traffic configurations, congestion 
window size of one TCP flow versus time graph is observed. It is seen in Figure 6.2 
that the congestion window never exceeds 10. So, a threshold of 10 packets is 
found convenient.  
 
 
Figure 6.2 Congestion window values for a) 30 long sources b) 40 long sources c) 
50 long sources d) 60 long sources 
For the first set of simulations, we used 30, 40, 50, 60, 70, 80 and 90 long TCP 
sources.  
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6.3.2 Web session creating sources 
Web traffic introduced as background traffic in our second set of simulations, just 
like [6-8]. This provides a more realistic wide area networking scenario with the 
application level and user level characteristics included in. A web session consists of 
user requests of web pages, these web pages may contain several objects like jpg 
images or sound files. All of these attributes of a session is defined in [9] as: inter-
session time, pages per session, inter-page time, objects per page, inter-object time, 
and object size. In [8], these parameters are selected as,  
 
Table 6.1 Web session properties 
Number of pages per session 4000 
Inter-page time mean 1.0   (exponentially distributed) 
Objects per page (page size) mean 1      (exponentially distributed) 
Inter-object time mean 0.01  (exponentially distributed) 
Object size mean 10,  shape 1.2 (Pareto distributed) 
 
 
In a second set of simulations, we used a mixture of long TCP sources with web 
session generating sources. We gave the specifications for long TCP sources in the 
previous section and above we defined the web sessions. Until now we defined the 
topology and the traffic applied, in the next subsection, we will describe our 
methodology to collect simulated data.                                                                                                        
6.4 Ns trace file  
As we had said before NS2 simulation environment is used for simulations. NS has 
a feature to log the events on a queue in a trace file. This file holds all the relevant 
information about packets arriving to the specified nodes. A sample view of the Ns 
trace file, created between node 0 and node1 is as follows;  
 
 
 
+ 1.84375 0 1 tcp 1040 ------- 0 2.0 62.1 225 610 
-  1.84375 0 1 tcp 1040 ------- 0 2.0 62.1 225 610 
r  1.84471 0 1 tcp 1040 ------- 1 3.0 63.0 195 600 
r  1.84566 0 1 ack  40 ------- 2 3.2 63.1 82 602 
+ 1.84566 0 1 tcp 1040 ------- 2 5.1 65.2 102 611 
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-  1.84566 0 1 tcp 1040 ------- 2 2.1 62.2 102 611 
r  1.84609 0 1 tcp 1040 ------- 0 2.0 62.1 225 610 
d 1.84609 0 1 tcp 1040 ------- 0 3.0 63.1 225 610 
 
The first field indicates the type of the event. There are four types of events. “+” for 
the arriving packets. “-“ for the departing packets, “d” for the dropped packets and “r” 
for the received packets. The second field indicates the time in seconds, it is the 
timestamp field. The third and the fourth fields indicate between which two nodes 
the tracing has happened. In our case it is 0 and 1 because we trace the packets 
arriving to 0 and departing for 1, which are the bottleneck nodes. The fifth field is a 
descriptive name for the type of packet seen. The sixth field is the packet's size, as 
encoded in its IP header. The next field seen as “-------“ is the flags field. The eight 
field is the flow identifier field. The next two fields include the source and destination 
pairs of the packet. The eleventh field is the network layer protocol’s packet 
sequence number. The last field shows the unique id of the packet [28].  
From this trace file 1st, 2nd, 6th, 9th and 10th fields are extracted using scripting 
language awk. A continuous process is formed, by adding up the packet sizes using 
the timestamps. Initial sampling interval is chosen as 1 ms. This is rather small for 
estimating H and it has to be aggregated to reach a convenient time-scale. The 
choice of this convenient time-scale is detailed in the next section.     
6.4.1 The Choice of the time scale 
In very early works on network traffic analysis, ON periods of source processes 
were related to file sizes and OFF periods to human-think time and the heavy-tails of 
these periods made the traffic self-similar. Later on the adaptive nature of TCP has 
found to be responsible of self-similarity. TCP’s internal mechanisms, congestion 
avoidance  (CA) and timeout (TO) caused correlations over finite-time scales [10]. 
This time-scale is determined by the average RTT seen by packets.  
TCP adapts its window size and retransmission time according to the state of the 
line. According to slow start algorithm which is developed by Jacobson and is used 
as a de-facto standard in TCP implementations, TCP starts transmitting packets with 
a window size of one and increases its rate by powers of 2 until it reaches a 
predetermined threshold. Although slow start increases its window size by powers of 
two, it is called slow because, before Jacobson suggested this algorithm, TCP used 
to start sending packets from a fixed window size. In slow start, after reaching that 
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predetermined threshold, TCP increases its packet sending rate linearly, by sending 
one more packet than the last time. TCP continuously increases its sending rate, 
until a congestion is detected. Congestion can be detected either by duplicate ACKs 
or by timeout of a retransmission timer in sender.  
In TCP, receiver side sends ACKs after it has received a window size of packets 
and the content of the ACK is the next packet expected. For example lets consider 
the case for a fixed window size of 1. Lets say, the sender sends packet number 7 
at time t and initiates a timer. Under normal conditions it receives an ACK saying 
that the receiver is expecting for packet number 8 after some time near average 
RTT. The sender sends packet number 8. If packet number 8 is lost then the 
receiver sends an ACK saying again that it is expecting for packet number 8. This is 
the duplicate ACK case.  These happen before the retransmission timer that was 
initiated when number 7 had been sent, expires. If no ACKs are received on 
expectation of packet number 8 until the retransmission timer expires, then it is 
concluded that packet 7 or the ACK has been lost. This is the timeout (TO) case.  
These are the two ways to detect congestion on line. TCP reacts differently for both. 
If TCP detects congestion via duplicate ACKs, it decreases its packet sending rate 
by half. So it sends half the number of packets it sent last time. This is congestion 
avoidance (CA) But if it detects congestion by timeout of the retransmission timer, it 
starts with sending a single packet, hence it enters the initial phase of slow start. 
TCP chooses and updates it retransmission timer according to the average value of 
RTT. 
These phases of congestion avoidance highly affects the bursty nature of TCP 
traffic. Hence, RTT becomes an important time scale in analyzing the data sets. 
According to [23], for time-scales below the RTT, traffic shows multi-fractal nature 
and for the time-scales above RTT it shows mono fractal or self-similar behavior. 
For the real traffic measurements from Internet, the traffic has been investigated to 
show self-similar behavior above 1 second and multi-fractal behavior below that 
time-scale. [16].  But for the simulated environment it is shown in [10] that times 
scales above 2*RTT is convenient to observe the correlation structure of TCP.  
Our topology has a propagation delay of 240 ms so, for a common time scale for all 
scenarios 500 ms of sampling interval is considered convenient. We did not make 
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measurements on time-scales below RTT because multi-fractal analysis methods 
are out of the scope of this work.                               
As a last remark the constants used throughout the simulations are listed in Table 
6.2. An initialization of 100 seconds is cut-off before the analysis to overcome the 
fluctuations in the simulation start up. In Table 6.2, fixed parameters used 
throughout the simulations are given. 
 
Table 6.2 Fixed parameter set 
 
  
 
 
 
 
 
 
 
 
Our first set of simulations are established by using long TCP sources and changing 
the queuing mechanisms (QM) in front of the bottleneck link. For droptail queues 
there are no parameters to select other than queue size but for the RED and BLUE 
there are numerous possible selections and each form another combination when 
put together with other QMs. In the next set of simulations same queuing policies 
are placed in front of different traffic mixtures. In the following section, the simulation 
results obtained from different parameter sets are given.  
 
 
Simulation duration 3600s 
Sampling interval 500ms 
Initialization period 100s 
Number of nodes on server side 90 
Number of nodes on client side 90 
RTT 240ms 
Delay between servers and n(0) 10ms 
Delay between clients and n(1) 10ms 
Delay of bottleneck 100ms 
Bandwidth between servers and n(0) 10Mbps 
Bandwidth between clients and n(1) 10Mbps 
Bandwidth of bottleneck link 1Mbps 
Queue length 100 pkts 
Packet size 1040 Bytes 
TCP window size 10 pkts 
TCP maximum congestion window size 10 pkts 
  
45 
6.5 Queuing Scenarios 
We have introduced the queue mechanisms and traffic types, now we will present 
our results with different scenarios. In 6.5.1, the firsts set of simulations with long 
TCP sources are presented and in 6.5.2 the results of second set of the traffic mix of 
long TCP sources and web sessions are presented..   
6.5.1 The Effects of queue mechanisms on long TCP sources 
The effects of droptail, RED and BLUE to the self-similarity of long TCP sources will 
be investigated in the following subsections. 
6.5.1.1 Droptail  
As there is no parameter selection problem for droptail, the results are given 
straightforward. For each traffic configuration three Hurst parameter estimation 
techniques, aggregated variances, absolute values and R/S are applied. From now 
on we will show H estimated by aggregated variances as H-AGV, by absolute 
values as H-ABV and by Rescaled Adjusted Range (RS) method as H-RS. The 
estimated values of H for different number of sources under droptail queue are given 
in Table 6.3. H values belong to processes that are the aggregate of total number of 
bytes arriving at the bottleneck link.  
The first column of every table contains source configuration, the next column the 
throughput given in bits/second. We define throughput as the total arriving bits to the 
bottleneck router divided by the number sources, per unit time. 
 
 Table 6.3 H values for droptail  
                                      
 
 
 
 
Configuration Droptail 
throughput H-AGV  H-ABV H-RS 
30 long 34669.2 0.01 0.27 0.05 
40 long 26542.3 0.50 0.56 0.33 
50 long 21532.4 0.74 0.74 0.68 
60 long 18201.8 0.75 0.78 0.68 
70 long 15740.8 0.65 0.67 0.59 
80 long 13873.4 0.65 0.65 0.56 
90 long 12400.4 0.65 0.67 0.68 
  
46 
Related figures can be found in Appendix-A between Figures 6.3 and 6.9. Each four 
subfigure provide a data pattern, variance time plot, absolute values and R/S 
method graphics.   
6.5.1.2 RED 
For RED, it is known that the algorithm is very sensitive to parameter selection. 
Improper parameter sets can drastically affect the performance of RED.  This is the 
most important disadvantage of RED. In this section, we observed the change in 
throughput and H, when the parameter set is changed. The best set of RED in the 
sense of small H and high utilization then will be compared with the best set of 
BLUE and droptail. Table 6.4 gives the parameter sets for different RED parameter 
settings. 
Table 6.4 RED parameter settings 
 RED_1 RED_2 RED_3 RED_4 
Queue size 100 100 100 1000 
minth 30 30 30 0 
maxth 90 90 90 100 
maxp 0.1 0.1 0.02 0.1 
wq 0.002 0.02 0.002 0.002 
  
 
Different H values calculated for different RED settings can be found in Table 6.5 
through Table 6.7.  
 
 
Table 6.5  H values for RED_1  
 
Configuration RED_1(minth=30,maxth=90,maxp=0.1,  wq=0.002) 
throughput H-AGV  H-ABV H-RS 
30 long 35967.8 0.55 0.53 0.48 
40 long 28041.3 0.69 0.70 0.76 
50 long 23191.4 0.58 0.58 0.35 
60 long 19185.2 0.82 0.82 0.93 
70 long 16348.4 0.80 0.85 0.80 
80 long 14421.6 0.86 0.87 0.82 
90 long 12683 0.59 0.62 0.53 
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Table 6.6 H values for RED_2 
 
Configuration RED_2 (minth=30,maxth=90,maxp=0.1,  wq=0.02) 
throughput H-AGV  H-ABV H-RS 
30 long 36027.1 0.49 0.52 0.40 
40 long 28156.6 0.68 0.68 0.79 
50 long 23286.3 0.50 0.47 0.36 
60 long 19272.5 0.83 0.83 1.07 
70 long 16277.1 0.73 0.67 0.61 
80 long 14240 0.71 0.72 0.73 
90 long 12647.4 0.48 0.54 0.47 
 
 
Table 6.7 values for RED_3 
 
Configuration RED_3 (minth=30,maxth=90,maxp=0.02,  wq=0.002) 
throughput H-AGV  H-ABV H-RS 
30 long 36408.3 0.65 0.57 0.31 
40 long 28410.4 0.14 0.14 0.10 
50 long 23283.4 0.37 0.33 0.29 
60 long 19063.2 0.89 0.92 1.03 
70 long 16193.7 0.52 0.56 0.62 
80 long 14166.1 0.45 0.45 0.53 
90 long 12632.4 0.70 0.69 0.84 
 
 
Table 6.8 H values for RED_4  
 
Configuration RED_4 (minth=0,maxth=100,maxp=0.1,  wq=0.002) 
throughput H-AGV  H-ABV H-RS 
30 long 36025.1 0.46 0.48 0.45 
40 long 27785.2 0.74 0.77 0.68 
50 long 22798.3 0.66 0.69 0.65 
60 long 19027.2 0.76 0.62 0.62 
70 long 16320.9 0.61 0.62 0.65 
80 long 14317.1 0.41 0.42 0.42 
90 long 12727.7 0.52 0.53 0.47 
 
RED_2 is found to be the best parameter set and it is also the same set with our 
reference work [6-8]. It will be used in comparisons with other queuing disciplines 
and relative figures can be found in Appendix-A in Figures 6.10 through 6.16. 
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6.5.1.3 BLUE 
As we know by now, RED starts dropping packets before the queue overflows. It 
does this to put controlled load on the network but this overwhelming behavior 
causes the capacity not to be used effectively. Some parts of the queue is kept 
empty and the packets are dropped just because to take action before something 
happens. Although this empty space lets for the bursts to smooth out, it is 
disadvantageous. BLUE is developed to overcome this problem mainly. BLUE starts 
dropping after an overflow occurs, thus the capacity is used effectively. It has 
parameters that can be tuned like RED and they were explained in section 5.2.2. In 
Table 6.9, different parameter sets of BLUE are given. These parameter sets are 
taken from [13]. As we had mentioned before, the best results of each algorithm in 
the sense of H, will be compared with the others. 
 
Table 6.9 BLUE parameter settings 
 
 BLUE_1 BLUE_2 BLUE_3 
increment probability (pi) 0.0025 0.002 0.002 
Decrement probability (pd) 0.00025 0.02 0.02 
Decrement freeze time  (fd) 100ms 10ms 100ms 
increment freeze time (fi) 100ms 10ms 100ms 
 
 
Table 6.10 H values  for BLUE_1 
 
Configuration BLUE_1 (pi=0.0025, pd=0.00025, fd=100, fi=100) 
throughput H-AGV  H-ABV H-RS 
30 long 36117.3 0.63 0.55 0.47 
40 long 28016.5 0.76 0.72 0.60 
50 long 23499.5 0.81 0.82 0.81 
60 long 20064.8 0.40 0.42 0.40 
70 long 17210 0.92 0.92 0.91 
80 long 15275.3 0.93 0.92 0.91 
90 long 13739 0.88 0.88 0.80 
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Table 6.11 H values for BLUE_2 
 
Configuration BLUE_2 (pi=0.002, pd=0.02, fd=10, fi=10) 
throughput H-AGV  H-ABV H-RS 
30 long 36425.8 0.51 0.50 0.32 
40 long 28100.1 0.79 0.80 0.78 
50 long 23440.1 0.60 0.61 0.61 
60 long 20045.6 0.71 0.68 0.67 
70 long 17392.6 0.69 0.71 0.61 
80 long 15516.5 0.76 0.82 0.83 
90 long 13859.9 0.78 0.80 0.76 
 
 
Table 6.12 H values for BLUE_3 
 
Configuration BLUE_3 (pi=0.002, pd=0.02, fd=100, fi=100) 
throughput H-AGV  H-ABV H-RS 
30 long 36001.4 0.60 0.58 0.51 
40 long 28121.5 0.80 0.79 0.66 
50 long 23278.2 0.63 0.56 0.52 
60 long 19958.1 0.71 0.77 0.78 
70 long 17554 0.80 0.85 0.80 
80 long 15481.8 0.70 0.67 0.73 
90 long 13959.6 0.69 0.68 0.74 
 
BLUE_2 has higher throughput values than the other parameter sets and it also has 
lower H values for most the flows. So, BLUE_2 parameter set is the one that will be 
compared with the other queuing mechanisms. Relative figures can again be found 
in Appendix-A between figures 6.17 through 6.23. 
6.5.2 The Effects of queuing mechanisms on mixed traffic 
We had defined web session properties in Section 6.3.2. In this set of simulations 
while keeping the buffer management policies the same droptail, RED_2 and 
BLUE_2, we change the traffic mixture. We apply the traffic settings given in [6-8]. 
10,15 and 20 long sources are mixed in combination with 5 and 10 web sessions. 
This mixture is established because it would be unrealistic to make measurements 
with only FTP kind of applications. The most dominant application in the Internet is 
HTTP application and they can be modeled in NS with web sessions.  
In the following sections, we used the best sets of RED and BLUE that are extracted 
for long flows. H estimated by aggregated variances is shown as H-AGV, by 
absolute values as H-ABV and by Rescaled Adjusted Range (RS) method as H-RS 
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just like the other measurement sets. The figures of all scenarios can be found in 
Appendix-B. 
Table 6.13 Mixed traffic with droptail queue 
Configuration Droptail 
throughput H-AGV  H-ABV H-RS 
10 long + 5web  93413.2 0,67 0,75 0,86 
15 long + 5 web 65860.2 0.78 0.79 0.88 
10 long + 10 web 88814.8 0.82 0.77 0.86 
15 long + 10 web 63866.4 0.71 0.76 0.78 
20 long + 10 web 48870.1 0.86 0.87 0.88 
 
Table 6.14 Mixed traffic with RED queue 
Configuration RED_2 (minth=30,maxth=90,maxp=0.1,  wq=0.02) 
throughput H-AGV  H-ABV H-RS 
10 long + 5web  94699 0.58 0.58 0.58 
15 long + 5 web 64163.5 0.59 0.58 0.67 
10 long + 10 web 88281.9 0.56 0.58 0.63 
15 long + 10 web 58697.8 0.81 0.83 0.95 
20 long + 10 web 46660.3 0.56 0.58 0.56 
 
Table 6.15 Mixed traffic with BLUE queue 
Configuration BLUE_2 (pi=0.002, pd=0.02, fd=10, fi=10) 
throughput H-AGV  H-ABV H-RS 
10 long + 5web  92457.5 0.82 0.80 0.88 
15 long + 5 web 63346.7 0.78 0.79 0.91 
10 long + 10 web 94386.6 0.78 0.79 0.81 
15 long + 10 web 57833.5 0.78 0.78 0.83 
20 long + 10 web 34739.3 0.79 0.78 0.81 
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7. RESULTS AND DISCUSSIONS  
This section aims to provide a unified view for our results. H values estimated for 
different scenarios are compared with each other and conclusions are driven.  
7.1 Discussion of the Results with Long Sources 
Until now we gave the H estimates for different number of sources and buffer 
management policies, but we did not question if the results were valid, actually, if 
our estimators worked well. In Table 7.1 we show all the H results of all scenarios 
together for easier comparison. The best parameter set for each queuing discipline 
each is chosen and compared with the others. These are droptail, RED_2 
(minth=30,maxth=90,maxp=0.1,  wq=0.02) and BLUE_2 (pi=0.002, pd=0.02, fd=10, 
fi=10). The H values estimated by aggregated variances are included only due to 
space limitations. When we observe Table 7.1 carefully, we see that there are some 
unexpected H values. For example, in the configuration with 30 long sources with 
droptail H is 0.01. As we know from Section 4.3, this value indicates Short Range 
Dependence (SRD) and a value of H=0.50 for 40 long sources with droptail implies 
independence in the process.  These values are susceptible.  
 
Table 7.1 Comparison of results with long sources 
 
Configuration Droptail RED_2 BLUE_2 
 throughput H Throughput H Throughput H 
30 long 34669.2 0.01 36027.1 0.49 36425.8 0.51 
40 long 26542.3 0.50 28156.6 0.68 28100.1 0.79 
50 long 21532.4 0.74 23286.3 0.50 23440.1 0.60 
60 long 18201.8 0.75 19272.5 0.83 20045.6 0.71 
70 long 15740.8 0.65 16227.1 0.73 17392.6 0.69 
80 long 13873.4 0.65 14240 0.71 15516.5 0.76 
90 long 12400.4 0.65 12647.4 0.48 13859.9 0.78 
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To investigate the reasons behind the peculiar H values, to gain more insight we 
referred to signal processing concepts. We used Power Spectral Analysis technique 
to see if there were any periodicities in our signal. In [17], it is stated that periodicity 
in the signal would misled the estimators. As we made further analysis we 
concluded that periodicity was the reason of these unexpected H values. In the next 
section we will describe the spectral analysis method, we used to evaluate the valid 
H values hence valid configurations for comparison. In the final conclusions of this 
work, these invalid configurations will not be included because it wouldn’t be right to 
comment on the self-similarity of aggregate traffic with wrong H values.       
7.1.1 Power spectrum analysis of aggregate traffic 
Power spectral analysis refers to frequency domain analysis of a signal. We will not 
get into the analytical detail of this method because the basics are familiar to the 
reader from Fourier analysis. We find it adequate to say that spectral analysis helps 
us to find the dominant frequencies, in our signal, if there are any. Thus, it lets us 
investigate if our signal is periodic and tells the relevant frequency. The power 
spectrum density graphs formed in MATLAB is given in Figures 7.1 through 7.9 for 
all configurations.  These are the long sources with droptail queue scenarios. 
               
                Figure 7.1 PSD of total arriving bytes from 30 long sources to droptail queue 
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               Figure 7.2 PSD of total arriving bytes from 40 long sources to droptail queue 
                 
              Figure 7.3 PSD of total arriving bytes from 50 long sources to droptail queue 
                  
              Figure 7.4 PSD of total arriving bytes from 60 long sources to droptail queue 
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                 Figure 7.5 PSD of total arriving bytes from 70 long sources to droptail queue 
                 
               Figure 7.6 PSD of total arriving bytes from 80 long sources to droptail queue 
                 
              Figure 7.7 PSD of total arriving bytes from 90 long sources to droptail queue 
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It is seen in Figures 7.1 and 7.2 that 30 and 40 sources have five dominant periods 
at approximately T= 5 seconds, 2,5 s, 1,25 s, 625 ms and 310 ms. The spectrum of 
other signals look much the same with a periodicity in 2,5 seconds constant. By 
referring [37], we conclude that TCP’s chaotic behavior makes our aggregate 
process go between the margins of periodicity and self-similarity. It is first indicated 
in [37] that TCP’s congestion control algorithm formed a deterministic chaotic 
system which could produce, periodic and nonperiodic, predictable and 
nonpredictable, short-range dependent and self-similar behavior. The authors 
conclude their work by saying not all TCP configurations produced self-similarity, 
contradictory to the commonly held view but it was actually the ratio of buffer size / 
number of sources that determined the characteristics of the system. For small 
ratios the system produces periodicity and for large ratios it produces self-similarity. 
The small and large ratios definition is rather loose, to narrow it down we refer to  
[38].  
In [38], TCP behavior of the sources with same propagation delay is discussed. TCP 
sources found to behave according to a variable (Wc) calculated by the sum of 
buffer size and an optimum window size. TCP flows said to get synchronized in 
different ways for large pipes, medium pipes and small pipes. The size of the pipe is 
determined by Wc (the total number of packets that can be hold in buffer and the 
link) and Conn (number of sources or connections ). If Wc > 3 * Conn, then the pipe 
is called large pipe, if Wc < Conn, it is called small pipe, and if Conn < Wc < 3*Conn 
then it is a medium pipe. Wc is calculated with; Wc = Wopt + Buffer size. W optimum 
(Wopt) is the optimum window size for each connection that would effectively utilize 
the link and that wouldn’t make significant delay. Wopt is calculated by Wopt = 
propagation delay * bottleneck link bandwidth (in packets). For our simulations 
optimum window is found by; Wopt = (0,24(ms) * 1(Mbit/s) ) /8*1040 (bits) =3 
packets. Then Wc =3+100=103 packets.  
In the large pipe case where, Wc > 3*Conn, the sources get synchronized. It is 
explained in [38] as; in a large pipe sources increase their sending rates as much as 
they can. When the total number of sent packets by sources exceed Wc, they get 
indication of loss and decrease their sending rates all together. This causes global 
synchronization. The reason why global synchronization does not persist in smaller 
pipes is that, when Wc is smaller some connections will have less than 3 packets on 
the line and that would make them unable to recover with an exponential back-off 
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they have wait for a timeout (TO) and hence start from the beginning of slow-start. 
Waiting for a timeout disrupts the global synchronization.  
Large pipe case employs to our simulations with 30 long sources applied to droptail. 
For Conn=30 we have, 103 > 3* 30. Congestion window values for 30 sources can 
be seen from 6.2.a. A timeout does not occur (congestion window size never gets 
equal to 1) and our sources get synchronized. This synchronization can be seen in a 
magnified version of Figure 6.2.a, with Figure 7.10.  
                                                    
                        Figure 7.8 Congestion window values for 30 flows. 
 
Global synchronization brings in periodicity. We can again use PSD graphics of 
congestion window signals to measure the periods. Figure 7.11 through 7.14 give 
power spectrum density of the congestion windows for 10 individual sources in each 
configuration. 
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    Figure 7.9 Psd of congestion windows of 10 sources (30 long sources with droptail) 
                  
     Figure 7.10 Psd of congestion windows of 10 sources (40 long sources with droptail) 
                  
     Figure 7.11 Psd of congestion windows of 10 sources (50 long sources with droptail) 
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        Figure 7.12 Psd of congestion windows of 10 sources (60 long sources with droptail) 
The PSDs of the 70,80 90 sources for the droptail case is similar to 60 flows so they 
will not be included here. The frequencies found in congestion window size process 
seem to persist in the original aggregate data. So, we conclude that our 
configuration creates global synchronization with 30 sources, which in turn causes 
periodicity in congestion window and aggregate data and which makes H estimates 
invalid for 30 flows. So, we will not include 30 flow configurations in our final results. 
Again referring to [38] for 40,50,60,70,80 and 90 sources we can say that we have 
medium pipe cases. Medium pipe is when Conn < Wc < 3*Conn. In this case TCP 
has a transient behavior, although local synchronizations persist, global 
synchronization said to diminish. But in our case for 40 long flows with droptail, from 
Figure 6.2 b, global synchronization seems to occur after 1000s of simulation. So 
nearly the 2/3 of the total simulation passes with global synchronization. If we look at 
Figure 7.1 and 7.2 we can see that 30 flows and 40 flows have a similar periodicity. 
So even, 40 < 103 < 3 * 40, global synchronization is seen and therefore from the 
same reasoning with 30 flow case we will not include 40 flows in our final 
comparisons.  
In [38], there is also Wc calculation for RED queues. This time, maxth of RED 
replaces the buffer size, Wc* = Wopt + maxth. For our configuration, we have 
Wc=3+90=93.   
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The PSDs for aggregate traffic of RED is plotted in Figures 7.14 to 7.19.                
      
            Figure 7.13 PSD of total arriving bytes from 30 long sources to RED queue 
     
           Figure 7.14 PSD of total arriving bytes from 40 long sources to RED queue 
      
        Figure 7.15 PSD of total arriving bytes from 50 long sources to RED queue 
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           Figure 7.16 PSD of total arriving bytes from 60 long sources to RED queue 
                    
             Figure 7.17 PSD of total arriving bytes from 70 long sources to RED queue 
                    
            Figure 7.18 PSD of total arriving bytes from 80 long sources to RED queue 
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            Figure 7.19 PSD of total arriving bytes from 90 long sources to RED queue 
The above PSDs show that our H values will be valid, there will not be any 
peculiarities like in the 30 sources with droptail case. Even though the aggregate of 
the data seems normal. We will include congestion window PSDs in Figures 7.21 
through 7.24 like it is done for droptail. We additionally included the congestion 
window PSD for 90 flows because even its aggregate data PSD looks like the others 
it has a sharp drop in self-similarity.   
             
   Figure 7.20 Psd of congestion windows of 10 sources (30 long sources with RED) 
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      Figure 7.21 Psd of congestion windows of 10 sources (40 long sources with RED) 
               
     Figure 7.22 Psd of congestion windows of 10 sources (50 long sources with RED) 
             
        Figure 7.23 Psd of congestion windows of 10 sources (60 long sources with RED) 
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Congestion window PSDs for 70 and 80 flows are similar to 60 so we did not include 
them here. But for the 90 long sources case we have sharp drop at H so, we will plot 
the congestion window PSD for this case. 
                    
    Figure 7.24 Psd of congestion windows of 10 sources (90 long sources with RED) 
 
From the congestion window PSD of 90 flows we cannot infer a periodicity. But we 
can make one more further analysis depending on the value of Wc.  Wc is equal to 
93. Although 93 > Conn=90, by looking at Figure 7. 25 showing congestion window 
size plot of a single source, we can say that small pipe case has occurred. Some of 
the sources has been shut-off. Here we see, that 80th source never is able to 
increase its window size which means that every sent packet by this source is 
dropped, it is in away shut-off. Such sources might have cause the self-similarity 
parameter decrease sharply and H to become 0.48.          
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           Figure 7.25 Congestion window size of 80
th
 source (90 long sources with RED)  
 
For the sake of integrity of this documentation, we include the aggregate data PSDs 
and congestion window PSDs in Appendix-C. H values estimated for BLUE queues 
with long sources does not contain periodicities so their results can be used for all 
sets of source configurations but for comparison we will only include the cases that 
are valid for all three queuing scenarios. In Table 7.2 we present our final results.  
Table 7.2 Comparison for long TCP sources with valid configuration set 
Configuration Droptail RED_2 BLUE_2 
 throughput H Throughput H Throughput H 
50 long 21532.4 0.74 23286.3 0.50 23440.1 0.60 
60 long 18201.8 0.75 19272.5 0.83 20045.6 0.71 
70 long 15740.8 0.65 16227.1 0.73 17392.6 0.69 
80 long 13873.4 0.65 14240 0.71 15516.5 0.76 
90 long 12400.4 0.65 12647.4 0.48 13859.9 0.78 
 
With the above configurations we can now focus on the comparison of the effects of 
buffer management polices on the self-similarity of the network traffic. Apart from 50 
long sources droptail seem to perform better than RED and RED better than BLUE 
in the sense of Hurst parameter. When we look at the throughput values it is the 
reverse order, as expected. So, we can infer that even RED and BLUE are 
developed later than droptail and even they argue to perform better in the sense of 
average delay or throughput, they have inefficiencies in handling the self-similarity of 
the traffic. This finding is contradictory to the findings of [6-8].  
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Looking at Figure 5.2 of RED, it is assumed that RED makes losses from a window 
which is modeled by independent loss model. It is assumed in [7] that the losses 
from the same window is independent, too. This means that the probability of 
timeouts will be much lesser than the correlated loss model. Of course, it is obvious 
that RED will make correlated losses, just like droptail, when the average queue 
length exceeds maxth and all the packets are dropped. Even though the above 
statements are reasonable, we could not observe a decrease in self-similarity 
related to independent losses. We will be investigating the reasons in our future 
studies. 
7.2 Discussion of the Results with Mixed Traffic 
Queue management algorithms with the finest parameter settings are placed in front 
of a mixture of long sources and web sessions. The number of web sessions is 
chosen as in table 7.2 to provide consistency with [6-8]. 
Table 7.3 Comparison of results with long sources and web sessions 
Configuration Droptail RED_2 BLUE_2 
 Throughput H Throughput H throughput H 
10 long + 5web  93413.2 0.67 94699 0.58 92457.5 0.82 
15 long + 5 web 65860.2 0.78 64163.5 0.59 63346.7 0.78 
10 long + 10 web 88814.8 0.82 88281.9 0.56 94386.6 0.78 
15 long + 10 web 63866.4 0.71 58697.8 0.81 57833.5 0.78 
20 long + 10 web 48870.1 0.86 46660.3 0.56 34739.3 0.79 
 
The source configurations are chosen such as to reproduce our reference work [6-
8]. By looking at Table 7.3, we can conclude that RED performs best for most of the 
cases both in the sense of H and throughput. BLUE is also found to perform better 
than droptail. But it is hard to come up with a conclusion that fits exactly with the real 
world conditions because the initial conditions and configurations affect the self-
similarity of TCP, TCP is a very sensitive mechanism. It is obvious that using only 
long sources is very unrealistic even for a small model of the real network. For a 
more realistic scenario we applied a traffic mix.  
We have to say we could not repeat the findings of our reference work [6-8]. We 
both applied the same configurations with the same parameters and we make 
exhaustive trials on parameters but we could not observe the results of the works. 
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So, we cannot infer that RED has a reducing effect on self-similarity for long sources 
but we can say that RED reduces self-similarity for the considered traffic mix. We 
think that the differences between two works might come from the fact that the 
authors of [6-8] have applied a different parameter set than they present in their 
papers or else they have not considered the periodicities in the signal and therefore 
they rely some of their results on invalid H values.   
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8. CONCLUSIONS AND FUTURE WORK 
The main objective of our work is to analyze the impacts of queue management 
policies on the self-similarity of the aggregate network traffic. We conducted 
simulations on NS with different sets of source configurations. For the first set we 
used long TCP sources created by FTP connections that lasted for the whole 
simulation. For the second set we used long TCP sources with web sessions, 
imitating a more realistic traffic scenario. For those two sets of traffic configurations 
we placed droptail, RED and BLUE at the gateway. We used aggregated variances, 
absolute values and R/ methods to estimate the degree of self-similarity.  
We tried to keep our work close to [6-8] but at some places, we found their results 
unrepeatable and made some modifications on the scenarios. We found out that 30 
and 40 flows for droptail and 90 flows for RED lead to global synchronization in our 
topology. Synchronization of sending windows of many TCP flows directly affects 
the aggregate traffic, it makes our aggregate traffic periodic. The periodicity in the 
signal misleads the Hurst parameter estimations. Therefore we accepted 
configurations of 50,60,70 and 80 as valid and used them to compare the 
performance of our queue policies. 
As we said before we could not observe the same results with [6-8]. In these works, 
the authors have experimented that RED had a reducing effect on the incoming self-
similar aggregate traffic. We did not observe a deterministic improvement in H as we 
change our queuing policy from droptail to RED for long sources. BLUE is 
implemented in our work, it was not implemented in [6-8], so we could not compare 
its performance. For the traffic mix with long TCP flows with web sessions, BLUE 
performs better than droptail and RED performs better than BLUE for most of the 
configurations. So, it is convenient to say that RED acts on behalf of reducing self-
similarity of the aggregate traffic. 
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 In this work, we not only investigated the impacts of queue management techniques 
on the self-similarity of network traffic but we also drew conclusions consistent with 
the works on the behavior of many TCP flows. We evaluated the periodicities in the 
signal and underlined the importance of periodicity concept in the estimation of H. In 
our analysis we combined many previous studies on the same pot and commented 
on our results in the light of these works.   
For future recommendations; analysis of aggregate network traffic embedded in 
network simulations give way to numerous combinations. In this work, we have 
investigated the behavior of three buffer management policies, but there are more 
queue management algorithms like GREEN and PURPLE or the ones with traffic 
differentiation, RIO and BIO. Our future work will be on investigating their impacts on 
aggregate traffic’s self-similarity. 
In our work, we utilized the well-known methods in analyzing the self-similarity but 
we are aware of many other evolving techniques. Multifractal properties have been 
observed on network data for small-time scales. A related work on multifractal 
analysis of our data for relevant time- scales is one of our other future objectives. 
Also, estimation of H does not seem to be limited with only understanding the 
behavior of the incoming traffic but recent studies [25] have shown that H can be 
used as a feedback parameter in real time resource management. The estimators 
implemented in this work can be used for future work on admission control. 
Understanding the principles of TCP and buffer management policies is essential to 
make adjustments on the existing structures. In this work, we made detailed 
analysis on the possible causes of correlated losses and the H value. These findings 
can lead to new studies in adjustment of buffer management policies and transport 
protocols. 
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APPENDIX-A 
A.1 Figures for Droptail With Long Sources:  
            
Figure A.1  30 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
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  Figure A.2  40 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
 
Figure A.3  50 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
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Figure A.4  60 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
 
Figure A.5  70 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
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Figure A.8 80 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S 
 
Figure A.9  90 long sources a) data pattern b) Absolute Values c) Variance Time Plot d) R/S plot 
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A.2 Figures for RED with Long Sources 
 
Figure A.10  30 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.11  40 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.12  50 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.13  60 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.14  70 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.15  80 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.16  90 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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A.3 Figures for BLUE with Long Sources 
 
Figure A.17  30 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.18  40 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.19  50 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.20  60 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.21  70 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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Figure A.22  80 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
 
Figure A.23  90 long sources a) data pattern b) Absolute values c) variance time plot d) R/S plot 
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APPENDIX-B 
Figures for mixture of sources with droptail queues are given here. 
B.1  10 long + 5 web configuration  
 
Figure B.1 data pattern for 10 long sources with 5 web sessions 
 
         Figure B.2 Aggregated variances for 10 long sources with 5 web sessions 
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Figure B.3 Absolute Values for 10 long sources with 5 web sessions 
 
 
           Figure B.4 RS plot for 10 long sources with 5 web sessions 
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B.2  15 long + 5 web configuration  
 
Figure B.5 Data pattern for 15 long sources with 5 web sessions 
 
 
 
   Figure B.6 Aggregated variances for 15 long sources with 5 web sessions 
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Figure B.7 Absolute Values for 15 long sources with 5 web sessions 
 
 
 
           Figure B.8 RS plot for 15 long sources with 5 web sessions 
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B.3  10 long + 10 web configuration  
 
 
Figure B.9 Data pattern for 10 long sources with 10 web sessions 
 
 
 
      Figure B.10 Aggregated Variances for 10 long sources with 10 web sessions 
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Figure B.11 Absolute Values for 10 long sources with 10 web sessions 
 
 
 
Figure B.12 RS plot for 10 long sources with 10 web sessions 
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B.4  15 long + 10 web configuration  
 
 
Figure B.13 Data pattern for 15 long sources with 10 web sessions 
 
 
      Figure B.14 Aggregated Variances for 15 long sources with 10 web sessions 
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Figure B.15 Absolute Values for 15 long sources with 10 web sessions 
 
 
        Figure B.16 RS plot for 15 long sources with 10 web sessions 
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B.5  20 long + 10 web configuration  
 
 
Figure B.17 Data pattern for 20 long sources with 10 web sessions 
 
 
 
     Figure B.18 Aggregated Variances for 20 long sources with 10 web sessions 
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Figure B.19 Absolute Values for 20 long sources with 10 web sessions 
 
 
 
        Figure B.20 RS plot for 20 long sources with 10 web sessions 
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Figures for mixture of sources with RED queues are given here. 
B.6  10 long + 5 web configuration  
 
Figure B.21 Data pattern for 10 long sources with 5 web sessions 
 
 
     Figure B.22 Aggregated Variances for 10 long sources with 5 web sessions 
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Figure B.23 Absolute Values for 10 long sources with 5 web sessions 
 
           Figure B.24 RS plot for 10 long sources with 5 web sessions 
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B.7  15 long + 5 web configuration  
 
 
Figure B.25 Data pattern for 15 long sources with 5 web sessions 
 
 
   Figure B.26 Aggregated Variances for 15 long sources with 5 web sessions 
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Figure B.27 Absolute Values for 15 long sources with 5 web sessions 
 
          Figure B.28 RS plot for 15 long sources with 5 web sessions 
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B.7  10 long + 10 web configuration  
 
 
Figure B.29 Data pattern for 10 long sources with 10 web sessions 
 
 
    Figure B.30 Aggregated Variances for 10 long sources with 10 web sessions 
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Figure B.31 Absolute Values for 10 long sources with 10 web sessions 
 
 
Figure B.32 RS plot for 10 long sources with 10 web sessions 
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B.8  15 long + 10 web configuration  
 
 
Figure B.33 Data pattern for 15 long sources with 10 web sessions 
 
 
Figure B.34 Aggregated Variances for 15 long sources with 10 web sessions 
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Figure B.35 Absolute values for 15 long sources with 10 web sessions 
 
 
       Figure B.36 RS plot for 15 long sources with 10 web sessions 
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B.9  20 long + 10 web configuration  
 
 
Figure B.37 Data pattern for 20 long sources with 10 web sessions 
 
 
       Figure B.38 Aggregated Variances for 20 long sources with 10 web sessions 
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Figure B.39 Absolute Values for 20 long sources with 10 web sessions 
 
 
       Figure B.40 RS plot for 20 long sources with 10 web sessions 
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Figures for mixture of sources with BLUE queues are given here. 
B.10  10 long + 5 web configuration  
 
Figure B.41 Data pattern for 10 long sources with 5 web sessions 
 
        Figure B.42 Aggregated Variances for 10 long sources with 5 web sessions 
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Figure B.43 Absolute Values for 10 long sources with 5 web sessions 
 
 
        Figure B.44 RS plot for 10 long sources with 5 web sessions 
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B.11  15 long + 5 web configuration  
 
 
Figure B.45 Data pattern for 15 long sources with 5 web sessions 
 
 
     Figure B.46 Aggregated Variances for 15 long sources with 5 web sessions 
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Figure B.47 Absolute Values for 15 long sources with 5 web sessions 
 
 
         Figure B.48 RS plot for 15 long sources with 5 web sessions 
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B.12  10 long + 10 web configuration  
 
 
Figure B.49 Data pattern for 10 long sources with 10 web sessions 
 
 
Figure B.50 Aggregated Variances for 10 long sources with 10 web sessions 
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Figure B.51 Absolute Values for 10 long sources with 10 web sessions 
 
 
Figure B.52 RS plot for 10 long sources with 10 web sessions 
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B.13  15 long + 10 web configuration  
 
 
Figure B.53 Data pattern for 15 long sources with 10 web sessions 
 
 
Figure B.54 Aggregated Variances for 15 long sources with 10 web sessions 
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Figure B.55 Absolute Values for 15 long sources with 10 web sessions 
 
 
        Figure B.56 RS plot for 15 long sources with 10 web sessions 
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B.14  20 long + 10 web configuration  
 
 
Figure B.57 Data pattern for 20 long sources with 10 web sessions 
 
 
Figure B.58 Aggregated Variances for 20 long sources with 10 web sessions 
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Figure B.59 Absolute Values for 20 long sources with 10 web sessions 
 
 
Figure B.60 RS plot for 20 long sources with 10 web sessions 
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APPENDIX-C 
C.1 Power spectral density graphs for aggregate data of long sources with 
BLUE  
 
Figure 7.23 PSD of total arriving bytes from 30 long sources to BLUE queue 
 
Figure 7.24 PSD of total arriving bytes from 40 long sources to BLUE queue 
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Figure 7.25 PSD of total arriving bytes from 50 long sources to BLUE queue 
 
Figure 7.26 PSD of total arriving bytes from 60 long sources to BLUE queue 
 
Figure 7.27 PSD of total arriving bytes from 70 long sources to BLUE queue 
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Figure 7.28 PSD of total arriving bytes from 80 long sources to BLUE queue 
 
Figure 7.29 PSD of total arriving bytes from 90 long sources to BLUE queue 
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C.2 Power spectral density graphs for congestion window of long sources 
with BLUE  
 
Figure 7.30 Psd of congestion windows of 10 sources (30 long sources with BLUE) 
 
Figure 7.31 Psd of congestion windows of 10 sources (40 long sources with BLUE) 
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Figure 7.32 Psd of congestion windows of 10 sources (50 long sources with BLUE) 
 
Figure 7.33 Psd of congestion windows of 10 sources (60 long sources with BLUE) 
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