have achieved a lot of success and become the most popular approach for speech recognition. DNN training for speech recognition is a difficult process due to its large number of parameters and speech dataset size. Using DNNs in a modeling task can be improved when pre-training is done using additional information. In this paper, we propose a new approach namely Gender-aware Deep Boltzmann Machine (GADBM) for pre-training of DNNs which utilizes gender information for better recognition task. The proposed pretraining method is evaluated in a phone recognition task. Experimental results on TIMIT dataset shows that the proposed method outperforms Deep Belief Network and basic Deep Boltzmann Machine .
I. INTRODUCTION
Recently, Deep Neural Networks (DNNs) have become popular because they achieved significant improvements in comparison with state-of-the-art approaches like GMM-HMM [1] . Now, it is possible to use DNNs which have millions of parameters by using Pre-training of DNNs and accessibility of fast computers. These two mentioned approaches make it possible to use deeper DNNs which were nearly impossible before this [4] [5] [6] . DNNs have millions of parameters, so if these parameters are initialized randomly, DNNs would not convergence to the correct results. As shown in [1] and [4] , shallower models cannot extract more information from a dataset while deeper models represent data structures efficiently. Previous works [1, 2 and 4] have shown that with increasing depth of DNN, the performance of the algorithm improves. But in such condition, training DNN with such huge amount of parameters would be very hard and difficult to convergence to the right answer. Thus, we use pre-training methods to split these deep models to multiple single layer models which are much simpler to learn. After learning these simple models, we combine them to construct a deep model. The number of these simple models is equal to the number of hidden layers in the main deep model. The algorithm suggested in [3] , at first, trains each layer of DNNs in an unsupervised manner. Then it fine-tunes the entire model in a supervised way. In this paper, we propose a new structure, based on Deep Boltzmann Machines. In the proposed method, the structure of the DBM is modified to use additional information. We verified that the proposed method, improves the performance of the learning process compared to the state-of the-art algorithms.
The rest of this paper is organized as follows. Section II describes Deep Belief Networks and Restricted Boltzmann Machine. Section III, introduces Deep Boltzmann Machine which the proposed method is based on it. In the section IV, we present the proposed algorithm and discuss its properties. Section V, presents results and comparisons on the TIMIT database. Finally section VI, concludes the paper.
II. DEEP BELIEF NETWORKS
Deep Belief Networks (DBNs) are generative models which have multiple layers of hidden units at the top of the input data vector. The top two layers of DBN have undirected connections, and directed connections between the other lower layers. DBNs are constructed from consecutive Restricted Boltzmann Machines (RBMs). As it will be described in section II.A, there is an unsupervised algorithm to train bottom-up RBMs and to infer the states of hidden units [6] . After, this unsupervised algorithm which is called pre-training, there is a supervised algorithm to finetune all the DBN's weights jointly.
After the pre-training phase, these weights are used for weight initialization of Deep Neural Networks (DNNs). Then, back-propagation algorithm is used to fine-tune the network weights using a supervised criterion.
A. Restricted Boltzmann Machine (RBM)
In this section we review the pre-training approaches which are used to initialize DBNs and Deep Boltzmann Machines (DBMs) weights. The RBM is the building block of a DBN and DBM.
1) Generative pre-training
Restricted Boltzmann machine (RBM) is almost used as a generative pre-training [7] . Generative pre-training prevents overfitting in DNNs. As shown in Fig. 1 
Where W is the weight matrix between visible and hidden units, b is the visible biases, and c is the hidden biases. The RBM assigns joint probability to an observed and non-observed vector based on the energy function as (2):
Where Z is known as the normalization factor. The probability assigned to some observed vector is computed as follows:
An RBM is trained to maximize the generative likelihood
As one RBM's weights are learned, the outputs of its hidden units are used as the inputs to the next RBM. This process is repeated for each hidden layer in a DNN. This type of pre-training is named greedy layer-wised pre-training. This is a fast approach because at each time a graphical model with a single hidden layer is learned.
To learn RBM's weights, ij w Δ should be computed. The derivative of the (3) with respect to w is according to (4):
Where . denotes the expectation and the expectation [3] . Therefore, we must use an approximation. RBM can be trained using contrastive divergence learning (CD) which is described in [9] . 2) Discriminative pre-training Unlike maximizing joint probability in generative pretraining, discriminative pre-training optimizes ( | , ) p l v θ which considers both label l and feature v information [10] . This discriminative pre-training is referred to as DisRBM.
In the discriminative pre-training, one softmax layer is added on the top of the RBM which uses cross entropy criterion to learn the DisRBM. A softmax layer predicts the output label. In discriminative pre-training, weights are optimized to minimize the objective function. Thus, these weights are specific to the objective function. After learning DisRBM, the softmax layer thrown away and another hidden layer with softmax layer is used instead of learning the second RBM discriminatively. Discriminative pre-training is a greedy layer-wise approach like generative pre-training [10] .
III. DEEP BOLTZMANN MACHINES
A Deep Boltzmann Machine (DBM) is a network which contains a visible layer and some hidden layers. The connections are only between adjacent units with no hiddenhidden or visible-visible connection. ( ) 1 2 3   1 1  1  2 2  2  3 3 , , , , { , , } h h h h = is set of hidden layers and
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is set of the model parameters. The probability that the model assigns to the visible units is computed using (7):
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The conditional probabilities of the three hidden layers and the visible layer are given by Eqs. 8-11:
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IV. THE PROPOSED METHOD (GENDER-AWARE DEEP BOLTZMANN MACHINE) In this paper, DNN is used for a phone recognition task which has a lot of parameters. If the DNN weights are initialized randomly, they will not converge to the correct answer. Thus, we consider the weights of the proposed method as initial weights for a DNN. This section describes Deep Neural Network and discusses the architecture of gender-aware Deep Boltzmann Machine.
A. Deep Neural Networks
A Deep Neural Network (DNN) is a feed-forward network with more than one hidden layer. Each hidden layer in the DNN takes its input from the previous layer. The input vector is multiplied by the weight matrix and is passed through a sigmoid function or other nonlinear function as shown in (12):
h is the output of the i-th unit in the l-th layer. W is the weight matrix from l-th layer to the (l-1)-th layer, b is the bias vector of the l-th layer, and σ is the sigmoid function. The first layer, in the DNN is the input layer and the last layer is the output layer. The output layer has a softmax function instead of a sigmoid function, to estimate the posterior probability.
B. Architecture of Gender-aware Deep Boltzmann Machine
In this paper, a different method for pre-training of DNNs is proposed. The structure of the proposed method is presented in Fig. 3 . The proposed method is named Gender-aware Deep Boltzmann Machine (GADBM). GADBM is different from DBM because additional information is added in the GADBM. We consider gender information which can be useful in phone recognition task. Thus, we have modified DBM structure to include gender information as it can be seen in Fig. 3 by label 2 . In section V, we will compare the proposed method with the basic DBM [8] and will conclude that gender information improves phone recognition accuracy. Similar to DBM, the GADBM weights are initialized by the RBMs with a little difference. Here, two different modified RBMs (mRBMs) are used. The first mRBM (mRBM1 in Fig. 3 ) has one visible and two hidden layers which are trained generatively. But, the algorithm is slightly different from the one described in section II.A, because the first hidden layer has two parts (h 1a , h 1b in Fig 3). The conditional distributions over h 1a , h 1b and visible units are given by: 
The last mRBM (mRBM2 in Fig. 3 ) in the GADBM is trained discriminatively. The conditional distributions over h 1a , h 1b and h 2 units are given by: b and label layer. We combine these discriminative and generative pre-training methods to improve the results. The remaining procedure is the same as RBM. After training these mRBMs we take the weights as the initial weights for the GADBM.
For training GADBM we use contrastive divergence learning algorithm proposed in [10] with some modification. As shown in Fig. 3 (right) , in GADBM the second hidden layer h 2 is dependent on the first hidden layer h 1a , h 1b and also the label layer as indicated in (23):
As shown in Fig. 3 (right) , h 1b also depends on visible units, label 2 and the second hidden layer as computed in (24):
After, this semi-supervised algorithm which is called pretraining, there is a supervised algorithm to fine-tune all the GADBM's weights jointly. We use these GADBM weights for weight initialization of Deep Neural Networks.
V. EXPERIMENTAL SETUP
To evaluate the proposed algorithm and to compare it with the previous approaches, we conducted some experiments on TIMIT dataset. In this section, we describe the dataset, experimental setup and the results of the proposed method.
A. Dataset
Phone recognition is done on the TIMIT dataset which contains 6300 sentences. This dataset containing 630 speakers each of them has spoken 10 sentences from 8 different dialect regions of the United States. Two of these sentences (SA1 and SA2 sentences) are spoken by all speakers thus we have 1260 "SA" sentences. Using all the 6300 sentences as the training data for learning DNN is quite computationally expensive. Thus, we use these 1260 "SA" sentences to analyze our results. Results are reported on the 24 speaker core test set.
We use a 25 ms hamming window and 13 order Mel Frequency Cepstral Coefficients (MFCCs) with the corresponding delta and acceleration coefficients. The data were normalized so that each coefficient and its first and second derivatives have zero mean and unit variance. We use 61 target class labels one for each class of 61 phones.
VI. EXPERIMENTS
In all experiments, we use a deep neural network which is pre-trained by different approaches. All DBNs, DBMs and GADBM are trained with the greedy layer-wise procedure and use of conjugate gradient with a mini-batch size of 100 and 50 training cases. Table I , the GADBM method outperforms the basic DBM and DBN methods by providing an average of 0.37% and 2.3% improvement, respectively.
We use conjugate gradient with a mini-batch size of 50 training frames. Decreasing the mini-batch size means that updating of weights would be done on 50 training data instead of 100. This leads to 0.65% improvement in comparison to DBM.
By increasing the number of hidden units from 100 to 200, the error on the training set decreases 4.72%, while the test set error rate increases 0.29%. This may be due to the large number of hidden units which may cause the network to tend to overfit on the training data.
In DBM-ReLU method, we use rectified linear units [11] as the activation function in all hidden units without unsupervised pretraining. The performance of this method is reported as DBM-ReLU row in Table I . It can be seen from the table that our proposed method (GADBM) is superior to the DBM-ReLU method.
In the next experiment, we compared the result of DNN in two conditions, with and without pre-training. As shown in Fig. 4 , using GADBM in the pre-training phase causes a significant decrease in the phone error rate. Thus, it can be concluded that using pre-training improves DNNs performance significantly. In this paper, we provide a new pre-training approach based on Deep Boltzmann Machine to initialize Deep Neural Network's weights. This method is a semi-supervised pretraining approach. In the proposed model, additional information including speaker, gender, and phone production information can be exploited for better performance similar to the human brain speech recognition system. In this model, speakers' gender is used as the complementary information to construct a better model. The results on the TIMIT dataset demonstrate that the GADBM allows us to learn a much better model. The model can be expanded to use speaker, gender or phone production information at the same time.
