This work is dedicated to the dear Memory of Boris Pavlov. The first author had the great experience to meet him personally at a conference in Dubna back in 1987. At that time Boris was developing his original approach to point interactions and was the leader of a very strong group of young enthusiastic mathematicians working in this area. From then on our steady friendship developed, with him and his coworkers. The authors are very grateful to Boris for the many insights he has provided, that also influenced much of our work. We deeply mourn his departure. For such Hamiltonians, the Weyl-type and non-Weyl-type asymptotics of N (R) was introduced recently in a paper by J. Lipovský and V. Lotoreichik (2017) . In the present paper, we prove that the Weyl-type asymptotics is generic.
Introduction
The asymptotics as R → ∞ of the counting function N H a,Y (R) for the resonances of a 'one particle, finitely many centers' Schrödinger Hamiltonian H a,Y acting in the complex Lebesgue space L 2 (R 3 ) and associated with the formal differential expression
have being studied recently in [25] , where the existence of Weyl-type and non-Weyl type asymptotics of N H a,Y (·) have been proved and similarities with the case of quantum graphs [12, 13] have been noticed. The goal of the present paper is to show that the case of Weyl-type asymptotics of N H a,Y (·) is generic for operators of the form (1.1). We denote by ∆ the self-adjoint Laplacian in L 2 (R 3 ) and assume throughout the paper that N ≥ 2, where N is the number of point interaction centers y j ∈ R 3 , which are assumed to be distinct, i.e., y m = y j if m = j. The N-tuple of centers (y j )
N is denoted by Y . The numbers a j ∈ C are the 'strength' parameters for the point interactions forming a tuple a = (a j ) N j=1 ∈ C N . Roughly speaking, point interactions correspond to potentials expressed by the Dirac measures δ(· − y j ) and play the role of potentials in formula (1.1) (this can be taken as definition in the 1-D case of Sturm-Liouville differential operators). Rigorously, in 3-D case, the point interaction Hamiltonian H a,Y associated with (1.1) can be introduced as a densely defined closed operator in the Hilbert space L 2 (R 3 ) via a Krein-type formula for the difference (H a,Y − z 2 ) −1 − (−∆ − z 2 ) −1 of the perturbed and unperturbed resolvents of operators H a,Y and −∆, respectively. For the definition of H a,Y and for the meaning of the 'strength' parameters and the factors µ(a j ) in (1.1), we refer to [1, 2, 3, 7] in the case a j ∈ R, and to [4, 6] in the case a j ∈ R (see also Section 2). Note that, in the case (a j )
Y is closed and maximal dissipative (in the sense of [16] , or in the sense that iH a,Y is maximal accretive [23] ).
Eigenvalues and (continuation) resonances k of the corresponding operator H a,Y are connected with the special N × N-matrix Γ(z), which is a function of the spectral parameter z and depends also on Y and a. The matrix-function Γ(·) appears naturally as a part of the expression for ( [3, 5, 6] and Section 2.
The set Σ(H a,Y ) of resonances associated with H a,Y is defined as the set of zeroes k of the determinant det Γ(·), which is an analytic of z function. This definition follows the logic of [15, 12, 25] and slightly differs from that of the original definition [3, 5] since it includes in the set of resonances the zeroes k ∈ C + := {z ∈ C : Im z > 0}, which correspond to eigenvalues k 2 of H Y . It is easy to see [3, 5, 6 ] that H a,Y has only a finite number of eigenvalues and so the inclusion of corresponding k ∈ C + does not essentially influence the asymptotics for R → ∞ of the counting function N H a,Y (·), which is defined by
Here #E is the number of elements of a multiset E.
When the number of resonances in a certain domain is counted, Σ(H a,Y ) has to be understood as a multiset, i.e., an unordered set in which an element e can be repeated a finite number m e ∈ N of times (this number m e is called the multiplicity of e). The multiplicity of a resonance k is, by definition, its multiplicity as a zero of det Γ(·), and it is always finite since the resolvent set of H a,Y is nonempty (see [3, 6] ). The definition of the resonance counting function takes this multiplicity into account.
The study of the counting function N −∆+V (·) for scattering poles of Schrödinger Hamiltonians −∆ + V in L 2 (R n ) with odd n ≥ 3 was initiated in [26] (for the relation between the notions of scattering poles and resonances, see [15] ). This study was continued and extended to obstacle and geometric scattering in a number of papers (see e.g. [30, 18, 10, 11, 15, 31] and references therein). In particular, it was proved in [10, 11] that for odd n ≥ 3 the formula lim sup
is generic for compactly supported L ∞ -potentials V . Generally, in such settings, only the bound lim sup R→∞ log N −∆+V (R) log R ≤ n is proved [30] (see the discussion of a related open problem in [10, 31] ).
During the last two decades, wave equations, resonances, and related optimization problems on structures with combinatorial geometry and graph theory backgrounds have attracted a substantial attention, in particular, due to their engineering applications, see monographs [3, 7, 8, 27] , papers [6, 12, 13, 14, 17, 20, 21, 22] and references therein. One of the earliest studies of scattering on graphs was done by Gerasimenko and Pavlov [19] .
In [13, 12] , the asymptotics N G (R) =
as R → ∞ for the resonance counting function of a non-compact quantum graph G have been obtained and it was shown that the nonnegative constant W G , which was called the effective size of the graph, is less or equal to the sum of lengths of the internal edges of the graph. It was said that the quantum graph has a Weyl resonance asymptotics if W G equals the sum of lengths of internal edges. Special attention was paid in [12, 13] to the cases where non-Weyl asymptotics holds, i.e., to the cases where W G is strictly less than the sum of lengths of internal edges.
In the recent paper [25] , it was noticed that the resonance theories for point interactions and for quantum graphs have a lot in common, and the asymptotics 
where the maximum is taken over all permutations σ in the symmetric group S N . The asymptotics of N H a,Y (R) for R → ∞ was called of Weyl-type if the effective size
3) coincides with the size V (Y ). An example of H a,Y with non-Weyltype asymptotics was constructed in [25] . (Note that, while [25] considers only the case where all a j coincide and are real, the results and proofs of [25] can be extended to the case of arbitrary a ∈ C N almost without any changes.) The present paper studies how often the equality W (H a,Y ) = V (Y ), i.e., Weyl-type asymptotics, happens. To parametrize rigorously the family of Hamiltonians H a,Y , let us consider Y as a vector in the space (
with the entries y j ∈ R 3 . We consider (R 3 ) N as a linear normed space with the ℓ 2 -norm |y| 2 = ( |y j | 2 ) 1/2 . Then the ordered collection Y of centers is identified with an element of the subset A ⊂ (R 3 ) N defined by
We consider A as a metric space with the distance function induced by the norm | · | 2 .
The following theorem is the main result of the present paper. It shows that Weyltype asymptotics is generic for point interaction Hamiltonians and gives a precise sense to this statement. Theorem 1.1. There exists a subset A 1 ⊂ A that is open and dense in the metric space A and has also the property that, for every Y ∈ A 1 and every a ∈ C N , the counting function for the resonances of H a,Y has the Weyl-type asymptotics
The proof is constructive and is given in Section 3.2.
Notation. The following standard sets are used: the lower and upper complex half-planes C ± = {z ∈ C : ± Im z > 0}, the set Z of integers, the closureS of a subset of a normed space U, in particular, C ± = {z ∈ C : ± Im z ≥ 0}, open balls B ǫ (u 0 ) = B ǫ (u 0 ; U) := {u ∈ U : ρ U (u, u 0 ) < ǫ} in a metric space U with the distance function ρ U (·, ·) (or in a normed space).
By y j ∼ y m we denote an edge between vertices y j and y m in an undirected graph G (so y j ∼ y m and y m ∼ y j is the same edge). Directed edges in a directed graph − → G will be called bonds in accordance with [8] and denoted by y j ❀ y m , which means that the bond is from y j to y m (note that this notation is slightly different from that of [8] ).
Resonances as zeroes of a characteristic determinant
N be the N-tuple of the strength parameters. The operator H associated with (1.1) is defined in [1, 2, 3] for the case of real a j , and in [6] for a j ∈ C. It is a closed operator in the complex Hilbert space L 2 (R 3 ) and it has a nonempty resolvent set. The spectrum of H consists of the essential spectrum [0, +∞) and an at most finite set of points outside of [0, +∞) [6] (all of those points are eigenvalues).
The resolvent (H − z 2 ) −1 of H is defined in the classical sense on the set of z ∈ C + such that z 2 is not in the spectrum, and has the integral kernel
where x, x ′ ∈ R 3 \ Y and x = x ′ , see e.g. [3, 6] . Here
is the integral kernel associated with the resolvent
′ -element of the inverse to the matrix
, where
The multi-set of (continuation) resonances Σ(H) associated with the operator H (in short, resonances of H) is by definition the set of zeroes of the determinant det Γ a,Y (·), which we will call the characteristic determinant. This definition follows [15] and slightly differs from the one used in [5, 3] because isolated eigenvalues are now also included into Σ(H). For the origin of this and related approaches to the understanding of resonances, we refer to [5, 15, 28, 29] and the literature therein. The multiplicity of a resonance k will be understood as the multiplicity of a corresponding zero of the analytic function det Γ a,Y (·) (see [3] ).
An important common feature of quantum graphs and point interaction Hamiltonians is that the function that is used to determine resonances as its zeroes is an exponential polynomial. That is, the function
has the form Under these assumptions, the set {b j } ν j=0 and the representation (2.4) are unique. It is obvious that b 0 = 0 and the corresponding polynomial is equal to
It is easy to notice [6] that ν ≥ 1, i.e., there are at least two summands in the sum (2.4) and at least one of them involves nonzero number b j . (Let us recall that N ≥ 2 is assumed throughout the paper).
The asymptotic behavior of the counting function N H for resonances of H is given by the formula (Note that we do not allow a j to take the value ∞. Otherwise, the answer becomes obvious since a j = ∞ means that the center y j is excluded from Y , see [3, 6] ).
Absence of cancellations in Leibniz formula
In this section, we assume that the tuple a is fixed and consider the operator H and the set Σ(H) of its resonances as functions of the family Y of interaction centers. Therefore we will use the notation H Y for H, and 
3)
where K 1 is the positive constant depending on σ and Y , Here and below we use the square brackets notation of the textbook [24] for permutation cycles, omitting sometimes, when it is convenient, the degenerate cycles consisting of one element. For each permutation σ, there exists a decomposition
of σ into disjoint cycles c m (in short, the cycle decomposition of σ). The changes in the order of cycles in the product (3.5) does not influence the result of the product. Up to such variations of order, the decomposition (3.5) is unique (see e.g. [24] ). So the number M(σ) of cycles in (3.5) is a well defined function of σ. It is connected with the permutation sign ǫ σ by the well-known equality We will use some basic notions of graph theory that are concerned with the directed and undirected graphs with lengths. Such graphs can be realized as metric graphs or as weighted discrete graphs. Because of connections of the topic of this paper with quantum graphs (see [25] ), we try to adapt terminology and notation close to (but not coinciding with) that of the monographs [8, 27] .
The numbers V σ (Y ) have a natural geometric description from the point of view of pseudo-orbits of directed metric graph having vertices at the centers y j , j = 1, . . . , N (see [25] and references therein). Namely, V σ (Y ) is the metric length (the sum of length of bonds) of the directed graph − → G σ associated with σ ∈ S N and consisting, by definition, of bonds y j ❀ y σ(j) , j = 1, . . . , N, of metric length |y j − y σ(j) |. Note that loops of zero length from a vertex to itself are allowed in − → G σ . Namely, in the case where the cycle decomposition of a permutation σ includes a degenerate cycle [j] (i.e., j = σ(j)), the bond y j ❀ y σ(j) degenerates into the loop y j ❀ y j from y j to itself, which has zero length. If the cycle decomposition of σ contains the cycle [j σ(j)], then the corresponding cycle of the directed graph − → G σ consists of the two bonds y j ❀ y σ(j) , y σ(j) ❀ y j between j and σ(j) with two opposite directions, and so, the contribution of this cycle to the metric length of − → G σ is 2|y j − y σ(j) |. This, in particular, explains why the number
is called in [25] By G σ we denote the metric pseudograph (i.e., the undirected metric graph with possible degenerate loops and multiple edges) that is produced from the directed graph − → G σ by stripping off the direction for all bonds. So if σ(j) = j, G σ contains the loop-edge y j ∼ y j of zero length. If σ(j) = j and σ(σ(j)) = j, G σ contains two identical edges y j ∼ y σ(j) each of them contributing to the metrical length V σ (Y ) of G σ (that is the multiplicity of the edge y j ∼ y σ(j) is 2). These two cases describe all 'nonstandard' situations where the multiplicity of an edge is strictly larger than 1, or a loop can appear in G σ . That is, if σ(j) = j = σ(σ(j)), then G σ has exactly two edges involving y j , namely, y j ∼ y σ ±1 (j) , which are distinct and of multiplicity 1. Definition 3.1. We will say that two permutations σ and σ ′ are edge-equivalent and
Here the equality G σ = G σ ′ is understood in the following sense: for any j, j
the multiplicities of the edge y j ∼ y j ′ in the graphs G σ and G σ ′ coincide.
(3.8)
It is easy to see that σ ∼ = σ ′ exactly when the cycle decomposition of σ ′ can be obtained from that of σ by inversion of some of the cycles, i.e., for σ with the cycle decomposition (3.5), the edge-equivalence class of σ consists of permutations of the form
, where each α m takes either the value 1, or (−1). From (3.6) and (3.3) we see that,
The reason for the introduction of the edge-equivalence is the following statement.
Proposition 3.1. Assume that Y is such that the following assumption hold:
Then the Weyl-type asymptotics takes place, i.e., W (H a,Y ) = V (Y ).
Proof. Under condition (3.10), it is clear from (3.9) and the form (3.4) of the polynomials
, that in the process of summation of (3.2) by the Leibniz formula the terms with the frequency
Then the following statements are equivalent: 
Proof of Theorem 3.2
The implications (i) =⇒ (ii) =⇒ (iii) are obvious.
Let us now prove (iii) =⇒ (ii). 
Proof. Let δ 2 := min{|y − Y (t)| 2 : y ∈ bd A, t ∈ [0, 1]}, where
is the boundary of the set A in the normed space (
It follows from (3.3) that f (·) is analytic in the interval (−δ 3 , 1 + δ 3 ). Indeed,
, where y j,m and y j ′ ,m , m = 1, 2, 3, are the R 3 -coordinates of y j and y j ′ , respectively. Since Y (t) ∈ A for this range of t, the sum cannot be 0 for j = j ′ , and we see that, for (y j (t)) N j=1 = Y (t), each |y j (t) − y j ′ (t)| is a composition of functions which are analytic in t.
Hence, we can consider a complex t and extend f (·) as an analytic function in a neighborhood of (−δ 3 , 1 + δ 3 ) in the complex plane C. Since Y 0 satisfies (iii), we have f (t) = 0 in a neighborhood of 0. Due to analyticity, f (t) = 0 for all t ∈ (−δ 3 , 1 + δ 3 ). This proves (1) .
(2) It follows from the definition of
. So statement (1) of the lemma can be applied to each of these segments. This gives (2) .
(3) follows from statement (2) and the fact that A is piecewise linear path connected in (R 3 ) N .
Let us prove (ii) =⇒ (i). Assume that σ ∼ = σ ′ . Then, by Definition 3.1 and (3.8), there exists a center y j * such that the sets of centers which are connected with y j * in the graphs G σ and G σ ′ do not coincide. This can happen in several situations, which, by a possible exchange of roles between σ and σ ′ , can be reduced to the following six cases:
(a) σ(j * ) = j * and σ ′ (j * ) = j * .
(b) Both graphs G σ and G σ ′ have the common nondegenerate edge y j * ∼ y j 1 of multiplicity one, but the second edge involving y j * in G σ and G σ ′ do not coincide. To be specific let us assume that G σ and G σ ′ have the edges y j * ∼ y j and y j * ∼ y j ′ , resp., and that y j * , y j 1 , y j , y j ′ are distinct centers. (e) The graph G σ has the edge y j * ∼ y j 1 of multiplicity 2, the graph G σ ′ has two edges y j * ∼ y j 1 , y j * ∼ y j 2 , and the 3 centers y j * , y j 1 , y j 2 are distinct.
(f) The graph G σ has the edge y j * ∼ y j of multiplicity 2, the graph G σ ′ has the edge y j * ∼ y j ′ of multiplicity 2, and the 3 centers y j * , y j , y j ′ are distinct.
Let us show that, for each of the 6 above situations, statement (ii) of Theorem 3.2 does not hold true under the assumption that σ ∼ = σ ′ . Case (a). The function V σ (Y ) is obviously constant for all small changes of y j * since this center is connected only with itself in G σ . This is not true for V σ ′ (Y ) because in G σ ′ , y j * is connected with at least one of the other centers. Hence, statement (ii) of Theorem 3.2 does not hold true.
Case (b). Let us take for t ∈ (0, 1), Y (t) ∈ A such that y j * = (1 − t)y j + ty j ′ , but all the centers except y j * do not depend on t. Then as t changes in (0, 1), the function V σ (Y (t)) − V σ ′ (Y (t)) is strictly increasing. This contradicts statement (ii) of Theorem 3.2.
Cases (c)-(f ) can be treated by arguments similar to that of Case (b) with some modifications, which we consider briefly below.
Case (c). One can take Y (t), t ∈ (−1, 1), such that for m = 1, 2, the R 3 -coordinates of y jm are (−m, 0, 0), the R 3 -coordinates of y j ′ m are (m, 0, 0), and put y j * = (t, 0, 0).
Thus, V σ (Y (t)) − V σ ′ (Y (t)) is strictly increasing for t ∈ (−1, 1) and so the statement (ii) of Theorem 3.2 does not hold. Case (d). In the graph G σ , the center y j * is connected only with y j . That is why it is easy to construct the evolution Y (t) of Y in such a way that only y j * moves, the distance |y j * − y j | is constant, but m=1,2 |y j * − y j ′ m | changes, and so also V σ ′ (Y (t)) changes contradicting the statement (ii) of Theorem 3.2. For example, let y j ′ m = ((−1) m , 0, 0) for m = 1, 2, y j = (0, 1, 0), and assume that y j * (t) move along a circle of radius 1 in Ox 1 x 2 -plane. Case (e). It is enough to choose y j * (t) = (1 − t)y j 1 + ty j 2 for t ∈ (0, 1) with all other centers fixed, and then to follow arguments of Case (b).
Case (f ). It is enough to put y j * (t) = (1 − t)y j + ty j ′ and use the arguments of Case (b). This completes the proof of Theorem 3.2.
Proof of Theorem 1.1
Let us denote by n ∈ N the number of edge-equivalence classes in S N and let us take one representative σ j , j = 1, . . . , n, in each of them. Let 
