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 information fusion restrited ommuniation models2 Model2.1 SpaeThe game is played on a retangular board of size XMAX by YMAX. Eah loation L is identiedby its (x,y) oordinate, 0  x < XMAX, 0  y < YMAX, and an be in one of two states, aes-sible or inaessible. Aessible loations an be oupied by one or more entities involved in thegame. Inaessible loations an not be oupied by any entity. For a given loation L we deneneighborhood of L as:neighborhood(L) = fall aessible loations X for whih jX:x  L:xj  1 and jX:y   L:yj  1and not (X.x = L.x and X.y = L.y)g2.2 Entities involved in the gameThe board is populated with following entities: attaker agents defender agents targetsEah agent has a unique identier. The parameters ENTITY IDS and INITIAL POSITIONS desribe,respetively, the identiers and initial positions of the entities on the board. At eah instant anentity oupies one aessible loation of the board. An aessible loation an have one of thefollowing ongurations of entities at any instant: empty one or more attaker one or more defender a target2.3 State of the agentThe state maintained at eah agent ontains a set of variables enoding the information that theagent gathered, for example, the time-stamped history of san results, reeived messages, and resultsof move operations. Moreover the agent's state may ontain any information that agent derived fromits state.AD game January 31, 2002 Page 2
2.4 Allowed ations for attakers and defendersAn agent at loation L an perform following ations: Move(lo): to a loation lo in its neighborhood. The operation returns boolean value oftrue when the move sueeded and false when the operation failed (due to the loation beinginaessible, oupied by a target, or oupied by agents of dierent type). San(lo): a neighboring loation. The result of the san operation onsists of following data:{ oupany type - speies the type of entities at the loation. Possible values are: 0 - empty loation 1 - loation oupied by the agents of the same type 2 - loation oupied by the agents of the opposite type 3 - loation oupied by a target 4 - inaessible loation{ expeted number of entities at the loation (used for oupany type 2){ maximal deviation from the expeted value (used for oupany type 2)There is a funtion SCAN RESULT FUNCTION that denes distribution of values. Chat(agent id(s)): ommuniate with other agents. An agent an send one message to CHAT DEGREEother agents of its kind. The message may ontain part or all of the pereived world informa-tion of the agent. The message is sent using the destination agent's identier as the reeiveraddress. An agent an reeive multiple messages from other agents of its kind.2.5 Strategy of the agentEah agent denes a STRATEGY FUNCTION that implements its logi of exeution. The funtionmay make use of the agent's state and perform ations allowed for the agent.2.6 Allowed target ationsAt eah instant a target is loated at a board loation. The target an move to a neighboring emptyloation. Eah target has a distribution funtion TARGET MOVE DIST dening the probability oftarget to move to one of neighboring loations or to stay at the urrent loation.Notes: The TARGET MOVE DIST funtion may depend on loation or its neighborhood. For exam-ple, the funtion may dene equal probabilities for 8 neighboring loations and urrently oupiedloation. On the other hand we an have the distribution preferring moves in a given diretion.2.7 Goal of the attakersThe goal of the attakers is to destroy all targets. The destrution of a target takes plae when thenumber of attakers in the target's neighborhood exeeds the number of defenders in this neighbor-hood by WINNING DIFFERENCE.AD game January 31, 2002 Page 3
2.8 Goal of the defendersThe goal of the defenders is to prevent attakers from destroying targets.3 Sample strategies3.1 Attaker's strategyEah of attaker agents exeutes following strategy: move randomly searhing for a target one the target is sensed deide whether to hase. To do so agent performs random seletionbetween two hoies: follow the target or ignore the target. if the attaker deides to follow the target it starts moving in diretion of board position wherethe target was last sensed. Moreover the attaker sends messages to other attakers givingthem oordinate of the urrent target's loation. eah agent that is not urrently hasing a target and reeives message from other agent startsmoving towards the diretion speied in the message the hase ends one either the hased target is destroyed or a speied timeout expires3.2 Defender's strategy IEah of defender agents exeutes following strategy: move randomly searhing for a target one the target is sensed the defender remains near the target and sends messages to otherdefenders whih inlude endangered target's loation eah defender that is not urrently proteting any targets and reeives the message startsmoving towards the loation speied in the message the defense stops only if the target is destroyed. In this ase defender starts searhing for newtarget.3.3 Defender's strategy IIEah of defender agents exeutes following strategy: move randomly searhing for a target one the target is sensed and the number of other defenders in the neighborhood is smallerthan speied value the defender remains near the targetAD game January 31, 2002 Page 4
 if the defender nds out that the number of attakers exeeds the number of defenders in thetarget's neighborhood, it sends messages to other defenders whih inludes endangered target'sloation eah defender that is not urrently proteting any targets and reeives the message startsmoving towards the loation speied in the message the defense stops one the number of attakers in the target's neighborhood beomes smallerthan the number of defenders in this area4 The simulatorWe developed a software pakage that may be used to perform simulation of agents' behavior in theenvironment desribed above. The user speies strategy funtions for eah entity taking part inthe game and the system performs disrete simulation. Figures 1 and 2 are examples of the boardsituations as seen in the user's interfae. Figure 1 shows exeution with defenders using strategy I,while Figure 2 shows exeution with defenders using strategy II.
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Figure 1: Sample game with defenders exeuting the strategy I. Targets are depited as red squares, attakers asblak dots, and defenders as green dots.
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Figure 2: Sample game with defenders exeuting the strategy II. Targets are depited as red squares, attakersas blak dots, and defenders as green dots.
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