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Abstract 
This dissertation was written as a part of the MSc in Energy Management at the 
International Hellenic University. In this dissertation thesis it was examined whether 
electricity growth price volatility can be explained by the generation mix in Europe. A 
sample of nineteen European countries was selected, for different time periods, 
according to the market data availability for baseload electricity prices, which formed 
an unbalanced panel. After considering the solely significant variables, capable for 
explaining fluctuations, the final model resulted to nine significant electricity 
generation categories. More specifically, the hydro power generated from plants with 
capacity from one to ten megawatts, hydro power from plants with capacity larger than 
ten megawatts, wind power, electricity generated from gas/diesel, various oil products, 
natural gas, industrial waste, solid biofuels and liquid biofuels.  
Panel analysis resulted to the selection of a random effects model, meaning that 
whatever differences are found among the countries in the sample, do not correlate with 
the generation variables. In other words, any feature that affects all countries in the 
sample, as this is expressed by the concept of the unobserved heterogeneity, is 
considered to be random and is classified as a component of the error term. Goodness-
of-fit is calculated at 27.21%.  
 
 
 
 
 
 
Samouil Evangelou 
30th November 2017 
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1 Introduction 
Since the Industrial Revolution, world population has been heavily depended on fossil 
fuels. High growth levels of economic development were achieved mainly to the 
extraction and the exploitation of these fuels. Over the last decades emerging economies 
like China, Brazil or India drove up their demographic growth, accelerating even further 
the energy consumption.  
Each country uses all the forms of energy that are available to it, to meet its energy 
needs. As every nation has different accessibility on energy, it forms a unique mix of 
energy portions, mostly known as energy mix. While this differs among countries, fossil 
fuels, on a global average consist of about 80% of this mix. Coal as inexpensive and 
easily exploitable, has the largest share in the mix. The main factors that drive the 
energy mix consist of the availability of resources either by extracting them or 
importing them in a region, the type of energy needs, and the policy choices a 
government can apply that, respectively, are based on demographic, economic, 
environmental or historical characteristics.  
The main components of the energy mix, in general, include fossil fuels like oil and 
natural gas, renewables like hydro or solar, nuclear energy and waste. As these are all 
considered forms of primary energy, they are exploited to produce energy for 
transportation means, to provide heat or cool for residences or industrial facilities, or to 
generate electricity. For instance, around 75% of energy mix in France consists of 
nuclear power, promoted due to historical low costs, while China depends its economic 
development at about 65% on coal use. 
Final consumption, though, does not account for the entire primary energy, as a portion 
of the latter is either lost during processing stage, or is used to generate electricity which 
is a secondary form of energy. In this point, the energy mix that refers exclusively to 
the electricity production is mostly known as the power generation mix, and it 
represents a portion of the whole energy mix, for a certain country. However, as this 
thesis focuses on the electricity production, these two definitions will be used 
interchangeably.  
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Before the market liberalization in EU, countries assessed their energy needs through 
vertically-integrated companies, usually state-owned, consisting a monopoly market. 
As a result, capacity surplus was usual for many countries, worsened by further 
overinvestment in the sector, as the concept of energy safety was the dominant rationale 
in energy market. This led to a debate issue in the 1980’s, mainly about how these 
markets can become more efficient, paving the way for open, competitive markets. 
Along with the state monopolies, European countries developed, in the decades after 
the Second World War, cross-border power networks to assist each other, through 
bilateral agreements, in the advent of an electricity shortage event. The amounts of the 
transferred electricity could now be purchased or sold immediately, covering any power 
need that a national network was not able to provide. It is estimated that about 120 TWh 
of electricity are exchanged between European countries every month. Nevertheless, 
their exchange capacity is definite, allowing only certain amounts of electricity to be 
imported or exported at a certain period.  
Considering the above, the European Commission encouraged the development of a 
harmonized integrated power grid across all its members, making the capacity 
allocation systems that are currently in place to be fully operational. These systems 
would allow the long-term allocation through explicit auctions, day-ahead allocation 
through implicit auctions and, if possible, intra-day allocation. This harmonized 
network, mostly known as European super grid, is estimated to support the needs of 
530 million European citizens, throughout its 300,000-km transmission-line system. 
Therefore, it can take advantage of the solar power energy in the South Europe, the 
wind power in the North Sea and distribute these electricity amounts towards a unified 
continental electricity market. 
To achieve this, EU took action by implementing a series of directives. The first 
electricity market directive was introduced by the EU in the 1996 (Directive 96/92/EC), 
focusing mainly on liberalizing the markets, rather than privatizing them. From that 
time, customers were encouraged to have an option on which electricity producer they 
wanted. Two more main directives have contributed to the wider energy market 
liberalization in Europe (2003/54/EC, 2009/72/EC). 
With the European energy directives now to guide the electricity market in Europe, 
electric transmission grids are managed by individual legal entities, named transmission 
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operators, that amount to a total of 36 companies, for all 27 EU countries, up today 
(2017), and delivering about 3000 TWh of electricity every year. These operators are 
considered the actual means of the three pillars for energy that EU set, through its 
directives: energy security, competitive pricing and environmental efficiency. 
As for electricity prices, before liberalization, they varied according to the generation 
mix of each country. If a country used to have many hydro or nuclear infrastructures, 
consumers enjoyed low prices. However, operational failures and cost overruns by the 
producers, resulted to higher prices for the final customers, while producers were given 
no incentive to alter this attitude and produce more efficiently.  
Pricing methodology is a key element for liberalized markets. In the old status, price 
was set to meet the average cost level, discarding the cost of the lastly produced units, 
and encouraging higher use of electricity. However, by this method, total costs were 
not fully assessed, and energy generators were not acknowledged on whether their 
marginal costs were met. By the new competitive status, price is set to meet demand, 
or in other words, the marginal cost pricing system is implemented. This sets the 
concept of energy efficiency in a market-based consideration, as customers are now 
informed on how much more they should pay for an additional electricity unit. 
Liberalization, along with the economic theory, showed that, when the latter occurred, 
national markets with excessed capacity experienced a price decrease, matching short-
term marginal costs. Later, when demand increased, prices increased as well.  
Nevertheless, an integrated electricity market is not the only groundbreaking project 
that Europe has undertaken. Environmental policies also play a significant role in the 
agenda of the European Commission, with the 2020 Directive for the renewables to be 
the most well-known one. The reduction of the CO2 emissions and other GHG, leads 
to the promotion and development of the renewable energy sources (RES), which play 
a significant role in the reformation of the energy mix of each country.  
Meanwhile, other forms of energy like nuclear power are not promoted mainly due to 
reasons of public unacceptance and the environmental consequences from a potential 
accident. The Fukushima accident back in March 2011 in Japan, shaped the political 
attitudes in the EU for this form of energy, with its share expected to remain stable if 
not declining. However, the intermittent nature of RES, results to other repercussions. 
For instance, Germany voted to abandon the use of nuclear energy by 2022, but it was 
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obliged to switch to further coal use, as to meet its needs, given the fact that RES have 
not been fully developed. 
From the above, it can be considered quite straightforward that over the next years, the 
RES employment towards the regimes of the European continent will be an important 
issue. Given their intermittent nature, and their connection with electricity spot markets, 
the price volatility they can create, can have a critical impact in the reshaping of the 
energy policy in Europe.  
In this dissertation thesis, it will be attempted to detect if there is a connection between 
the fuel mix of the European countries with the electricity prices, in each country. More 
specifically, it will be measured if the electricity growth prices volatility can be 
explained by the forms of energy from which the respective quantities of electricity are 
produced. This volatility feature could then be associated with the energy security 
characteristics.  
The contribution of this thesis to the academic literature, lies on the understanding of 
the importance of the fuel mix for the energy security of a country. If a connection is 
found between these two features, it could be used as a tool for policy reasons. For 
instance, the regulatory authorities of a country could ascertain if a specific fuel mix 
leads to significant volatility in electricity prices and jeopardize energy security, and 
take actions for diminishing the relevant risks. 
In the next chapter, it is presented the relevant literature that was found on the topic of 
this thesis. It is supposed to cover both issues of energy pricing and efficiency, for 
conventional or renewables forms of energy. Chapter 3 presents the implemented 
methodology for this project, relevant to the similar literature approaches on this topic. 
It also includes the presentation of certain econometric issues that may occur, and the 
data that have been used. In chapter 4 there are presented the results of the research, 
along with the examination of the issues that may create distortions, as these were 
mentioned in the previous section. Chapter 5 is an additional chapter. It examines 
special topics, relevant to the data, that may influence the results or extend their 
meaning even further. Finally, chapter 6 includes the conclusion remarks of this thesis. 
The dissertation is also accompanied by an appendix, where extra material can be 
found, relevant to the processed data and the implemented econometric approach.  
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2 Literature 
In this chapter are presented the main findings of the literature, relevant to the topic of 
the thesis. The studies that are included describe various issues that can either affect or 
be affected by the energy mix. Specifically, these studies provide evidence about the 
efficiency of conventional or renewables forms of energy, consequences from the 
transition phase, the influence of the security characteristics, or the implementation of 
environmental regulations both for countries in or outside Europe. As electricity 
markets can be segmented to many factors, the main target of this section is to provide 
the reader with a multifactor approach.  
The importance of fossil fuels price, as the main conventional energy form historically, 
for shaping the electricity demand has been a topic in the academic literature for many 
years, starting during the oil price shocks in the 70’s (Bar-Lev, D., Katz, S., 1976). As 
utility firms need to assure a long-term fuel supply, they sign long-term contracts for 
purchasing these fuels, usually up to 80% of their needs. To estimate the fuel price 
fluctuations, a portfolio approach was introduced. At that time, many electric utility 
companies, in the USA, were found adequately diversified but with a high, relatively, 
rate of return and risk. Without to be able to affect futures prices, firms could benefit, 
if they had chosen to pay more for a diversified fuel mix. Given that fuel prices do not 
variate much, this action would reduce fuel price variance and would make them more 
efficient in risk-return terms.  
Fluctuations of oil prices, specifically, can have also some spillover effects, affecting 
the net position of utilities’ investors, as these deviations can affect equity market as 
well (Arouri, M.H., et al, 2012). Trying to assess the endogeneity of oil prices in stock 
markets, study shows that for the European markets, there is significant volatility, 
mainly one-side directed, from oil to stocks. While introduced shocks rather explain 
this spillover effect, regular volatilities do not seem to create any significant effect. As 
for the utilities industry, investors are suggested to include in their portfolios, a position 
of 17.3% on oil (in currency units), while hedging the fluctuation using a hedge ratio 
of 0.178 (for every euro of oil in long/short position, investors should be hedged with 
0.178 euros of oil in sort/long position, respectively). 
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Regarding the cost requirements, LCOE method can be utilized (Mari, C., 2014). The 
economic competitiveness of energy projects can be assessed, after calculating various 
financial and risk indicators. Under this concept, nuclear technology has competitive 
advantages, as the undertaken risks through the entire life cycle of the project can be 
estimated. Although total building cost has increased over the years, even relatively 
more, than for coal or gas plant, the investment is depreciated faster than for a gas plant, 
and has higher heat rate than both (Du, Y., Parsons, J.E., 2009). Even in liberalized 
markets, that are characterized by high volatility levels, its uninterrupted energy flow 
and its low operating costs, can render nuclear choice quite efficient. Strategies like 
long-term contracts and hedging strategies can assist on further efficiency. As for 
environmental compliance, due to low CO2 emissions, nuclear power can be considered 
to comply. 
Nuclear power has always been a controversial energy form for generating electricity. 
However, besides the issues of public acceptance and regulation reforms, nuclear 
energy is also the issue of an economic debate. Liberalized markets have affected the 
risk-return tradeoff of this option, as high upfront capital costs, unissued construction 
costs, and postponement of licensing, are subjects that investors take seriously into 
consideration, leading them to demand a significant premium over the alternative of 
conventional investments, like coal and gas power plants (Roques, F.A., et al, 2006). 
Investors are also affected by the greater liberalization of a country’s market, as it 
affects their cost of finance and, respectively, their investment decisions. Study 
calculates that a nuclear plant option has positive expected net present value, of about 
9%, only under the assumption that electricity, carbon and gas prices are not correlated. 
On the other hand, once these correlations deviate from zero, the net present value for 
nuclear plant, drops to zero. This is the case of UK, where the presence of nuclear plants 
is attributed to government’s plans for social benefits. Meanwhile, the results for 
Finland market, showed that if final consumers are informed properly about the merits 
and the risks of these investments, and agree on signing contracts for a long-term 
horizon, then this option is rather valid.  
For this reason, diversification of fuel mix is important. Running Monte Carlo 
simulations on gas, nuclear and coal investment plant returns, there is a study trying to 
identify the optimal electricity generating portfolio in liberalized markets (Roques, F.A. 
et al, 2008). For these markets, the optimal solution most certainly includes a CCGT 
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(combined cycle gas turbine) investment, as electricity and gas prices are highly 
correlated. If investors are risk averse, then the optimal combination would also include 
a coal or nuclear plant, which are characterized by their fixed costs. Investors also 
consider the potential positive externalities, as an investment in gas plants, which not 
only can set the marginal electricity price, but also result to integrated electricity and 
gas markets. Finally, socially optimal solutions, like nuclear plant integration, may not 
be financially viable for investors, due to the strong electricity-gas correlation, unless 
they are guaranteed a stable compensation by the state.  
Regulatory reforms like unbundling or third-party access might have an economic 
impact on the OECD electricity markets (Hattori, T., 2004). Study found evidence 
inconsistent with the theory, as unbundling of generations and the implementation of a 
new, spot market did not lower the prices. This can be attributed to increased transaction 
costs, due to the unbundling from transmission. The differential, however, between 
industrial and household prices increased.  
Demand for energy, and especially for electricity, is a crucial factor for the development 
of a sustainable economy (Lee, C.C., 2010). While total energy and electricity demand 
were found price inelastic for the OECD countries, electricity income was found elastic, 
implying the reconsideration of public policies on energy-efficient support schemes. 
There is also detected a bi-causal relationship among energy consumption and 
economic activity, meaning that the higher the economic growth, the higher is the 
energy consumption, which respectively leads to higher growth and so on, explaining 
why developed countries have high dependency on energy. Furthermore, any energy 
conservation policy, will leave the economic growth unaffected, given that additional 
measures are taken for reducing the energy consumption, such as market liberalization, 
where market prices will reflect actual generation costs.  
As the energy liberalization packages led to the restructuring of the European electricity 
markets, it was possible that electricity prices may have been affected because of this 
transition (Hyland, M., 2016). TSO unbundling was not found to affect the electricity 
prices, even for cases that national markets were liberalized regardless of the European 
directives. Industrial electricity prices are found to be lower, in the case that market 
reform was part of the European energy packages, but after their implementation, they 
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ceased on being significant. In addition, estimating the impact that market conditions 
have on the prices, was found to be highly affected by the chosen strategy model.  
In the case of Greece, for instance, electricity demand is found income elastic and price 
inelastic long-run, and both inelastic in the short-run. There are found supporting 
evidence that Greece is an energy dependent country, as a bi-directional causal 
relationship between electricity consumption and economic growth is found (Polemis, 
M.L., Dagoumas, A.S., 2013). Therefore, energy conservation can have a positive 
impact on economic growth, and the further implementation of RES can assist on this, 
along with energy price regulatory improvements.  
The Californian example, is the most known where regulatory reforms did not have the 
anticipated results. Still, the main driver for these reforms, was relevant to the country 
status: developed countries implemented them for efficiency reasons, while developing 
countries aimed at access improvement. In the case of the south-east European 
countries, results cannot be considered conclusive, as the transition phase towards a 
more liberal market model, has not yet been completed (Pollitt, M., 2009). Countries 
like Greece, have chosen to differentiate on the typical EU regulatory model, and like 
elsewhere, seems to operate well, but full implementation of key elements drives the 
efficiency of these reforms, no matter the deviations. In addition, the targets of the 
reforms can be achieved, if countries in the region are economically cooperative and 
committed on forming an integrated, regional electricity market, with a diversified mix. 
Portfolio theory can be implemented for the electricity generation mix (Delarue, E. et 
al, 2011). Using various factors like installed capacity and power delivery, the study, 
for various cases, results in the cost-efficient scenario to be a combination of nuclear 
energy, along with coal and gas. However, the most risk-efficient scenarios include the 
presence of wind power, depicting the benefit of diversification.  
Similar results can also be detected in developing countries, as evidence indicate that 
adopted liberalization models, despite theoretical anticipations, may lead to higher 
electricity prices (Nagayama, H., 2009). This increase may lead the poorest parts of the 
population to quit consumption, while a similar effect in developed countries would 
jeopardize any attempt for saving energy. In addition, European directives concluded 
to the shaping of these reforms for the developing countries, but in many cases many 
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prone-to-efficiency policies, concluded to secure the additional supply and support 
electricity consumption for the lowest income citizens. 
The analysis for Scottish market showed similar results (Allan, G., et al, 2011). LCOE 
approach explained mainly the costs for the generating mix but not the importance of 
exploiting the technological factor. If producers generate electricity through a portfolio 
of generating technologies then the risk variation will decrease, and they could exploit 
the diversification effects benefits. This can be an important issue for policy makers, 
and include it to their decisions as an in incentive for altering the fuel mix.  
In Spain, electricity prices can be reduced by a potential further deployment of wind-
powered electricity (De Miera, G.S. et al, 2008), as variable costs from renewables are 
smaller than the ones from fossil fuels. Also, prices could be lowered, as the respective 
CO2 emissions allowances prices would be reduced, subject to renewable-produced 
energy. These findings are supported by the highly negative correlation of renewables 
public-support costs and market prices, meaning that supporting costs can be counter-
balanced by the diminishing electricity prices, driving this way the social benefits.  
The relationship of electricity price in European markets with variables related to RES, 
is also an important factor as EU follows intensive environmental policies (Moreno, B. 
et al, 2012). As European markets are getting liberalized, efficient market gains are 
expected to occur, due to competition. Furthermore, as energy markets are 
characterized by many entry barriers, the implementation of RES facilities, as these 
have low short-term marginal cost, are expected to lower the wholesale electricity 
prices. However, as these investments are characterized as highly capital intensive, they 
do not allow for quick compensation of these allocations, under current market prices. 
For them to be sustainable, public schemes like tariffs and quota obligations are 
implemented. Study showed that 1% increase of electricity generated from these RES, 
causes only 0.018% increase in electricity prices.  
Moreover, the variable for measuring the energy market liberalization, was found 
significantly negative, meaning that the less concentrated the market, the higher are the 
electricity prices. This does not match the theoretical expectations that open, 
competitive markets lead to lower prices for the consumers, a finding which was found 
for many European national markets. To more specific findings, RES electricity from 
hydro sources was found insignificant, while the respective variable for wind sources 
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was found significant with 1% increase in generation leading to 0.031% increase in 
household prices. Energy dependency and economic activity variables were found 
significant and consistent with theory. Authors suggest that further use of RES could 
lead to lower prices, that would compensate, eventually, for the increase due to public 
support schemes, and reduce energy dependency of European countries from third 
parties.  
All these support efforts like renewables quota obligations or green certificates, that 
demand a specific amount of electricity to be produced by renewables, are mostly 
known under the term of renewable portfolio standard (RPS). It is found that when the 
supply curve of conventional fuels generation is not flat, then any subsidy offered to 
producers, tends to decrease electricity prices. On the other hand, an imposed tax on 
fossil fuels, implemented to discourage their use, could raise the prices for final 
consumers. Price impacts, therefore, can follow different route, depending on which 
tactic is used (Fischer, C., 2010). Along with demand curves, the technology factor of 
energy supply settles the point on which the increase takes place. These changes in 
prices though useful for evaluating the implemented policies, they cannot assess the 
impact on cost effectiveness.  
The significance of RES on the household electricity prices, in Europe can also be 
evaluated (Moreno, B., Lopez, A.J., 2011). By using certain economic and 
environmental variables, study shows that electricity prices increase from the RES 
deployment, contrary to the theoretical assumptions, that liberating the markets will 
lead prices to decrease, due to competition forces. Increased industrial emissions 
contribute to the price increase. Moreover, the liberalization process itself do not 
improve the prices, as the study showed that 1% decrease of the market share of the 
largest power company, in a country on average, will increase prices by 0.056 
cents/Kwh.  
As for the wind power economics for the American market, and including intermittency 
and transportation costs, analysis showed that wind energy is better compared with 
nuclear or gas plant choices, if the target is the CO2 emissions (DeCarolis, J.F., Keith, 
D.W., 2006). To deal with the intermittency effect, gas quantities should be always 
ready to use, otherwise the credibility of power grid will be diminished, creating new 
grid costs respectively to the level that wind power covers the energy needs. Financial 
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benefits of wind farm expansion outweigh the additional building and transportation 
costs, a fact which is more profound at high levels of carbon tax. Compressed-air 
technology, though being cutoff technology, is not more efficient with the imposition 
of a carbon tax than CTCC, due to the included gas burning process.  
On the other hand, Danish market, which is heavily driven by wind power, is 
characterized by high levels of feed-in tariffs for electricity, and investments on this 
section have decreased over time, after the market liberalization (Munskgaard, J., 
Morthorst, P.E., 2008). However, investors agree on investing only in case they are 
classified as risk averse and adopt the government’s forecasts for electricity prices. In 
addition, new wind projects show lower rate of returns than regular financial products, 
when electricity prices are low, and have a small risk-premium for compensation. 
Nevertheless, the subsidies, paid by the final consumers, increase the electricity prices, 
more than decreasing them due to lower marginal production costs.  
However, wind infrastructure in Ireland has increased over the last years, to meet the 
growing system demand (O’ Flaherty, M. et al, 2014). Offering a minimum system 
price, investors can be encouraged to participate even further on these projects. Study 
shows that wind-generated penetration does not lead to an electricity price increase for 
the country. On the other hand, it assists on reducing energy vulnerability as almost half 
of the country’s needs are satisfied by importing natural gas from the UK. Nevertheless, 
for the next years, a strong correlation among electricity and natural gas prices is 
anticipated, as the portion of natural gas for electricity generation would remain 
significant, as a counter measure for the weather conditions that may affect wind power 
production. 
Integrating RES in electricity markets cannot be considered a straightforward decision, 
as there are certain market risks that an investor must assess (Klessmann, C., et al, 
2008). Examining the cases of the UK, Spain and German markets, there are found 
various integrating approaches: in the UK, RES-E generators take full responsibility for 
market risks (namely grid integration and electricity sales), in Spain they have an option 
between full and partial responsibility, while in Germany, TSO is the responsible legal 
entity. In any case, exposure of generators in the forward electricity market, will lead 
them to demand a higher market premium, which will rise prices. However, if 
generators succeed on scheduling their production on market prices, demand and supply 
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equilibrium would be easily achieved. Wind and solar power, though, are not that 
sensitive to market signals, and this is something that firms should be aware of, in their 
forecasting plans. Support schemes are still necessary, until firms be fully integrated in 
electricity markets and assess market risks. If firms do not bear market risks, they will 
not introduce efficient integration, and the regular cost-minimizing approach will be 
the actual rationale. This, however, lowers the social benefits.  
Apart from the economics, security issues also drive policy actions. Vulnerability of 
the energy grid can be attributed to fossil-fuel dependence (Bhattacharyya, S.C., 2009), 
as the higher is the share of a certain fuel in the energy mix, either in production or 
import terms, the more exposed is the country to market price fluctuations. For five 
chosen European countries, it is shown that they are vulnerable to fuel price changes in 
short term, as they can swift their fuel mix only in the long run. This also leads to higher 
electricity prices. An example is the United Kingdom, as its dependence on natural gas, 
may increase significantly its energy vulnerability over the next years. However, coal 
share in electricity production, although high, compared with other primary energy 
forms, has faced a reduction for the detecting period, for the UK. Along with Germany, 
their coal vulnerability is low, and especially the latter one is even more secured, due 
to low coal prices. The least vulnerable country was Spain, thanks to the extended use 
of photovoltaic panels, and the integration of an efficient gas-based system. 
Oil vulnerability can also be an issue. As many countries depend their needs on 
imported oil, geopolitical oil market risk and market liquidity can have severe impact 
on these countries’ consumption, along with other, macroeconomic factors (Gupta, E., 
2008). Analysis showed that market risks coefficients most likely explain the oil 
vulnerability of each country, more than the factors for supply risk. Still, they were the 
developed countries, where market risk was higher than supply risk, compared to the 
case of the developing countries, where the evidence was reversed. While in the short-
run the options for limiting oil vulnerability are limited, in the long-run suitable policies 
can be implemented, by local governments, that diversify the fuel mix by introducing 
other energy sources like RES, and reduce market risk. 
Here it should be mentioned that though connected, energy vulnerability and 
dependency are two different concepts. A country can be vulnerable if the energy is 
produced with obsolete means or decisions are taken by key players (i.e. big firms) 
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resided overseas. However, if this country imports energy products at a stable price and 
from various exporters, then is considered dependent but not vulnerable (Percebois, J., 
2007).  The main indicators for energy vulnerability are import concentration, high 
energy import value, and high price fluctuation. As for electricity, specifically, black-
out risks are considered the greatest vulnerability, subject to producers under capacity, 
low interconnection rates with other countries, and high net electricity imports. As EU 
takes measures to prevent situations like the above, the concept of green electricity can 
be promoted to decrease vulnerability. This can be done by opting even further feed-in 
tariffs, and promoting target auctions, or green certificates markets. 
Nevertheless, and despite the attempts of the EU for a transition to more 
environmentally-friendly sources of energy, the union will still depend, in short-term, 
on fossil fuels. And given the fact that a significant portion of them is imported, it is 
rendered crucial that energy security should be dealt as an issue of paramount 
importance (Correlje, A., 2006). The significance of geopolitical features, the regional 
conflicts of countries exporting fuels to EU and the realization from each member state 
that the economic growth is relevant to the growth of the rest, can lead to an integrated 
foreign policy for the union. This policy would assess these issues and forestall them 
before threatening the undisrupted flows towards the European continent.  
The impact of RES in Europe can have significant outcomes long-term. Analyzing 
different transition scenarios, a study tries to evaluate this outcome (Spiecker, S., 
Weber, C., 2014) by the year 2050. With total demand to be the driving factor, CO2 
emission prices could decrease, if demand does so, as well. This could lead to decreased 
abatement and macroeconomic costs, and less incentives to invest on conventional 
energy plants. For the foreseeable future, though, conventional forms of energy would 
be necessary to overcome the supply fluctuation of RES. They can lower wholesale 
prices to near zero levels, but they are also highly subsidized, driving up the system 
costs. As the subsidy, however, is financed from the final consumers, through taxation 
or a public scheme support, the market price does not actually reflect these costs. This 
way, the prices for RES are more likely to increase under this form of support. They do 
however affect the prices for conventional energy, as they lead the total available 
amount of CO2 certificates to increase. In addition, they jeopardize their long-term 
contract income, due to high subsidization.  
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Similar results after implementing RES, were found also in Germany. Day-ahead 
electricity spot prices were studied, by introducing a fundamental model approach, 
instead of the stochastic approach of many of discussed cases (Paraschiv, F., et al, 
2014). Market electricity prices are found to comply with the fundamentals, whereas 
electricity prices volatility has autoregressive characteristics, relevant to the 
aforementioned compliance. Partial decrease of the day-ahead electricity prices was 
found, due to RES implementation and for off-peak hours, but as the fundamental 
approach does not assess the system costs, social welfare cannot be calculated under 
this approach. Still, in general, prices are higher and final consumers end up paying 
higher prices, with the only beneficiaries to be the ones occupied in industries which 
are energy-intensive. The only way not to face higher prices, is for the RES to achieve 
specific capacity targets and industrial customers to participate in RES promotion.  
Increased wind capability overnight, drives prices and profit margins for conventional 
producers to decrease. While price sensitivity to gas was found high, RES also 
decreased the sensitivity of electricity prices to natural gas, implying the substitution of 
gas plants from RES. The authors also suggest taking actions about improvement of 
storage capacities for electricity and easy-to-produce facilities from conventional 
power to deal with the wind power volatility, and integrate more the national, electricity 
grid as to distribute excess RES supply from north to meet the excess demand in various 
regions. 
Costs for the suppliers can also occur by fluctuations in demand. With the introduction 
of RES, their underlying generation volatility is expected to affect the demand, and 
consequently, the very basic assumption of margin cost generation (Tsitsiklis, J.N., 
2015), as the socially optimal choice. Introducing a game-theory model, study suggests  
a pricing mechanism, expressed by this model, which results to charging negative 
pricing for consumers who alter their peak load for a non-peak period. This alteration, 
compared to margin cost pricing, has a higher social benefit, given that it is followed 
by many consumers. 
Nevertheless, renewables are not always an easy solution. Compared with natural gas, 
they carry certain risks, as well (Wiser, R. et al, 2004). Considering the Californian 
market, renewables are better on mitigating fuel price risks and overcoming 
environmental compliance risks, as natural gas contracts can deal with them only by 
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increasing the selling price. Demand risk, on the other hand, is better dealt from natural 
gas electricity contracts, for short-term periods. Given the intermittent nature of many 
renewable sources, natural gas contracts here, are considered advantageous. Still, fuel 
supply risk is an ambiguous area, as natural gas plants are more exposed to systematic 
interceptions, while renewables face, usually, a seasonal variability. 
Changing the fuel mix can also affect the electricity price. Given a CO2 emissions 
pricing scheme, there is a study which attempts to identify the impact on the electricity 
demand for electric vehicles on allowance prices and generation costs (Dowds, J. et al, 
2013). Using linear programming for minimizing supply and expansion capacity costs, 
authors implement four different scenario models, one without a carbon cap and three 
with progressively increasing emission restriction percentages. Simultaneously, four 
fuel switching levels, in demand terms, are introduced, for each scenario. Study showed 
that, under a carbon constraint assumption, the effect of increased charging demand on 
marginal costs is more significant. In these cases, as marginal cost increases, allowance 
prices increase as well. In other words, to meet the emission constraints, allowance 
price increases consecutively, for each model. This leads to swift from coal to natural 
gas and wind-produced electricity, which increases the capacity of the grid. 
For the most restrict scenario, coal participation is minimized, and electricity from wind 
has the greatest share. Of course, this also leads to greater transmission expansion costs. 
As for natural gas, this is preferred in the low price and uncapped scenarios, where 
marginal cost is also low. If natural gas price is high, then its electricity generation 
portion falls, and wind-produced electricity is preferred. Study concludes that if capital 
costs for wind infrastructure are high and natural gas prices are low, a switch from coal 
to natural gas may be the optimal choice. Also, even small changes in fuel mix can 
affect electricity price, and increased demand due to fuel switch, can be financially 
prolific with low price elasticity of demand. 
Setting upper limits can create various distortions. In the case of China electricity 
economy, caps, despite they are created for setting an upper bound for costs, they 
increase the latter and government participation through subsidies becomes 
unavoidable (Bertrand, R., et al, 2017). For a more efficient market, authors suggest the 
abolishment of these caps, leading to energy mix improvement, cost reduction, 
expansion of the regional power trade and lack of necessity for subsidies. Coal prices 
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can also be reduced, by the introduction of wind power technology, leading to lower 
electricity prices. Transferability of coal, though, seems to be the actual driver for 
lowering fuel mix prices, as RES further implementation, would necessitate political 
intervention.  
All the above will eventually lead to lower carbon and electricity prices for many 
European countries, but with high system costs. As energy tends to become even more 
crucial than today, the intermittent nature of RES will be a stalling component for the 
introduction of a sophisticated, integrated power grid.  
Conclusively, the aforementioned literature examines the economics of conventional or 
renewables forms of energy, under the efficiency rationale. While this is a critical issue 
for shaping environmental or liberalization policies, it is not the only one. Investors, on 
their behalf, are most interested on profit margins, relevant to the electricity market 
volatility. In other words, literature studies the impact of generation mix up to a certain 
extension, and does not proceed even further, breaking down its components, in a 
systematic manner, nor the researchers associate it with price fluctuations and energy 
vulnerability, at least for the European countries, in a more integrated approach.  
Therefore, the main aim of this study would be to close this gap in literature, by 
examining the impact that generation mix might have, in shaping the electricity price 
volatility levels. The following chapter describes the methodology that has been used 
for this aim.  
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3 Methodology  
In this chapter, the reader is introduced to the project methodology that has been 
implemented. It consists a presentation of the main models, relevant to this particular 
methodology, the distortions that might occur, and a description for the data that have 
been used. 
Due to the different aspects of each European economy and the speed under which they 
are getting liberalized, the outcome of the study cannot be considered homogeneous. 
On the contrary, national electricity markets are affected by local institutional factors 
(i.e. fuel mix diversification policies), which influence the attempts of each regime. For 
this reason, the panel data econometric technique is considered an appropriate 
procedure for this study, allowing the detection of country-level differences. These 
differences among unit countries, are usually captured under the term of heterogeneity, 
a crucial feature of panel studies.  
The detection of heterogeneity mostly focuses on differences among units, subject to 
the effect of unobserved variables. In other words, when one or more significant 
variables are neglected, the calculated coefficients are not consistent, and heterogeneity 
is present. For analyzing the data, the basic model is 
𝑌𝑖𝑡 = 𝑏0 + 𝑏1𝑋𝑖𝑡,1 + 𝑏2𝑋𝑖𝑡,2+. . . +𝑏𝐾𝑋𝑖𝑡,𝐾 + 𝛾𝑖 + 𝑢𝑖𝑡              (eq. 1) 
Where  
𝑌𝑖𝑡 : the t observation of the i unit, of the Y dependent variable for i = 1, 2, …, N and t 
= 1, 2, …, T.  
𝑋𝑖𝑡,𝑗 : the t observation of the j independent variable of i unit for i = 1, 2, …, N, t = 1, 
2, …, T and j = 1, 2, …, K. 
𝛾𝑖 : the unobserved variable which does not vary in time for i = 1, 2, …, N. In literature, 
this variable is also known as unobserved heterogeneity or latent variable. Its coefficient 
is arbitrarily set to unit, as its partial effect as an unobserved variable, which does not 
have a regular measurement unit, does not have econometric sense.  
𝑢𝑖𝑡 : the error term, which in panel analysis is also known as idiosyncratic error. This 
term can vary both cross-sectional (i) and over time (t). 
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Data generation process for the equation, has the following characteristics: 
1) Linearity: The parameters, the unobserved variable, and the error term of the model, 
have a linear relation. 
2) Independence: The observations for the model are considered independent across 
units. This may not hold across time periods. 
3) Strict exogeneity: The idiosyncratic term does not correlate neither with the 
independent variables, for all time periods, for each unit, or with the individual effect. 
4) Error variance: errors are considered homoscedastic and without serial correlation. 
Detecting the nature of heterogeneity is important for panel studies. If the unobserved 
variable correlates with the independent variables, then the fixed effect model is 
implemented. Otherwise, if the latent variable is considered a random effect, then its 
correlation with the independent variables is zero, and the random effects model is 
introduced.  
3.1 Fixed Effects model 
Generally, when significant explanatory variables are omitted from a model, then the 
OLS estimators are biased and inconsistent. For panel studies, this also happens when 
the unobserved variables are included in the idiosyncratic error term and correlate with 
the independent variables. To overcome this issue, fixed effects (𝛾𝑖), are cancelled by 
using the fixed effects transformation. This is achieved by subtracting the respective 
mean of every cross-sectional unit (here, countries), from every observation. The model 
that occurs is: 
𝑌𝑖𝑡 − ?̅?𝑖 = (𝑿𝒊𝒕 − ?̅?𝒊)𝒃 + (𝑢𝑖𝑡 − ?̅?𝑖)                (eq. 2) 
Where 
𝑿𝒊𝒕 : the 1×K vector of the independent variables. 
?̅?𝒊  : the 1×K vector of the X̅i* j means for j = 1, 2, …, K.  
?̅?𝑖 =
∑ 𝑌𝑖𝑡
𝑇
𝑡=1
𝑇
 ,    ?̅?𝑖 =
∑ 𝑋𝑖𝑡
𝑇
𝑡=1
𝑇
,   and  ?̅?𝑖 =
∑ 𝑢𝑖𝑡
𝑇
𝑡=1
𝑇
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From the above model, heterogeneity has been removed, and the b vector has K×1 
dimensions, meaning there is not intercept. Under the fixed effects transformation, both 
unobserved and observed fixed effects that do not vary over time, are removed.  
If the basic assumptions hold, then in the previous model the OLS method can be used. 
The estimator is called fixed effect estimator (?̂?𝑭𝑬), or within estimator (?̂?𝒘𝒊𝒕𝒉𝒊𝒏), and 
for its calculation, the variability within the cross-sectional unit is essential. This 
variability as described before, is the observations’ variability around the cross-
sectional mean. If a regression is run, between the mean of dependent variable and all 
the means of cross-sectional units, then another estimator, named between estimator 
(?̂?𝒃𝒆𝒕𝒘𝒆𝒆𝒏), can be obtained. However, if the unobserved variables are correlated with 
the explanatory variables, then this estimator is inconsistent.  
Another approach can also be introduced. If the fixed effects are considered as 
parameters in the model, and not just unobserved variables, then N-1 dummy variables 
can be included in the model (N, if there is not intercept). In this case, the model is 
known as Least Squares Dummy Variable model (LSDV), and becomes: 
𝒀 = 𝑿𝒃+ 𝑫𝜸 + 𝒖                  (eq. 3) 
Where 
𝒀 : the NT×1 vector of Y observations. 
𝑿 : the NT×(K+1) matrix of observations, of (K+1) regressors (NT×K, if there is no 
intercept). 
𝑫 : the NT×(N-1) dummy variable matrix (NT×N, if there is no intercept). 
𝒃 : the (K+1)×1 vector of the regressors coefficients (K×1, if there is no intercept). 
𝜸 : the (N-1)×1 vector of the coefficients of the dummy variables (N×1, if there is no 
intercept). 
𝒖 : the NT×1 vector of the idiosyncratic error terms. 
A researcher can use either the within or LSDV estimator, as these two are proven to 
be equal (?̂?𝑭𝑬 = ?̂?𝒘𝒊𝒕𝒉𝒊𝒏 = ?̂?𝑳𝑺𝑫𝑽). However, when N is large, regression may not run as 
N-1 dummy variables must be used, which increase the issue of multicollinearity as 
well. If the within estimator is used, then the researcher can get around this problem. 
The heterogeneity parameters can then be calculated as: 
𝛾𝑖 = ?̅?𝑖 − ?̂?0 − ?̅?𝒊?̂?𝒘𝒊𝒕𝒉𝒊𝒏                (eq. 4) 
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Where ?̂?0 is the intercept term, found by: 
?̂?0 = ?̅?𝑔𝑚 − ?̅?𝑔𝑚?̂?𝒘𝒊𝒕𝒉𝒊𝒏                (eq. 5) 
?̅?𝑔𝑚 : the general mean of Y. 
?̅?𝑔𝑚 : the general mean of X. 
?̅?𝑔𝑚 =
∑ ∑ 𝑌𝑖𝑡
𝑇
𝑡=1
𝑁
𝑖=1
𝑁𝑇
,  ?̅?𝑔𝑚 =
∑ ∑ 𝑋𝑖𝑡,𝑗
𝑇
𝑡=1
𝑁
𝑖=1
𝑁𝑇
 
To test for fixed effects, a F-statistic test is implemented, where the null hypotheses is 
that there are not any fixed effects, or: 
𝐻0: 𝛾1 = 𝛾2 = ⋯ = 𝛾𝑁 = 0   
Over the alternative hypotheses that at least one latent variable can explain the 
heterogeneity among countries. The statistic is calculated as: 
𝐹(𝑁−1),𝑁𝑇−𝑁−𝐾 =
(𝑆𝑆𝐸𝑝𝑜𝑜𝑙𝑒𝑑−𝑆𝑆𝐸𝑊)
(𝑁−1)
⁄
𝑆𝑆𝐸𝑤
(𝑁𝑇−𝑁−𝐾)⁄
            (eq. 6) 
Where 
SSEpooled = SSEK : the residual sum of squares from the regression with the unified 
components. 
SSEw = SSEK+N−1 : the residual sum of squares from the within regression (or LSDV 
regression). 
 
3.2 Random Effects model 
In the case that the unobserved effect is considered random, then the random effects 
model is introduced. Here, this effect is considered part of the error term (the model is 
also mentioned as error component model). The model has the following form: 
𝑌𝑖𝑡 = 𝑿𝒊𝒕𝒃 + 𝑒𝑖𝑡                (eq. 7) 
where, 𝑒𝑖𝑡 = 𝛾𝑖 + 𝑢𝑖𝑡                                 (eq. 8) 
The error described in the eq. 8, refers only to cross-sectional effects (one-way error 
component model), while another term can be added to it, measuring the over-time 
effects as well (two-way error component model).  
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Examining the one-way model, there are certain assumptions for it to hold. Except from 
the basic requirement that random effects (γi) do not correlate, in this case, with the 
independent variables, they are both considered independent from the uit. In a more 
formal way: 
{
 
 
 
 𝑖) 𝛾𝑖~𝑖𝑖𝑑(0, 𝜎𝛾
2)                                                                                                                                          
𝑖𝑖) 𝑢𝑖𝑡~𝑖𝑖𝑑(0, 𝜎𝑢
2)                                                                                                                                        
𝑖𝑖𝑖) 𝛾𝑖  is independent from 𝑢𝑖𝑡                                                                                                                  
𝑖𝑣) 𝑿𝒊𝒕,𝒋 for j = 1,2,… , K is idependent from 𝛾𝑖 and 𝑢𝑖𝑡  for i = 1,2,… , N and t = 1,2,… , T 
 
Therefore, disturbance term 𝑒𝑖𝑡 is considered homoscedastic and there is serial 
correlation only for values, under the same unit: 
𝐶𝑜𝑣(𝑒𝑖𝑡 , 𝑒𝑘𝑠) = 𝑉𝑎𝑟(𝑒𝑖𝑡) = 𝜎𝛾
2 + 𝜎𝑢
2, 𝑓𝑜𝑟 𝑖 = 𝑘, 𝑡 = 𝑠              (eq. 9) 
                                         = 𝜎𝛾
2, 𝑓𝑜𝑟 𝑖 = 𝑘, 𝑡 ≠ 𝑠   
               = 0, 𝑓𝑜𝑟 𝑖 ≠ 𝑘 
If the variance-covariance matrix of the disturbance term is already known, then the 
coefficient of the vector b, can be calculated using the generalized least squares method 
(GLS).   
In the random effects model, there can be included fixed effects features that do not 
change over time, but they cannot correlate with the unobserved effects. In case they 
do, to analyze the model, the Instrumental Variables approach is more appropriate. The 
model is: 
𝑌𝑖𝑡 = 𝑿𝒊𝒕𝒃 + 𝒁𝒊𝒂 + 𝛾𝑖 + 𝑢𝑖𝑡              (eq. 10) 
Where 
𝑿𝒊𝒕 : the 1×K vector of the K independent variables. 
𝒁𝒊 : the 1×L vector of the L observed variables that do not change over time.  
𝒃 : the K×1 vector of the coefficients of the X independent variables. 
𝒂 : the L×1 vector of the coefficients of the Z independent variables. 
As for the K variables, they consist both of variables that correlate with the fixed effects 
and variables that they do not. The L variables do not vary over time and they consist 
of two sub-categories: the ones that correlate with the fixed effects and the variables 
that do not correlate at all. To illustrate more accurately, the above equation can be 
rewritten as: 
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𝑌𝑖𝑡 = 𝑿𝟏𝒊𝒕𝒃𝟏 + 𝑿𝟐𝒊𝒕𝒃𝟐 + 𝒁𝟏𝒊𝒂𝟏 + 𝒁𝟐𝒊𝒂𝟐 + 𝑒𝑖𝑡            (eq. 11) 
Where 
𝑿𝟏: the 1×K1 vector of observed variables that vary over time and do not correlate with 
the γi effects. 
𝑿𝟐: the 1×K2 vector of observed variables that vary over time and correlate with the 
γi effects. 
𝒁𝟏: the 1×L1 vector of observed variables that do not vary over time and do not correlate 
with the γi effects. 
𝒁𝟐: the 1×L2 vector of observed variables that do not vary over time and correlate with 
the γi effects. 
𝒃𝟏: K1×1 vector, 𝒃𝟐: K2×1 vector, 𝒂𝟏: L1×1 vector, 𝒂𝟐: L2×1 vector 
K = 𝐊𝟏+𝐊𝟐, L = 𝐋𝟏+𝐋𝟐, with 𝐊𝟏 ≥ 𝐋𝟐 
𝑒𝑖𝑡 = 𝛾𝑖 + 𝑢𝑖𝑡 
As for the idiosyncratic term, it has the following properties: 
E(𝛾𝑖) = E(𝛾𝑖|𝑿𝟏𝒊𝒕 , 𝒁𝟏𝒊) = 0 
E(𝛾𝑖) = E(𝛾𝑖 |𝑿𝟐𝒊𝒕 , 𝒁𝟐𝒊) ≠ 0 
Var(𝛾𝑖 |𝑿𝒊𝒕 , 𝒁𝒊) = 𝜎𝛾
2 
Cov(𝑢𝑖𝑡 , 𝛾𝑖 |𝑿𝒊𝒕 , 𝒁𝒊) = 0 
In the case of random effect method, detecting no unobserved effects means that their 
variance is equal to zero. In other words, the null hypotheses of the test for the presence 
of random effects, is that the variance of the latent variables is zero. This can be 
measured by the Breusch-Pagan Lagrange Multiplier criterion (BPLM). The null can 
be expressed as:  
𝐻0: 𝜎𝛾
2 = 0 , over the alternative hypotheses 
𝐻𝑎: 𝜎𝛾
2 ≠ 0  
While the BPLM statistic, is calculated as: 
𝐵𝑃𝐿𝑀 =
𝑁𝑇
2(𝑇−1)
∗  [
∑ (𝑇𝜀?̅̂?)
2𝑁
𝑖=1
∑ ∑ 𝜀𝑖?̂?̅̅ ̅̅
2𝑇
𝑡=1
𝑁
𝑖=1
]
2
           (eq. 12) 
Where 𝜀?̂? are the OLS residuals from the regression with the pooled data. The statistic 
follows the chi-squared distribution with one degree of freedom. The null hypotheses, 
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at a certain confidence level a, is rejected if the LM exceeds the critical value of the 
chi-squared value for this level.  
If the null hypotheses is not rejected, the appropriate method is the pooled OLS (POLS). 
If the null hypotheses is rejected, this does not mean necessarily that there are random 
effects for the sample. Fixed effects can also be present. Regarding the two models, 
random effects is chosen when cross-sectional units sample can be described as a 
random one and unobserved effects do not correlate with the independent variables. As 
for the fixed effects model, this is used either when cross sectional units cannot be 
considered as random, or if the unobserved variables correlate with the dependent ones. 
3.3 Hausman Diagnostic Test 
Hausman test is a specialization test, similar to the BPLM for the detection of 
unobserved effects. Their difference lies on the explanation of the result, as it implies 
that the chosen model is the correct one. While the POLS method is suggested, if the 
null is rejected in the BPLM, in the Hausman, to reject the null, means that the fixed 
effects model is the appropriate one. The alternative hypotheses here, assumes that the 
misspecification error exists. More accurately, the null hypotheses examines if the 
unobserved variables do not correlate with the independent variables, by examining the 
difference between the random effects coefficient and the fixed effects coefficient. 
When the null hypotheses is correct, then both coefficients are consistent, but fixed 
effects coefficient is not efficient. When the null is rejected, then the random effects 
coefficient is not consistent, and the fixed model is preferable (Hausman, J.A., 1978). 
The Hausman test, uses the following statistic: 
𝑚1 = ?̂?1[𝑉𝑎𝑟(?̂?1)]
−1?̂?1              (eq. 13) 
Where ?̂?1= ?̂?𝒘𝒊𝒕𝒉𝒊𝒏 − ?̂?𝑮𝑳𝑺 , 
𝑽𝒂𝒓(?̂?𝟏) = 𝑽𝒂𝒓(?̂?𝒘𝒊𝒕𝒉𝒊𝒏) − 𝑽𝒂𝒓(?̂?𝑮𝑳𝑺) 
The above 𝑚1 statistic follows the chi-squared distribution with K degrees of freedom, 
where K is the dimension of the b vector – the number of explanatory variables without 
the intercept. The null hypotheses, that the unobserved variables do not correlate with 
the explanatory variables, at a certain significance level a is rejected, if 𝑚1  ≥ 𝑋𝑎,𝐾
2  .  
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3.4 Heteroscedasticity  
According to the theoretical properties, it is assumed homoscedasticity for the model, 
and errors are considered independent and identically distributed. With real data, 
though, this assumption is highly restrictive in the case of panel analysis. Moreover, 
when the analysis includes an unbalanced panel, the heteroscedasticity among the 
cross-sectional units, is a probable feature. In this case, coefficients may still be 
consistent (BLU), but they are not efficient. Additionally, their standard errors are 
biased. To overcome this latter problem, the usage of a robust coefficient, in 
heteroscedasticity terms, can be implemented (i.e. White coefficient), which corrects 
the standard errors as well (Hoechle, D., 2007). 
Moreover, there can also be the case that errors are homoscedastic within cross-
sectional units, but their variance may not be constant across these units. This feature 
is most known as groupwise heteroscedasticity. To overcome both problems, a 
modified Wald statistic is implemented, as introduced by W. Greene (2000) for 
detecting the heteroscedasticity of the residuals in the fixed-effect model. The null 
hypotheses assumes that their variance is constant, or: 
𝐻0: 𝜎𝑖
2 = 𝜎2 for i= 1,…, 𝑁𝑔 
Where Ng is the number of total cross-sectional units. The modified Wald statistic is 
calculated by:  
𝑊 = ∑
(?̂?𝑖−?̂?)
2
𝑉𝑖
𝑁𝑔
𝑖=1
                (eq. 14) 
Where 𝑉𝑖 = 𝑇𝑖
−1(𝑇𝑖 − 1)
−1∑ (𝑒𝑖𝑡
2 − ?̂?𝑖
2)2
𝑁𝑞
𝑡=1
 and 
?̂?𝑖
2 = 𝑇𝑖
−1∑ 𝑒𝑖𝑡
2𝑇𝑖
𝑡=1
, is the estimator of the error variance for the i-th cross-sectional 
unit. The test follows the chi-squared distribution with Ng degrees of freedom, 
regarding the null hypotheses.  
Error normality can have an impact on the validity of the usual Wald test or on the 
implementation of the Lagrange Multiplier. The above modified test, still produces 
valid results, even in the case that the normality assumption does not hold. In the case 
of the unbalanced data, a generalized form of this model can be used, where the number 
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of observations for every unit cross-sectional, is not the same for every unit. Therefore, 
the calculated sums refer to the actual number of observations (Baum, C., 2001).  
Nevertheless, this method should be used with caution. For unbalanced data, which are 
characterized by large number of units, and small number of periods, its statistical 
power can be compromised.  
3.5 Autocorrelation 
Serial correlation, or autocorrelation, can return biased results regarding standard errors 
and reduce their efficiency. Therefore, it is crucial to detect if there is any in the 
idiosyncratic components of the model. Here, it will be utilized the method proposed 
by J.M. Wooldridge (2002), as its flexibility, regarding assumptions, utilizes its 
implementation. For this reason, it should be noted, that its validity has been proved by 
simulations considering heteroscedasticity or not, for both balanced and unbalanced 
panels. The results suggest that this method has good power and size properties for 
samples with moderate sample. While it is based on weaker assumptions and cannot 
match the power of other, more parameterized tests, is still considered to produce robust 
results. Hence, its results can be utilized along with the respective results for 
heteroscedasticity detection (Drukker, D.M., 2003).  
Considering a linear one-way model as the one in (eq. 10), this method utilizes the 
residuals from a first-differences regression. As mentioned before, this approach 
removes the individual effects, the time-invariant variables and the intercept. This 
concludes to: 
𝛥𝑦𝑖𝑡 = 𝛥𝜲𝒊𝒕𝒃 + 𝛥𝑒𝑖𝑡               (eq. 15) 
Where Δ is the first-difference operator.  
The main feature of this approach is that, if the residuals do not serially correlate each 
other, then the correlation of the first-difference residuals with their lagged values 
should be Corr(∆𝑒𝑖𝑡, ∆𝑒𝑖𝑡−1) = −0.5. Given this, the estimated residuals are regressed 
on their lags and it is tested the hypotheses if the coefficient on lagged residuals equals 
-0.5. A robust estimator is implemented to cluster the panel. 
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3.6 Cross-sectional autocorrelation 
Apart from the regular appearance of autocorrelation, panel data models can also be 
subject of cross-sectional dependence. Along with the presence of unobserved effects, 
shocks which are common for all units may occur and affect the idiosyncratic 
components. Another issue can be the groupwise correlation of the disturbant term. One 
explanation for this can be that over the last years, market integration policies have been 
established towards many European regimes. This integration can be a reason for strong 
connections between countries, or in other words, strong interdependency among cross-
sectional units.  
Cross-sectional dependence can be attributed to various factors like its significance 
among individual units and its own nature. These factors, if unobserved and 
uncorrelated with the independent variables, both fixed or random effects model, 
produce estimators which are consistent but inefficient, and biased standard errors. 
However, if these components correlate with the independent variables both models 
will result to biased and inconsistent estimators. While there have been suggested 
various methods, relevant to each situation, they hardly deal with the case of unbalanced 
panels sufficiently. For instance, derivations from BPLM test have been suggested, but 
if T< N, the applied test statistics do not have much statistical power, while the problem 
of size distortion can appear. Therefore, the Pesaran approach, which takes this issue 
into consideration, is introduced to test the sample for cross-sectional dependence (De 
Hoyos, R.E, 2006). 
Considering an (eq. 1) model, the null hypotheses of the test suggests that the 
idiosyncratic terms are independent and identically distributed. In the alternative 
hypotheses, errors are considered correlated across cross-sectional units. The 
assumption of no autocorrelation is common for both cases. For unbalanced data, 
Pesaran suggested the following statistic: 
𝐶𝐷 =  √
2
𝑁(𝑁−1)
(∑ ∑ √𝑇𝑖𝑗?̂?𝑖𝑗
𝑁
𝑗=𝑖+1
𝑁−1
𝑖=1 )          (eq. 16) 
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Where 𝑇𝑖𝑗 = #(𝑇𝑖 ∩ 𝑇𝑗), which represents the number of common time unit 
observations between i and j. The ρ component is the sample estimate of groupwise 
correlation between the residuals and is expressed as:  
 
  While the residuals are expressed as: 
 
This modified statistic (compared with the one for balanced panels), takes into 
consideration the fact that the components of the idiosyncratic term for all t subsets, do 
not necessarily deviate around zero mean (Pesaran, M.H., 2004). 
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3.7 Data 
The data that have been used for the calculations of this thesis, include data derived 
from electricity prices and the produced quantities of electricity for European countries. 
Specifically, the independent variables Xit describe the gross amount of electricity 
produced in a dataset of 19 European countries (namely Austria, Czech Republic, 
France, Germany, Greece, Hungary, Italia, Netherlands, Denmark, Estonia, Finland, 
Lithuania, Norway, Sweden, Portugal, Slovakia, Slovenia, Spain and United Kingdom). 
For each of these countries, the total amount of electricity is classified according to the 
form of energy through which was produced. The ten forms of energy include: hydro, 
solar, wind, nuclear, geothermal, coal and peat, natural gas, oil products, crude oil, and 
biofuels-waste. The data have been downloaded from the official website of the 
European Statistical Service (Eurostat). Each of the above 10 categories, consists 
respectively of the following sub-classes, while in the appendix, short description is 
provided for each of them (see appendix A.1):  
i) coal and peat: anthracite, coking coal, sub-bituminous coal, lignite/brown coal, other 
bituminous coal, peat, patent fuel, coke oven coke, gas coke, coal tar, BKB, gas works 
gas, coke oven gas, blast furnace gas, other recovered gas. 
ii) crude oil: oil shale and oil sands, crude oil, peat-derived crude oil products, NGL, 
refinery gas. 
iii) oil products: LPG, naptha, kerosene type jet fuel, other kerosene, gas/diesel oil, 
residual fuel oil, bitumen, petroleum coke, other oil products.  
iv) natural gas: both CHP and electricity-only plants. 
v) biofuels and waste: individual waste, municipal waste (RES), municipal waste (non-
RES), solid biofuels excluding charcoal, biogases, biodiesels, heat from chemical 
sources, other liquid biofuels.  
vi) hydro: includes electricity plants with capacity < 1MW, 1-10 MW, 10+ MW, 
pumped hydro facilities, and tidal/wave/oceanic produced energy.  
vii) solar: photovoltaic and solar thermal.  
viii) geothermal: both CHP and electricity-only plants. 
ix) nuclear: both CHP and electricity-only plants. 
x) wind: all wind infrastructures.  
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The unit of the independent variables is 1 gigawatt-hour (GWh), measured in an annual 
frequency. The period for each country differs according to the availability of the data, 
as these are deposited from each European member to Eurostat in a voluntarily base.  
As this thesis attempts to answer the question of whether the variation of electricity 
prices is explained by the fuel mix, the dependent variables try to describe this variation. 
More detailed, for each country, in a specific year, it is used the annualized standard 
deviation of the returns of the logged electricity prices, for that country and year. The 
raw electricity prices are the system marginal prices (SMP), the prices that are deposited 
in the TSO of each country. The prices have been downloaded by the Bloomberg 
database, and refer to the baseload price of each day, or to the day-ahead scheduled 
price, depending on the model each country uses for the electricity market and the 
availability in the Bloomberg. It should be mentioned that, as for each day, there is a 
SMP for every hour, the Bloomberg software calculates automatically the daily, 
averaged price. Another issue is the existence of the Nordpool market: as some of the 
countries that are mentioned in the research, are also members of the Nordpool market, 
the electricity prices that were used, were extracted from there (see app. A.2) 
While the end-year is the same for all (2015), and there are countries with data covering 
the (largest) period 1998-2015, there are also others that count only four or five years. 
This occurs due to the different year that electricity market was liberalized in each 
country and daily prices for this commodity became available. (see app. A.3). 
Regarding the frequency and the form of the data, it was chosen the daily logarithmic 
return. While the daily frequency can capture an adequate amount of variance, it can 
remove the normality assumption of distribution due to random fluctuations, as well. 
Moreover, raw prices are usually considered to follow a random walk motive, making 
it difficult to comprehend their actual behavior. This can be balanced by implementing 
logarithmic returns: if the prices are assumed to be log normally distributed, then their 
returns can be considered normally distributed as well. Also, when returns are very 
small, they are considered, approximately, close to the raw returns. However, this log 
transformation cannot be applied to the independent variables, as there are many cases 
where the produced electricity is zero under a certain category. Therefore, a linear 
model is introduced. 
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4 Results 
Table 1 presents the descriptive statistics of the independent variables. The first column 
includes the names of the variables used in the panel analysis, while the second column 
includes their respective coefficients. Overall, between and within beta coefficients are 
included there, with each one of them to affect differently the descriptive statistics. 
Overall estimators usually describe the random effects model, within estimators refer 
usually for the fixed effects, and between are just mentioned for completeness purposes. 
The next two columns describe the mean and standard deviation values for each 
variable. On average, nuclear has the largest mean followed by coal and peat and hydro. 
Similar findings can be found for standard deviation, while in the last two columns 
there are presented the minimum and maximum values respectively for each 
independent value. While the mean is the same despite the beta values, standard 
deviation, minimum and maximum values differ. Negative values for some of the 
minimum values is explained by the fact that fixed effects approach is used, which takes 
a mean value different from the overall mean.  
The BPLM criterion for the detection of the random effects, concluded to the rejection 
of the null hypotheses of zero mean variance for random effects. This means that the 
random effect model is preferable than the simple POLS method (app. A.4). 
Furthermore, the hausman test resulted to the rejection of the null hypotheses that fixed 
effects coefficient is not efficient1 (app. A.5). 
                                                          
1 For unbalanced data, software uses a combination of two tests: the BPLM, by Breush-Pagan (1980): 
 𝜆𝐿𝑀 =
(𝑛𝑇)2
2
𝐴1
2
(∑ 𝑇1
2
𝑖 )−𝑛?̅?
,  
and    𝐴1 = 1 − ∑(
∑ (∑ 𝑉𝑖𝑡
𝑇𝑖
𝑡=1 )
2𝑛
𝑖=1
∑ ∑ 𝑉𝑖𝑡
2
𝑡𝑖
) 
and also, its modification by Baltagi-Li (1990): 
𝜆𝐿𝑀 =  {
𝑛𝑇
2(𝑇 − 1)
∑ ∑(𝑉𝑖𝑡)
2
𝑖
∑ ∑ (𝑉𝑖𝑡)
2
𝑡𝑖
 ,        ?̂?𝑢
2
 ≥ 0
           0 ,                                      ?̂?𝑢
2
< 0  
 
Under the null hypotheses, a 50/50 mix of them is used, at mass point zero and a chi-squared distribution of one 
degree of freedom. 
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Table 1: Descriptive Statistics for the independent variables of the initial model 
(mean, standard deviation, minimum and maximum values) 
Variable  Mean Std. Dev. Min Max 
Hydro overall 
between 
within 
31824.87  
 
    
36767.5 
32878.1 
5130.684 
14 
22.06667 
10205.23 
141818 
127099.6 
46543.23  
Solar overall 
between 
within 
2214.347 6036.413 
3344.463 
4809.98 
0 
0 
-9819.92 
38726 
12150.27 
28790.08 
Nuclear overall 
between 
within 
57381.82  111919.5 
 101322 
8826.47 
0 
0 
12051.22 
451529 
436471.5 
91570.22 
Geothermal overall 
between 
within 
319.794  1283.763 
1283.996 
58.65731 
0 
0 
37.97579 
 6185 
 5605.818 
 898.9758 
Wind overall 
between 
within 
9092.266  14033.73 
11037.85 
7915.909 
0 
2.333333 
-18653.33 
79206 
38201.6 
50096.67 
Coal & Peat overall 
between 
within 
43265.75  75253.19 
67657.22 
 8158.851 
0 
 .6666667 
7251.949 
 313611 
291533.4 
 74721.95 
Crude Oil overall 
between 
within 
661.9698 1629.143 
2283.686 
249.8001 
0 
0 
-1406.83 
 11406 
 10060.8 
2007.17 
Oil Products overall 
between 
within 
4617.879  7977.405 
6813.294 
3137.764 
7 
16.5 
-8103.666 
44832 
24238.55 
25211.33 
Natural Gas overall 
between 
within 
31141.78 40675.77 
40963.94 
12412.18 
62 
119.2 
 -15191.31 
 172699 
139970.1 
90277.67 
Biofuels & 
Waste 
overall 
between 
within 
6524.467  8272.939 
 7040.046 
 4526.643 
223 
259.5 
-10730.73 
 50401 
26098.2 
30827.27 
 
Observations N=199 n=19 T-bar= 10.4737 
 
The above conclude that the fixed effects model should be selected for the analysis. The 
modified Wald test for groupwise heteroscedasticity, resulted to reject the null 
hypotheses that residuals are homoscedastic. The Wooldridge test for serial correlation 
in the panel, also resulted to reject the null hypotheses that the idiosyncratic terms are 
independently distributed2 (app A.6). Therefore, to overcome the issues of 
heteroscedasticity and autocorrelation, robust estimators are implemented, that correct 
                                                          
2 The applied Wooldridge test was also robust for conditional heteroscedasticity. 
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these problems. Pesaran test for cross-sectional autocorrelation resulted not to reject the 
null hypotheses. Therefore, residuals are not considered to correlate among countries. 
The following table presents the results of the panel regression, adjusted on the robust 
coefficients. The goodness-of-fit parameter, using the within estimator for fixed effects, 
resulted to 0.1139, which means that the model explains 11.39% of the variation of the 
detrended annual standard deviation of the logged electricity returns. The F-statistic 
mentioned in (eq. 6) which tests for fixed effects in cross-section units is found with a 
practically zero p-value, meaning that the null hypotheses that all countries, jointly, are 
insignificant, is rejected. The correlation coefficient was found highly negative, at -
0.9291, meaning that residuals and independent variables are not correlated, validating 
the selection of the fixed effect model. Given the p-values, the coefficients of hydro, 
natural gas and oil products are found significant at 5% significance level, while the 
coefficients of wind and biofuels and waste are found significant at 20% significance 
level. Intercept is not found significant even at the conventional 20% significance level. 
The rest components are also not proven significant. 
Table 2: Results from the panel fixed effects model regression, using robust 
estimators 
 Coefficient St. Error P-value 
Hydro 0.0010324 0.0004813 0.046 
Solar 0.000394 0.0022531 0.863 
Nuclear -0.000524 0.0009355 0.582 
Geothermal 0.0045415 0.0287232 0.876 
Wind 0.001744 0.0011152 0.135 
Coal and Peat -0.0001791 0.0008227 0.830 
Crude Oil -0.0123817 0.0170131 0.476 
Oil Products 0.0029972 0.0006779 0.000 
Natural Gas -0.0007134 0.0002832 0.021 
Biofuels and Waste -0.0032994 0.0023723 0.181 
Intercept 124.879 100.5871 0.230 
 
R-sq. within 0.1139 Correlation -0.9291 
N 199 
F-stat (18, 170) 
(p-value) 
5.37 
(0.0000) 
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It is helpful to observe the variance-covariance matrix, as it can give information on 
whether two of the variables correlate or not. The highest positive correlation is found 
between biofuels and waste variable and nuclear variable (0.7597), while the largest 
negative correlation is found between wind and solar variables (-0.7845). Generally, 
hydro variable was not found to correlate much with the rest of the variables with a 
correlation of 0.2381 with the geothermal to be its highest one, while its correlation 
with the solar variable to be the lowest one. Solar variable has its highest correlation 
with oil products (0.5909). Nuclear has its lowest value with the geothermal component 
(-0.6716). Geothermal variable has its highest correlation with wind and its lowest with 
biofuels and waste. Wind has its lowest correlation with the crude oil component (-
0.1495), and the highest with biofuels and waste. Coal-and-peat and biofuels-and-waste 
have also a high positive correlation, while the rest of combinations can be considered 
relatively uncorrelated. However, when the correlation of all independent variables 
with the intercept is noticed, this is found negative with all of them, with only exception 
to be the geothermal variable. 
Table 3: Correlation matrix of the independent variables of the fixed effects 
model 3 
 Hydro Solar Nuclear Geo Wind CP CO OP NG BW Cons. 
Hydro 1.0000           
Solar -0.2513 1.0000          
Nuclear -0.1695 0.0002 1.0000         
Geo 0.2381 -0.3798 -0.6716 1.0000        
Wind -0.0974 -0.7845 0.3066 0.2765 1.0000       
CP 0.1161 -0.3818 0.6530 -0.2378 0.7166 1.0000      
CO 0.0141 0.1903 -0.0643 0.0736 -0.1495 -0.0429 1.0000     
OP -0.0909 0.5909 0.3159 -0.0595 -0.1441 -0.0562 0.1276 1.0000    
                                                          
3 Geo: Geothermal, CP: Coal and Peat, CO: Crude Oil, OP: Oil Products, NG: Natural Gas, BW: Biofuels and 
Waste, Cons: constant term. 
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NG -0.0015 0.3649 0.5675 -0.4182 -0.0691 0.4992 -0.2353 0.3347 1.0000   
BW 0.0923 -0.5950 0.7597 -0.3947 0.5929 0.7213 -0.2050 -0.2596 0.2751 1.0000  
Cons. -0.1348 -0.2573 -0.8779 0.3970 -0.5832 -0.8999 -0.0175 -0.1790 -0.5663 -0.8159 1.0000 
 
In order to distinguish which energy mix factors can be considered solely significant to 
explain the deviation from mean returns of electricity prices, the significant variables 
are selected (namely wind, natural gas, biofuels and waste, oil products, and hydro), 
and a new panel regression is run, where the above variables are broken down to its 
sub-categories. Afterwards, repeating the first step, the significant sub-categories are 
separated from the insignificant ones, and a final regression is implemented (for the 
results of each regression, see app. A.7). In each case, the Hausman and the BPLM 
statistics were implemented to define with which model to proceed to the next step.  
The variables that are found finally significant are: the two hydro variable for 
generation of electricity in facilities with capacity over 10 MW, and with capacity from 
1 to 10 MW (named here hydro10 and hydro110 respectively, to distinguish them from 
the previous hydro variable), the wind and the natural gas variables (remained as they 
were previously defined), the gas/diesel and the other-oil-products variables from the 
oil products category, and three variables from the biomass and waste category: the 
industrial waste from RES, the solid biofuels except charcoal, and the other-liquid-
biofuels variables. The following table shows the descriptive statistics for the final 
model. 
In this case, natural gas is found to have the highest mean value and standard deviation. 
After that, the hydro10 and the wind variables follow. The smallest contribution, 
regarding mean levels, is found in the industrial waste and other liquid biofuels 
variables. As for the minimum values it should be mentioned that many of the variables 
described in table 4 are found zero, meaning that there are cases where there is not any 
electricity production derived by these sources at all, although they were found 
significant for explaining the growth price volatility. 
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Table 4: Descriptive Statistics for the independent variables of the final model 
(mean, standard deviation, minimum and maximum values) 
  Mean St. Dev. Min  Max 
Hydro10 overall 
between  
within 
28742.9 35015.62 
30976.37 
4651.277 
0 
0 
9011.605 
137267 
121818.3 
44191.61 
Hydro110 overall 
between  
within 
2421.548 2386.655 
30976.37 
4651.277 
0 
0 
-1445.674 
10993 
7862.182 
6507.326 
Wind overall 
between  
within 
9092.266 14033.73 
11037.85 
7915.909 
0 
2.333333 
-18653.33 
79206 
38201.6 
50096.67 
Gas/diesel overall 
between  
within 
562.804 1294.595 
925.497 
641.5041 
0 
0 
-3414.14 
8791 
3976.944 
5376.86 
Other oil 
products 
overall 
between  
within 
982.8291 2671.418 
2619.073 
411.2319 
0 
0 
-2227.262 
12596 
10975.09 
2603.738 
Natural gas overall 
between  
within 
31141.78 40765.77 
40963.94 
12412.18 
62 
119.2 
-15191.31 
172699 
139970.1 
90277.67 
Industrial  
waste 
overall 
between  
within 
181.191 
 
627.643 
368.6245 
492.6176 
0 
0 
-1257.276 
5992 
1438.467 
4734.724 
Solid biofuels 
(except 
charcoal) 
overall 
between  
within 
3536.648 3637.268 
3374.53 
1632.562 
0 
0 
-3461.752 
19418 
11147.8 
11806.85 
Other liquid 
biofuels 
overall 
between  
within 
185.206 681.2832 
493.005 
471.1973 
0 
0 
-1939.612 
4884 
2424.818 
2944.388 
 
In this model, the applied tests for heteroscedasticity and autocorrelation, resulted to 
the rejection of the null hypotheses in both cases, therefore, once again, the residuals 
are considered heteroscedastic and correlated. The Pesaran test for groupwise 
autocorrelation, resulted not to reject the null, therefore residuals are not considered 
correlated among countries. The final model is found to operate better under the concept 
of the fixed effects approach. Robust estimators have been implemented in this 
regression as well, to deal with the above issues and the final coefficients are described 
in the table 5. 
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Independent variables explain 27.21% of the variability from the mean logged returns, 
with the usage of the overall estimators. All variables are found to be jointly significant 
for this regression, while the correlation coefficient has an assumed zero value, meaning 
that residuals are uncorrelated with the independent variables. Therefore, the random 
effects model is considered suitable for these variables. Hydro, wind, gas/diesel and 
municipal waste are all found significant at the 5% significance level, while the natural 
gas variable, with a p-value at 0.06, is found significant at the 10% conventional 
significance level. The intercept is again found significant, implying the presence of 
(random) heterogeneity. 
The selection of the random effects model implies that the cross-sectional units are 
described as random and unobserved effects do not correlate with the independent 
variables. As for the interpretation, considering for instance the natural gas variance, 
this implies that the increase of the natural gas production by one unit (1GWh), will 
lead, given that all other factors are constant, to the reduction of the electricity growth 
price volatility (or the standard deviation of the logged returns), by 0.0000278 standard 
deviations. While similar interpretations can be given for the rest of the independent 
variables, in the case of the intercept the explanation concludes that, if all the other 
variables are set to zero, then the increase of the intercept variable by one unit, will lead 
to the increase of the growth price volatility by 4.558 standard deviations, on average. 
Table 5: Results from the panel random effects model regression, using robust 
estimators 
 Coefficient (x10^-4) St. Error (x10^-4) P-value 
Hydro110 1.986 0.750 0.008 
Hydro10 -0.233 0.055 0.000 
Wind 0.603 0.128 0.000 
Gas/diesel -1.322 0.587 0.024 
Other oil products 2.836 1.344 0.035 
Natural gas -0.278 0.040 0.000 
Industrial waste -1.165 0.507 0.022 
Solid biofuels 
except charcoal 
-1.695 0.556 0.002 
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Other liquid 
biofuels 
-5.095 1.318 0.000 
Intercept 45582.650 4270.605 0.000 
 
R overall 0.2721 
Correlation 
(assumed) 
0 
N 199 
F (18, 158) 
p-value 
7.38 
(0.0000) 
 
As for their correlation, this is described in table 6. While most of them seem 
uncorrelated, municipal waste and wind components have a significant negative 
correlation to each other, followed by the correlation between natural gas and wind, and 
gas/diesel and natural gas. For the first two cases, this finding may be useful for 
production purposes: if weather conditions for a certain region and period are forecasted 
unfavorable for wind electricity production, then reserves of natural gas can 
accommodate the energy supply, reducing the danger for blackouts in the region. The 
negative correlation between natural gas and gas/diesel may be attributed to 
technological alterations: the implementation of environmental policies from the EU, 
has led many producers to switch their infrastructure, and comply with these rules. 
As a result, many diesel-operating facilities, now are adjusted to utilize natural gas, 
which, comparatively, is more environmental friendly. However, as many countries 
have not switched their facilities, and operate with the old diesel-burning ones, the total 
correlation between them is found negative. This means that as more new facilities are 
built or changed into from the old ones, the fewer diesel-burning old-class plants are 
left to operate. 
It should be noted that these correlations may fluctuate in the long run. These results 
are derived from the analysis of an unbalanced panel which takes into consideration 
different time window for each unit. It is suggested, for future research, as there will be 
more data available, these correlations to be frequently re-estimated, as to obtain a more 
accurate profile of the connection between the independent variables. 
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Table 6: Correlation matrix of the independent variables of the random effects 
model  4 
 H110 H10 WIND GD OOP NG IW SBEC OLB CONS. 
H110 1.0000          
H10 -0.0423 1.0000         
WIND -0.5146 0.1978 1.0000        
GD 0.2029 -0.2994 -0.6363 1.0000       
OOP -0.5102 -0.0223 0.3498 -0.0713 1.0000      
NG 0.3097 0.0745 -0.3640 -0.2567 -0.6052 1.0000     
IW -0.0312 -0.0047 -0.0392 0.5365 -0.1798 -0.0964 1.0000    
SBEC 0.7521 -0.0198 -0.5308 0.4932 -0.4214 0.1206 0.4310 1.0000   
OLB -0.7259 -0.0704 0.0799 -0.1390 0.6825 -0.0855 -0.3537 -0.6812 1.0000  
CONS. -0.6005 -0.3528 0.1787 -0.0546 0.3357 -0.3610 -0.4049 -0.7544 0.5576 1.0000 
 
In the following graph, there are presented the movements of standard deviation of log 
returns for the countries with the largest periods in the study. While for some countries 
like Lithuania or Hungary the sample is too small to extract any safe conclusion, there 
are other countries whose detecting period can be considered sufficient for this purpose.  
The general result that can be derived from the following graph is that, for most of these 
countries, volatility levels have been rather in a mean reverting stage, for most of the 
time. Germany and France have fluctuations of the returns usually around a mean of 5 
standard deviations, moving usually from 4 up to 6. However, there are cases like 
Austria, Spain or Portugal that, in long-term they have faced large distortions from 
mean standard deviation levels. While this can be attributed to the short-term distortions 
that may occur during liberalization process, the latter two along with Greece may be 
affected by the recent economic crises, as well. 
Countries that have developed RES infrastructure to a relevant extend, compared with 
their total energy production, like the Scandinavian countries face lower levels of 
standard deviation per se and smoother fluctuations from the mean standard levels. 
However, it should be reminded that data from many of them have been retrieved from 
                                                          
4 H110: Hydro110, H10: Hydro10, GD: Gas/diesel, OOP: Other oil products, NG: Natural Gas, IW: industrial waste, 
SBEC: Solid biofuels excluding charcoal, OLB: Other liquid biofuels, CONS: Constant term.  
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the Nordpool energy market. Therefore, these prices, and the corresponding standard 
deviations of them, may also have been adjusted to a certain level of market efficiency. 
In this case, these prices may not deviate far from their mean levels, as they are reshaped 
by market forces, and incorporate all the available market information.  
Figure 1: Standard deviation of the growth electricity price towards time for 
sample countries 
 
Heterogeneity across countries is depicted in figure 2. Taking into consideration all the 
countries in the sample, the mean levels of standard deviation can be derived, with 
Greece and Slovakia to appear with the highest levels of standard deviation (though, it 
should be mentioned that sample period for them is quite small comparatively with the 
others), while Norway and UK have the lowest standard deviation, in mean levels. 
Country-specific features can therefore, have an important impact on shaping the 
general levels of standard deviation, in European level.  
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Figure 2: Heterogeneity across countries 5 
 
The above graphs can be more easily comprehended if the total results break down to 
the nine significant coefficients. Running regressions of the standard deviations against 
each of the explanatory variable, can assist on comprehending which countries may 
have a relative advantage over the others. With the horizontal axis to represent the 
produced GWh, when the coefficient of standard deviation is run against the hydro10 
variable, the results are depicted in the following graph. Countries like Netherlands and 
Spain have high standard deviation levels, regarding the electricity production from 
hydro sources. On the other hand, Norway which produces large quantities of electricity 
from hydro sources, seems to enjoy lower levels of standard deviation.  
This can be explained by the fact that hydro sources are not that intermittent as others, 
like wind. Although weather conditions can have an important role on shaping the 
production levels, these can be considered relatively stable in order to provide adequate 
electricity quantities without large fluctuations. Nevertheless, the presence of standard 
tariffs can also have a significant role as, it removes any short-term deviations from the 
                                                          
5 AU: Austria, CZ: Czech Republic, DK: Denmark, ES: Estonia, FI: Finland, FR: France, DE: German, GR: Greece, 
HU: Hungary, IT: Italy, LT: Lithuania, NT: Netherlands, NO: Norway, PT: Portugal, SK: Slovakia, SI: Slovenia, 
SP: Spain, SE: Sweden, UK: United Kingdom. 
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price returns. Regression analysis resulted to a negative coefficient, meaning that an 
increase in the production levels, will result to a respective decrease in volatility levels. 
This complies with the theory that RES can decrease uncertainty and offer an effective 
alternative to the electricity production fuel mix portfolio. 
Figure 3: Country standard deviation against electricity production from large 
hydro plants (2015) 
 
However, in the case of hydro110 variable, results are different. Although the volume 
of the production is substantially lower than the one in the previous case, panel analysis 
resulted to a positive coefficient implying an increase in volatility levels when the 
respective production increases, and does not comply with the theoretical evidence. 
While the reason may be attributed to higher operating costs for these facilities, where 
economies of scale have a negative effect here, compared with the costs of larger 
facilities, like in hydro10, the environmental factor can also be contributing. The water 
level of small lakes or the river flows that are utilized to run hydro plants of small 
capacity, ranging 1 to 10 MW, can be affected more easily than the lakes or rivers used 
in larger facilities, in a case of a large temperature increase that can cause draught in 
the summer, or a temperature drop that can freeze water.  
 
48 
 
Nevertheless, the cross-sectional sample is more dispersed in this case. Italy is found to 
have the largest amounts of electricity production and enjoys lower levels of volatility, 
as its corresponding observations are below the fitted line. Norway here, comes second 
in production but still it assists to keep the fluctuation to about two standard deviations.  
Figure 4: Country standard deviation against electricity production from 
medium hydro plants (2015) 
 
In the case of wind coefficient, results are different. As it is shown is the figure 5, most 
countries have a small production of wind electricity, in absolute term, when the 
standard deviation levels seem to fluctuate substantially among countries, implying the 
impact of cross-sectional heterogeneity. Greece and Germany seem to have the highest 
levels of standard deviation due to wind electricity, while Italy and UK seem to have 
the lowest volatility levels. Spain and Germany, have an electricity wind production 
which compared to the rest countries, is substantially larger. However, the volatility 
levels for these two regimes, are also high. This can be explained by the nature of this 
renewable. As wind flow cannot be considered stable, the production levels vary 
correspondingly.  
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Therefore, if a country is heavily dependent on wind flows to accommodate its 
electricity needs, the volatility levels for prices and their returns are also affected 
accordingly. In general, findings seem to verify the theory, as the fitted values have an 
upward linear trend: as the produced amounts of wind electricity increase, the standard 
deviation levels also increase. The regression coefficient for the wind variable is found 
positive, meaning that an increase in wind electricity production, results to an increase 
in volatility levels. The results in the correlation matrix can be used supplementary: 
wind coefficient and medium hydro production have negative correlation, meaning that 
when wind production decreases, medium hydro facilities can operate, to balance the 
electricity demand. While this stands for plants up to 10 MW, the correlation between 
wind and hydro from large facilities is positive. This means that infrastructure from 
both energy sources can work simultaneously to generate electricity, as large hydro 
production can be concluded regardless of the environmental factors that affect wind 
production. 
Figure 5: Country standard deviation against electricity production from wind 
(2015) 
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Findings for standard deviations levels against the gas/diesel variable are different, 
compared with the previous case. Here, the majority of the produced electricity is 
smaller than in the rest components. However, volatility levels for the country sample 
have an extensive range, starting from about one standard deviation, in the case of UK, 
up to more than eight standard deviations for Greece. Almost all countries produce 
similar amounts of electricity, however they do not seem to enjoy similar volatility 
levels. The only country that seems to lead the production in this case is Spain, which 
is found to fluctuate closer to the fitted values than the rest countries, being the driver 
of a slight downward inclination of the fitted values. Gas/ diesel coefficient is found 
negative, which results to lowered volatility levels. This can be attributed to long-term 
contracts between production plants and gas reservoirs, that keep prices fixed (usually 
in a predetermined range). 
Figure 6: Country standard deviation against electricity production from 
gas/diesel (2015) 
 
Gas/diesel variable has a positive correlation with medium hydro production variable, 
and negative with large hydro and wind production variables. Given the small 
production of gas/diesel variable, it mostly operates under an energy security context. 
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When wind and large hydro production is down, gas and diesel are burned to meet the 
energy demands and restore supply. 
Nevertheless, apart from Spain, the fitted values are most likely described by an almost 
flat line, meaning that there is no trend for this variable. This can be attributed to the 
fact that European national economies import most of their gas/diesel quantities, 
exposed mainly to international gas prices, rather than individual characteristics of the 
imported countries. EU, towards its foreign and monetary policies, has implemented 
common rules for the tariffs of imported goods, therefore this issue may not actually be 
that significant. Nevertheless, some geographical features that are associated in each 
European country, like the proximity of the gas reservoirs to the electricity plants which 
affects the transportation costs in a different way for each country, can be an important 
factor. 
Similar results can be found in the case for the electricity produced from natural gas 
burning. As mentioned earlier, in order to apply its environmental agenda, EU promotes 
the transition towards natural-gas burning facilities which will replace the old diesel-
burning ones. This leads to higher produced quantities under this component. Still, 
though more dispersed than the previous case, the majority of countries in the sample, 
are classified almost equally around the mean fitted values, which again do not appear 
to have a particular trend. 
Although some countries like the UK, Germany or Italy which produce, comparatively, 
larger amounts than the rest, they do not drive a particular upward or downward trend. 
Natural gas as an oil product, can be considered to be influenced by the international 
oil prices. This means that standard deviation levels can mostly be attributed to other 
exogenous factors than heterogeneity presence, relevant to cross-sectional country 
differences. With the exception of these three countries, the rest of the regimes in the 
sample have to proceed with the modernization of their natural gas plants. 
Electricity produced from natural gas decreases the volatility levels, as this is suggested 
from the panel regression. As an efficient and cheap form of energy, natural gas can be 
used to support supply when other forms of energy cannot. While it is found relatively 
uncorrelated with the large hydro production, natural gas is found to have a correlation 
of about 0.31 with medium hydro plants, meaning that they are both used regularly to 
meet electricity demands. However, it is found negatively correlated with the wind, 
gas/diesel and other-oil-products variables. While the wind correlation can be explained 
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under the intermittent nature of RES, where conventional forms of energy are used to 
overcome this issue, the other two cases can be explained under the concept of the 
transition phase from old to new gas infrastructure, where natural gas production gains 
ground against gas/diesel and oil-products electricity generation. 
Figure 7: Country standard deviation against electricity production from natural 
gas sources (2015) 
 
Italy and Germany own merely the production in other-oil-product variable. However, 
like gas/diesel this production is most likely functions as to meet any short-term 
shortages from the rest, conventional forms of energy, or RES. With products like tar, 
aromatics and grease produced from operational processes usually in refineries, the 
other-oil-products coefficient is found positive. This can be justified in the concept that 
electricity from this form of energy is produced when there is high volatility in the 
electricity market, as a result of the interruption of conventional forms of energy. Given 
its small volume of production, this variable cannot be considered to lead the electricity 
production in the European continent. Therefore, it is most probably affected by the 
high market volatility that already exists due to the aforementioned interruption, rather 
than causing it.  
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It is found relatively uncorrelated with the gas/diesel and the large hydro production 
variables. However, it is positively correlated with the wind variable, which means that 
both forms of energy might function simultaneously. Still, the drivers may be different: 
while the transition from conventional to wind electricity may occurs due to efficiency 
and EU agenda issues, the burning of oil products is most likely attributed to decreased 
levels of production from other sources. The negative correlation with the medium 
hydro variable is indicative: as these facilities may fail to meet demand needs, oil 
products can be used to provide energy security. As for its correlation with natural gas 
this is found negative. This can be attributed to the energy transition towards cleaner 
forms of energy like natural gas.  
 
Figure 8: Country standard deviation against electricity production from other 
oil products (2015) 
 
In the case of the industrial waste from non-renewables variable, results are a little 
different. Industrial waste is an electricity generating technology which comparatively 
to the others, is considered less dispersed in the energy mix of the European countries, 
with the only exception to be Germany, which drives the fitted values in an upward 
trend. The majority of countries does not produce large electricity amounts from this 
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technology, therefore, the standard deviation of returns of electricity prices for most of 
the countries fluctuate around the fitted values. The interesting fact is that despite the 
small quantities, the coefficient in panel analysis returned a negative sign, meaning that 
volatility levels can be decreased with the implementation of this form of energy.  
Industrial waste does not seem to correlate much with the aforementioned variables. 
While this can be attributed to the fact that it a relatively new established technology 
for electricity production, the only remarkable values can be found with gas/diesel and 
other-oil-products variables. With the former one, it has a positive correlation of about 
0.54, probably attributed to the way this technology operates, as industrial waste energy 
for electricity is extracted as a result of direct combustion process. As for the latter, they 
have a negative correlation of -0.18. This may be explained by the fact that oil products 
like aromatics and olefins can be produced with the process of industrial waste. As this 
process is not concluded due to the choice of using industrial waste directly instead of 
turning it first to oil products, the useful quantity of the latter is, in general decreased, 
in favor of the latter. 
 
Figure 9: Country standard deviation against electricity production from 
industrial waste (2015) 
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Solid biofuels usage, with the exception of charcoal, for electricity production, can lead 
to lower volatility levels. Coefficient results showed that when the production from 
solid biofuels increases by 1TWh, then standard deviation is decreased by 1.695 units, 
from mean levels, if all other factors are constant. This can be really useful, as biofuels 
usage are proposed by the EU agenda, despite the fact that is not a widely dispersed 
form of production.  
While most countries in Europe, produce electricity up to 5 TWh in annual base, there 
are also countries which lead the production of biofuels like the UK, Germany and 
Finland. UK seems to produce the largest volumes, for the detecting period which also 
refer to low volatility levels, below two standard deviation, followed by Finland. As for 
Germany, despite its large quantities, these are matched with much higher volatility, 
from four up to seven standard deviations.  
Figure 10: Country standard deviation against electricity production from solid 
biofuels (2015) 
 
Solid biofuels are found positively correlated with medium hydro, gas/diesel, natural 
gas and industrial waste. Biofuels are classified as plant matter used for combustion, its 
correlation with the three former variables can therefore be explained as part of the 
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combustion process. In addition, as the electricity production from solid biofuels and 
medium hydro plants seem to come in accordance among them, this is not the case with 
the larger hydro facilities, where the generated volumes are found uncorrelated. This 
may be attributed to geographical factors. Countries or regions that operate medium 
hydro facilities, exploit also the energy from solid biofuels to meet their total needs. On 
the other hand, the usage of larger facilities, that exploit larger water flows is concluded 
regardless of the solid biofuels usage. Similar assumptions can be extracted, given the 
correlation with the wind variable which is found negative. The intermittent nature of 
wind is most likely the driving factor in this finding: as the wind electricity production 
increases, the solid biofuels usage is implemented. As for the correlation with the other-
oil-products variable, this is also found negative, probably due to reasons of the 
combustion process: if electricity generation from solid biofuels is introduced, then the 
remaining volume for the usage of other oil products decreases.  
As for the final variable, other liquid biofuels, this is also found to decrease volatility 
levels significantly. Panel results shows that an increase of the electricity production 
from fuels classified in this category, by 1 TWh, would result to a decrease of volatility, 
on average, by 5.1 standard deviations, if all other factors remained constant. However, 
given the low production levels that European countries have on this class, these 
regimes have still to develop their technological factors, to exploit the feature of this 
variable. Biofuels like biogasoline or biodiesel, are products of cutting-edge 
technology, compared to the rest, conventional energy forms, and seem to meet 
efficiently the energy security needs. The leading country in this category is Italy, 
followed by the Germany.  
Liquid biofuels can constitute a component of an energy mix portfolio, as to provide 
electricity when RES or conventional production fails to meet demand. Its correlation 
with medium hydro, gas diesel, industrial waste and solid biofuels is found negative. 
This can be really helpful in cases where the production from these hydro plants 
decreases (i.e. due to low temperature), or the international prices of gas increase, and 
the respective imports can also be affected negatively. It is also relatively uncorrelated 
with the larger hydro plants, meaning that hydro production can also be sustainable 
when it comes to comparison with the biofuels variable. However, it should be 
mentioned that the correlation with the other oil products variable is found positive, 
probably due to combustion function. In other words, the production of one variable 
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not only appears to not cause the reduction in the other, but also assists on building an 
additional volume. This is relevant to the cases of the previous positive correlations 
among the aforementioned variables which constitute part of the combustion process 
for energy generation.  
Figure 11: Country standard deviation against electricity production from other 
liquid biofuels (2015) 
 
To depict the vulnerability of the electricity prices returns in each country in a more 
comparative form, an index has been created. This index is introduced in order to meet 
the energy security context of this thesis and associates the generation mix with the 
energy security issue. As the energy security discussion in literature, can be discussed 
under different topics, like the imports cost of fuel mix or the uninterrupted energy 
flow, in this case, the energy security is associated with the growth price volatility for 
electricity. Considering the creation of the index, each variable is standardized. This is 
done by subtracting the mean value and divide by the overall standard deviation, as 
these are mentioned in table 4. The standardized values are then multiplied with their 
respective coefficients and summed to an aggregated number. While the index can be 
created for each year separately, here are presented the results for the final year of the 
sample (2015).  
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Figure 12: Medium hydro Security Index 
 
Netherlands and Estonia are the most secured countries in the sample, regarding 
hydro110. They have the lowest values from the all the rest, which means that their 
medium hydro facilities contribute on lowering the energy security risk for these 
countries. In total, 12 out 19 countries in the sample, have achieved to manage their 
electricity volatility levels, by the operation of these facilities. 
However, there are countries that fail to handle fluctuations. Italy and Norway are found 
to perform poorly in this category, as they have the highest and second highest value. 
This means that the operation of these facilities not only does not improve the energy 
security for these countries, but on the contrary, worsens it.  
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Figure 13: Large hydro Security Index 
 
Regarding energy security from the large hydro plants, results are different. Norway in 
this case is found to have the lowest rank, an evidence that it lowers its volatility levels 
under this category, followed by Sweden and France. Considering the previous result 
for Norway, an explanation may be attributed to economies of scale. Larger facilities 
may contribute to the energy demand in a more efficient way, generating larger amounts 
of electricity compared with the medium facilities, which are proven adequate to lower 
growth price volatility.  
Nevertheless, only five countries in the sample take advantage of this effect. Most of 
the countries in the sample have zero, or near zero electricity production from large 
hydro (the values corresponding from 0.184 to 0.189). It would be beneficial for these 
countries to exploit the negative sign of the relevant coefficient and decrease their 
volatility levels. 
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Figure 14: Wind Security Index 
 
Given the intermittent nature of the wind production and its positive coefficient, it can 
be concluded that the larger the usage of this technology, the less secured is the 
electricity production. This leads to increased volatility levels for these countries that 
have invested heavily on this technology, compared to the rest. Therefore, countries 
like Germany, Spain and United Kingdom are found to perform poorly in this category. 
On the other hand, countries that produce low amounts of wind electricity like Slovakia 
or Slovenia, enjoy lower volatility levels thanks to their low dependence. 
Although the relevant technology offers great environmental benefits, it still has not 
been able to offer uninterrupted energy flow, and for this any regime is still dependent 
on conventional energy forms to counter back this issue. 
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Figure 15:Gas/diesel Security Index 
 
The production of electricity from gas or diesel burning, in general, does not account 
to large portions of a nation’s total production. Its usage, though, can decrease volatility 
levels. Spain is by far the country which is more benefited by this process, followed by 
Greece and Germany. The rest regimes do not produce large electricity volumes from 
gas and most of them, as it is noted in the above graph. Hence, they face the risk of 
increased volatility levels, which subsequently increases the energy security risk.  
One suggestion could be the implementation of this technology combined with the RES 
like wind. Once the RES production decreases, gas/diesel can be used to meet energy 
demand and keep volatility levels under control. 
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Figure 16: Oil products Security Index 
 
On the other hand, electricity from other oil products can raise volatility levels and 
jeopardize energy security. Italy and Germany are basically the two countries that do 
generate electricity in this category, followed by France which has a significantly lower 
production. In the graph above, this appears to have a negative impact for the energy 
stability, as it increases the volatility levels of growth price electricity for the first two 
countries. 
As for the rest countries in the sample, they did not generate electricity at all in the 
2015, from oil products (-1,043 refers to zero mean production). Even that they had 
zero production, this concluded to a beneficial outcome for them, as they appeared with 
a negative value which implies lowered fluctuations. 
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Figure 17: Natural gas Security Index 
 
Natural gas has been found with a negative coefficient, which leads volatility to 
decrease and enhance energy security for the regime. Italy and the United Kingdom are 
ranked in first and second place, respectively, in this category. Therefore, these 
countries along with the ones that are found with negative values in the above figure, 
manage to lower their volatility levels adequately. As for the rest countries, which are 
found with a positive value, leading volatility to increase, it is suggested a swift towards 
this form of energy, abandoning the outdated technology they use, and implement 
efficient natural gas burning. Although in short-term, prices may increase due to the 
cost of the new assets, in the long-term these countries would achieve an enhanced 
energy security status. 
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Figure 18: Industrial waste Security Index 
 
Industrial waste management for electricity generating purposes can be proven really 
useful, as it decreases volatility levels and enhances energy security. For 2015, the only 
countries that have implemented this technology for this feature significantly are 
Germany and the United Kingdom and they both had been benefited. This can be 
attributed to the large industrial sectors of these countries, as industrial waste is 
produced through manufacturing processes. Although industrial waste is not considered 
as renewable, as municipal waste does, it is proven a significant factor for energy 
security. 
Up to that year, though, industrial waste has not been a wide spread way for electricity 
generation. Most of the countries in the sample have small or zero production of 
electricity, derived from this source. This has reasonably led them to have a positive 
rank on this category which increased the volatility levels. 
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Figure 19:Solid biofuels Security Index 
 
Solid biofuels are derived from the exploitation of forestry and agriculture derivatives. 
United Kingdom, Germany, Finland and Sweden take great advantage of the negative 
sign of the respective coefficient and manage to control their growth price volatility 
levels thanks to this. With this technology to be quite new, compared to other, most 
countries in the sample have not fully developed the relevant technology yet.  
In order to exploit solid biofuels in the most efficient way it is suggested that countries 
should consider the correlations this variable have with the rest and proceed on the 
electricity generation effectively. Its positive correlation with medium hydro and 
gas/diesel variables can be taken into consideration. 
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Figure 20: Liquid biofuels Security Index 
 
As for the last significant variable, other biofuels, only Italy has succeeded on lowering 
volatility in a substantial range. While this magnitude can be explained by the 
standardization process, this is partially justified. Fifteen countries in the sample had 
zero production, in 2015, from miscellaneous biofuels.  
Other biofuels, like oil products and industrial waste is not, up to now a form of energy 
widely used. This can be observed in the above graph where only two countries take 
advantage of the negative sign of the coefficient. Sweden and Finland, although they 
produce a small quantity to meet their needs, they have not managed to do it efficiently.  
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Figure 21:Total Security Index 
 
The nine significant coefficients can be standardized into a single index as this is 
described in figure 21. In general, a diversified image can be observed. Italy is found 
to enjoy the greatest volatility reduction, mostly due to the usage of miscellaneous 
biofuels, followed by the UK. Although this ranking can be considered prone to 
estimation bias, is still functional for comparative reasons among countries. Therefore, 
six countries out of the nineteen are found with negative values, shaping the EU-19 
average also to be negative.  
Norway and France are found to perform the most poorly in the energy security. This 
can be attributed to the extensive usage of nuclear power in France and hydro plants in 
Norway which produce electricity quantities at a relatively constant rate, which does 
not allow to adjust for growth price fluctuations as efficiently as the top six countries. 
As for the rest regimes in the sample, they would be benefited if they are able to detect 
which forms of energy can optimally implement, given their geographical status, the 
scale of their industries, their dependence on conventional, imported energy fuels and 
their ability to swift towards renewables. 
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5 Special Topics  
Going beyond the purpose of this thesis, this chapter discusses some more topics on 
this project. Specifically, there will be discussed the issues of AR(1) for fixed effects, 
the detection of time fixed effects, and some evidence on unit root and cointegration. 
For the first two cases, the initial fixed effects model is used, while in the other two, the 
final random effects model has been implemented. 
5.1 First order autocorrelation diagnosis given 
fixed effects 
In this case, it is assumed that the idiosyncratic term of the panel model is first order 
auto-regressive. Applying the methodology in the fixed effect model of this thesis, a 
within estimator is used, while in the case of a random model, a GLS estimator would 
be more appropriate. Assuming a regular panel model: 
𝑦𝑖𝑡 = 𝑎 + 𝑋𝑖𝑡𝑏 + 𝛾𝑖 + 𝑒𝑖𝑡  i= 1, …, N;  t=1, …, Ti         (eq. 17.a) 
Where the error term is described as: 𝑒𝑖𝑡 = 𝜌𝑒𝑖,𝑡−1 + ℎ𝑖𝑡        (eq. 17.b) 
while |ρ|<1 and hit is independently and identically distributed with zero mean and 
variance σh
2. As the fixed effect model is implemented, latent variables γ are considered 
fixed parameters. If any of the independent variables is time-invariant and collinear 
with the γ variables, it is excluded from the calculations.  
After applying the fixed effects transformation, the fixed effects are removed, and the 
equation has the following form: 
𝑌𝑖𝑡𝑖𝑗 − ?̅?𝑖 = (𝑋𝑖𝑡𝑖𝑗 − ?̅?𝑖) 𝑏 + (𝑒𝑖𝑡𝑖𝑗 − ?̅?𝑖)             (eq. 18) 
Where tij is used to treat the unbalanced data for i units and j=1, …, ni. The above is 
considered a linear AR(1) model, and can be used for estimating ρ. A Cochrane-Orcutt 
transformation is used in each panel, the within-panel means are subtracted, and the 
overall mean for each variable is added back. The coefficients estimates are produced 
by applying the OLS method.  
Here, there will be examined three different cases:  
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i) Assuming that residuals do not alter during consequential time periods, or in other 
words, setting ρ=0. The null hypotheses is that there is not first order autocorrelation. 
ii) Implementing the ρ coefficient, following the Durbin-Watson statistic, or: 
𝜌𝐷𝑊 = 1 −
𝑑
2⁄               (eq. 19) 
Where d is the Durbin-Watson d statistic. 
iii) The ρ coefficient can also be calculated by the proposed method of Baltagi-Wu 
(1999), which adjusts the vectors of residuals and lagged residuals. It is calculated as: 
𝜌𝐵𝑊 =
𝑛
𝑚𝑐
𝜺′𝜺𝒕−𝟏
𝜺′𝜺
              (eq. 20) 
Where 𝜺′ is the vector of residuals, 𝜺𝒕−𝟏 is the vector of lagged residuals, n the number 
of observations and 𝑚𝑐 the number of consecutive pairs of residuals.  
For short panel the output for ρ can be outside [-1,1], and the 𝜌𝐵𝑊 implementation is 
suggested (without considering the 
𝑛
𝑚𝑐
 term). This approach however it should be used 
with caution as simulations have shown that it is zero-biased. On the other hand, 
Durbin-Watson statistic performs better, and it can be considered a fine-to-start tool. In 
the appendix, there can be found details about the transformation equation, the 
calculations of the within estimator and the Baltagi-Wu test statistic (app. A.8). 
In all three cases the result was the same: rejecting the null hypotheses for the used 
sample6. For the first two cases, results were identical, while the third case resulted to 
slightly different arithmetical results, but leaded to the same conclusions with the 
former two. This means that, given a random effect model for the variables, there are 
found evidence of first order autocorrelation. It should be noted that this case here, is 
quite different that the one discussed in chapter 3, as there the detection of serial 
correlation was considered before applying the BPLM or Hausman statistic, and before 
applying robust estimators to deal with this issue. While there are various steps to 
proceed after this step, like searching for autocorrelation of higher orders, reshaping the 
data to remove it, or modifying the rationale from explanatory to forecasting, these all 
                                                          
6 In the first case, it was implemented the Baltagi-Wu locally best invariant test statistic (ρ=0), and a modified version 
of the Durbin-Watson test statistic, devised by Bhargava, Franzini and Narendranathan (see app. A.9). Although the 
latter published critical values for their statistic, these are not included in the software package. Baltagi and Wu have 
created a normalized alteration for their statistic, however this cannot be estimated for moderate sized datasets. 
Though these statistics depend on complicated distributions, they can be applied for unbalanced datasets, as in this 
thesis. 
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are suggested for future research. Nevertheless, researcher should bear in mind that the 
detecting period was characterized as a transitional one for many countries of the 
sample, into a more liberalized market. The standard deviation of residuals within 
groups varies from 2.3058 to 2.4295, while the overall standard deviation for residuals 
has been calculated at about 1.203. Intraclass correlation which describes the fraction 
of variance due to differences across panels has a value of 0.786 for the two first cases 
and 0.8029 for the Baltagi-Wu case. Therefore, the magnitude of heterogeneity may not 
be stable. The following table shows the result from the regressions.  
Table 7: AR(1) regression results 
 𝝆𝟎 𝝆𝑫𝑾 𝝆𝑩𝑾 
Rho value 0.4245 0.4245 0.3222 
St. deviation (u) 2.3058 2.3058 2.4295 
St. deviation (e) 1.2029 1.2029 1.2038 
Intraclass correlation 0.7860 0.7860 0.8029 
R-within 0.0983 0.0983 0.1054 
Correlation (u, X) -0.8881 -0.8881 -0.9012 
F Test (18, 151) 
p-value 
2.08 
(0.0089) 
2.08 
(0.0089) 
2.47 
(0.0015) 
 
5.2 Time Fixed Effects 
The usual model for the detection of heterogeneity is mainly for cross sectional effects. 
However, it can be extended to detect time effects as well. In this case, the model takes 
this form: 
𝑌𝑖𝑡 = 𝑋𝑖𝑡𝑏 + 𝛾𝑖 + 𝛿𝑡 + 𝑢𝑖𝑡              (eq. 21) 
For all the NT observations, the above model can be rewritten as: 
𝑌 = 𝑋𝑏 + 𝐷𝛾 + 𝑍𝛿 + 𝑢              (eq. 22) 
Where Y, X, b and u are the variables as they were mentioned in chapter 3. 
γ : the (N-1)×1 vector of the unobserved variables. The first cross sectional unit is taken 
as the base unit. 
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D: the (𝑑2 𝑑3… 𝑑𝑁) matrix with NT×(N-1) dimensions.  
δ: the (T-1)×1 vector of 𝛿𝑡. The first-time unit (1998) is considered the comparison base 
unit. 
Z= the (𝑧2 𝑧3… 𝑧𝑁) matrix with NT×(T-1) dimensions. 
𝑧2: the dummy variable for the t time period, t= 1, 2, …, T. 
In the last equation the coefficients for the dummy variables represent the relative 
change, with the first cross-sectional unit, the first-time period. This change is both in 
the cross-section and time-series dimension. The model can be estimated, as described 
previously, with the OLS method from the deviations from the means.  
The statistic to check for the presence of time fixed effects, takes into consideration 
both time-series and cross-sectional concepts. This is done by examining the joint 
significance of the dummy variables coefficients. The null hypotheses is expressed as: 
𝐻0: 𝛾2 = 𝛾3 = ⋯ = 𝛾𝛮 = 0 and 𝛿2 = 𝛿3 = ⋯ = 𝛿𝛵 = 0 
Over the alternative hypotheses 
𝐻𝑎: 𝛾𝑖 ≠ 0 for i= 2, …, N and/or   𝛿𝑡 ≠ 0 for t=2, …, T 
Meanwhile, the usual F-statistic can be implemented. However, this time, it is 
expressed as: 
𝐹(𝑁+𝑇−2),(𝑁−1)(𝑇−1)−𝐾 =
(𝑆𝑆𝐸𝑅−𝑆𝑆𝐸𝑈)
(𝑁+𝑇−2)⁄
𝑆𝑆𝐸𝑈
[(𝑁−1)(𝑇−1)𝐾]⁄
                  (eq. 23) 
Where 
𝑆𝑆𝐸𝑅: the residual sum of squares from the regression with the unified data (it is 
assumed that there are no time fixed effects). 
𝑆𝑆𝐸𝑈: the residual sum of squares from the (eq. 22). 
The null hypotheses is typically rejected when for a certain significance level a, the 
calculated F-statistic value exceeds the critical one, for the given degrees of freedom. 
The results from the regression are presented in the following table. The independent 
variables explain, according with the within goodness-of-fit estimator the 25.52% of 
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the mean values of standard deviation of the log electricity price returns. The correlation 
of the residuals with the independent variables is still largely negative, found at -0.9613. 
As for the F-statistic of joint significance this is found to have a p-value of 0.0710. 
Therefore, at a conventional 5% significance level, it cannot be considered that the 
concept of time fixed effects is valid.  
Table 8: Time fixed effects regression results 7 
 Coefficient St. error  P-value 
Hydro 0.0000232 0.0000205 0.259 
Solar -0.0000279 0.0000656 0.671 
Nuclear -0.0000298 0.000024 0.217 
Geothermal -0.0006337 0.0022059 0.774 
Wind 0.0000498 0.0000304 0.103 
Crude oil -0.0001306 0.0003975 0.743 
Oil products 0.0000208 0.0000486 0.669 
Coal and Peat -0.0000169 0.0000177 0.341 
Natural gas -0.0000196 0.0000122 0.110 
Biofuels and waste -0.0000885 0.0000579 0.128 
Year 1999 0.919285 1.609147 0.569 
Year 2000 2.565637 1.571511 0.105 
Year 2001 2.385393 1.562324 0.129 
Year 2002 2.213966 1.570944 0.161 
Year 2003 2.735986 1.596189 0.089 
Year 2004 1.573134 1.622588 0.334 
Year 2005 1.735763 1.631629 0.289 
Year 2006 1.733288 1.653748 0.296 
Year 2007 1.930906 1.645368 0.242 
Year 2008 1.47015 1.633952 0.370 
Year 2009 1.08565 1.569812 0.490 
Year 2010 1.128857 1.613766 0.485 
Year 2011 0.8706397 1.599705 0.587 
Year 2012 1.480648 1.613454 0.360 
Year 2013 2.290841 1.611352 0.157 
Year 2014 1.671123 1.603642 0.299 
Year 2015 2.069364 1.635438 0.208 
Intercept 4.528097 2.44155 0.066 
                                                          
7 For the purpose of this regression, the robust estimators were not used, as the vector clustering approach that 
software implements, does not provide a sufficient rank to perform the model test. A model test which uses clustered 
data is distributed either as F(k,d-k+1) or chi2(k), where k is the number of constraints and d is the number of 
clusters. As the rank of the respective vector cannot be larger than d, and the model test reserves 1 degree of freedom, 
for the intercept, the maximum number of constraints that can be tested is (d-1). Therefore, k must be less than d.    
Regarding the mechanics of the model, there is not any particular issue, however the reported standard errors should 
be treated with caution, as the theory around the standard error calculation dictates for them to be asymptotic, 
regarding the number of clusters. In other words, the model test statistic issue is that a joint test that all coefficients 
are zero, cannot be implemented, due to limited information. While a subset can be tested, this does not hold for the 
entire sample, therefore Stata would not report the overall model test statistic. Another approach would be to estimate 
again, in another way, the model parameters. 
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R-within 0.2552 Correlation (u,X) -0.9613 
N 199 F (17, 153) 
p-value 
1.60 
(0.0710) 
 
In the following figure it is presented the standard deviation of the electricity price 
returns across years. While in the first years of the detecting period observations were 
not that much, during liberalization process in Europe, they have increased. Over time, 
more countries started to bargain the produced electricity quantities in organized 
markets. After 2000, standard deviation of the sample, seemed to follow a relatively 
stable path, at about 4 units, despite the increase of the observations. This implies that 
the significance of heterogeneity across years can be found in higher significance levels. 
Figure 22: Heterogeneity across years 
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5.3 Unit Roots 
Diagnostics for the detection of unit roots have expanded beyond autoregressive 
models, and can be used for panel data as well, after considering certain modifications. 
There are two main categories for implementing unit root testing: one considering that 
stochastic process that share a common unit root, and one considering that unit roots 
are not all the same for all units (here, countries). In this chapter it is examined the latter 
case. It is reminded that, given an AR(1) process:  
𝑌𝑖𝑡 = 𝑎𝑖𝑌𝑖𝑡−1 + 𝑒𝑖𝑡    i=1, 2, …, N   t=1, 2, …, T           (eq. 24) 
If |𝑎𝑖| < 1, then the process is considered stationary, while if |𝑎𝑖| = 1, then process is 
considered to have one-unit root. A stationary process is characterized by time-invariant 
mean and variance. On the other hand, a non-stationary process may have neither of 
these two properties, while it can move arbitrarily over time, if its two first moments 
are not constant. 
Assuming an unbalanced panel data first-order autoregressive model: 
𝛥𝑦𝑖𝑡 = 𝜑𝑖𝑦𝑖,𝑡−1 + 𝑧𝑖𝑡
′ 𝛾𝑖 + ∑ 𝑎𝑖𝛥𝑦𝑖,𝑡−𝑗
𝑝
𝑗=1 + 𝑒𝑖𝑡         (eq. 25) 
The z-term, generally, can depict panel-specific means or trends, but in this case as it 
is assumed the fixed effects approach equals the unit. The term ∑ 𝑎𝑖𝛥𝑦𝑖,𝑡−𝑗
𝑝
𝑗=1  has been 
added to assess the issue of the potential serial correlation, and augments the model 
with p more lags of the y variable. The (eq. 25) allows for implementing the null 
hypotheses: 
𝐻0: 𝜑𝑖 = 0 for all i 
Versus its alternative that 𝐻𝑎: 𝜑𝑖 < 0 
Under the null, it is assumed a presence of a unit root and therefore non-stationarity. 
The Fisher-Augmented Dickey-Fuller (F-ADF) for unbalanced panels and the Fisher 
Phillips-Perron (F-PP) unit root tests are used in this section. These tests necessitate 
that T→ ∞, as to assure their consistency. The null hypotheses assumes that all panels 
contain one-unit root, while the alternative hypotheses suggests that one panel at least 
is stationary. However, this suggestion stands, theoretically, for a finite number of N 
units. As N raises to infinity, the number of non-stationary panels should increase at the 
same rate. 
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The F-ADF is a chi-squared distribution test, based on p-values, resulted from the ADF 
unit root test for each i=1, 2, …, N. The statistic is described as: 
𝑃 = −2∑ ln (𝑝𝑖)
𝑁
𝑖=1               (eq. 26) 
The chi-square distribution has 2N degrees of freedom. However, it should be noted 
that the power of the test can be compromised if the sample is small or the process is 
found stationary but with a root approximately close to one. 
The F-PP has the same distribution with the F-ADF, which is modified to account for 
heteroscedasticity and autocorrelation (app. A.11). Also, it does not require lag 
specification like the ADF. Table 9 presents the relevant results. 
Three cases, each with three lags, are investigated here: one without trend or demeaned 
values, one where cross-sectional means have been subtracted and one where lags have 
been adjusted for a trend and a cross-sectional subtraction. Different results are found 
in the two tests regarding their significance. For the first case, ADF was found 
significant only in the one lag subcase, and insignificant in the rest. In general, adding 
a trend or used demeaned values was found to give significant evidence only in the 
AR(2) and AR(3) cases which included trend and had been demeaned. As for the 
Phillips-Perron test, this was found to be significant in all cases, probably as a result of 
autocorrelation adjustment.  This implies further investigation of the stochastic process. 
While the reference of just three lags here is made only for illustrative purposes, the 
proper methodology as is suggested for future research, dictates the implementation of 
the information criteria8. Alternatively, the implementation of the KPSS test can be 
considered, along with the examination of the existence of various unit roots, for the 
different cross-sectional units (countries). 
 
 
 
 
 
                                                          
8 Although the implementation of information criteria can be helpful for calculating the optimal order of the model, 
the software reckons the results for the random effects model. This means that the FGLS method is implemented 
and software does not apply information criteria in this case. If a researcher wants to calculate the random effects 
model, it is suggested the usage of maximum likelihood estimators. There are many cases where the maximum 
likelihood can be proven more efficient and iterated FGLS converges to the maximum likelihood estimates. 
However, it should be noted that this feature does not always hold. Therefore, if someone is interested in a 
comparison criterion for different random effects models, he/she can estimate them using the maximum likelihood 
and then apply the information criteria. Afterwards, can check how much the estimates of the coefficients differ, by 
running both maximum likelihood and FGLS for random effects. 
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Table 9: Unit root tests results 9 
 ADF (p-value) PP (p-value) 
1 Lag  0.0000 0.0107 
2 Lags 0.9805 0.0040 
3 Lags  0.0546 0.0012 
1 Lag and demeaned 0.1809 0.0000 
2 Lags and demeaned 0.9342 0.0000 
3 Lags and demeaned 0.9729 0.0000 
1 Lag with trend and demeaned 0.0762 0.0056 
2 Lags with trend and demeaned 0.0177 0.0008 
3 Lags with trend and demeaned 0.0000 0.0000 
 
5.4 Cointegration 
In the final part of this chapter, the concept of cointegration comes under scrutiny. 
Considering the first differences of a stochastic non-stationary process, if found to be 
stationary, then the process is characterized as first order integrated, or I(1). If a linear 
combination of various I(1) series is found stationary, then these are considered 
cointegrated (Engle, R.F., Granger, C., 1987). Cointegration concept implies that I(1) 
series move in a long-run equilibrium, in contrast with the original non-stationary 
process that may move arbitrarily.  
The Kao and the Pedroni tests are performed here. They combine statistics from each 
individual panel, enhancing the power of the usual Engle-Granger residual test, 
                                                          
9 The test statistic combines the p-values from the panel-speciﬁc unit-root tests using the four methods proposed by 
Choi (2001). Three of these methods differentiate as they implement the p-values of the inverse chi-square (P), 
inverse-normal (Z), or inverse-logit transformation (L). As for the fourth test, this is basically a modiﬁcation of the 
inverse chi-squared transformation (Pm) that is useful, when N tends to inﬁnity. The inverse-normal and inverse-
logit transformations can be used whether N is ﬁnite or not. In table 9, there are presented the results from the inverse 
chi-squared method. 
According to the handbook, Choi’s simulation results suggest that the inverse normal Z statistic offers the best trade-
off between size and power. The inverse logit L statistic test typically agrees with the Z test. Under the null 
hypothesis, Z has a standard normal distribution and L has a t distribution with (5N + 4) degrees of freedom. Low 
values of Z and L may have low power for testing the null. When the number of panels is ﬁnite, the inverse chi-
squared P test is applicable. It should be noted that, under the null, as T →∞ followed by N →∞, P tends to inﬁnity 
so that it has a degenerate limiting distribution. For larger panels, Choi proposes the modiﬁed inverse chi-squared 
Pm test which converges to a standard normal distribution. Nevertheless, large value of Pm may be proven doubtful 
for the examination of the null, as well. Choi’s simulation results do not reveal a speciﬁc value of N over which Pm 
should be preferred to P, though he mentions that N = 100 is still too small for Pm to have an approximately normal 
distribution. 
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although the latter still performs well under panel data. The distribution of the combined 
tests approaches the one of the standard normal one. For the cointegration detection, it 
is assumed the following panel model, which adjusts respectively for each test: 
𝑦𝑖𝑡 = 𝑥𝑖𝑡
′ 𝑏𝑖 + 𝑧𝑖𝑡
′ 𝛾𝑖 + 𝑒𝑖𝑡              (eq. 26) 
Each of the 𝑋𝑖𝑡 covariates is considered I(1) and not cointegrated with themselves. All 
tests share the same null hypotheses that dependent and independent variables are not 
cointegrated, by examining whether residuals are non-stationary. Rejecting the null, 
implies that residuals are stationary, therefore the series of  𝑦𝑖𝑡 and 𝑥𝑖𝑡 is cointegrated. 
The alternative hypotheses implies that variables are cointegrated.  
The Kao test, considers the same vector of cointegration for all panels (bi=b). Panel-
specific means are estimated (z is considered a vector of units), described by the γ 
component, relevant to the fixed effects approach. The null here implies that there is no 
cointegration among series. For this test, there are used the DF t, the ADF t, the 
modified DF t, the unadjusted DF t, and the unadjusted modified t tests, derived from 
the estimation of ρ, either in polled auxiliary regression or in its augmented version 
(app. A. 12). 
The Pedroni test defines panel-individual cointegrating vectors, altering the 
heterogeneity measurement, making it different to Kao test. In addition, auto-regressive 
coefficient can vary between panels. The cointegration statistic for the Pedroni panel 
obtains the residual from the equation of the residuals and generates a set of eleven 
different statistics, with varying degrees of size and power. 
As for the Westerlund test, it utilizes a variance ratio statistic. For testing the null 
hypotheses of no cointegration, the auto-regressive parameter can be either defined as 
panel-specific (over the alternative hypotheses that some panels have cointegrated 
series), or common for all panels (where the alternative here, is that all panels are 
cointegrated).  
The tests allow for unbalanced data, however they demand a large N, as the sample 
distribution can converge sufficiently to the population distribution. In the case of time 
periods, they require a sufficient number of them, as to be able to operate time-series 
regressions from each panel individually. Given, the unbalanced panel of this thesis, 
this may create some distortions and affect the final results. Furthermore, the presence 
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of serial correlation can also be a third factor, influencing the outcome, as the nominal 
coverage of the tests gets affected by that, as well. Still, number of N and T, and 
autocorrelation have different magnitude on each test. 
As it is shown in table 10, two different cases have been used for the pedroni test: one 
checking for cointegration among the standard deviation and the renewables 
independent variable (the medium and the large hydro, the solid and the liquid biofuels), 
and one among the standard deviation and the non-renewables variables10. In each case, 
the pedroni residual test reports two different alternatives against the null: one 
considering common, homogeneous coefficients, and one for heterogeneous ones. Both 
cases in the pedroni test concluded to different results: ADF test resulted to not rejecting 
the null, therefore there is no cointegration, while PP test resulted in significant results, 
and to the conclusion of cointegration existence. Kao test resulted also to rejecting the 
null and to accept cointegration11. The different results may be attributed to the 
assumption of strong exogeneity for the ADF test, and it is therefore suggested more 
than one tests to be performed for cointegration. However, cointegration does not 
provide an estimation for the long run. This is done by implementing panel FMOLS 
(fully modified OLS) or DOLS (dynamic OLS) and is suggested for future studies. 
Table 10: Cointegration test results 
Pedroni Residual Test for st. deviation and renewables 
 Statistic p-value 
Weighted 
Statistic 
p-value 
Alternative hypotheses: common AR coefficients 
Panel v-Statistic -0.683399 0.7528 -1.132448 0.8713 
Panel rho-Statistic 1.997565 0.9771 1.613130 0.9466 
Panel PP-Statistic -2.346787 0.0095 -1.922551 0.0273 
Panel ADF-Statistic -0.946677 0.1719 0.231790 0.5916 
Alternative hypotheses: individual AR coefficients 
Group rho-Statistic 2.899394 0.9981 - - 
Group PP-Statistic -3.116155 0.0009 - - 
Group ADF-Statistic 0.398532 0.6549 - - 
                                                          
10 Pedroni test can utilize a maximum of seven different variables. In order to optimize this deficiency, a separation 
between renewables and non-renewables was made, along with the examination of the standard deviation of the 
electricity price returns. It should be mentioned that, as the used sample was due to an unbalanced data, only 5 
countries were kept (namely, Germany, France, Italy, Finland and Sweden), while the others were dropped out of 
the equation.  
11 The selection of lag length was made with the implementation of the information criteria (Akaike, Schwarz, 
Hannan-Quinn), which all resulted to the same numbers for statistic and p-values. For the test there were used 
parametric and non-parametric Bartlett kernel estimators. The Newey-West (automatic) bandwidth was selected.  
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Pedroni Residual Test for st. deviation and non-renewables 
 
Statistic p-value 
Weighted 
Statistic 
p-value 
Alternative hypotheses: common AR coefficients 
Panel v-Statistic 0.895533 0.1853 0.115085 0.4542 
Panel rho-Statistic 0.245207 0.5969 0.297503 0.6170 
Panel PP-Statistic -3.846792 0.0001 -4.120013 0.0000 
Panel ADF-Statistic -1.209815 0.1132 -1.697686 0.0448 
Alternative hypotheses: individual AR coefficients 
Group rho-Statistic 1.381429 0.9164 - - 
Group PP-Statistic -8.008264 0.0000 - - 
Group ADF-Statistic -1.924364 0.0272 - - 
Kao Residual Test 
 Statistic p-value Coefficient St. Error 
ADF -2.9604 0.0015  
Residual variance 
HAC variance 12 
2.2561 
1.4740  
 
Residuals (-1) -9.0183 0.0000 -0.8378 0.0929 
Differenced 
Residuals (-1) 
2.3421 0.0204 0.1927 0.0823 
 
Relevant to the topic of cointegration is the one of the forecasting causality. As a 
concluding suggestion for further research, below are given the results for the Granger 
Causality tests of the nine independent variables with the dependent one and between 
them, for one, two, and three lagged periods respectively.  
It should be mentioned that for the Granger causality calculations, the entire sample 
was considered as one cross-sectional unit. Therefore, the results may be more relevant 
for comparison to a federal level, as they do not take into consideration the individual 
characteristics of each country. To include this feature, the Dumitrescu-Hurlin panel 
granger causality test can be implemented, as it takes into account this issue and is 
suggested for further research. 
 
 
 
                                                          
12 HAC stands for Heteroscedasticity and Autocorrelation Correction. The Newey-West HAC methods was 
implemented to make the estimators robust.  
 
80 
 
Table 11: Granger causality tests 
 Null Hypothesys: Obs Prob.  Obs Prob.  Obs Prob.  
 Hydro10 does not Granger Cause St. dev. 180 0.0037 161 0.0159 142 0.0706 
 St. dev. does not Granger Cause Hydro10 180 0.4633 161 0.0164 142 0.0678 
 Hydro110 does not Granger Cause St. dev. 180 0.0381 161 0.0372 142 0.1016 
 St. dev. does not Granger Cause Hydro110 180 0.1021 161 0.0726 142 0.2919 
 Ind. Waste does not Granger Cause St. dev. 180 0.1589 161 0.1589 142 0.5173 
 St. dev. does not Granger Cause Ind. Waste 180 0.8868 161 0.7006 142 0.2040 
 N. Gas does not Granger Cause St. dev. 180 0.2770 161 0.2776 142 0.0179 
 St. dev. does not Granger Cause N. Gas 180 0.0829 161 0.0969 142 0.1370 
 Liq. biofuels does not Granger Cause St. dev. 180 0.4114 161 0.5689 142 0.6457 
 St. dev. does not Granger Cause Liq. biofuels 180 0.9491 161 0.9708 142 0.9364 
 Gas/diesel does not Granger Cause St. dev. 180 0.7003 161 0.3228 142 0.4352 
 St. dev. does not Granger Cause Gas/diesel 180 0.2345 161 0.3975 142 0.9331 
 Oil products does not Granger Cause St. dev. 180 0.4633 161 0.7764 142 0.7527 
 St. dev. does not Granger Cause Oil products 180 0.8527 161 0.9642 142 0.8381 
 Solid biofuels do not Granger Cause St. dev. 180 0.4970 161 0.5470 142 0.4640 
 St. dev. does not Granger Cause Solid biofuels 180 0.3900 161 0.2902 142 0.3586 
 Wind does not Granger Cause St. dev. 180 0.3442 161 0.3523 142 0.0471 
 St. dev. does not Granger Cause Wind 180 0.0467 161 0.0962 142 0.2347 
 Hydro110 does not Granger Cause Hydro10 180 0.9072 161 0.5759 142 0.1798 
 Hydro10 does not Granger Cause Hydro110 180 0.0439 161 0.2801 142 0.8712 
 Ind. Waste does not Granger Cause Hydro10 180 0.8229 161 0.9532 142 1.0000 
 Hydro10 does not Granger Cause Ind. Waste 180 0.7374 161 0.7110 142 0.9231 
 N. Gas does not Granger Cause Hydro10 180 0.7708 161 0.5928 142 0.0819 
 Hydro10 does not Granger Cause N. Gas 180 0.9537 161 0.8249 142 0.0962 
 Liq. biofuels does not Granger Cause Hydro10 180 0.7089 161 0.9846 142 0.8752 
 Hydro10 does not Granger Cause Liq. biofuels 180 0.7716 161 0.5711 142 0.7697 
 Gas/diesel does not Granger Cause Hydro10 180 0.7964 161 0.5065 142 0.8409 
 Hydro10 does not Granger Cause Gas/diesel 180 0.5532 161 0.1048 142 0.1310 
 Oil products does not Granger Cause Hydro10 180 0.6906 161 0.7487 142 0.5448 
 Hydro10 does not Granger Cause Oil products 180 0.9762 161 0.3280 142 0.4621 
 Solid biofuels do not Granger Cause Hydro10 180 0.9482 161 0.8473 142 0.9224 
 Hydro10 does not Granger Cause Solid biofuels 180 0.2202 161 0.6497 142 0.5195 
 Wind does not Granger Cause Hydro10 180 0.8591 161 0.0944 142 0.5264 
 Hydro10 does not Granger Cause Wind 180 0.8566 161 0.3216 142 0.6190 
 Ind. Waste does not Granger Cause Hydro110 180 0.0736 161 0.0486 142 0.6453 
 Hydro110 does not Granger Cause Ind. Waste 180 0.7604 161 0.8995 142 0.9733 
 N. Gas does not Granger Cause Hydro110 180 0.1729 161 0.1488 142 0.0000 
 Hydro110 does not Granger Cause N. Gas 180 0.3669 161 0.6435 142 0.1241 
 Liq. biofuels does not Granger Cause Hydro110 180 0.8450 161 0.7400 142 0.7707 
 Hydro110 does not Granger Cause Liq. biofuels 180 0.0054 161 0.0239 142 0.0659 
 Gas/diesel does not Granger Cause Hydro110 180 0.4248 161 0.1663 142 0.1351 
 Hydro110 does not Granger Cause Gas/diesel 180 0.4001 161 0.2587 142 0.2103 
 Oil products does not Granger Cause Hydro110 180 0.0920 161 0.3248 142 0.3155 
 Hydro110 does not Granger Cause Oil products 180 0.5460 161 0.0221 142 0.0276 
 Solid biofuels do not Granger Cause Hydro110 180 0.5883 161 0.7545 142 0.6487 
 Hydro110 does not Granger Cause Solid biofuels 180 0.4454 161 0.4640 142 0.5660 
 Wind does not Granger Cause Hydro110 180 0.9792 161 0.0191 142 0.2507 
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 Hydro110 does not Granger Cause Wind 180 0.7710 161 0.0000 142 0.0000 
 N. Gas does not Granger Cause Ind. Waste 180 0.0692 161 0.0112 142 0.0988 
 Ind. Waste does not Granger Cause N. Gas 180 0.6883 161 0.3414 142 0.2618 
 Liq. biofuels does not Granger Cause Ind. Waste 180 0.1175 161 0.0128 142 0.0648 
 Ind. Waste does not Granger Cause Liq. biofuels 180 0.4120 161 0.6842 142 0.2279 
 Gas/diesel does not Granger Cause Ind. Waste 180 0.7181 161 0.8532 142 0.9720 
 Ind. Waste does not Granger Cause Gas/diesel 180 0.3386 161 0.3606 142 0.7024 
 Oil products does not Granger Cause Ind. Waste 180 0.2750 161 0.0831 142 0.0783 
 Ind. Waste does not Granger Cause Oil products 180 0.5806 161 0.8306 142 0.0813 
 Solid biofuels do not Granger Cause Ind. Waste 180 0.0020 161 0.0000 142 0.0238 
 Ind. Waste does not Granger Cause Solid biofuels 180 0.0020 161 0.0000 142 0.2113 
 Wind does not Granger Cause Ind. Waste 180 0.0013 161 0.0000 142 0.0246 
 Ind. Waste does not Granger Cause Wind 180 0.0037 161 0.0329 142 0.0133 
 Liq. biofuels does not Granger Cause N. Gas 180 0.7248 161 0.3868 142 0.3614 
 N. Gas does not Granger Cause Liq. biofuels 180 0.0021 161 0.0002 142 0.0000 
 Gas/diesel does not Granger Cause N. Gas 180 0.1274 161 0.0654 142 0.0000 
 N. Gas does not Granger Cause Gas/diesel 180 0.0731 161 0.0128 142 0.1211 
 Oil products does not Granger Cause N. Gas 180 0.1655 161 0.6709 142 0.0007 
 N. Gas does not Granger Cause Oil products 180 0.4783 161 0.4129 142 0.6178 
 Solid biofuels do not Granger Cause N. Gas 180 0.3675 161 0.8551 142 0.1761 
 N. Gas does not Granger Cause Solid biofuels 180 0.0011 161 0.0837 142 0.0285 
 Wind does not Granger Cause N. Gas 180 0.6666 161 0.4120 142 0.7584 
 N. Gas does not Granger Cause Wind 180 0.0670 161 0.3551 142 0.0161 
 Gas/diesel does not Granger Cause Liq. biofuels 180 0.9019 161 0.9962 142 0.9996 
 Liq. biofuels does not Granger Cause Gas/diesel 180 0.8258 161 0.9620 142 0.9774 
Oil products does not Granger Cause Liq. biofuels 180 0.0000 161 0.0000 142 0.0000 
Liq. biofuels does not Granger Cause Oil products 180 0.0002 161 0.0001 142 0.0000 
Solid biofuels do not Granger Cause Liq. biofuels 180 0.4597 161 0.4709 142 0.6623 
Liq. biofuels does not Granger Cause Solid biofuels 180 0.9564 161 0.7239 142 0.6260 
 Wind does not Granger Cause Liq. biofuels 180 0.5527 161 0.5008 142 0.2265 
 Liq. biofuels does not Granger Cause Wind 180 0.4858 161 0.6495 142 0.8888 
 Oil products does not Granger Cause Gas/diesel 180 0.9774 161 0.9912 142 0.9899 
 Gas/diesel does not Granger Cause Oil products 180 0.8146 161 0.9385 142 0.9773 
 Solid biofuels do not Granger Cause Gas/diesel 180 0.4940 161 0.5387 142 0.7310 
 Gas/diesel does not Granger Cause Solid biofuels 180 0.4193 161 0.9030 142 0.7066 
 Wind does not Granger Cause Gas/diesel 180 0.0055 161 0.0091 142 0.2302 
 Gas/diesel does not Granger Cause Wind 180 0.6555 161 0.8478 142 0.8853 
Solid biofuels do not Granger Cause Oil products 180 0.7889 161 0.9092 142 0.7815 
Oil products does not Granger Cause Solid biofuels 180 0.4372 161 0.6864 142 0.5109 
 Wind does not Granger Cause Oil products 180 0.6928 161 0.0821 142 0.0323 
 Oil products does not Granger Cause Wind 180 0.5765 161 0.1132 142 0.2576 
 Wind does not Granger Cause Solid biofuels 180 0.0083 161 0.0208 142 0.3967 
 Solid biofuels do not Granger Cause Wind 180 0.1363 161 0.1634 142 0.2887 
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6 Conclusions 
In this dissertation thesis it was examined whether electricity growth price volatility 
can be explained by the generation mix in Europe. A sample of nineteen European 
countries was selected, for different time periods, according to the market data 
availability for baseload electricity prices, which formed an unbalanced panel. After 
considering the solely significant variables, capable for explaining fluctuations, the 
final model resulted to nine significant electricity generation categories. More 
specifically, the hydro power generated from plants with capacity from one to ten 
megawatts, hydro power from plants with capacity larger than ten megawatts, wind 
power, and electricity generated from gas/diesel, various oil products, natural gas, 
industrial waste, solid biofuels and liquid biofuels. The small hydro and the wind 
variables are the only that were found with positive coefficient, meaning that their usage 
leads to an increase in volatility levels of electricity price returns. On the other hand, 
all other variables were found with a negative coefficient, implying a decrease in 
volatility levels once they are utilized.  
Although initial results implied the usage of fixed effects, further analysis resulted to 
the selection of a random effects model, meaning that whatever differences are found 
among the countries in the sample, these do not correlate with the generation variables. 
In other words, any feature that affects all countries in the sample, as this is expressed 
by the concept of the unobserved heterogeneity, is considered as random and is 
classified as a component of the error term. Goodness-of-fit is calculated at 27.21%. 
Finally, to associate the findings with the context of the energy security, an energy 
index was created relevant to a fuel mix diversification of the above nine electricity 
generation coefficients, for a certain year. Results showed that Italy was by far the most 
secured country due to high usage of liquid biofuels, while Norway was the least 
secured, as the high usage of the hydro plants it operates, does not contribute on 
lowering volatility levels. 
Considering all the above, the diversified generation mix seems to be an effective 
solution for the problem of lowering electricity growth price volatility. This 
corresponds to the findings of Bar-Lev and Katz (1976) for diversified fuel mixes that 
reduce fuel price variance and firms become more risk efficient, leading to smaller final 
 
83 
 
energy price fluctuations. This can assist on dealing with the issue of endogeneity of 
oil prices, as well. According to the findings of the Arouri (2012), who found that there 
is a spillover effect of volatility from oil prices to stocks, the implementation of a 
diversified mix can contribute on minimizing the repercussions of this effect. This is 
similar to the findings of Allan (2011) for the electricity mix in Scotland, where risk 
variation was decreased by the usage of generating technologies portfolio. 
Nuclear power, though considered as a cost-effective choice, was not found significant 
for lowering fluctuations in the final model. This does not confide with the findings of 
Du and Parsons (2009). Although it was found to perform efficiently in liberalized 
markets, it was insignificant for reducing volatility in the European regimes. High 
upfront costs may justify this distortion: for a nuclear power to have positive NPV, 
carbon and gas prices must be uncorrelated. However, the correlation matrix for the 
fixed effect model resulted a positive correlation among them.  
Reader should be reminded that the implemented models refer to a fluctuation decrease 
from a mean value. If investors are characterized as risk averse, meaning that they are 
interested in setting the risk as close to zero as possible, in absolute terms, then fuel mix 
diversification should definitely include a CCGT infrastructure. In this case, according 
to Roques (2008), the investors’ portfolio could include a coal or nuclear plant, as these 
are characterized by fixed costs.   
Renewables, in general, seem to lower the fluctuation levels, with the exception of the 
medium hydro plants and wind farms. Although the reason for the former can be 
attributed to smaller economies of scale, compared with larger plants, wind power 
electricity is found to increase volatility levels. This is in contradiction with the findings 
from Delarue (2011), that risk-efficient scenarios included the wind power. However, 
after including the concept of carbon tax, wind power electricity can be characterized 
as a good choice. Benefits of large wind farms outweigh carbon tax costs and are 
considered a fine choice only for CO2 emissions policy. The positive sign can also may 
be attributed to high upfront costs for RES, as Moreno (2012) showed that an increase 
in electricity produced from RES, resulted to an increase in electricity prices. Therefore, 
further implementation of quotas is needed.  
In addition to the above, findings from DeCarolis and Keith (2006) can also contribute. 
Their study showed that gas quantities should be permanently available to deal with the 
intermittent nature of wind power. Given that the panel data analysis of this dissertation 
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showed that gases have a negative coefficient and decrease fluctuation levels, then if 
there is lack of needed gas quantities, new grid costs can occur. 
However, policy makers should be aware that high portions of fuels in a generation 
mix, can lead to greater exposure to market price fluctuation, as Bhattacharrya (2004) 
showed. This can have a negative effect for the generation mix of the country and its 
total energy security, considering also the findings of Gupta (2008), where market risk 
factors explained oil vulnerability. 
It is therefore suggested that regulation reforms should be re-oriented. Reforms like 
TSO unbundling did not return the expected results for the final electricity prices. 
Different drivers also led the amendments in the regulatory frameworks of different 
regimes, as the most developed countries aimed at better efficiency levels, while 
developing ones were more interested in access improvement. Given that European 
continent contains both cases, regulatory reforms are strongly suggested aiming to fuel 
mix optimization. As Percebois (2007) mentioned, energy vulnerability is mostly 
relevant to import concentration, high price fluctuation and high energy import value. 
Fuel mix diversification can contribute on lowering the impact of these factors and the 
total energy vulnerability in each regime. 
The power generation mix in Europe is being decarbonized significantly, as RES 
increase their share in the mix. RES have been supported through a wide range of public 
schemes, leading to lowered GHG emissions and larger grid capacity. Decline in final 
energy consumption, due to these schemes that promoted energy-efficient technologies, 
in terms of power usage, has also been achieved. 
The increased capacity due to RES, has led the old fossil fuel plants to face difficulties 
to operate with revenues, as the number of operating hours and the wholesale prices in 
many countries have decreased, along with the implementation of the European 
legislation for allowances, the inefficiency of the outdated equipment and the 
competitive low RES operating costs. While this promotes the further implementation 
for renewables, it jeopardizes the energy security. As the regular thermal convention 
plants are not given any incentive to secure the energy supply, the flexibility in back-
up capacity is diminished. Moreover, the sharp short-term electricity demand is another 
factor that should also be considered more rigorously.  
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As the electricity is now a tradable commodity, its price is characterized by fluctuations. 
While in the previous decades, many European countries supported their needs through 
a public power company (PPC), which set up a price linked to the production average 
cost, and accommodate for social benefits, this is hardly the case anymore. Electricity 
is now traded in commodity exchanges, like most of the rest commodities and is 
submitted to market rules. 
Demand of the final consumers and production supply, shape the levels of the price 
volatility. When demand increases, prices increase as well, and vice versa. On the other 
hand, when supply overcomes demand, prices tend to decline. Additionally, prices 
fluctuate due to factors of extreme weather conditions, economic background and 
availability of fossil fuel supply. As for the costs, they consist of building and operating 
costs for the power plants and the grid, price of fossil fuels and regulations, like CO2 
allowances. The main particularity of the electricity as a commodity is its non-storable 
nature, as it is produced at the moment that it is requested, making its price to 
incorporate immediately all the aforementioned price-shaping features, in the spot 
market.   
It is essential for the EU to predicate the necessary policies as to provide sustainable, 
secured and affordable energy for its citizens, not only for the long term but at the 
present as well, as it undergoes a substantial transition phase towards an integrated 
electricity system and market. Implementation of energy-efficient technologies, 
decarbonization policies promoting an environmental-friendly economy and market 
competitiveness can contribute on achieving the above target in the most optimal way. 
The concept of a harmonized continental energy grid is still far, as to be considered 
achieved. While there have been taken serious steps on this path, further actions like 
intra-day cross-border integration between countries should be promoted, developing, 
respectively, the energy market. This transition phase creates unprecedented challenges 
and opportunities for national power sectors among the continent and can contribute on 
the establishment of a prosperous European regime. 
Globally, there are some findings about market liberalization. First, prices may not fall 
as they were expected to do so. This happens in countries with system overcapacity. 
Otherwise, prices are adjusted so that supply meets demand. In other words, liberal 
markets result to more efficient, and not to necessarily lower prices. Second, efficient 
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investments are encouraged. Investors, in liberal markets, have to synchronize their 
production costs to meet the market price, when this price is equal or higher than this 
price. This may be proven even more difficult task to achieve, if carbon emission 
markets set a standard, regulated price for the emissions. This was hardly the case in 
the old monopolistic markets, where regulated prices, which were below marginal 
prices, encouraged high levels of electricity use, leading respectively to high 
monopolistic profits. Third, in the long run political interventions are getting decreased, 
market competition increases, and prices do get to decrease as well. It should be noted, 
though, that liberalization process is a delicate procedure where, in short-term, evidence 
do not always comply with the economic theory. Regulatory intervention in this case 
may be proven critical, both with positive or negative repercussions. Still, in the long 
run, after liberalization has taken place, prices are expected to decrease. Speed of 
market development is also important, as the sooner a perfect-competition state is 
achieved, the smaller would be the expected short-term market anomalies for the 
consumers. 
To identify the optimal generation mix is not a straightforward procedure, as the social 
benefits usually intervene in the calculation of the objectives (Costello, K., 2007). 
Policy makers should acknowledge that information about risks and returns are not 
always quantifiable, thus their choices may be considered subjective, up to a point. 
Technological factors and consumer characteristics should be taken into consideration, 
when policies are designed and decided. The merits and the consequences of these 
decisions also consist critical part of the process.  
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Appendix 
▪ Section A.1 includes the description of components that were used to form the 
independent variables in the panel analysis. Balance definitions are derived 
from the International Energy Agency website. 
▪ Section A.2 includes the tickers that correspond to the spot prices or the day-
ahead prices for the daily electricity base-load prices for the 19 countries of the 
study. Data have been derived from Bloomberg Terminal.  
▪ Section A.3 includes the detecting period for each country in the study. 
▪ Section A.4 includes the results from BPLM statistic (non-robust). 
▪ Section A.5 includes the results of the Hausman statistic (non-robust). 
▪ Section A.6 includes the results for heteroscedasticity and autocorrelation 
detection (non-robust). 
▪ Section A.7 includes the results from the process which defined the sole 
significant coefficients. 
▪ Section A.8 includes calculation for the AR(1) fixed effects estimations. 
▪ Section A.9 includes the results from the statistics from the AR(1) model. 
▪ Section A.10 includes the results for the time fixed effects regression. 
▪ Section A.11 includes the statistic for the Phillips-Perron test. 
▪ Section A.12 include the calculations for the cointegration tests. 
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Section A.1 
Coal and Peat 
Coal and peat includes all coal, both primary (including hard coal and lignite) and derived fuels 
(including patent fuel, coke oven coke, gas coke, BKB, gas works gas, coke oven gas, blast furnace gas 
and oxygen steel furnace gas). Peat is also included in this category.  
Anthracite is a high rank coal used for industrial and residential applications. It is generally less than 10 
per cent volatile matter and a high carbon content (about 90 per cent fixed carbon). Its gross calorific 
value is greater than 23865 kJ/kg (5700 kcal/kg) on an ash-free but moist basis.  
Coking coal refers to coal with a quality that allows the production of a coke suitable to support a blast 
furnace charge. Its gross calorific value is greater than 23865 kJ/kg (5700 kcal/kg) on an ash-free but 
moist basis.  
Other bituminous coal is used for steam raising and space heating purposes and includes all bituminous 
coals not included under coking coal. It is usually composed of more than 10 per cent volatile matter 
with a relatively high carbon content (less than 90 per cent fixed carbon). Its gross calorific value is 
greater than 23865 kJ/kg (5700 kcal/kg) on an ash-free but moist basis. 
Sub-bituminous coal is non-agglomerating coals with a gross calorific value between 17435 kJ/kg (4165 
kcal/kg) and 23865 kJ/kg (5700 kcal/kg) containing more than 31 per cent volatile matter on a dry mineral 
matter free basis. 
Lignite is a non-agglomerating coal with a gross calorific value of less than 17435 kJ/kg (4165 kcal/kg), 
and greater than 31 per cent volatile matter on a dry mineral matter free basis. Oil shale and tar sands 
produced and combusted directly are included in this category. Oil shale and tar sands used as inputs for 
other transformation processes are included (this includes the portion consumed in the transformation 
process). 
Peat is a combustible soft, porous or compressed, fossil sedimentary deposit of plant origin with high 
water content (up to 90 per cent in the raw state), easily cut, of light to dark brown color.  
Patent fuel is a composition fuel manufactured from coal fines with the addition of a binding agent 
(pitch). The amount of patent fuel produced is, therefore, slightly higher than the actual amount of coal 
consumed in the transformation process. BKB are composition fuels manufactured from brown coal, 
produced by briquetting under high pressure. These figures include peat briquettes, dried lignite, fines 
and dust.  
Coke oven coke is the solid product obtained from the carbonization of coal, principally coking coal, at 
high temperature. It is low in moisture content and volatile matter. Coke oven coke is used mainly in the 
iron and steel industry. Also included are semi-coke, a solid product obtained from the carbonization of 
coal at a low temperature, lignite coke (a semi-coke made from lignite), coke breeze and foundry coke.   
Gas coke is a by-product of hard coal used to produce town gas in gas works. Gas coke is used for 
heating purposes.  
Coal tar is the liquid by-product of the distillation of coal to make coke in the coke oven process. Coal 
tar can be further distilled into different organic products (e.g. benzene, toluene, naphthalene), which 
normally would be reported as a feedstock to the petrochemical industry. 
Gas works gas covers all types of gas produced in public utility or private plants, whose main purpose 
is the manufacture, transport and distribution of gas. It includes gas produced by carbonization (including 
gas produced by coke ovens and transferred to gas works), by total gasification (with or without 
enrichment with oil products) and by reforming and simple mixing of gases and/or air. 
Coke oven gas is obtained as a by-product of the manufacture of coke oven coke to produce iron and 
steel.  
Blast furnace gas is produced during the combustion of coke in blast furnaces in the iron and steel 
industry. It is recovered and used as a fuel partly within the plant and partly in other steel industry 
processes or in power stations equipped to burn it. This category may also cover other recovered gases. 
Crude Oil 
Crude oil comprises crude oil, natural gas liquids, refinery feedstocks, and additives as well as other 
hydrocarbons (including emulsified oils, synthetic crude oil, mineral oils extracted from bituminous 
minerals such as oil shale, bituminous sand, etc., and oils from coal liquefaction). Crude oil is a mineral 
oil consisting of a mixture of hydrocarbons of natural origin and associated impurities, such as sulphur. 
It exists in the liquid phase under normal surface temperatures and pressure and its physical 
characteristics (density, viscosity, etc.) are highly variable. It includes field or lease condensates 
(separator liquids) which are recovered from associated and non-associated gas where it is commingled 
with the commercial crude oil stream. 
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Natural gas liquids (NGL) are the liquid or liquefied hydrocarbons produced in the manufacture, 
purification and stabilization of natural gas. These are those portions of natural gas which are recovered 
as liquids in separators, field facilities, or gas processing plants. NGLs include but are not limited to 
ethane, propane, butane, pentane, natural gasoline and condensate.  
Refinery feedstocks are processed oil destined for further processing (e.g. straight run fuel oil or vacuum 
gas oil) other than blending in the refining industry. They are transformed into one or more components 
and/or finished products. This definition covers those finished products imported for refinery intake and 
those returned from the petrochemical industry to the refining industry. 
Other hydrocarbons including emulsified oils (e.g. orimulsion), synthetic crude oil, mineral oils 
extracted from bituminous minerals such as oil shale, bituminous sand, etc. and liquids from coal 
liquefaction.  
Oil Products 
Oil products comprise refinery gas, ethane, LPG, aviation gasoline, motor gasoline, jet fuels, kerosene, 
gas/diesel oil, fuel oil, naphtha, white spirit, lubricants, bitumen, paraffin waxes, petroleum coke and 
other oil products. Oil products are any oil-based products which can be obtained by distillation and are 
normally used outside the refining industry. The exceptions to this are those finished products which are 
classified as refinery feedstocks.  
Liquefied petroleum gases (LPG) are the light hydrocarbon fraction of the paraffin series, derived from 
refinery processes, crude oil stabilization plants and natural gas processing plants comprising propane 
(C3H8) and butane (C4H10) or a combination of the two. They could also include propylene, butylene, 
isobutene and isobutylene. LPG are normally liquefied under pressure for transportation and storage. 
Naphtha is a feedstock destined either for the petrochemical industry (e.g. ethylene manufacture or 
aromatics production) or for gasoline production by reforming or isomerization within the refinery. 
Naphtha comprises material that distils between 30°C and 210°C.  
Kerosene type jet fuel is medium distillate used for aviation turbine power units. It has the same 
distillation characteristics and flash point as kerosene (between 150°C and 300°C but not generally above 
250°C). It includes kerosene blending components. 
Gas/diesel oil includes heavy gas oils. Gas oils are obtained from the lowest fraction from atmospheric 
distillation of crude oil, while heavy gas oils are obtained by vacuum redistillation of the residual from 
atmospheric distillation. Gas/diesel oil distils between 180°C and 380°C. Several grades are available 
depending on uses: diesel oil for diesel compression ignition (cars, trucks, marine, etc.), light heating oil 
for industrial and commercial uses, and other gas oil including heavy gas oils which distil between 380°C 
and 540°C and which are used as petrochemical feedstocks.  
Fuel oil defines oils that make up the distillation residue. It comprises all residual fuel oils, including 
those obtained by blending. Its kinematic viscosity is above 10 cSt at 80°C. The flash point is always 
above 50°C and the density is always higher than 0.90 kg/l.  
Bitumen is a solid, semi-solid or viscous hydrocarbon with a colloidal structure which is brown to black 
in color. It is obtained by vacuum distillation of oil residues from atmospheric distillation of crude oil. 
Bitumen is often referred to as asphalt and is primarily used for surfacing of roads and for roofing 
material. This category includes fluidized and cut back bitumen.  
Petroleum coke is defined as a black solid residue, obtained mainly by cracking and carbonizing of 
petroleum derived feedstocks, vacuum bottoms, tar and pitches in processes such as delayed coking or 
fluid coking. It consists mainly of carbon (90 to 95 per cent) and has a low ash content. It is used as a 
feedstock in coke ovens for the steel industry, for heating purposes, for electrode manufacture and for 
production of chemicals. The two most important qualities are "green coke" and "calcinated coke". This 
category also includes "catalyst coke" deposited on the catalyst during refining processes: this coke is 
not recoverable and is usually burned as refinery fuel.  
Other oil products not classified elsewhere (e.g. tar, sulphur and grease) are included here. This category 
also includes aromatics (e.g. BTX or benzene, toluene and xylene) and olefins (e.g. propylene) produced 
within refineries. 
Natural Gas  
Natural gas comprises gases, occurring in underground deposits, whether liquefied or gaseous, 
consisting mainly of methane. It includes both "non-associated" gas originating from fields producing 
only hydrocarbons in gaseous form, and "associated" gas produced in association with crude oil as well 
as methane recovered from coal mines (colliery gas) or from coal seams (coal seam gas). Production 
represents dry marketable production within national boundaries, including offshore production and is 
measured after purification and extraction of NGL and sulphur. It includes gas consumed by gas 
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processing plants and gas transported by pipeline. Quantities of gas that are re-injected, vented or flared 
are excluded.  
Biofuels and Waste  
Biofuels & waste is comprised of solid biofuels, liquid biofuels, biogases, industrial waste and municipal 
waste. Note that for biomass commodities, only the amounts specifically used for energy purposes are 
included. Therefore, the non-energy use of biomass is not taken into consideration and quantities are 
null. 
Industrial waste of non-renewable origin consists of solid and liquid products (e.g. tires) combusted 
directly, usually in specialized plants, to produce heat and/or power. Renewable industrial waste is not 
included here, but with solid biofuels, biogas or liquid biofuels.  
Municipal waste consists of products that are combusted directly to produce heat and/or power and 
comprises wastes produced by households, industry, hospitals and the tertiary sector that are collected 
by local authorities for incineration at specific installations.  
Primary solid biofuels and charcoal are defined as any plant matter used directly as fuel or converted 
into other forms before combustion. This covers a multitude of woody materials generated by industrial 
process or provided directly by forestry and agriculture (firewood, wood chips, bark, sawdust, shavings, 
chips, sulphite lyes also known as black liquor, animal materials/wastes and other solid biomass).  
Biogases are gases arising from the anaerobic fermentation of biomass and the gasification of solid 
biomass (including biomass in wastes). The biogases from anaerobic fermentation are composed 
principally of methane and carbon dioxide and comprise landfill gas, sewage sludge gas and other 
biogases from anaerobic fermentation.  
Liquid biofuels include biogasoline, biodiesel and other liquid biofuels. It does not include the total 
volume of gasoline or diesel into which the biofuels are blended.  
Heat 
Heat shows the disposition of heat produced for sale. The large majority of the heat included in this 
column results from the combustion of fuels although some small amounts are produced from electrically 
powered heat pumps and boilers.  
Hydro 
Hydro shows the energy content of the electricity produced in hydro power plants. Hydro output 
excludes output from pumped storage plants. 
Nuclear 
Nuclear shows the primary heat equivalent of the electricity produced by a nuclear power plant with an 
average thermal efficiency of 33 per cent. 
Geothermal, Solar, etc. 
Geothermal, solar, etc. shows production of geothermal, solar, wind and tide/wave/ocean energy and 
the use of these energy forms for electricity and heat generation. Unless the actual efficiency of the 
geothermal process is known, the quantity of geothermal energy entering electricity generation is inferred 
from the electricity production at geothermal plants assuming an average thermal efficiency of 10%. For 
solar, wind and tide/wave/ocean energy, the quantities entering electricity generation are equal to the 
electrical energy generated. 
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Section A.2 
Country Ticker description 
Austria 
Austrian Energy Exchange (EXAA) Day Ahead Baseload Electricity 
Spot Price 
Czech Republic OTE Day Ahead Spot Market Index CZ Base Load 
Denmark Copenhagen Daily Average EUR (Nordpool Power Day ahead Price) 
Estonia Estonia Daily Average EUR (Nordpool Power Day ahead Price) 
Finland Helsinki Daily Average EUR (Nordpool Power Day ahead Price) 
France EPEX Spot Day-Ahead Baseload Electricity Average Price / France 
Germany Epex Spot Phelix Day-Ahead Electricity Auction Baseload Index 
Greece System Marginal Price Day Ahead - Admie Greece 
Hungary Hungary Power Day-Ahead Auction - Base (01-24) 
Italy GME Day-Ahead Baseload Spot Price/Italy 
Lithuania Lithuania Daily Average EUR (Nordpool Power Day ahead Price) 
Netherlands 
APX Power NL Day Ahead 24-Hour Electricity Time Average Spot 
Price 
Norway Oslo Daily Average EUR (Nordpool Power Day ahead Price) 
Portugal 
OMEL Day Ahead Baseload Electricity Spot Price/ Portugal 
EUR/MWh 
Slovakia OTE Day Ahead Spot Market Index SK Base Load 
Slovenia Slovenian Electricity Day-ahead Market Base 
Spain OMEL Day Ahead Average Electricity Spot Price/ Spain EUR/MWh 
Sweden Stockholm Daily Average EUR (Nordpool Power Day ahead Price) 
United 
Kingdom 
APX UK Power Auction Price (GBP) BASE 
 
 
Section A.3 
Country Covering period Country Covering period 
Austria 2003-2015 Lithuania 2013-2015 
Czech Republic 2010-2015 Netherlands 2000-2015 
Denmark 2001-2015 Norway 1999-2015 
Estonia 2011-2015 Portugal 2008-2015 
Finland 1999-2015 Slovakia 2011-2015 
France 2002-2015 Slovenia 2010-2015 
Germany 2001-2015 Spain 1998-2015 
Greece 2011-2015 Sweden 2001-2015 
Hungary 2012-2015 United Kingdom 2011-2015 
Italy 2005-2015 Total: 199 observations 
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Section A.4  
POLS Regression 
 
Random Effects Model Regression 
 
 
 
                                                                               
        _cons     131.8133   6.386358    20.64   0.000     119.2151    144.4114
biofuelswaste    -.0036316   .0007912    -4.59   0.000    -.0051924   -.0020708
   naturalgas    -.0003498   .0001783    -1.96   0.051    -.0007016    1.93e-06
     coalpeat     .0003039   .0000726     4.19   0.000     .0001607     .000447
  oilproducts     .0000316   .0006782     0.05   0.963    -.0013064    .0013695
     crudeoil    -.0041594   .0021145    -1.97   0.051    -.0083306    .0000118
         wind    -.0001638    .000577    -0.28   0.777     -.001302    .0009744
   geothermal     .0017158   .0056859     0.30   0.763    -.0095006    .0129322
      nuclear     .0001569   .0000314     4.99   0.000     .0000949    .0002189
        solar     .0037301   .0012385     3.01   0.003      .001287    .0061732
        hydro    -.0007569   .0000976    -7.76   0.000    -.0009494   -.0005643
                                                                               
        stdv1        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                               
       Total        656700   198  3316.66667           Root MSE      =  45.879
                                                       Adj R-squared =  0.3654
    Residual    395714.884   188  2104.86641           R-squared     =  0.3974
       Model    260985.116    10  26098.5116           Prob > F      =  0.0000
                                                       F( 10,   188) =   12.40
      Source         SS       df       MS              Number of obs =     199
                                                                               
          rho    .34439557   (fraction of variance due to u_i)
      sigma_e    38.525105
      sigma_u    27.922331
                                                                               
        _cons     124.6065   11.50689    10.83   0.000     102.0534    147.1596
biofuelswaste    -.0024043   .0010482    -2.29   0.022    -.0044588   -.0003498
   naturalgas    -.0007368   .0002476    -2.98   0.003     -.001222   -.0002515
     coalpeat     .0001465   .0001246     1.18   0.239    -.0000976    .0003907
  oilproducts     .0016859   .0009042     1.86   0.062    -.0000863    .0034581
     crudeoil     -.004065   .0034212    -1.19   0.235    -.0107706    .0026405
         wind     .0014516   .0006408     2.27   0.023     .0001956    .0027076
   geothermal     .0045506   .0089315     0.51   0.610    -.0129548    .0220561
      nuclear     .0001078    .000077     1.40   0.162    -.0000431    .0002587
        solar     .0008372   .0014511     0.58   0.564     -.002007    .0036813
        hydro    -.0005552   .0002252    -2.47   0.014    -.0009965   -.0001138
                                                                               
        stdv1        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                               
corr(u_i, X)   = 0 (assumed)                    Prob > chi2        =    0.0011
                                                Wald chi2(10)      =     29.27
       overall = 0.3018                                        max =        18
       between = 0.5555                                        avg =      10.5
R-sq:  within  = 0.0534                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Random-effects GLS regression                   Number of obs      =       199
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BPLM Results 
 
 
Section A.5 
Fixed Effects model 
 
 
(Random Effects model is the same with the one in Section A.4) 
 
 
 
 
 
 
                          Prob > chibar2 =   0.0000
                             chibar2(01) =    23.66
        Test:   Var(u) = 0
                       u     779.6566       27.92233
                       e     1484.184       38.52511
                   stdv1     3316.667       57.59051
                                                       
                                 Var     sd = sqrt(Var)
        Estimated results:
        stdv1[country1,t] = Xb + u[country1] + e[country1,t]
Breusch and Pagan Lagrangian multiplier test for random effects
F test that all u_i=0:     F(18, 170) =     5.37             Prob > F = 0.0000
                                                                               
          rho    .86196147   (fraction of variance due to u_i)
      sigma_e    38.525105
      sigma_u     96.26925
                                                                               
        _cons      124.879   64.93378     1.92   0.056      -3.3014    253.0593
biofuelswaste    -.0032994    .001565    -2.11   0.036    -.0063888   -.0002101
   naturalgas    -.0007134   .0003142    -2.27   0.024    -.0013336   -.0000932
     coalpeat    -.0001791   .0004714    -0.38   0.705    -.0011097    .0007516
  oilproducts     .0029972      .0013     2.31   0.022      .000431    .0055633
     crudeoil    -.0123817   .0118249    -1.05   0.297    -.0357242    .0109608
         wind      .001744     .00074     2.36   0.020     .0002832    .0032047
   geothermal     .0045415   .0649004     0.07   0.944     -.123573    .1326561
      nuclear     -.000524   .0006357    -0.82   0.411    -.0017789    .0007309
        solar      .000394   .0017736     0.22   0.824    -.0031071    .0038951
        hydro     .0010324   .0005866     1.76   0.080    -.0001256    .0021903
                                                                               
        stdv1        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                               
corr(u_i, Xb)  = -0.9291                        Prob > F           =    0.0209
                                                F(10,170)          =      2.18
       overall = 0.1099                                        max =        18
       between = 0.0241                                        avg =      10.5
R-sq:  within  = 0.1139                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Fixed-effects (within) regression               Number of obs      =       199
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Hausman Statistic 
 
 
Section A.6 
 
 
 
 
 
 
 
 
 
 
 
 
                (V_b-V_B is not positive definite)
                Prob>chi2 =      0.0049
                          =       25.25
                 chi2(10) = (b-B)'[(V_b-V_B)^(-1)](b-B)
    Test:  Ho:  difference in coefficients not systematic
            B = inconsistent under Ha, efficient under Ho; obtained from xtreg
                           b = consistent under Ho and Ha; obtained from xtreg
                                                                              
biofuelswa~e     -.0032994    -.0024043       -.0008951        .0011621
  naturalgas     -.0007134    -.0007368        .0000234        .0001934
    coalpeat     -.0001791     .0001465       -.0003256        .0004547
 oilproducts      .0029972     .0016859        .0013112         .000934
    crudeoil     -.0123817     -.004065       -.0083166        .0113191
        wind       .001744     .0014516        .0002923        .0003701
  geothermal      .0045415     .0045506       -9.07e-06        .0642829
     nuclear      -.000524     .0001078       -.0006318         .000631
       solar       .000394     .0008372       -.0004432        .0010197
       hydro      .0010324    -.0005552        .0015876        .0005416
                                                                              
                   fixed        random       Difference          S.E.
                    (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))
                      Coefficients     
Prob>chi2 =      0.0000
chi2 (19)  =     605.49
H0: sigma(i)^2 = sigma^2 for all i
in fixed effect regression model
Modified Wald test for groupwise heteroskedasticity
           Prob > F =      0.0002
    F(  1,      18) =     22.462
H0: no first order autocorrelation
Wooldridge test for autocorrelation in panel data
Average absolute value of the off-diagonal elements =     0.472
 
Pesaran's test of cross sectional independence =    -0.503, Pr = 0.6152
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Section A.7 
MODEL A 
 
 
MODEL B 
 
                                                                               
          rho    .86196147   (fraction of variance due to u_i)
      sigma_e    38.525105
      sigma_u     96.26925
                                                                               
        _cons      124.879   100.5871     1.24   0.230    -86.44672    336.2047
biofuelswaste    -.0032994   .0023723    -1.39   0.181    -.0082835    .0016846
   naturalgas    -.0007134   .0002832    -2.52   0.021    -.0013084   -.0001183
     coalpeat    -.0001791   .0008227    -0.22   0.830    -.0019075    .0015494
  oilproducts     .0029972   .0006779     4.42   0.000     .0015728    .0044215
     crudeoil    -.0123817   .0170131    -0.73   0.476    -.0481248    .0233614
         wind      .001744   .0011152     1.56   0.135     -.000599    .0040869
   geothermal     .0045415   .0287232     0.16   0.876    -.0558037    .0648868
      nuclear     -.000524   .0009355    -0.56   0.582    -.0024895    .0014415
        solar      .000394   .0022531     0.17   0.863    -.0043396    .0051276
        hydro     .0010324   .0004813     2.15   0.046     .0000212    .0020435
                                                                               
        stdv1        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                              Robust
                                                                               
                               (Std. Err. adjusted for 19 clusters in country1)
corr(u_i, Xb)  = -0.9291                        Prob > F           =    0.0000
                                                F(10,18)           =     13.95
       overall = 0.1099                                        max =        18
       between = 0.0241                                        avg =      10.5
R-sq:  within  = 0.1139                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Fixed-effects (within) regression               Number of obs      =       199
. xtreg $ylist $xlist, fe vce(robust)
                                                                              
         rho     .4760991   (fraction of variance due to u_i)
     sigma_e    1.2552927
     sigma_u    1.1966554
                                                                              
       _cons     4.485594   .5206307     8.62   0.000     3.465176    5.506011
         olb    -.0005177   .0001416    -3.66   0.000    -.0007953   -.0002402
          bg    -5.18e-06   .0000641    -0.08   0.936    -.0001308    .0001204
        sbec    -.0001253   .0000483    -2.59   0.009      -.00022   -.0000306
         mwr    -.0005383   .0004787    -1.12   0.261    -.0014765    .0003998
          iw    -.0002618   .0001069    -2.45   0.014    -.0004712   -.0000524
  naturalgas    -.0000242   4.18e-06    -5.78   0.000    -.0000324    -.000016
       opoop     .0003303   .0002172     1.52   0.128    -.0000954     .000756
        oppc    -.0005015     .00042    -1.19   0.232    -.0013246    .0003217
       oprfo     5.87e-06   .0000281     0.21   0.834    -.0000491    .0000609
        opgd    -.0001647   .0000608    -2.71   0.007     -.000284   -.0000455
        wind     .0000823   .0000319     2.59   0.010     .0000199    .0001448
     hydro10    -.0000198   6.29e-06    -3.14   0.002    -.0000321   -7.45e-06
    hydro110     .0001296   .0000962     1.35   0.178    -.0000589     .000318
      hydro1     .0003891   .0002319     1.68   0.093    -.0000653    .0008436
                                                                              
        stdv        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
                              (Std. Err. adjusted for 19 clusters in country1)
corr(u_i, X)   = 0 (assumed)                    Prob > chi2        =    0.0000
                                                Wald chi2(14)      =   5703.45
       overall = 0.2101                                        max =        18
       between = 0.3510                                        avg =      10.5
R-sq:  within  = 0.1588                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Random-effects GLS regression                   Number of obs      =       199
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MODEL C 
 
MODEL D (FINAL) 
 
 
 
 
                                                                              
         rho    .39096245   (fraction of variance due to u_i)
     sigma_e    1.2703565
     sigma_u    1.0178203
                                                                              
       _cons     4.530085   .4501687    10.06   0.000     3.647771      5.4124
         olb    -.0005423   .0001674    -3.24   0.001    -.0008703   -.0002143
        sbec    -.0001711   .0000543    -3.15   0.002    -.0002774   -.0000647
          iw    -.0001375   .0000421    -3.26   0.001    -.0002201   -.0000549
  naturalgas    -.0000276   3.86e-06    -7.15   0.000    -.0000352     -.00002
       opoop     .0002635   .0001348     1.95   0.051    -7.11e-07    .0005277
        opgd    -.0001408   .0000508    -2.77   0.006    -.0002403   -.0000413
        wind     .0000597   .0000131     4.57   0.000     .0000341    .0000853
     hydro10    -.0000237   5.06e-06    -4.68   0.000    -.0000336   -.0000137
    hydro110      .000178   .0000648     2.75   0.006      .000051     .000305
      hydro1     .0001946   .0002492     0.78   0.435    -.0002938     .000683
                                                                              
        stdv        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
                              (Std. Err. adjusted for 19 clusters in country1)
corr(u_i, X)   = 0 (assumed)                    Prob > chi2        =    0.0000
                                                Wald chi2(10)      =    211.19
       overall = 0.2913                                        max =        18
       between = 0.4827                                        avg =      10.5
R-sq:  within  = 0.1245                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Random-effects GLS regression                   Number of obs      =       199
                                                                              
         rho    .40265502   (fraction of variance due to u_i)
     sigma_e    1.2670224
     sigma_u    1.0402512
                                                                              
       _cons     4.558265   .4270605    10.67   0.000     3.721242    5.395288
         olb    -.0005095   .0001318    -3.87   0.000    -.0007678   -.0002512
        sbec    -.0001695   .0000556    -3.05   0.002    -.0002786   -.0000605
          iw    -.0001165   .0000507    -2.30   0.022     -.000216   -.0000171
  naturalgas    -.0000278   3.97e-06    -6.99   0.000    -.0000356     -.00002
       opoop     .0002836   .0001344     2.11   0.035     .0000202     .000547
        opgd    -.0001322   .0000587    -2.25   0.024    -.0002473   -.0000171
        wind     .0000603   .0000128     4.73   0.000     .0000353    .0000853
     hydro10    -.0000233   5.49e-06    -4.25   0.000    -.0000341   -.0000126
    hydro110     .0001986    .000075     2.65   0.008     .0000516    .0003456
                                                                              
        stdv        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
                              (Std. Err. adjusted for 19 clusters in country1)
corr(u_i, X)   = 0 (assumed)                    Prob > chi2        =    0.0000
                                                Wald chi2(9)       =    237.99
       overall = 0.2721                                        max =        18
       between = 0.4536                                        avg =      10.5
R-sq:  within  = 0.1271                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Random-effects GLS regression                   Number of obs      =       199
           Prob > F =      0.0000
    F(  1,      18) =     37.585
H0: no first order autocorrelation
Wooldridge test for autocorrelation in panel data
Average absolute value of the off-diagonal elements =     0.472
 
Pesaran's test of cross sectional independence =     0.292, Pr = 0.7704
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Section A.8 
To remove the AR(1) component and estimate ρ, Baltagi and Wu transform the data: 
 
The within estimator for the fixed effects model, can be used calculated with the 
assistance of the above equation. In each panel, the first observation must be omitted: 
 
Where  
 
With the appliance of the within estimator, the final fixed-effect model has the 
following form: 
 
Finally, the Baltagi-Wu test statistic occurs by the summation of the four following 
terms: 
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Where I ( ) is considered the indicator function that is equal to 1 if the condition is true, 
and 0 if not, and the z-term refers to the within-estimator residuals.  
 
Section A.9 
AR(1) model for ρ=0 
 
 
 
 
 
Baltagi-Wu LBI = 1.4091451
modified Bhargava et al. Durbin-Watson = 1.1610137
F test that all u_i=0:     F( 18,156) =     2.92              Prob > F = 0.0002
                                                                              
     rho_fov    .73720613   (fraction of variance because of u_i)
     sigma_e    .07474754
     sigma_u    .12519407
      rho_ar    .42298535
                                                                              
       _cons     .2365365   .0276659     8.55   0.000     .1818884    .2911846
         mwr    -.0000512   .0000256    -2.00   0.048    -.0001018   -5.21e-07
  naturalgas    -1.28e-06   7.27e-07    -1.76   0.080    -2.72e-06    1.54e-07
        opgd    -.0000147   8.88e-06    -1.65   0.101    -.0000322    2.88e-06
        wind     4.28e-06   1.44e-06     2.96   0.004     1.43e-06    7.13e-06
     hydro10     1.65e-06   1.11e-06     1.49   0.138    -5.37e-07    3.84e-06
                                                                              
        stdv        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
corr(u_i, Xb)  = -0.8309                        Prob > F           =    0.0050
                                                F( 5,156)           =      3.50
       overall = 0.0287                                        max =        17
       between = 0.1449                                        avg =       9.5
R-sq:  within  = 0.1008                         Obs per group: min =         2
Group variable: country1                        Number of groups   =        19
FE (within) regression with AR(1) disturbances  Number of obs      =       180
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AR(1) model for Durbin-Watson ρ statistic 
 
 
AR(1) model for Baltagi-Wu ρ statistic 
 
 
 
 
 
 
 
F test that all u_i=0:     F( 18,156) =     2.92              Prob > F = 0.0002
                                                                              
     rho_fov    .73720613   (fraction of variance because of u_i)
     sigma_e    .07474754
     sigma_u    .12519407
      rho_ar    .42298535
                                                                              
       _cons     .2365365   .0276659     8.55   0.000     .1818884    .2911846
         mwr    -.0000512   .0000256    -2.00   0.048    -.0001018   -5.21e-07
  naturalgas    -1.28e-06   7.27e-07    -1.76   0.080    -2.72e-06    1.54e-07
        opgd    -.0000147   8.88e-06    -1.65   0.101    -.0000322    2.88e-06
        wind     4.28e-06   1.44e-06     2.96   0.004     1.43e-06    7.13e-06
     hydro10     1.65e-06   1.11e-06     1.49   0.138    -5.37e-07    3.84e-06
                                                                              
        stdv        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
corr(u_i, Xb)  = -0.8309                        Prob > F           =    0.0050
                                                F( 5,156)           =      3.50
       overall = 0.0287                                        max =        17
       between = 0.1449                                        avg =       9.5
R-sq:  within  = 0.1008                         Obs per group: min =         2
Group variable: country1                        Number of groups   =        19
FE (within) regression with AR(1) disturbances  Number of obs      =       180
F test that all u_i=0:     F( 18,156) =     3.76              Prob > F = 0.0000
                                                                              
     rho_fov    .74727276   (fraction of variance because of u_i)
     sigma_e    .07463313
     sigma_u    .12833502
      rho_ar    .32661145
                                                                              
       _cons     .2387284    .031244     7.64   0.000     .1770125    .3004443
         mwr    -.0000557   .0000232    -2.40   0.017    -.0001014   -9.93e-06
  naturalgas    -1.27e-06   6.67e-07    -1.90   0.059    -2.59e-06    4.81e-08
        opgd    -.0000149   9.11e-06    -1.64   0.104    -.0000329    3.10e-06
        wind     4.26e-06   1.32e-06     3.23   0.002     1.66e-06    6.87e-06
     hydro10     1.72e-06   1.15e-06     1.50   0.135    -5.43e-07    3.98e-06
                                                                              
        stdv        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
corr(u_i, Xb)  = -0.8427                        Prob > F           =    0.0023
                                                F( 5,156)           =      3.90
       overall = 0.0315                                        max =        17
       between = 0.1507                                        avg =       9.5
R-sq:  within  = 0.1111                         Obs per group: min =         2
Group variable: country1                        Number of groups   =        19
FE (within) regression with AR(1) disturbances  Number of obs      =       180
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Section A.10 
 
 
 
 
 
F test that all u_i=0:     F( 18, 158) =     7.38             Prob > F = 0.0000
                                                                              
         rho    .71270468   (fraction of variance due to u_i)
     sigma_e    .07821023
     sigma_u    .12318394
                                                                              
       _cons     .1006269   .1015311     0.99   0.323    -.0999064    .3011602
 _Iyear_2015     .1235547   .0928957     1.33   0.185    -.0599229    .3070323
 _Iyear_2014     .1002938   .0919578     1.09   0.277    -.0813313     .281919
 _Iyear_2013     .1349396    .091966     1.47   0.144    -.0467017    .3165808
 _Iyear_2012     .0847404   .0919132     0.92   0.358    -.0967967    .2662775
 _Iyear_2011     .0452407   .0925874     0.49   0.626    -.1376279    .2281092
 _Iyear_2010     .0640298    .092825     0.69   0.491    -.1193082    .2473677
 _Iyear_2009     .0721268   .0932299     0.77   0.440    -.1120108    .2562644
 _Iyear_2008     .0812054   .0931006     0.87   0.384    -.1026768    .2650876
 _Iyear_2007      .115683   .0931331     1.24   0.216    -.0682634    .2996295
 _Iyear_2006     .1060666   .0938181     1.13   0.260    -.0792329     .291366
 _Iyear_2005     .0912245   .0919542     0.99   0.323    -.0903935    .2728424
 _Iyear_2004     .0676223   .0920906     0.73   0.464    -.1142651    .2495096
 _Iyear_2003     .1581599   .0926316     1.71   0.090    -.0247961    .3411159
 _Iyear_2002     .1242222   .0920101     1.35   0.179    -.0575063    .3059507
 _Iyear_2001     .1362515   .0917693     1.48   0.140    -.0450013    .3175042
 _Iyear_2000     .1514596   .0923679     1.64   0.103    -.0309756    .3338947
 _Iyear_1999     .0569272   .0963983     0.59   0.556    -.1334684    .2473227
         mwr    -.0000478   .0000182    -2.63   0.009    -.0000837   -.0000119
  naturalgas    -9.75e-08   6.14e-07    -0.16   0.874    -1.31e-06    1.12e-06
        opgd    -.0000208   .0000103    -2.01   0.046    -.0000412   -3.95e-07
        wind     3.51e-06   1.20e-06     2.94   0.004     1.15e-06    5.88e-06
     hydro10     1.89e-06   1.35e-06     1.41   0.162    -7.68e-07    4.56e-06
                                                                              
        stdv        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
corr(u_i, Xb)  = -0.7796                        Prob > F           =    0.0004
                                                F(22,158)          =      2.56
       overall = 0.0287                                        max =        18
       between = 0.1957                                        avg =      10.5
R-sq:  within  = 0.2631                         Obs per group: min =         3
Group variable: country1                        Number of groups   =        19
Fixed-effects (within) regression               Number of obs      =       199
i.year            _Iyear_1998-2015    (naturally coded; _Iyear_1998 omitted)
xi: xtreg $ylist $xlist i.year, fe
            Prob > F =     0.0535
       F( 17,   158) =     1.67
 (17)  _Iyear_2015 = 0
 (16)  _Iyear_2014 = 0
 (15)  _Iyear_2013 = 0
 (14)  _Iyear_2012 = 0
 (13)  _Iyear_2011 = 0
 (12)  _Iyear_2010 = 0
 (11)  _Iyear_2009 = 0
 (10)  _Iyear_2008 = 0
 ( 9)  _Iyear_2007 = 0
 ( 8)  _Iyear_2006 = 0
 ( 7)  _Iyear_2005 = 0
 ( 6)  _Iyear_2004 = 0
 ( 5)  _Iyear_2003 = 0
 ( 4)  _Iyear_2002 = 0
 ( 3)  _Iyear_2001 = 0
 ( 2)  _Iyear_2000 = 0
 ( 1)  _Iyear_1999 = 0
 
105 
 
Section A.11 
Assuming an AR(1) process: 
 
With errors to be i.i.d. with zero mean and constant variance, the ρ autocorrelation 
parameter is given by: 
 
Phillips-Perron test fits the first regression, suggesting the exclusion of the constant or 
the inclusion of a trend term. Its two Z-statistics are calculated as: 
  
Where u is the OLS residuals, k is the covariates’ number, q is the number of lags which 
is necessary to calculate the λ-term and σ is the standard error. 
 
Section A.12 
 
-Kao Cointegration test 
Considering a panel model equation, Kao uses auxiliary regression, or its augmented 
version: 
, or 
  
Afterwards, the five statistics are calculated as follows: 
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Which converges to N(0,1) asymptotically. The estimated variance and long-run 
variance are respectively: 
  and   
