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Abstract The ability to manipulate and control fluid flows is of great importance in many scientific and
engineering applications. Here, a cluster-based control framework is proposed to determine optimal control
laws with respect to a cost function for unsteady flows. The proposed methodology frames high-dimensional,
nonlinear dynamics into low-dimensional, probabilistic, linear dynamics which considerably simplifies the
optimal control problem while preserving nonlinear actuation mechanisms. The data-driven approach builds
upon a state space discretization using a clustering algorithm which groups kinematically similar flow states
into a low number of clusters. The temporal evolution of the probability distribution on this set of clusters is
then described by a Markov model. The Markov model can be used as predictor for the ergodic probability
distribution for a particular control law. This probability distribution approximates the long-term behavior
of the original system on which basis the optimal control law is determined. The approach is applied to a
separating flow dominated by the Kelvin-Helmholtz shedding.
Keywords Flow control · Markov model · cluster analysis · Liouville equation · flow separation · feedback
control
1 Introduction
Controlling complex dynamical systems such as fluid flows is of great importance in science and engineering.
Examples include drag reduction for greener transport systems, lift increase on airfoils, stabilization of
combustion processes, reduction of pollutants from chemical processes, and efficiency increase of energy
harvesting systems like wind turbines, to name a few. Closed-loop control which translates the continuously
monitored system state into control actions is a particularly promising direction. We refer to [11] for a recent
review on closed-loop control.
Of particular interest in control applications are certain statistical flow properties like the average drag
or lift which shall be mitigated or increased, respectively. However, their computation from trajectories may
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be misleading for several reasons. The time average is generally computed over a limited time span which
makes it sensitive to transient behavior and biased as the trajectory may reside only in a confined state space
region. Thus, very long integration times are required to ensure that the time average is good. However, even
without noise and external disturbances, small uncertainties in initial or boundary conditions may doom a
deterministic system unpredictable. A well-studied example is the chaotic Lorenz system introduced by E. N.
Lorenz [26], a simplified model for atmospheric convection with known sensitivity to initial conditions.
Average properties over long time spans lead naturally to invariant probability measures on the attractor,
i.e. these measures stay the same after transformation of the attractor. Ergodic measures, a sub-class of
invariant measures, are of particular interest as for those time averages are equal to space averages according
to Birkhoff’s ergodic theorem [24]. This assumption is often assumed when analyzing fluid flows: These flows
are assumed to be ergodic, i.e. in the sense that they are statistically reproducible, allowing to compute the
statistical properties from ensemble averages. In this study, the system’s dynamics are modelled in terms of a
Markov model, particularly a cluster-based reduced-order model (CROM) [23]. This simplification allows to
compute many (statistical) properties exactly which are often good estimators for the analogous properties
of the original system [16]. As a consequence of Birkhoff’s ergodic theorem, controlling such statistical
properties is strongly related to the control of the ergodic measure on the attractor.
The Markov model is a linear evolution equation for a probability distribution in the state space. Such
evolution equations can be derived from the Navier-Stokes equation, starting with the linear Liouville equa-
tion of a suitable probability space. The Hopf [21] formalism for the Navier-Stokes equation is a prominent
example. A simpler version constitutes the Liouville equation for a Galerkin system. The reader is referred
to [32] for a detailed discussion. CROM is closely aligned with closure schemes, in which a stable fixed
point represents the ergodic measure for the unsteady attractor in velocity space. While the control of a
Liouville equation has not found much attention in fluid dynamics yet, it is studied widely in other fields
such as atomic physics [31], biology [9], and robotics [8,27]. An extensive study on the optimal control of
the Liouville equation is provided in [7]. The control of the Liouville equation can be interpreted as the
manipulation of a particular system using a single controller over repeated realizations which correspond to
different initial conditions. Thus, the control of the Liouville equation is a promising direction for systems
that exhibit uncertainties in initial conditions and system parameters, e.g. due to disturbances.
The present work is outlined as follows: In Sec. 2, the cluster-based control methodology is described.
The approach is applied to the benchmark problem of a separating flow over a backward-facing, smoothly
contoured ramp which results are presented in Sec. 3. The main results are summarized and discussed in
Sec. 4. Details on the empirical estimation of the Markov model and its properties are given in Appendix A.
In Sec. C, a technique for visualizing the similarity of control laws is briefly explained.
2 Cluster-based control methodology
2.1 Problem formulation
In this work, we are concerned with identifying a probabilistic low-order representation of the deterministic,
fully nonlinear dynamics and deriving optimal control laws with respect to an objective function. Generally,
a dynamical system is represented as
d
dt
a(t) = F(a(t),b(t)) (1)
where the vector a denotes the system state and vector b is the control input at time t, and F is the nonlinear
propagator for the system state a. We assume a full-state feedback ansatz for the control in the form
b = K(a) (2)
where K represents the control law that maps states a into control actions b. In optimal control, one
seeks to determine an optimal control law Kopt which minimizes a cost function. The cost function, gen-
erally a function of the system state a and the control b, defines the control objective through a perfor-
mance measure and penalty function evaluating the cost of the applied control, and incorporates additional
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constraints. In flow control, the average drag or lift are often of interest. Let h(a) be a function measur-
ing a quantity of interest, e.g., the drag, along the trajectory trajectory a(t). For ergodic behavior, the
temporal average 〈h(a)〉T := limT→∞
∫ T
0
h(a(t)) dt can be represented in terms of the spatial average
〈h(a)〉Ω :=
∫
Ω
h(a) p(a) da which is naturally defined by the probability density function (p.d.f.) p(a). The
average cost function can then be formulated as
JK = E
∞ [j(a,b)|b=K(a)] =
∫
Ω
j(a,b)|b=K(a) p
∞(a) da (3)
where j(a,b) is the local cost function, E∞ is the expectation operator assuming transients have decayed,
and p∞(a) is the asymptotic, i.e. long-run, p.d.f. The control design task is to determine Kopt such that
the p.d.f. p∞(a) is as close as possible to a desired density for which the average cost JK is minimized. The
evolution of the p.d.f. is prescribed by a Liouville equation associated with the dynamical system (1),
∂
∂t
p(a, t) +∇a · [p(a, t)F(a,b)] = 0. (4)
While the dynamical system (1) prescribes the evolution of a single trajectory in the state space, the Liouville
equation (4) is a linear equation for the p.d.f. describing the distribution of a swarm of trajectories in the
state space. Linked to the Liouville equation (4) is the Perron-Frobenius operator Pt [24], a linear evolution
operator, that maps the p.d.f. forward in time,
p(a, t) = Pt p(a(0)) (5)
with Pt := exp(t L) where L := −∇a · (p(a, t)F(a,b)) is the Liouville operator. An invariant (or long-term)
p.d.f. p∞(a) constitutes a solution to the fixed-point equation p(a) = Pt p(a) for all t ≥ 0. Note that a unique
solution is not expected and there can be many or even infinitely many invariant p.d.f.s. For instance, if the
dynamical system (1) possesses a fixed point a⋆, the invariant density will be a peak supported over the
fixed point, i.e. p∞(a) = δ(a⋆) where δ is the Dirac delta function. If (1) exhibits a periodic limit cycle, the
invariant density is the sum of delta functions supported over the points a⋆i , i = 1, . . . , Nlc, constituting the
limit cycle, i.e. p∞(a) =
∑Nlc
i=1 δ(a
⋆
i ). If (1) is a chaotic dynamical system, it consists of infinitely many limit
cycles and therefore of infinitely many invariant densities. the reader is referred to [6] for more details on
this topic.
2.2 Discrete coarse-graining of state space
Let Ai, i = 1, . . . , Na, be a discretization of the state space such that A = ∪
Na
i=1Ai with Ai∩Aj = ∅ for i 6= j.
Here, a data-driven partitioning method is pursued as outlined in App. A. which yields a discrete number
of clusters Ai with centroids Ai which are the as representative states of each cluster. Each state a(t) is
connected to a symbol α representing the cluster Aα to which a(t) belongs. Let the measurable equation,
which maps the continuous state a to a discrete symbol α, be defined by
α(t) = χ(a(t)) ∈ {1, 2, . . . , Na}. (6)
The coarse-grained inverse mapping is defined by
a
◦(t) = Aχ(a(t)) (7)
approximating the continuous state a by its closest cluster centroids, e.g., α = 1 and a◦ = A1 if a ∈ A1.
The superscript ◦ refers to the discrete-state approximation. The inverse operation is associated with a loss
of information due to the coarse-graining process. Let the characteristic function be defined by
χi(a) =
{
1 if a ∈ Ai,
0 if a /∈ Ai
or χi(a) = δ(χ(a)− i) (8)
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where δ is the Kronecker delta. The full-state feedback ansatz for the control is then
b
◦ = K(a◦) = K
(
Aχ(a)
)
= κ(α) =
Na∑
i=1
Bi χi(a). (9)
As a result of the discretization, the control b is piecewise constant where Bi are vectors of real numbers
and denote the control applied in cluster Ai. The control law κ, that maps discrete states Ai with symbols
α into control actions b◦, is considered stationary here, i.e. Bα for a cluster α remains constant for all times.
The optimal control law κopt minimizes the average cost function
Jκ = E
∞ [j◦(α,b)|b=κ(α)] = Na∑
i=1
j◦(i, κ(i)) p◦,∞i (10)
with the local cost function j◦(α,b)|b=κ(α) evaluating the cost for the currently prevailing cluster α and the
control input Bα applied in this cluster. The vector p
◦,∞ is the discrete asymptotic probability distribution
for t→∞. This constitutes the solution to the fixed-point equation associated with the discrete-state Markov
model
d
dt
p
◦(t) = P◦κ p
◦(t). (11)
This equation describes the temporal evolution of the probability vector p◦ = [p◦1, . . . , p
◦
Na
]T where pi is
the probability that the trajectory a(t) resides in cluster Ai. The matrix P
◦
κ prescribes the dynamics on the
coarse-grained state space following a particular control law κ.
The Markov model (11) can be derived from (4) using Ulam’s method [35,?] which is classically used in
dynamical systems to determine a finite-rank approximation of the Perron-Frobenius operator (5). Ulam’s
method involves a Galerkin projection of the Liouville equation (4) onto a particular set of basis func-
tions. Recently, [23] showed that the cluster-based reduced-order modeling approach can be interpreted as
a generalization of Ulam’s method.
2.3 Discrete-time, discrete-state formulation
A further discretization level based on the time is considered. Let the floor function be defined as ⌊t⌋ :=
max{l ∈ Z | l ≤ t} [22]. A polymorphism for continuous-time and discrete-time variables is pursued for the
purpose of a better readability. The measurement equation in analogy to (6) is given by
αt = χ(a(⌊t⌋)) ∈ {1, 2, . . . , Na} (12)
for discrete times t, the superscript t is an index corresponding to multiple of ∆t, and where χ is the
characteristic function as introduced above. The inverse discrete-time, coarse-grained mapping is given by
a
•,t = Aχ(a(⌊t⌋)). (13)
The superscript • refers here to the discrete-state, discrete-time representation of quantities. The full-state
feedback ansatz for the control becomes
b
• = K(a•) = K
(
Aχ(a(⌊t⌋))
)
= κ(α) (14)
realizing the time-delay. The optimal control law κopt shall minimize the average cost function
Jκ = E
∞ [j•(α,b)|b=κ(α)] = Na∑
i=1
j•(i, κ(i))p•,∞i (15)
with local cost function j•(α,b)|b=κ(α). The asymptotic probability vector p
•,∞ is a solution to the fixed-
point equation of the discrete-state, discrete-time Markov model which describes consecutive distributions
by the iteration formula
p
•,t+1 = P•κ p
•,t, t = 0, 1, 2, . . . (16)
with the cluster transition probability matrix P•κ prescribing the dynamics following a particular control law
κ.
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2.4 Control design using CROM
In the following, the discrete-state, discrete-time formulation of Sec. 2.3 is considered and the superscript •
is dropped. We consider single-output control laws of the form
κ(α) =
Na∑
i=1
Bi χi(a) =
Na∑
i=1
κ˜ sin(ωp t)χi(a) (17)
where κ˜ denotes a fixed amplitude for the actuation, the cluster-dependent control values become scalars
B1 = B2 = . . . = BNa = κ˜ sin(ωp t), and χi(a) is the characteristic function defined in (8). As χi(a) assumes
values 0 or 1, the periodic actuation is turned off or on, respectively, depending on the prevailing cluster
α = i. Thus, the control law κ(α) is uniquely determined by the characteristic function χi(a).
Let be assumed that the state space is discretized into Na = 10 clusters. Since χi(a) can only assume two
possible values and the number of clusters is fixed, there exists a fixed number of possible control laws defined
by all possible combinations of ’0’s and ’1’s. Let the control law be represented by a string of ’0’s and ’1’s
of length Na. The number of ’1’s in this string shall be denoted as Nv. The total number of combinations
of how Nv ’1’s can be arranged in this string, i.e. on Na clusters, is given by
∑
0≤Nv≤Na
C(Na, Nv) =∑
0≤Nv≤Na
(
Na
Nv
)
= 2Na . For the given example of Na = 10 clusters, the total number of control laws is thus∑
0≤Nv≤10
(
10
Nv
)
= 210 = 1024:
κ0(α) = B0000000000 = 0, (18a)
κ1(α) = B0000000001 = B1 δ(α− 1), (18b)
...
κ386(α) = B0110000010 = B2 δ(α− 2) + B8 δ(α− 8) +B9 δ(α− 9), (18c)
...
κ1023(α) = B1111111111 =
Na∑
i=1
Bi δ(α− i). (18d)
where Bxxxxxxxxxx with x ∈ {0, 1} refers to the string representing the control law. The control design task
consists of determining the control law that minimizes the average cost function (15). For any control law
κ(α) (or κl(α), respectively) such a cost Jκ can be simply evaluated,
Jκ =
Na∑
i=1
j(i, κ(i)) p∞κ,i =
Na∑
i=1
j(i, κ(i)) p∗1κ,i, (19)
exploiting that the dynamics introduced by a control law κ(α) are described by Pκ. This is a critical
enabler for the control design as it allows the prediction of the invariant probability distribution p∞κ by the
eigenvector p∗1κ associated with the dominant eigenvalue λ
1
κ of Pκ (see appendix B). Having determined Jκ
for all κ, the optimal control law is then given by
κopt(α) = arg min
b=κ(α)
Jκ with J
opt = min
b=κ(α)
Jκ . (20)
3 Control of a separating flow over a smooth ramp
3.1 Flow configuration and numerical simulation
The two-dimensional flow is described by a Cartesian coordinate system in which the location vector is
denoted by x = (x, y)T where x is in flow direction and y is the direction perpendicular to x. The two-
dimensional velocity vector is denoted by u(x, t) := (u, v)T where u and v are the velocities in x- and
6 Eurika Kaiser et al.
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Fig. 1 Recirculation area of (a, top) an instantaneous velocity snapshot and (a, bottom) the mean flow, and (c) time series
of the normalized recirculation area for the uncontrolled flow.
y-direction, respectively, and t denotes the time. The pressure is represented by P . The non-dimensionalized
Navier-Stokes and continuity equations are
∂tu+∇ · (uu) = −∇P +
1
Re
∆u+G b,
∇ · u = 0 (21)
where Re = U∞L/ν is the Reynolds number and G is a steady local force field in y-direction. The function
b is the time-dependent control input amplitude and has compact support in a circular region. It is centered
at x = 1 and the y-position is chosen such that the circular region is mostly inside the boundary layer. The
computational domain Ω for the flow comprises
Ω := {(x, y) : −1 ≤ x ≤ 10, f(x) ≤ y ≤ 2.6} . (22)
The domain is discretized as mixed Taylor-Hood elements [20] on an unstructured triangular mesh comprising
8567 nodes with increased resolution around the leading edge, in the boundary layer and in the shear layer
region. A quadratic finite-element method formulation is used to discretize the evolution equations with
no-slip boundary on the ramp and stress-free outflow. A detailed description of the solver can be found in
[30,1]. A rectangular velocity profile U∞ := u(x = 1, y) = (1, 0)T is used as inflow. The numerical time
step is 0.005 and the sampling period of the snapshots is 20, i.e. ∆t = 0.1. The topography of the smooth
ramp is described by a polynomial shape of order 7 [33,2]. Due to an adverse pressure gradient induced
by the curvature of the ramp, the flow separates from the wall leading to a large recirculation area and
the development of a convectively unstable free shear layer. It gives rise to the Kelvin-Helmholtz instability
by which two-dimensional perturbations are spatially amplified eventually roll up into vortices [18]. This
recirculation area is characterized by fluid moving in the opposite direction of the flow. High pressure drag
and low lift forces are associated with large recirculation areas on airfoils. In this study, the objective is to
reduce the recirculation area in order to attenuate the pressure drag. The mean recirculation area 〈R(t)〉 is
defined by
〈R(t)〉 =
1
T2 − T1
T2∫
T1
∫
ΩR
H(−u(x))(t) dx dt (23)
where H denotes the Heaviside function, ΩR is the chosen region for evaluation, and the limits for the
temporal integration are chosen such that the transient is excluded, i.e. T1 = 25 ≈ 4.4Tsh and T2 −
T1 = 70 ≈ 7.92Tsh with the shedding period Tsh = 1/fsh of the uncontrolled flow. The estimation of the
recirculation area is an approximation assuming that the recirculation area corresponds to those regions
where the streamwise velocity component is negative. The average cost function to assess the performance
of the control is defined by
J =
〈R(t)〉
〈R0(t)〉
(24)
normalized by the mean recirculation area 〈R0(t)〉 of the uncontrolled flow. An instantaneous and mean plot
of the recirculation area of the uncontrolled flow are shown in figure 1.
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3.2 Control results
We consider feedback control laws κ of the form presented in (17) where the periodic excitation is turned
on (χα(a) = 1) or off (χα(a) = 0) depending on the prevailing cluster α. A suitable frequency for ωp can be
easily determined using open-loop periodic forcing and selecting the frequency for which the recirculation
area has decreased most. For the considered flow simulation, this frequency has been determined as fp = 0.45.
Thus, the control law is based on the best periodic excitation exploiting that this frequency is known to be
effective. The system state a := [a1, . . . , aN ]
T is given by
a(tm) =
∫
Ω
Φ
T
N u
m(x) dx (25)
projecting the instantaneous velocity snapshot um onto the first Npod = 10 proper orthogonal decomposition
[19] (POD) modes upi (x) constituting the columns of ΦN := [u
p
1, . . . ,u
p
N ]. These POD modes are computed
from a snapshot ensemble sampled of a flow under periodic excitation with fp = 0.45.
The data for the cluster and model identification is collected from applying the actuation signal (see
figure 2), which comprises time spans where the control is either turned on or off. The temporal signal of the
POD coefficient vector a is computed from the acquired snapshot set according to (25). The state space is
discretized by applying an unsupervised clustering algorithm (see App. A) to the data ensemble {am}Mm=1
with the number of clusters Na = 10. The cluster centroids based on the vorticity of the snapshots belonging
to each cluster are displayed in figure 3. Most centroids, i = 2, 3, 4, 5, 6, 7, 8, represent the lock-in state when
periodically exciting the flow. The remaining centroids, i = 1, 9, 10, are associated with the uncontrolled
flow. Transient states are not resolved.
A local cost function j(i) is associated with each cluster Ai
j(i) =
1
ni
∑
am∈Ai
R(tm). (26)
in terms of the recirculation area averaged over the snapshots belonging to cluster Ai. The desirability of a
particular cluster is thus represented by this cost taking into account the control objective (compare Sec. 3.1),
while the control input is not penalized here. The control-dependent transition probabilities are computed
8 Eurika Kaiser et al.
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according to (29) in App. B and are used to construct the cluster transition matrices Pκ prescribing the
dynamics under control law κ.
The feedback control loop is displayed in figure 4. A sensor reading s is fed back to the controller in which
first the prevailing cluster α is computed and then the control input b is determined based on the control
law κ(α). Here, full-state information is assumed, i.e. s = a. A realistic system is generally affected by noise
which is neglected in this study. A sensor measures the performance J of the control law with regard to the
control objective. The set of control laws to be evaluated is shown in figure 5(b). The abscissa depicts the
control laws κl(α) and the ordinate corresponds to the cluster index i, which is selected by the prevailing
cluster α. The asymptotic probability vectors p∞κ ∀κ originating from the dynamics prescribed by Pκ can
be predicted by the corresponding eigenvector p∗,1κ (see figure 5(b, bottom)). The associated average cost
(19) is displayed above in figure 5(b, top). The optimal control law κopt = B0010101111 as determined by
(20) is the right most. The left most probability vectors are clearly in favor of cluster 1, 9 and 10, and have
comparably low probabilities in the remaining clusters. For these control laws, the flow remains mostly in
the clusters corresponding to the uncontrolled flow (compare figure 3). In contrast, for those probability
vectors on the right-hand side, the condition is reversed: the probabilities of clusters 1, 9 and 10 are much
lower and those of the remaining clusters have increased. Thus, these control laws direct the flow to clusters
associated with smaller recirculation areas.
This analysis is based on the prediction of the models Pκ. In addition, all control laws are evaluated in
the numerical simulation. The mean input energy is defined by 〈b2(t)〉 = 1
T2−T1
∫ T2
T1
b2(t) dt based on the
applied actuation signal b to assess the required control effort. A Pareto diagram of the control results is
shown in figure 6(a). The axes of figure 6(a) are normalized based on the mean recirculation area of the
uncontrolled flow and the mean input energy of the open-loop periodic forcing. The periodically forced flow
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Fig. 6 Control law evaluation: (a) Pareto diagram of control laws and (b) two-dimensional visualization of the control laws
based on their similarity and colored by the percentile rank of their performance J .
has clearly the smallest recirculation area (23%). The optimal control law κopt produces a slightly larger
recirculation area (26%). Interestingly, the optimal control law yields a comparable J while considerably
decreasing the required input energy by 28%. There is a trade-off: the recirculation area cannot be reduced
without increasing the required input energy. If these effects are weighted evenly, the best trade-off is achieved
by control law #258 (B0100000010) with a recirculation area corresponding to 29% and a reduction of the
input energy by 81%. Note that this control law can be attributed to the synchronization of the flow to
recurring peaks in the actuation with frequency fp. Finally, the similarity of the control laws is analyzed. In
figure 6(b), a two-dimensional plot is displayed where each circle corresponds to a particular control law κl.
The distance between these circles depicts their respective similarity as defined in (33) in App. C. The color
of the circles depicts the percentile rank of J associated with a particular control law, e.g. 90 and higher
correspond to the best 10% of control laws. The percentile rank is computed using the nearest rank method.
The control laws are arranged in several groups: two lower bright groups corresponding to poorly performing
control laws, three large groups with mixed performance on the left-hand side, and three groups of similar
size on the right-hand side with majoritarily better performance. Interestingly, κopt and #258 belong to the
same group while κopt has a more similar performance with periodic forcing. The grouping of the clusters is
influenced by the state space discretization. For example, the uncontrolled flow exhibits mainly clusters 1,
9, 10 and with negligible probability clusters 2 and 3. Any control law of the form B000xxxxx00, where x can
be any control value, must be similar to b(t) = 0 ∀t and perform like the uncontrolled flow, and thus belong
to the same group in figure 6(b). Further analysis is required to clarify the exact origin of the grouping.
4 Conclusions
The present study proposes a cluster-based control strategy for the determination of optimal control laws
for unsteady fluid flows. This framework builds upon a cluster-based reduced-order model (CROM) which
translates high-dimensional, nonlinear dynamics into low-dimensional, probabilistic dynamics. The control
problem is formulated as a combinatorial optimization problem for the average cost. The ability to find the
optimal control law in an unsupervised manner highlights the generic applicability of the framework to other
dynamical systems.
The approach is demonstrated for a separating flow over a smooth ramp with the aim to reduce the
mean recirculation area. An important observation is the trade-off between the recirculation area and the
required control effort. One cannot be decreased without increasing the other. Intriguingly, while the number
of clusters is too low to resolve the transition process, considerably reductions in the input energy can be
achieved through the optimal control law while yielding a similarly reduced recirculation area with respect
to periodic excitation. One particularly efficient control law is attributed to the synchronization of the flow
to recurring peaks in the actuation. Similarly to sinusoidal forcing, the flow exhibits a lock-in state with the
actuation frequency. As a consequence, the flow separates later with much smaller vortices shedding closely
along the wall.
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Discrete formulations like the proposed cluster-based control framework face the curse of dimensionality
[3] where the high-dimensionality of the problem as a result of the discretization prevents an exhaustive search
for the optimal solution. Model-free extensions like approximate dynamic programming exist to approximate
the optimal cost function, e.g. using function approximators [4] or by successively improving the cost function
through learning [34]. Alternatively, other optimization algorithms for the exploration of the solution space
could be employed in order to circumvent this difficulty. For example, genetic algorithm, an evolutionary
optimization method classically used for parameter optimization [36], aims to find the optimal solution by
generating and evolving a set of candidate solutions based on the natural selection process.
The online-capability of control strategies is critical for their application in realistic configurations. For
a low number of sensors, e.g. of O(1) − O(103), the involved calculations when applying the control law
are sufficiently fast. If the flow state is based on velocity field measurements typically of O(105) −O(107),
the clustering algorithm is applied in the POD space as similarly done in this study. Then, the method will
benefit from recent advances in compressed sensing [10] to find optimal sparse sensors in the high-dimensional
velocity space that determine the instantaneous cluster affiliation.
Flow control has a long tradition in scientific and engineering applications. We believe that recent ad-
vances in data science [13,12] and machine learning techniques [15,17] for flow control will be transformative
in the coming years. The cluster-based control framework, that is purely data-driven and determines op-
timal control laws in an unsupervised manner, contributes to this direction. The proposed approach offers
a promising new path for controlling the ergodic measure on the attractor taking into account nonlinear
actuation mechanisms.
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A Discrete domain decomposition using cluster analysis
Cluster analysis is a part of machine learning and pattern recognition [5] which learns automatically from data. The aim of
cluster analysis is to find a hidden grouping among a given set of observations {am}Mm=1. Here, k-means clustering [25] is
employed which groups kinematically similar flow states into a low number Na of clusters Ai, i = 1, . . . , Na, such that the
similarity of observations in the same cluster is maximized while the similarity of observations belonging to different clusters
shall be minimized. Here, the dissimilarity between observations am and an is measured using the Euclidean distance
D(am,an) := ||am − an||2. (27)
The cluster centroid Ai of Ai is defined as the average of observations belonging to the cluster Ai :=
1
ni
∑
am∈Ai
am
where ni is the total number of observations in cluster Ai. The quality of the algorithm is monitored by the total cluster
variance, Jca (A1, . . . ,ANa ) =
∑Na
i=1
∑
am∈Ai
||Ai − a
m||2A. The algorithm starts with an initial set of centroids and then
iteratively improves them by minimizing the total cluster variance. The set of optimal centroids is thus the solution of the
optimization problem
A
opt
1 , . . . ,A
opt
Na
= arg min
A1,...,ANa
J (A1, . . . ,ANa) . (28)
The reader is referred to [23] for more details.
B Control-oriented cluster-based reduced-order model
The propagator of the Markov model (16) for the coarse-grained dynamicas shall be directly inferred from data. A multidi-
mensional array Q ∈ RNa×Na×2 of control-dependent transition probabilities is constructed with elements
Qijb :=
card{am|am ∈ Aj and am+1 ∈ Ai and bm}
card{am ∈ Aj}
= Prob
(
αt+1|αt, bt
)
(29)
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where card denotes cardinality. The element Qijb constitutes the conditional probability that at time t+ 1 the trajectory is
in cluster Ai under the condition that at the previous time step t the trajectory was in cluster Aj and control b was applied.
Array Q is directly inferred from data based on the relative frequencies of cluster transitions. The control-oriented cluster
transition matrix (CTM) Pκ for a particular control law κ is constructed from the data array Qijb as
Pκ :=
[
q1κ(1) · · · qj κ(j) · · · qNa κ(Na)
]
. (30)
with qjκ(j) = [Q1jκ(j), . . . ,QNajκ(j)]
T by selecting the columns qjκ(j) specified by the control law κ. In the following,
the temporal evolution of a general cluster probability vector p = [p1, . . . , pNa ]
T is pursued. Having an initial probability
distribution p0, the cluster probability vector at time t is compactly given by
pt = Ptκ p
0, (31)
where the dynamics are prescribed by Pκ following a particular control law κ. The cluster probability vector has non-negative
probabilities, i.e. pti ≥ 0, and fulfils the normalization condition
∑Na
i=1 p
t
i = 1 for each timestep t. The long-term behaviour
can be studied by powers of the CTM as defined in (31). The asymptotic probability distribution is obtained by
p∞ := lim
t→∞
Ptκ p
0. (32)
If pt converges to a unique, stationary probability vector, the system can said to be ergodic, in the sense that it will be
probabilistically reproducable: regardless of the initial region of state space in which it is sampled, the ensemble mean will
converge in the infinite-time limit to the time mean.
Each propagator Pκ defines a time-homogeneous Markov chain with well-known properties [29]: (i) The propagator Pκ
is a stochastic matrix with non-negative elements, i.e. Pij ≥ 0 ∀ i, j. The elements of each column sum up to unity, i.e.∑Na
i=1 Pij = 1 ∀ j. These properties preserve the normalization condition of the probability vector. (ii) The sequence of
probability vectors pt, t = 0, 1, 2, . . ., has no long-term memory. The state at iteration t+1 only depends on the tth state and
not on any previous iterations. (iii) The absolute values of all eigenvalues of this matrix do not exceed unity. This excludes
a diverging vector sequence. (iv) It exists an eigenvalue λ1(Pκ) = 1 with algebraic multiplicity 1 and all other eigenvalues
satisfy |λi(Pκ)| < 1 for i = 2, . . . , Na. This is a consequence of the Perron-Frobenius theory for non-negative matrices [29].
The eigenvector p∗1 associated with the dominant eigenvalue λ1(Pκ) fulfils the fixed-point equation Pκ p∗1 = p∗1. Since
|λi(Pκ)| < 1 for i = 2, . . . , Na, the vector p
∗1 is the only one that survives ininite iterations. Mathematically, the stationary
probability vector pκ must be identical with the eigenvector p∗1 associated with the dominant eigenvalue λ1 = 1, and thus
is a fixed point to (31) for any t . If, however, p∞ is oscillatory or non-stationary, the system will not be probabilistically
reproducible, displaying a more complicated connection between the initial sampling region and its convergence properties.
C Visualization of control laws
For the purpose of visualizing the similarity of the control laws, a distance matrix D
Dij =
√√√√1
2
T∑
t=1
(bi(si(t)) − bj(si(t)))
2 +
1
2
T∑
t=1
(bi(sj(t)) − bj(sj(t)))
2 (33)
is defined. The bi(si(t)) := κi(si(t)) is the time series of the control input based on sensor readings si when applying control
law κi. The time series bi(sj(t)) := κi(sj(t)) is obtained from evaluating κi using sensor readings sj which are collected
when κj was applied. This permutation is incorporated to ensure the symmetry of D. Note that s = a in the case of full-state
information.
A simple method that optimally preserves the control laws’ pointwise distances in a least-mean-square-error sense is
multidimensional scaling (MDS) [28,14]. For a given distance matrix according to a (possibly non-Euclidean) distance metric,
MDS aims to find corresponding points in a low-dimensional subspace so that the distances between the points are preserved.
In particular, a two-dimensional subspace denoted by γ1 and γ2 for visualization purposes is of interest. The solution can
vary in terms of a translation, a rotation and reflections. In the case where the distance is measured via the Euclidean metric,
this method coincides with the POD, and the mean is at the origin and the axes are the POD eigenvectors [14].
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