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We show how a Trefftz Discontinuous Galerkin (TDG) method for the displacement form of
the Helmholtz equation can be used to approximate problems having a generalized impedance
boundary condition (GIBC) involving surface derivatives of the solution. Such boundary con-
ditions arise naturally when modeling scattering from a scatterer with a thin coating. The
thin coating can then be approximated by a GIBC. A second place GIBCs arise is as higher
order absorbing boundary conditions. This paper also covers both cases. Because the TDG
scheme has discontinuous elements, we propose to couple it to a surface discretization of the
GIBC using continuous finite elements. We prove convergence of the resulting scheme and
demonstrate it with two numerical examples.
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1. Introduction
The Trefftz method, in which a linear combination of simple solutions of the un-
derlying partial differential equation on the whole solution domain are used to
approximate the solution of the desired problem, dates back to the 1926 paper of
Trefftz [32]. A historical discussion in relation to Ritz and Galerkin methods can be
found in [17]. From our point of view, a key paper in this area is that of Cessenat
and De´spres [9] who analyzed the use of a local Trefftz space on a finite element grid
to approximate the solution of the Helmholtz equation [9]. This was later shown
to be a special case of the Trefftz Discontinuous Galerkin (TDG) method [8, 19]
which opened the way for a more general error analysis. For more recent work in
which boundary integral operators are used to contruct the Trefftz space, see for
example [3, 23]. The aforementioned work all concerns the standard pressure field
formulation of acoustics which results in a scalar Helmholtz equation. Indeed, TDG
methods are well developed for the Helmholtz, Maxwell and Navier equations with
standard boundary conditions and a recent survey can be found in [24]. For the
displacement form, a TDG method has been proposed by Gabard [15] also using
simple boundary conditions.
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Because of the unusual boundary conditions considered in this paper, we pro-
pose to use the displacement form of the Trefftz Discontinuous Galerkin (TDG)
method for approximating solutions of the Helmholtz equation governing scatter-
ing of an acoustic wave (or suitably polarized electromagnetic wave) by a bounded
object. This is because the scatterer is assumed to be modeled by a Generalized
Impedance Boundary condition (GIBC). These boundary conditions arise as ap-
proximate asymptotic models of thin coatings or gratings ([4, 5, 12, 33]). Impor-
tantly, they also arise as approximate absorbing boundary conditions (ABCs) and
our paper shows how to handle these boundary conditions. As far as we are aware,
the displacement TDG method has not been analyzed to date. We provide such an
analysis and this is a one of the contributions of our paper.
In order to define the problem under consideration more precisely, let D ⊂ R2
denote the region occupied by the scatterer. We assume that D is an open bounded
domain with connected complement having a smooth boundary Γ = ∂D. Then we
can define ∇Γ to be the surface gradient and ∇Γ⋅ to be the surface divergence on
Γ (see for example [11]). In addition ν denotes the outward unit normal on Γ.
Let k ∈ R, k ≠ 0, denote the wave number of the field, and suppose that a given
incident field ui impinges on the scatterer. We want to approximate the scattered
field u ∈H1loc(R2 ∖D) that is the solution of
∆u + k2u = 0 in Ω = R2 ∖D ,
∇Γ ⋅ (β∇Γu) + ∂u
∂ν
+ λu = −g on Γ ∶= ∂D ,
lim
r∶=∣x∣→∞
√
r(∂u
∂r
− iku) = 0 .
(1)
The last equation, the Sommerfeld radiation condition (SRC), holds uniformly in
xˆ = x/r. In addition
g = ∇Γ ⋅ (β∇Γui) + ∂ui
∂ν
+ λui ,
where ui is the given incident field and is assumed to be a smooth solution of the
Helmholtz equation ∆ui + k2ui = 0 in a neighborhood of D. For example, if ui is a
plane wave then ui = exp(ikx ⋅ d), where d is the direction of propagation of the
plane wave and ∣d∣ = 1. Alternatively ui could be the field due to a point source
in R2 ∖D. The coefficient functions β and λ are used to model the thin coating
on Γ and we shall give details of the assumptions on these coefficients in the next
section.
As can be seen from the second equation in (1), the GIBC involves a non-
homogeneous second order partial differential equation on the boundary of the
scatterer, and this complicates the implementation using a TDG method which
uses discontinuous local solutions of the homogeneous equation element by ele-
ment. In addition, because the problem is posed on an infinite domain we need to
truncate the domain to apply the TDG method, and then apply a suitable artificial
boundary condition (ABC) on the outer boundary. Because TDG methods have
discontinuous basis functions, when the GIBC or ABC involve derivatives, these
boundary conditions can be applied more easily if we convert them to displacement
based equations, so we propose to solve (1) by converting it to a vector problem.
To this end, we introduce v = ∇u, in which case ∇ ⋅ v = ∆u = −k2u. Using this
2
March 27, 2019 Applicable Analysis GIBC-UWVF˙23Feb
relationship we see that v should satisfy
∇∇ ⋅ v + k2v = 0 in R2 ∖D ,
∇Γ ⋅ (β∇Γ(∇ ⋅ v)) − k2v ⋅ ν + λ∇ ⋅ v = k2g on Γ ∶= ∂D ,
lim
r∶=∣x∣→∞
√
r(∇ ⋅ v − ikv ⋅ xˆ) = 0 , (2)
where the radiation condition (last equation) holds uniformly for all in directions
xˆ ∶= x/∣x∣.
The use of the displacement variable for the Helmholtz equation with stan-
dard boundary conditions in the context of plane wave methods was considered
by Gabard in [15], but no error estimates were proved. In particular he used the
PUFEM [2] and DEM [14] approaches, not TDG. The use of the displacement vec-
tor as the primary variable is often necessary in studies of fluid-structure interaction
(see e.g. [34]). To date, no error estimates have been proved for the displacement
based formulation with or without the GIBC. The vector formulation is useful in
its own right. For example, using finite element methods, Brenner et al. [6] show
that a vector formulation can also be advantageous for sign changing materials,
although we do not consider that problem here.
Our approach to discretizing (2) is to use TDG in a bounded subdomain of
R2∖D, and standard finite elements or trigonometric polynomial based methods to
discretize the GIBC on the boundary. The domain is truncated using the Neumann-
to-Dirichlet (NtD) map on an artificial boundary that is taken to be a circle. Other
truncation conditions could be used. Since it is not the focus of the paper, we
assume for simplicity that the NtD map is computed exactly. The discretization of
the NtD map could be analyzed using the techniques from [25, 26], and it is also
possible to use an integral equation approach to approximate the NtD on a more
general artificial boundary but this remains to be analyzed.
Our analysis of the discrete problem follows the pattern of the analysis of finite
element methods for approximating the standard problem of scattering by an im-
penetrable scatterer using the Dirichlet-to-Neumann boundary condition from [29].
We first show that the GIBC can be discretized leaving the displacement equation
continuous. Then we show that this semi-discrete problem can also be discretized
successfully. The analysis of the error in the TDG part of the problem is motivated
by the analysis of TDG for Maxwell’s equations in [22] and uses the Helmholtz
decomposition of the vector field satisfying (2) as a critical tool.
The contributions of this paper are 1) a first application and analysis of TDG to
the displacement Helmholtz problem; 2) a method for incorporating a discretization
of the GIBC into the TDG scheme using novel numerical fluxes from [25]; 3) an
error analysis of the fully discrete problem (except for the NtD map as described
earlier), and the first numerical results for TDG applied to this problem.
In the remainder of the paper we use bold font to represent vector fields and we
will work in R2. We utilize the usual gradient and divergence operators (both in
the domain and on the boundary), and also a vector and scalar curl defined by
curl v = ⎛⎝
∂v
∂x2− ∂v∂x1
⎞⎠ and curl v = ∂v2∂x1 − ∂v1∂x2 ,
for any v ∶ R2 → C and v ∶ R2 → C2.
The paper proceeds as follows. In the next section we formulate problem (2) in a
3
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variational way and show it is well posed using the theory of Buffa [7]. Then in Sec-
tion 3 we describe and analyze the discretization of the GIBC using finite elements
(or trigonometric basis functions). The fully discrete TDG scheme is described in
Section 4 where we also prove a basic error estimate and show well-posedness of the
fully discrete problem. We then prove convergence in a special mesh independent
norm. In Section 5 we provide a preliminary numerical test of the algorithm, and
in Section 6 we draw some conclusions.
2. Variational Formulation of the Displacement Method
In this section we give details of our assumptions on the coefficients in the GIBC,
and formulate the displacement problem (2) in variational setting suitable for anal-
ysis. Then we show that the problem is well-posed. The functions β,λ ∈ L∞(Γ) in
(1) are complex valued functions and we assume that there exists a constant c > 0
such that
R(β) ≥ c, I(β) ≤ 0 and I(λ) ≥ 0 a.e. on Γ. (3)
Of key importance will be the operator GΓ ∶ H−1(Γ) → H1(Γ) defined weakly
as the solution operator for the boundary condition on Γ relating the Neumann
and Dirichlet boundary data there. More precisely, for each η ∈ H−1(Γ) we define
GΓη ∈H1(Γ) to be the solution of
∫
Γ
(β∇Γ(GΓη) ⋅ ∇Γξ − λGΓη ξ)dS = ∫
Γ
η ξ dS ∀ξ ∈H1(Γ) . (4)
An essential assumption is the following.
Assumption 1 The only solution u ∈H1(Γ) of
∇Γ ⋅ (β∇Γu) + λu = 0
is u = 0.
We will show that Assumption 1 together with the conditions (3) ensure that
the operator GΓ ∶H−1(Γ)→H1(Γ) is well-defined.
Remark 1 One possible condition under which Assumption 1 holds is,
Either I(β) ≤ −c < 0 or I(λ) ≥ c > 0 a.e. on a segment Λ ⊂D.
Remark 2 On the one hand, the assumptions in (3) concerning the imaginary parts
of β and λ are governed by physics, since these quantities represent absorption
when our model is deduced as an approximation of the Engquist-Ne´de´lec condition
modeling the diffraction of a time-harmonic electromagnetic wave by a perfectly
conducting object covered by a thin dielectric layer (see [12]).
On the other hand, the hypothesis in (3) on the real part of β is technical
and ensures ellipticity (see [4, Th.2.1]); however, this property is fulfilled in the
example of a medium with a thin coating (see [12]). It would also be possible to
allow R(β) ≤ −c < 0 on Γ as might be encountered modeling meta-materials, but a
sign changing coefficient would require a more elaborate study.
The role of these properties will be clarified in Lemma 2.3.
4
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The assumptions on the coefficients in (3) together with Assumption 1 ensure
that problem (1) has a unique weak solution u in the space V = {v ∈H1loc(Ω) ; v∣Γ ∈
H1(Γ)} (see later and [4, Th.2.1]).
To solve (2) we first truncate the domain. We wish to analyze the error introduced
in approximating a scattering problem, concentrating on the discretization of the
GIBC, so we truncate the domain using a simple analytic Neumann-to-Dirichlet
map. Obviously other more general truncation approaches such as integral equa-
tions could be used. Indeed, in the numerical section, we shall consider a GIBC that
arises from approximating the Neumann-to-Dirichlet map (a higher order ABC).
Let BR denote the ball of radius R centered at the origin and set ΩR = BR ∖D
be our computational domain (i.e. the bounded domain that we will mesh for the
UWVF) and ΣR = ∂BR, where the radius R is taken large enough to enclose D
(see Fig. 1 for a diagram illustrating the major geometric elements of the problem).
The following Neumann-to-Dirichlet (NtD) map NR ∶H−1/2(ΣR)→H1/2(ΣR) will
provide the ABC on ΣR. In particular let v ∈ H1loc(R2 ∖ BR) solve the exterior
problem
∆v + k2v = 0 in R2 ∖BR ,
∂v
∂r
= f on ΣR ,
lim
r∶=∣x∣→∞
√
r(∂v
∂r
− ikv) = 0 uniformly in direction xˆ = x/∣x∣ ,
(5)
for some f ∈ H−1/2(ΣR), then NR(f) = v∣ΣR . Let us recall that NR ∶ H−1/2(ΣR) →
H1/2(ΣR) is an isomorphism since its inverse, the Dirichlet-to-Neumann map, is
also an isomorphism [11]. Obviously, the solution of (1) satisfies u∣ΣR = NR(∂u/∂r)
and, in consequence, using the fact that ∇ ⋅ v = −k2u,
(∇ ⋅ v)∣ΣR = −k2NR(v ⋅ ν) ,
where we denote by ν ∶= x/R the outward unit normal on ΣR. In the same way,
for the solution of (1) we have that
(∇ ⋅ v)∣Γ = −k2GΓ(v ⋅ ν + g) .
Now we can write down a weak form for the boundary value problem (2) in the
usual way, multiplying the first equation in (2) by a test vector function w and
integrating by parts:
0 = ∫
ΩR
(∇∇ ⋅ v + k2v) ⋅w dx
= ∫
ΩR
(−∇ ⋅ v∇ ⋅w + k2v ⋅w)dx + ∫
ΣR
∇ ⋅ vν ⋅w dS − ∫
Γ
∇ ⋅ vν ⋅w dS ,
where the minus sign in the last term is due to the normal field ν pointing outward
D. Using the NtD map NR and the boundary solution map GΓ, the above equation
5
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Figure 1. A cartoon showing the geometric features of the problem. The bounded scatterer D is covered
by a thin coating giving rise to a GIBC on Γ. An incident wave ui on this scatterer causes a scattered
field u in the exterior of D. The artificial boundary ΣR is introduced to truncate the domain resulting in
a bounded computational domain ΩR and is taken to be a circle for simplicity.
can be rewritten as the problem of finding v ∈H(div; ΩR) such that
∫
ΩR
( 1
k2
∇ ⋅ v∇ ⋅w − v ⋅w)dx + ∫
ΣR
NR(v ⋅ ν)w ⋅ ν dS
−∫
Γ
GΓ(v ⋅ ν)w ⋅ ν dS = ∫
Γ
GΓ(g)w ⋅ ν dS , (6)
for any w ∈ H(div; ΩR). It will be convenient to associate with the left hand side
of (6) the sesquilinear form a ∶H(div; ΩR) ×H(div; ΩR)→ C defined by
a(v,w) = ∫
ΩR
( 1
k2
∇⋅v∇ ⋅w−v ⋅w)dx+∫
ΣR
NR(v ⋅ν)w ⋅ ν dS−∫
Γ
GΓ(v ⋅ν)w ⋅ ν dS.
(7)
In order to prove the well-posedness of this variational formulation, we now
summarize some of the properties of the NtD map NR and GIBC boundary map
GΓ. For a given function f ∈H−1/2(ΣR) the NtD map NR ∶H−1/2(ΣR)→H1/2(ΣR)
is given by
(NRf)(θ) = ∞∑
n=−∞γnfn exp(inθ) , (8)
where fn = 12piR ∫ΣR f(R,θ) exp(−inθ) dθ are the Fourier coefficients of f on ΣR
and
γn = 1
k
H
(1)
n (kR)(H(1)n )′(kR) .
6
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According to [10, page 97] there are constants C1 > 0 and C2 <∞ such that
C1√
1 + n2 ≤ ∣γn∣ ≤ C2√1 + n2 ,
for all n ∈ Z. Now define N˜R ∶H−1/2(ΣR)→H1/2(ΣR) by
(N˜Rf)(θ) = − ∞∑
n=−∞
R√
1 + n2 fn exp(inθ) .
Clearly N˜R is negative definite and
−∫
ΣR
(N˜Rf) f dθ = ∞∑
n=−∞
2piR2√
1 + n2 ∣fn∣2 = 2piR ∥f∥2H−1/2(ΣR) .
Also from [10, page 97] we can obtain the asymptotic estimate
γn = R
n
(1 +O( 1
n
)) when n→∞ ,
so that γn −R/√1 + n2 = O(1/n2) when n→∞. Hence,
NR = NˆR + N˜R , (9)
where NˆR ∶ H−1/2(ΣR) → H3/2(ΣR) is well-defined and bounded, in particular
NˆR ∶H−1/2(ΣR)→H1/2(ΣR) is compact.
We next state some properties of the NtD map which follow from the properties
of the better known DtN map.
Lemma 2.1 For all f ∈H−1/2(ΣR), it holds
R(∫
ΣR
NRf f dS) < 0 and I(∫
ΣR
NRf f dS) ≤ 0 .
Proof. The first inequality follows from [29, Lemma 3.2], whereas the second is
proved as follows: For any f ∈H−1/2(ΣR), we may write
∫
ΣR
NRf f dS = 2piR ∞∑
n=−∞ ∣fn∣2H
(1)
n (kR)H(1)′n (kR)
k ∣H(1)′n (kR)∣2 ,
where, as above,
fn = 1
2piR
∫
ΣR
f(R,θ) exp(−inθ) dθ
are the Fourier coefficients of f on ΣR. Since H
(1)
n (kR) = Jn(kR)+iYn(kR), taking
7
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the imaginary part
I(∫
ΣR
NRf f dS) = 2piR ∞∑
n=−∞ ∣fn∣2 J ′n(kR)Yn(kR) − Jn(kR)Y ′n(kR)k ∣H(1)′n (kR)∣2
= −4 ∞∑
n=−∞
∣fn∣2
k2 ∣H(1)′n (kR)∣2 ,
by the Wronskian formula for Bessel functions (see e.g. [1, 9.1.16]). 
We note that the foregoing theory provides a direct proof that NR is an isomor-
phism as a consequence of the Fredholm alternative thanks to Lemma 2.1 and the
splitting (9).
Corollary 2.2 The operator NR ∶H−1/2(ΣR)→H1/2(ΣR) is an isomorphism.
Next we show that GΓ is well defined.
Lemma 2.3 Under Assumption 1 and the conditions (3), the operator GΓ ∶
H−1(Γ) → H1(Γ) defined in (4) is an isomorphism. In particular, GΓ ∶ H−1(Γ) →
H1(Γ) is well-defined, linear and continuous.
Proof. We start the proof by defining the bounded sesquilinear forms aΓ, bΓ ∶
H1(Γ) ×H1(Γ)→ C by
aΓ(ξ1, ξ2) = ∫
Γ
β (∇Γξ1 ⋅ ∇Γξ2 + ξ1 ξ2)dS and bΓ(ξ1, ξ2) = −∫
Γ
(λ + β) ξ1 ξ2 dS ,
for any ξ1, ξ2 ∈H1(Γ). Thanks to the Riesz representation theorem, we can consider
the associated operators AΓ,BΓ ∶H1(Γ)→H−1(Γ) that satisfy
(AΓξ1, ξ2)H−1(Γ)×H1(Γ) = aΓ(ξ1, ξ2) and (BΓξ1, ξ2)H−1(Γ)×H1(Γ) = bΓ(ξ1, ξ2) ,
for any ξ1, ξ2 ∈H1(Γ). Notice that, under assumption (3),
R (aΓ(ξ, ξ)) = ∫
Γ
R(β) (∣∇Γξ∣2 + ∣ξ∣2)dS ≥ c ∥ξ∥2H1(Γ) ∀ξ ∈H1(Γ) ,
and, in consequence, using the Lax-Milgram theorem guarantees that AΓ ∶H1(Γ)→
H−1(Γ) is an isomorphism.
Also notice that, by Rellich’s theorem we know that H1(Γ) is compactly embed-
ded into L2(Γ), so that BΓ ∶H1(Γ)→H−1(Γ) is compact.
Moreover, under Assumption 1, AΓ+BΓ ∶H1(Γ)→H−1(Γ) is injective. Therefore,
by the Fredholm alternative, AΓ +BΓ ∶H1(Γ)→H−1(Γ) is an isomorphism. 
The next lemma shows that the impedance boundary condition does not cause
a loss of uniqueness for the scattering problem.
Lemma 2.4 For any η ∈H−1(Γ), it holds that
I ((GΓη, η)H1(Γ)×H−1(Γ)) ≥ 0 .
Proof. Using the variational definition of GΓ ∶ H−1(Γ) → H1(Γ) for η ∈ H−1(Γ),
8
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and choosing the test function ξ = GΓη ∈H1(Γ), gives
∫
Γ
(β ∣∇ΓGΓη∣2 − λ ∣GΓη∣2) dS = ∫
Γ
η GΓη dS.
This implies
I(∫
Γ
GΓη η dS) = −I(∫
Γ
η GΓη dS)
= ∫
Γ
(−I(β) ∣∇ΓGΓη∣2 + I(λ) ∣GΓη∣2) dS ≥ 0 .
The last inequality follows from the assumptions I(β) ≤ 0 and I(λ) ≥ 0 in (3). 
Starting our analysis of (6) we show that any solution is unique.
Lemma 2.5 Problem (6) has at most one solution.
Proof. Let us consider any solution of its homogeneous counterpart, that is, v ∈
H(div; ΩR) such that
∫
ΩR
( 1
k2
∇⋅v∇ ⋅w−v⋅w)dx+∫
ΣR
NR(v⋅ν)w ⋅ ν dS−∫
Γ
GΓ(v⋅ν)w ⋅ ν dS = 0 , (10)
for all w ∈ H(div; ΩR). Since ΩR is connected, by the Helmholtz decomposition
theorem (see [18, Th.2.7-Ch.I]) we can rewrite v as
v = ∇u +ψ in ΩR ,
for some u ∈H1(ΩR) and ψ ∈H0(div0; ΩR), where
H0(div0; ΩR) = {w ∈H(div; ΩR) ; ∇ ⋅w = 0 in ΩR, w ⋅ ν = 0 on ∂ΩR = Γ ∪ΣR} .
Then, the homogeneous problem (10) may be rewritten as
∫
ΩR
( 1
k2
∆u∇ ⋅w−(∇u+ψ) ⋅w)dx+∫
ΣR
NR(∂u
∂ν
)w⋅ν dS−∫
Γ
GΓ(∂u
∂ν
)w ⋅ ν dS = 0 ,
(11)
for all w ∈H(div; ΩR). In particular, taking w ∈ C∞0 (ΩR)2 we deduce that
∇( 1
k2
∆u + u) +ψ = 0 in ΩR .
Noticing that ∇( 1
k2
∆u + u) = −ψ ∈H0(div0; ΩR) leads to
∆( 1
k2
∆u + u) = 0 in ΩR and ∂
∂ν
( 1
k2
∆u + u) = 0 on ∂ΩR = ΣR ∪ Γ .
Hence, by uniqueness of the solution (up to a constant) of the interior Neumann
problem for Laplace operator in ΩR, we have that
1
k2
∆u + u = Cu in ΩR for some
constant Cu ∈ C; in particular, ψ = −∇( 1
k2
∆u + u) = 0 in ΩR. Furthermore, u˜ =
9
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u −Cu ∈H1(ΩR) satisfies
∆u˜ + k2 u˜ = 0 in ΩR ,
so that 1k2 ∆u = −u˜ in ΩR and we deduce from (11) that
−u˜ +NR(∂u˜
∂ν
) = 0 on ΣR ,
u˜ +GΓ(∂u˜
∂ν
) = 0 on Γ .
In consequence, by the invertibility of NR and GΓ and the uniqueness of solution
of the forward problem with GIBC (see [4, Th.2.1]), we have that u˜ = 0 in ΩR; that
is to say, u = Cu in ΩR. Summing up, we conclude that
v = ∇u +ψ = 0 in ΩR .

Using this uniqueness result and a suitable stable splitting of H(div; ΩR), we will
be able to apply [7, Theorem 1.2] to prove the well-posedness of the continuous
problem. In particular, we write
H(div; ΩR) =H(div0; ΩR)⊕∇S ,
where
H(div0; ΩR) = {w ∈H(div; ΩR) ; ∇ ⋅w = 0 in ΩR}
and
S = {p ∈H10(ΩR) ; ∆u ∈ L2(ΩR)} ,
and S is endowed with the inner product
(p, q)S = ∫
Ω
(∆p∆q +∇p ⋅ ∇q)dx .
Notice that the orthogonality of the above splitting implies that u ∈ H(div0; Ω)
if, and only if, u ∈ H(div; ΩR) and (u,∇q) = 0 for all q ∈ S. We also need to
define the duality pairing ⟪⋅, ⋅⟫ between H(div; ΩR) and its dual space H(div; ΩR)′,
with respect to the pivot space L2(ΩR)2, so that (note: this is defined without
conjugation):
⟪u,w⟫ = ∫
ΩR
u ⋅wdx ∀u ∈H(div; ΩR)′, w ∈H(div; ΩR) .
According to the above splitting, any u ∈H(div; ΩR) has the form u = u0 +∇p for
some u0 ∈ H(div0; ΩR) and p ∈ S. By the orthogonality of the splitting, and the
fact that ∇ ⋅ u0 = 0, we have that
∥∇p∥2H(div;ΩR) + ∥u0∥2L2(ΩR)2 = ∥u∥2H(div;ΩR)
10
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and, in particular, the splitting is stable. Moreover, it allows us to define the linear
continuous operator θ ∶H(div; ΩR)→H(div; ΩR) by θu = ∇p − u0.
Next we define A ∶ H(div; ΩR) → H(div; ΩR)′ such that if u ∈ H(div; ΩR) then
Au ∈H(div; ΩR)′ is given via the Riesz representation theorem by
⟪Au,w⟫ = a(u,w) for all w ∈H(div; ΩR) ;
recalling the definition of a(⋅, ⋅) in (7).
We can now state and prove the following result.
Theorem 2.6 Problem (6) is well-posed and the Babusˇka-Brezzi condition is sat-
isfied.
Proof. Let u ∈H(div; ΩR) be split into u = u0 +∇p for some u0 ∈H(div0; ΩR) and
p ∈ S, and similarly w = w0 +∇q ∈H(div; ΩR). Then
a(u, θw) = ∫
ΩR
( 1
k2
∆p ⋅∆q +∇p ⋅ ∇q + u0 ⋅w0) dx+∫
ΣR
NR((u0 +∇p) ⋅ ν)(∇q −w0) ⋅ ν dS− ∫ΓGΓ((u0 +∇p) ⋅ ν)(∇q −w0) ⋅ ν dS−2 ∫
ΩR
∇p ⋅ ∇q dx .
(12)
We expand the troublesome term
∫
ΣR
NR((u0 +∇p) ⋅ ν) (∇q −w0) ⋅ ν dS
= −∫
ΣR
NR(u0 ⋅ ν)w0 ⋅ ν dS + ∫
ΣR
NR(u0 ⋅ ν)∇q ⋅ ν dS
−∫
ΣR
NR(∇p ⋅ ν)w0 ⋅ ν dS + ∫
ΣR
NR(∇p ⋅ ν)∇q ⋅ ν dS .
So we can define the sesquilinear form
a+(u, θw) = 1
k2
∫
ΩR
(∆p∆q +∇p ⋅ ∇q + u0 ⋅w0) dx − ∫
ΣR
NR(u0 ⋅ ν)w0 ⋅ ν dS ,
and use the remaining terms in (12) to define the sesquilinear form
b(u, θw) = ∫
ΣR
NR(u0 ⋅ ν)∇q ⋅ ν dS − ∫
ΣR
NR(∇p ⋅ ν)w0 ⋅ ν dS + ∫
ΣR
NR(∇p ⋅ ν)∇q ⋅ ν dS
−∫
ΣR
GΓ(u0 +∇p) ⋅ ν (∇q −w0) ⋅ ν dS − 2 ∫
ΩR
∇p ⋅ ∇q dx .
On the one hand, sinceR(NR) is negative definite (see Lemma 2.1) and the splitting
of the space is stable, we have that there is a constant α > 0 independent of
u ∈H(div; Ω) such that
R(a+(u, θu)) ≥ α ∥u∥2H(div;ΩR) .
Now define the operator T ∶H(div; ΩR)→H(div; ΩR)′ by
⟪Tu,w⟫ = −b(u,w) ∀u,w ∈H(div; ΩR) .
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Notice that T is compact because each sesquilinear form in its definition is compact.
For example, the sesquilinear form
∫
ΣR
NR(u0 ⋅ ν)∇q ⋅ ν dS
is compact by [27, Theorem 1.3], because the trace of functions in S defined into
H1/2(ΣR) is a compact operator; indeed, S is a subset of H2(ΩR) due to our
assumption of a smooth boundary ∂ΩR = Γ∩ΣR, and the normal derivative operator
is compact from H2(ΩR) into H1/2(ΣR). The remaining sesquilinear forms are also
compact by the same reasoning. Hence T is compact. Then we conclude that
⟪(A + T )u, θu⟫ = a+(u, θu) ≥ α∥u∥2H(div;ΩR) .
Hence all the conditions of [7, Assumption 1] are satisfied and the existence of a
unique solution to (6) is shown by [7, Theorem 2.1]. In addition this theorem shows
that there is an isomorphism θ˜ ∶H(div; ΩR)→H(div; ΩR) such that
⟪Au, θ˜u⟫ ≥ α ∥u∥2H(div;ΩR) .
This in turn implies that the Babusˇka-Brezzi condition is satisfied. 
3. A Semidiscrete Problem
In this section we consider a semidiscrete problem in which the GIBC boundary
operator is discretized but the space where we search for the solution in ΩR is not.
As discussed in the introduction, we shall not consider the truncation of the NtD
map here.
We shall need an additional assumption on the boundary operator GΓ. In par-
ticular we need to know that it smooths the solution on the boundary Γ, so we
make the following second assumption.
Assumption 2 For each −1 ≤ s ≤ −1/2, it holds that GΓ(Hs(Γ)) ⊆ Hs+2(Γ) and
there exists CΓs > 0 such that ∥GΓλ∥Hs+2(Γ) ≤ CΓs ∥λ∥Hs(Γ) for any λ ∈Hs(Γ).
Remark 3 Note that if Assumption 2 holds, since G∗Γλ = GΓλ, it also holds for
G∗Γ.
Notice that Assumption 2 further constrains the choice of the coefficients β and
λ in the generalized impedance boundary condition on Γ. Its role will be clarified in
Lemma 3.1, where we apply Schatz’s analysis [31] in order to show that the finite
element approximation of GΓ, defined shortly, converges.
On the inner boundary Γ we consider a finite dimensional subspace SH ⊂H1(Γ)
of continuous piecewise polynomials of degree at least P (with P ≥ 1) on a mesh T ΓH .
We assume that the mesh T ΓH consists of segments of the boundary Γ of maximum
length H > 0, and that it is regular and quasi-uniform: the latter means that there
exists a constant σΓ ∈ [1,∞) such that
H
He
≤ σΓ for all edges e ∈ T ΓH and all H > 0 ,
where He denotes the arc length of the edge e in the mesh.
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Remark 4 Other choices of the discretization space on Γ are possible. For example
we could use a trigonometric basis or a smoother spline space on Γ; these partic-
ular choices have advantages in that they would provide faster convergence of the
UWVF scheme. We shall not discuss them explicitly here but will give an example
of the use of a trigonometric space in Section 5.
Then we approximate GΓ ∶ H−1(Γ) → H1(Γ) by GHΓ ∶ H−1(Γ) → SH using a
discrete counterpart of (4). Indeed, each η ∈ H−1(Γ) is mapped onto GHΓ η ∈ SH ,
the unique solution of
∫
Γ
(β∇Γ(GHΓη) ⋅ ∇Γξ − λGHΓη ξ)dS = ∫
Γ
η ξ dS ∀ξ ∈ SH . (13)
Notice that, as happens at continuous level, this definition can be applied for
functions in a bigger space, which is now S′H the dual space of SH with pivot space
L2(Γ). Indeed, Assumptions 1 and 2, and the conditions on the coefficients in (3),
allow us to show that this operator is well-defined for H small enough applying
the usual Schatz’s analysis [31] of non-coercive sesquilinear forms. Such argument
is quite standard and we do not give the details here: We just mention that it
applies, not just because of the approximation properties of SH , but since the
operator GΓ ∶ H−1(Γ) → H1(Γ) can be understood as the solution operator for a
bounded sequilinear form which is the superposition of a compact and a coercive
sesquilinear forms; see the proof of Lemma 2.3.
Lemma 3.1 The operator GHΓ ∶ S′H → SH is an isomorphism for any H > 0 small
enough. Furthermore, if λ ∈H−1/2(Γ) is smooth enough that GΓλ ∈Ht(Γ) for some
t ∈ [1, P + 1], then the following error estimate holds:
∥(GΓ −GHΓ )λ∥Hs(Γ) ≤ CHt−s∥GΓλ∥Ht(Γ)
for any s ∈ [0,1], and where C is independent of λ.
We now consider the semidiscrete counterpart of problem (6), which consists of
computing vH ∈H(div; ΩR) that satisfies
∫
ΩR
( 1
k2
∇⋅vH,M ∇⋅w − vH ⋅w)dx + ∫
ΣR
NR(vH ⋅ν)w⋅ν dS − ∫
Γ
GHΓ (vH ⋅ν)w⋅ν dS =
= ∫
Γ
GHΓ gw⋅ν dS for all w ∈H(div; ΩR) . (14)
As at continuous level, it is useful to associate to the left hand side of (14) the
sesquilinear form aH ∶H(div; ΩR) ×H(div; ΩR)→ C defined by
aH(u,w) = ∫
ΩR
( 1
k2
∇⋅u∇ ⋅w−v⋅w)dx+∫
ΣR
NR(u⋅ν)w ⋅ ν dS−∫
Γ
GHΓ (u⋅ν)w ⋅ ν dS ,
(15)
which is just the semidiscrete counterpart of a(⋅, ⋅).
Moreover, to study the problem (14), we define the operator AH ∶H(div; ΩR)→
H(div; ΩR)′ by
⟪AHu,w⟫ = aH(u,w) for all u,w ∈H(div; ΩR) .
We can now show that AH converges to A in norm.
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Lemma 3.2 For each H > 0 sufficiently small, there is a constant C such that
∥A −AH∥H(div;ΩR)→H(div;ΩR)′ ≤ CH .
Proof. For any u,w ∈ H(div; ΩR), from the own definitions of A and AH we have
that
∣⟪(A −AH)u,w⟫∣ = ∣∫
Γ
(GHΓ −GΓ)(u ⋅ ν)w ⋅ ν dS ∣
≤ ∥(GHΓ −GΓ)(u ⋅ ν)∥H1/2(Γ) ∥w ⋅ ν∥H−1/2(Γ)≤ C∥(GHΓ −GΓ)(u ⋅ ν)∥H1/2(Γ) ∥w∥H(div;ΩR) .
But, by Lemma 3.1 and Assumption 2, we conclude that
∥(GHΓ −GΓ)(u ⋅ ν)∥H1/2(Γ) ≤ CH ∥GΓ(u ⋅ ν)∥H3/2(Γ)≤ CH ∥u ⋅ ν∥H−1/2(Γ) ≤ CH ∥u∥H(div;ΩR) .

Using [28, Theorem 10.1] we have the following result.
Theorem 3.3 For all H sufficiently small, the operator AH ∶ H(div; ΩR) →
H(div; ΩR)′ is invertible and its inverse is bounded independently of H. Suppose
v satisfies (6) and vH satisfies (14), then there is a constant C independent of H
such that
∥vH − v∥H(div;ΩR) ≤ C (∥(GHΓ −GΓ)(v ⋅ ν)∥H1/2(Γ) + ∥(GHΓ −GΓ)g∥H1/2(Γ)) . (16)
Proof. Recall that, as shown in the proof of Theorem 2.6, the operator A ∶
H(div; ΩR)→H(div; ΩR)′ is an isomorphism. Further, Lemma 3.2 shows the con-
vergence of AH to A in the norm ∥ ⋅ ∥H(div;ΩR)→H(div;ΩR)′ . Then Theorem 10.1 of
[28] shows that, for H small enough, (AH)−1 exists and is uniformly bounded in
H.
Finally, to deduce the error bound (16), we notice that
AH(vH − v) = (A −AH)v + fH − f in H(div; ΩR)′ ,
where Av = f and AHvH = fH inH(div; ΩR)′:
fH(w) = ∫
Γ
GHΓ gw ⋅ ν dS and f(w) = ∫
Γ
GΓgw ⋅ ν dS ∀w ∈H(div; ΩR) .
But we can estimate ∥(A − AH)v∥H(div;ΩR)′ as in the proof of Lemma 3.2, which
gives us the first term on the right hand side of (16). Similarly, we can bound∥fH−f∥H(div;ΩR)′ , which gives us the second term on the right hand side of (16). 
Our final result of this section shows that vH is smooth enough that the trace
of ∇ ⋅ vH is well defined on line segments (edges of elements) in ΩR.
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Lemma 3.4 For each 0 ≤ s < 1/2, there exists a constant C (depending on s but
independent of g ∈H−1(Γ)) such that the solution vH ∈H(div; ΩR) of (14) satisfies
∥vH∥H1/2+s(ΩR) ≤ CH−s∥g∥H−1(Γ) and ∥∇ ⋅ vH∥H1(ΩR) ≤ C∥g∥H−1(Γ) .
Proof. Following the proof of the uniqueness result in Lemma 2.5 and replacing
there the operator GΓ by its discrete counterpart G
H
Γ , we see that v
H = ∇uH where
uH ∈H1(ΩR) satisfies
∆uH + k2uH = 0 in ΩR ,−uH +NR(∂uH
∂ν
) = 0 on ΣR ,
uH +GHΓ (∂uH∂ν ) = GHΓ g on Γ .
Since SH consists of continuous piecewise polynomials, we know that for each
0 ≤ s < 1/2 it holds SH ⊆ H1+s(Γ) and, in particular, uH ∣Γ ∈ GHΓ (H−1(Γ)) ⊆ SH ⊂
H1+s(Γ). Moreover, NR can be inverted to give the classical Dirichlet-to-Neumann
map, so that uH can be extended to the exterior of BR as a radiating solution of
Helmholtz equation in the whole Ω. Identifying such extension with uH itself, we
have that uH satisfies the exterior Dirichlet problem for Helmholtz equation in Ω
and Dirichlet data uH ∣Γ ∈H1+s(Γ). Hence, using a priori estimates for the exterior
Dirichlet problem, uH ∈H3/2+sloc (Ω) and it satisfies
∥uH∥H3/2+s(ΩR) ≤ ∥uH∥H3/2+s
loc
(Ω) ≤ C∥uH∥H1+s(Γ) = C ∥GHΓ (∂uH∂ν ) −GHΓ g∥H1+s(Γ) .
By our quasi-uniformity assumption on the mesh T ΓH , we know that a standard
inverse estimate holds for SH and hence
∥uH∥H3/2+s(ΩR) ≤ CH−s ∥GHΓ (∂uH∂ν )−GHΓ g∥H1(Γ) ≤ CH−s (∥∂uH∂ν ∥H−1/2(Γ) + ∥g∥H−1(Γ)) .
Now note that vH = ∇uH in ΩR, so that
∥vH∥H1/2+s(ΩR) ≤ ∥uH∥H3/2+s(ΩR) ≤ CH−s (∥vH ⋅ν∥H−1/2(Γ) + ∥g∥H−1(Γ)) .
Similarly, ∇ ⋅ vH = ∆uH = −k2uH and we deduce that
∥∇ ⋅ vH∥H1(ΩR) = k2 ∥uH∥H1(ΩR) ≤ C ∥GHΓ (∂uH∂ν ) −GHΓ g∥H1/2(Γ)≤ C (∥vH⋅ν∥H−1/2(Γ) + ∥g∥H−1(Γ)) .
We complete the estimate using the well-posedness of the semidiscrete problem
and the continuity of normal traces from H(div; ΩR) into H−1/2(Γ). 
4. A Trefftz DG Method
We want to use a Trefftz discontinuous Galerkin method to approximate the
semidiscrete problem (14). In particular, in the scalar case, typical examples of
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Trefftz spaces for the Helmholtz problems are linear combinations of plane waves
in different directions, or linear combinations of circular/spherical waves. The gra-
dient of such solutions provides a basis for the vector problem. In the following we
seek a Trefftz Discontinuous Galerkin (TDG) method to approximate the semidis-
crete vector formulation of the problem (14).
Let us introduce Th a triangular mesh of ΩR, possibly featuring hanging nodes,
and allowing triangles to have curvilinear edges if they share an edge with Γ or
ΣR. We write h for the mesh width of Th, that is, h = maxK∈Th hK where hK the
diameter of triangle K. On Th we will define our TDG method. To this end, we
denote by Fh = ∪K∈Th∂K the skeleton of the mesh Th, and set FRh = Fh ∩ ΣR,FΓh = Fh∩Γ, and FIh = Fh∩ΩR = Fh∖(FRh ∪FΓh ). We also introduce some standard
DG notation: Write ν+, ν− and νK for the exterior unit normals on ∂K+, ∂K−
and ∂K, respectively, where K+,K−,K ∈ Th. Let u and v denote a piecewise
smooth scalar function and vector field respectively on Th. On any edge e ∈ FIh
with e = ∂K+ ∩ ∂K−, where K+,K− ∈ Th, we define● the averages: {{u}} ∶= 12(u− + u+), {{v}} ∶= 12(v− + v+);● the jumps: ⟦u⟧ν ∶= u−ν− + u+ν+, ⟦v⟧ν ∶= v− ⋅ ν− + v+ ⋅ ν+.
Furthermore, we will denote by ∇h the elementwise application of ∇, and by ∂ν,h =
ν ⋅ ∇h the element-wise application of ∂ν on ∂ΩR = Γ ∪ΣR.
We next introduce a suitable Trefftz space to approximate the semidiscrete prob-
lem written in vector form as (14). To this end, we introduce the vector TDG spaces
with local number of plane wave directions {pK}K∈Th , pK > 3, given by
Wh = {wh ∈ L2(ΩR)2 ; wh∣K ∈ WpK(K) ∀K ∈ Th} ,
where each WpK(K) is the span of a set of pK linearly independent vector functions
on K that enjoy the Trefftz property:
∇∇⋅wh + k2wh = 0 ∀wh ∈ WpK(K) .
Then, for any uh ∈ Wh and an arbitrary element K ∈ Th, we have the following
integration by parts formula:
0 = ∫
K
(∇∇⋅uh + k2uh) ⋅wh dx
= ∫
K
(−∇⋅uh∇⋅wh + k2uh ⋅wh)dx + ∫
∂K
∇⋅uhwh ⋅ νK dS .
Integrating by parts one more time
∫
K
(uh ⋅ (∇∇⋅wh + k2wh)dx + ∫
∂K
∇⋅uhwh ⋅ νK dS − ∫
∂K
uh ⋅ νK ∇⋅wh dS = 0 .
Now assuming that wh ∈ WpK(K), we obtain the master equation that the fluxes
are linked by
∫
∂K
∇⋅uhwh ⋅νK dS − ∫
∂K
uh ⋅νK ∇⋅wh dS = 0 .
This needs to be generalized to be applied to discontinuous trial and test functions
in Wh. Let ∇̂⋅uh and uˆh denote numerical fluxes computed from the appropriate
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functions on either side of an edge e in the mesh (or on one side if the edge is on the
boundary), as we will describe next. We then write the extended master equation
∫
∂K
∇̂⋅uhwh ⋅ νK dS − ∫
∂K
uˆh ⋅ νK ∇⋅wh dS = 0 .
Adding over all triangles in the mesh, K ∈ Th, we may write the sum using the setsFRh , FIh and FΓh as defined previously and obtain:
∫FI
h
(∇̂⋅uh ⟦wh⟧ν − uˆh ⋅ ⟦∇⋅wh⟧ν)dS+∫FR
h
(∇̂⋅uhwh ⋅ ν − uˆh ⋅ ν ∇⋅wh)dS−∫FΓ
h
(∇̂⋅uhwh ⋅ ν − uˆh ⋅ ν ∇⋅wh)dS = 0 ,
(17)
where the negative sign appears on the last term because of the use of an outward
pointing normal on Γ.
Defining numerical fluxes using conjugate variables, we are led (see also [8, 19])
to the following fluxes on edges in FIh :
∇̂⋅uh = {{∇⋅uh}} + ikα1 ⟦uh⟧ν ,
uˆh = {{uh}} + α2
ik
⟦∇⋅uh⟧ν .
Here α1 and α2 are strictly positive real numbers on each edge e ∈ FIh . For the
Ultra Weak Variational Formulation that we usually use, α1 = α2 = 1/2 [9]. More
generally they could be mesh dependent [19, 21]. Since our numerical results are
for constant α1 and α2 we shall not investigate these more general cases further.
For the edges on the outer boundary, FRh , following [25] we take
∇̂⋅uh = −k2NR(uh ⋅ ν) + δikN∗R(∇⋅uh + k2NR(uh ⋅ν)) ,
uˆh = uh + δ
ik
(∇⋅uh + k2NR(uh ⋅ν))ν .
where N∗R is the L2(ΣR)-adjoint of NR, and δ > 0 is a parameter to be chosen.
Furthermore, for edges on the impedance boundary, FDh , we consider
∇̂⋅uh = −k2GHΓ (uh ⋅ ν + g) − ik τ GH,∗Γ (∇⋅uh + k2GH(uh ⋅ν + g)) ,
uˆh = uh − τ
ik
(∇⋅uh + k2GH(uh ⋅ ν + g))ν .
where GH,∗Γ is the L2(Γ)-adjoint of GHΓ , and τ > 0 is a parameter to be chosen.
Note the sign change compared to the fluxes on the outer boundary ΣR because of
the outward pointing ν.
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Using these fluxes in (17) leads us to defining the sesquilinear form
aHh (u ,w) = ∫FI
h
({{∇⋅u}} ⟦w⟧ν − {{u}} ⋅ ⟦∇⋅w⟧ν) dS
− 1
ik
∫FI
h
α2⟦∇⋅u⟧ν ⋅ ⟦∇⋅w⟧ν dS − ∫
ΣR
(k2NR(u ⋅ ν)w ⋅ ν + u ⋅ ν∇⋅w) dS
− 1
ik
∫
ΣR
δ(∇⋅u + k2NR(u ⋅ ν))(∇⋅w + k2NR(w ⋅ ν))dS
+∫
Γ
(k2GHΓ (u ⋅ ν)w ⋅ ν + u ⋅ ν∇⋅w) dS + ik∫FI
h
α1⟦u⟧ν⟦w⟧ν dS
− 1
ik
∫
Γ
τ(∇⋅u + k2GHΓ (u ⋅ ν))(∇⋅w + k2GHΓ (w ⋅ ν))dS , (18)
and the antilinear functional
fHh (w) = − 1ik ∫Γ τk2GHΓ (g) (∇⋅w + k2GHΓ (w ⋅ ν))dS + ∫Γ k2GHΓ (g)w ⋅ ν dS
Then the discrete problem we wish to solve is to find vHh ∈Wh such that
aHh (vHh ,w) = fHh (w) for all w ∈ Wh. (19)
We start by showing that this problem has a unique solution for any h > 0 and
k > 0 and H small enough. It is useful to define the sesquilinear forms
aH0,h(u,w) = ∫FI
h
({{∇⋅u}} ⟦w⟧ν − {{u}} ⋅ ⟦∇⋅w⟧ν)dS
−∫
ΣR
u⋅ν ∇⋅wdS + ∫
Γ
u⋅ν ∇⋅wdS ,
and
bHh (u,w)= ik∫FI
h
α1⟦u⟧ν⟦w⟧ν dS − 1ik ∫FI
h
α2⟦∇⋅u⟧ν ⋅ ⟦∇⋅w⟧ν dS
− 1
ik
∫
ΣR
δ (∇⋅u + k2NR(u⋅ν))(∇⋅w + k2NR(w⋅ν))dS − ∫
ΣR
k2NR(u⋅ν)w⋅ν dS
+∫
Γ
k2GHΓ (u⋅ν)w⋅ν dS − 1ik ∫Γτ (∇⋅u + k2GHΓ (u⋅ν))(∇⋅w + k2GHΓ (w⋅ν))dS
Obviously aHh (u,w) = aH0,h(u,w) + bHh (u,w).
We start by rewriting aH0,h in an equivalent form using the DG Magic Lemma
[13]. In particular since w satisfies the Trefftz condition, for all u,w ∈ Wh we have
∑
K∈Th∫K(∇⋅u∇⋅w − k2u ⋅w)dx = ∑K∈Th∫∂K u ⋅ ν∇⋅wdS= ∫FI
h
({{u}} ⋅ ⟦∇⋅w⟧ν + ⟦u⟧ν{{∇⋅w}})dS + ∫
ΣR
u ⋅ ν∇⋅wdS − ∫
Γ
u ⋅ ν∇⋅w dS .
Using this equality in the definition of aH0,h(u,w) we see that aH0,h(u,w) = aH1,h(u,w)
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where
aH1,h(u,w) ∶= − ∑
K∈Th∫K(∇⋅u∇⋅w−k2 u⋅w)dx+∫FIh({{∇⋅u}} ⟦w⟧ν+⟦u⟧ν ⋅{{∇⋅w}})dS .
Then choosing w = u we immediately have
I(aH0,h(u,u)) = I(aH1,h(u,u)) = 0 .
Turning to the sesquilinear form bHh (u,w) if we choose w = u then
bHh (u,u)=ik∫FI
h
α1 ∣⟦u⟧ν ∣2 dS − 1
ik
∫FI
h
α2 ∣⟦∇⋅u⟧ν ∣2 dS
− 1
ik
∫
ΣR
δ ∣∇⋅u + k2NR(u ⋅ ν)∣2 dS − ∫
ΣR
k2NR(u ⋅ ν)u ⋅ ν dS
+∫
Γ
k2GHΓ (u ⋅ ν)u ⋅ ν dS − 1ik ∫ΣRτ ∣∇⋅u + k2GHΓ (u ⋅ ν))∣2 dS .
Thus since α1, α2, δ and τ are real valued
I(bHh (u,u)=∫FI
h
(kα1 ∣⟦u⟧ν ∣2 + α2
k
∣⟦∇⋅u⟧ν ∣2)dS
−I(∫
ΣR
k2NR(u⋅ν)u⋅ν dS) + I(∫
Γ
k2GHΓ (u⋅ν)u⋅ν dS)
+∫
ΣR
δ
k
∣∇⋅u + k2NR(u⋅ν)∣2 dS + ∫
Γ
τ
k
∣∇⋅u + k2GHΓ (u⋅ν)∣2 dS .
Note that, by Lemmas 2.1 and 2.4 (which is stated for GΓ but a similar reasoning
shows that it also holds for GHΓ ),
I(∫
ΣR
NR(u⋅ν)u⋅ν dS) − I(∫
Γ
GHΓ (u⋅ν)u⋅ν dS) ≤ 0 ,
and so
I(bHh (u,u))≥∫FI
h
(kα1 ∣⟦u⟧ν ∣2 + α2
k
∣⟦∇⋅u⟧ν ∣2)dS
+∫
ΣR
δ
k
∣∇⋅u + k2NR(u⋅ν)∣2 dS + ∫
Γ
τ
k
∣∇⋅u + k2GHΓ (u⋅ν)∣2 dS .
We may thus define the mesh-dependent semi-norm ∥w∥DG = √I(bHh (w,w)) for
any function w ∈ Ws(Th) where Ws(Th) is defined as follows and contains Wh:
Ws(Th) = {w ∈ L2(ΩR)2; w∣K ∈H1/2+s(div;K) s.t. ∇∇⋅w+k2w = 0 in K, ∀K ∈ Th } ,
for any s ∈ R with s > 0. We now have the following result.
Lemma 4.1 For any s > 0 and all H > 0 small enough, the semi-norm ∥ ⋅ ∥DG is a
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norm on Ws(Th), and
∥w∥2DG ≥ ∫FI
h
(kα1 ∣⟦w⟧ν ∣2 + α2
k
∣⟦∇⋅w⟧ν ∣2)dS (20)
+∫
ΣR
δ
k
∣∇⋅w + k2NR(w⋅ν)∣2 dS + ∫
Γ
τ
k
∣∇⋅w + k2GHΓ (w⋅ν)∣2 dS .
Proof. On one hand, if ∥w∥DG = 0 for some w ∈ Ws(Th), then ∇∇ ⋅w + k2w = 0
in ΩR and ∇ ⋅ w + k2NR(w ⋅ ν) = 0 on ΣR, ∇ ⋅ w + k2GHΓ (w ⋅ ν) = 0 on Γ. The
well-posedness of the semi-discrete problem for all H small enough, Theorem 3.3,
implies that w = 0, so that the semi-norm ∥ ⋅ ∥DG is a norm on Ws(Th). On the
other hand, the norm bound follows from the argument preceding the lemma. 
We now have the existence and uniqueness of solution for the discrete problem.
Proposition 4.2 For all H small enough and any h > 0 and k > 0 there exists a
unique solution vHh ∈ Wh to the problem (19) for every g ∈H−1(Γ).
Proof. By the finite dimension of the space Wh, it suffices to show uniqueness of
solution. To this end, we consider a solution of the homogeneous problem, that is,
vHh ∈ Wh such that aHh (vHh ,w) = 0 for any w ∈ Wh. Then aHh (vHh ,vHh ) = 0, so that∥vHh ∥2DG = I(bHh (vHh ,vHh )) = I(a(vHh ,vHh )) = 0. Hence vHh = 0 since ∥ ⋅∥DG is a norm
on Wh ⊆W s(Th) (see Lemma 4.1). 
4.1. A bound of the approximation error in the mesh-dependent norm∥ ⋅ ∥DG
We now introduce the mesh-dependent norm ∥ ⋅ ∥DG+ on Ws(Th) as
∥w∥2DG+ = ∥w∥2DG + k−1∫FI
h
α−11 ∣ {{∇⋅w}} ∣2 dS + k∫FI
h
α−12 ∣ {{w}} ∣2 dS
+k∫
ΣR
δ−1 ∣w ⋅ ν ∣2 dS + k∫
Γ
τ−1 ∣w ⋅ ν ∣2 dS.
Proposition 4.3 For any u,w ∈ Ws(Th), we have
aHh (u,w) ≤ 2 ∥v∥DG ∥w∥DG+ .
Proof. Using integration by parts, the Trefftz property of u ∈ Ws(Th), and the DG
Magic Lemma, we have
∑
K∈Th∫K (∇ ⋅ u∇ ⋅w − k2u ⋅w) dx = ∑K∈Th∫∂K ∇ ⋅ uw ⋅ ν dS= ∫FI
h
{{∇ ⋅ u}} ⟦w⟧ν dS + ∫FI
h
⟦∇⋅u⟧ν ⋅ {{w}}dS − ∫
Γ
∇ ⋅ uw ⋅ ν dS
+∫
ΣR
∇⋅uw ⋅ ν dS. (21)
Substituting the expression for ∑K∈Th ∫K (∇ ⋅ u∇ ⋅w − k2u ⋅w) dx from equa-
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tion (21) above into the expression for aH1,h(u,w) leads to
aH1,h(u,w) = ∫FI
h
⟦u⟧ν{{∇⋅w}}dS − ∫FI
h
⟦∇⋅u⟧ν ⋅ {{w}}dS + ∫
Γ
∇⋅uw ⋅ ν dS − ∫
ΣR
∇⋅uw ⋅ ν dS.
Then since aHh (u,w) = bHh (u,w) + aH1,h(u,w), we have that
aHh (u,w)= ik∫FI
h
α1⟦u⟧ν⟦w⟧ν dS − 1ik ∫FI
h
α2⟦∇⋅u⟧ν ⋅ ⟦∇⋅w⟧ν dS
−∫
ΣR
(∇⋅u + k2NR(u ⋅ ν))w ⋅ ν dS + ∫
Γ
(∇⋅u + k2GHΓ (u ⋅ ν))w ⋅ ν dS
− 1
ik
∫
ΣR
δ(∇⋅u + k2NR(u ⋅ ν))(∇⋅w + k2NR(w ⋅ ν))dS
− 1
ik
∫
Γ
τ(∇⋅u + k2GHΓ (u ⋅ ν))(∇⋅w + k2GHΓ (w ⋅ ν))dS
+∫FI
h
⟦u⟧{{∇⋅w}}dS − ∫FI
h
⟦∇⋅u⟧ ⋅ {{w}}dS.
By using the weighted Cauchy Schwarz inequality, we get the result. 
We now state a quasi-optimal error estimate with respect to the DG and DG+
norms.
Theorem 4.4 Assume v ∈ Ws(Th) is the analytical solution to problem (14), and
vHh the unique solution to problem (19). Then
∥v − vHh ∥DG ≤ 2 inf
wh∈Wh ∥v −wh∥DG+ .
Proof. Since v − vHh ∈ Ws(Th), for all wh ∈ Wh we have
∥v − vHh ∥2DG = I(aHh (v − vh,v − vh)) ≤ 2∥v − vh∥DG ∥v −wh∥DG+ ,
where the last inequality follows from the consistency of the discrete scheme, and
continuity of the sesquilinear form in Proposition 4.3. 
4.2. An error bound in a mesh-independent norm
We next derive a bound of the approximation error in terms of a mesh-independent
norm. Ideally this would be the L2(ΩR)2-norm, but as in the case of Maxwell’s
equations (see [22]) this is not possible and we derive an estimate in the
H(div; ΩR)′-norm. To this end, we start bounding some mesh-independent norm
in terms of the mesh-dependent norm ∥ ⋅ ∥DG in the the vector space Ws(Th) for
s ∈ R, s > 0, which contains the Trefftz vector space Wh.
Recall that any function in this space may be written using the L2(ΩR)2-
orthogonal Helmholtz decomposition
w = w0 +∇p with w0 ∈H0(div0; ΩR), p ∈H1(ΩR) . (22)
Also notice that, in terms of this decomposition, the property w∣K ∈H1/2+s(div;K)
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for all K ∈ Th means that
w0∣K ∈H1/2+s(K)2 , ∆p∣K = div w∣K ∈H1/2+s(K) for all K ∈ Th . (23)
We will bound the L2(ΩR)2-norm of ∇p and also a weaker norm of w0 by means
of ∥w∥DG using similar arguments to those in [22]. In particular, we take the shape
regularity and quasi-uniformity measures
s.r.(Th) = max
K∈Th
hK
dK
and q.u.(Th) = max
K∈Th
h
hK
,
where, for each K ∈ Th, we denote by dK the diameter of the largest ball contained
in K.
4.2.1. A bound of ∥∇p∥0,ΩR by a duality argument
We consider the adjoint problem of (14), which consists of finding φ ∈H(div; ΩR)
such that
∫
ΩR
( 1
k2
∇ ⋅φ∇ ⋅ z −φ ⋅ z)dx + ∫
ΣR
(NR)∗(φ ⋅ ν) (z ⋅ ν)dS−∫
Γ
(GHΓ )∗(φ ⋅ ν) (z ⋅ ν)dS = ∫
ΩR
∇p ⋅ zdx ,
(24)
for all z ∈ H(div,ΩR). Let us emphasize that (24) is well-posed and shows the
following regularity.
Lemma 4.5 For any p ∈ H1(ΩR), if H > 0 is sufficiently small then the adjoint
problem (24) is well-posed. Moreover, for each s ∈ (0,1/2) the solution has the
regularity φ ∈H1/2+s(ΩR)2, with
∥φ∥1/2+s,ΩR ≤ CH−s∥∇p∥0,ΩR ,
where C > 0 depends only on ΩR.
Proof. The well-posedness of the adjoint problem (24) follows from our proof of
the well-posedness of the original problem (14) in Theorem 3.3.
Using the Helmholtz decomposition (22) and reasoning as in the proof of Lemma
2.5, we see that the solution of the adjoint problem is the function φ = ∇q for
q ∈H1(ΩR) which solves the following equations in weak sense:
∆q + k2q = −k2p in ΩR ,−q + (NR)∗( ∂q
∂ν
) = 0 on ΣR ,
q + (GHΓ )∗( ∂q∂ν ) = 0 on Γ .
Thus q can be extended as a solution of a scattering problem to Ω with the adjoint
radiation condition at infinity. Hence the regularity of q is determined from the
boundary condition on Γ and in particular, since (GHΓ )∗( ∂q∂ν ) ∈ H1+s(Γ) for all
0 ≤ s < 1/2 (see the remark after Assumption 2), we see that q ∈ H3/2+s(ΩR).
Then using an inverse estimate guaranteed by the assumed quasi-uniformity of the
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boundary mesh,
∥q∥H3/2+s(ΩR) ≤ C∥(GHΓ )∗( ∂q∂ν )∥H1+s(Γ) ≤ CH−s∥(GHΓ )∗( ∂q∂ν )∥H1(Γ)≤ CH−s∥∇q ⋅ ν∥H−1(Γ) ≤ CH−s∥φ ⋅ ν∥H−1/2(Γ) ≤ CH−s∥φ∥H(div;ΩR).
Finally, the continuity estimate for the solution of the semidiscrete adjoint problem
(24) provides the bound ∥φ∥H(div;ΩR) ≤ C∥∇p∥L2(ΩR) and completes the proof. 
Notice that, by the L2(ΩR)2-orthogonality of the Helmholtz decomposition (22),
∥∇p∥20,ΩR = ∫
ΩR
∇p ⋅ ∇pdx = ∫
ΩR
∇p ⋅wdx .
Making use of the adjoint problem for z = w,
∥∇p∥20,ΩR = ∫ΩR ( 1k2 ∇ ⋅φ∇ ⋅w −φ ⋅w)dx + ∫ΣR(φ ⋅ ν)NR(w ⋅ ν)dS−∫
Γ
(φ ⋅ ν)GHΓ (w ⋅ ν)dS .
If we split the domain ΩR in terms of the mesh Th and then integrate by parts in
each K ∈ Th, thanks to Trefftz properties for w ∈ Ws(Th), we come up with
∥∇p∥20,ΩR = ∫FI
h
1√
α2 k3
φ ⋅ ν √α2√
k
⟦∇ ⋅w⟧ν dS
+∫
ΣR
√
k√
δk2
(φ ⋅ ν) √δ√
k
(∇ ⋅w + k2NR(w ⋅ ν))dS
−∫
Γ
√
k√
τ k2
(φ ⋅ ν) √τ√
k
((∇ ⋅w + k2GHΓ (w ⋅ ν))dS .
Then, by Cauchy-Schwartz inequality and the lower bound of the DG-norm (20),
∥∇p∥20,ΩR ≤ (G(φ))1/2 ∥w∥DG , (25)
where we denote
G(φ) = 1
k3
(∫FI
h
1
α2
∣φ ⋅ ν ∣2 dS + ∫
ΣR
1
δ
∣φ ⋅ ν ∣2 dS + ∫
Γ
1
τ
∣φ ⋅ ν ∣2 dS) .
In order to deal with this last term, we use the following trace inequality (see [21,
eq. (24)]):
∥η∥20,∂K ≤ C ( 1hK ∥η∥20,K + h2sK ∣η∣21/2+s,K) ∀η ∈H1/2+s(K),K ∈ Th;
indeed, taking η to be each entry of φ ∈H1/2+s(ΩR)2, we deduce
G(φ) ≤ 1
k3 min{α2, δ, τ} ∑K∈Th∫∂K ∣φ ⋅ ν ∣2 dS≤ C
k3 min{α2, δ, τ} ∑K∈Th ( 1hK ∥φ∥20,K + h
2s
K
H2s
∣φ∣21/2+s,K) ,
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where α2 = infFIhα2, δ = infFRh δ and τ = infFΓh τ (we have assumed α2, δ, τ > 0).
Recalling that q.u.(Th)h ≤ hK ≤ h and applying Lemma 4.5, we have
G(φ) ≤ C
k3 min{α2, δ, τ} ∑K∈Th ( 1q.u.(Th)h ∥φ∥20,K + h2sH−2s ∣φ∣21/2+s,K)≤ C
k3 min{α2, δ, τ} ( 1q.u.(Th)h ∥φ∥20,ΩR + h2sH−2s ∣φ∣21/2+s,ΩR)≤ C
min{α2, δ, τ} ( 1q.u.(Th)h + h2sH−2s)H−2s ∥∇p∥20,ΩR .
Therefore, using (25),
∥∇p∥0,ΩR ≤ ( CH−2smin{α2, δ, τ} ( 1q.u.(Th)h + h2sH−2s))
1/2 ∥w∥DG ,
so we have proved the following lemma:
Lemma 4.6 For sufficiently small H > 0 and any s ∈ (0,∞), there is a constant C
(depending on s but independent of h and H), such that
∥∇p∥0,ΩR ≤ CH−s(h−1/2 + hsH−s) ∥w∥DG ,
where w ∈ Ws(Th) and p ∈H1(ΩR) satisfies (22).
4.2.2. A bound of ∥w0∥H(curl;ΩR)′ by a duality argument
For any trial function u ∈ H(curl; ΩR) we consider its L2(ΩR)2-orthogonal
Helmholtz decomposition as in (22):
u = u0 +∇q with u0 ∈H0(div0; ΩR), q ∈H1(ΩR) . (26)
Then, using the L2(ΩR)-orthogonality of Helmholtz decomposition as well as Tre-
fftz property,
∫
ΩR
w0 ⋅ udx = ∫
ΩR
w0 ⋅ u0 dx = − 1
k2
∑
K∈Th∫K ∇∇ ⋅w0 ⋅ u0 dx ,
so that, integrating by parts, and using that u0 ∈H0(div0; ΩR),
∫
ΩR
w0 ⋅ udx = − 1
k2
∑
K∈Th∫∂K ∇ ⋅w0 u0 ⋅ ν dS == − 1
k2
(∫FI
h
⟦∇ ⋅w0⟧ν u0 dS + ∫FR
h
∇ ⋅w0 ν ⋅ u0 dS − ∫FΓ
h
∇ ⋅w0 ν ⋅ u0 dS) =
= − 1
k2
∫FI
h
⟦∇ ⋅w0⟧νν u0 ⋅ ν dS .
Therefore, by Cauchy-Schwartz inequality,
∣∫
ΩR
w0 ⋅ udx∣ ≤ 1
k2
(∫FI
h
α2
k
∣⟦∇ ⋅w0⟧ν ∣2 dS)1/2 (∫FI
h
k
α2
∣u0 ⋅ ν ∣2 dS)1/2 ,
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and we have
∣∫
ΩR
w0 ⋅ udx∣ ≤ 1√
k3 α2
∥w∥DG ( ∑
K∈Th∫∂K ∣u0 ⋅ ν ∣2 dS)
1/2
.
Let us notice that, taking the curl of (26), we know that curlu0 = curlu ∈ L2(ΩR);
this allows us to use again the trace inequality [21, eq. (24)] for u0 ∈H0(div0; ΩR)∩
H(curl; ΩR)↪H1/2+s(ΩR) for any s ∈ [0,1/2):
∥u0 ⋅ ν∥20,∂K ≤ ∥u0∥20,∂K ≤ C ( 1q.u.(Th)h ∥u0∥20,K + h2s ∣u0∣21/2+s,K) .
Then, summing over K ∈ Th and making use of the continuity of the embedding
H0(div0; ΩR) ∩H(curl; ΩR)↪H1/2+s(ΩR), we deduce
∑
K∈Th ∥u0 ⋅ ν∥20,∂K ≤ C ( 1q.u.(Th)h ∥u0∥20,ΩR + h2s ∣u0∣21/2+s,ΩR) ≤≤ C ( 1
q.u.(Th)h + h2s)(∥u0∥20,ΩR + ∥curlu0∥20,ΩR) .
But recalling the L2(ΩR)2-orthogonality of Helmholtz decomposition (26),
∥u∥2curl,ΩR = ∥u0∥20,ΩR + ∥∇q∥20,ΩR + ∥curlu0∥20,ΩR ≥ ∥u0∥20,ΩR + ∥curlu0∥20,ΩR ,
so that
∑
K∈Th ∥u0 ⋅ ν∥20,∂K ≤ C ( 1q.u.(Th)h + h2s)∥u∥2curl,ΩR .
Therefore
∣∫
ΩR
w0 ⋅ udx∣ ≤ C ((q.u.(Th)h)−1 + h2s)1/2√
k3 α2
∥w∥DG ∥u∥curl,ΩR ,
and we conclude that
∥w0∥H(curl;ΩR)′ ≤ C ((q.u.(Th)h)−1 + h2s)1/2√
k3 α2
∥w∥DG .
We have proved the following lemma:
Lemma 4.7 For each s ∈ (0,∞), there exists a constant C (depending on s but
independent of h > 0 and H > 0 small enough) such that
∥w0∥H(curl;ΩR)′ ≤ Ch−1/2∥w∥DG ,
for all w ∈ Ws(Th) and w0 ∈H0(div0; ΩR) satisfying (22).
Using Lemmas 4.6 and 4.7 we have then proved the following theorem that
summarizes our results from this section.
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Theorem 4.8 For all sufficiently small H and for each s > 0, there is a constant
C depending on s but independent of h, H, vH and vHh such that
∥vH − vHh ∥H(curl,ΩR)′ ≤ CH−s (h−1/2 + hsH−s) inf
wh∈Wh ∥v −wh∥DG+ .
Remark 5 We could avoid the growing factor H−s if we used C1 functions to
compute GHΓ . Note that using a trigonometric basis is one case where H
−s can be
removed. In the general case, the H−s terms are not unexpected. Also notice that
we can choose a fine mesh on the boundary Γ and then we still can approximate
the scattering problem with sufficient accuracy.
Proof. Let w = vH − vHh in (22). Then
∥wH − vHh ∥H(curl;ΩR)′ ≤ ∥w0∥H(curl;ΩR)′ + ∥∇p∥H(curl;ΩR)′ .
Use of Lemmas 4.6 and 4.7 completes the proof. 
Using approximation results from [20] this theorem could be converted into order
estimates. Because of the poor regularity of vH (due to the reduced regularity
imposed by the regularity of GHΓ ) we expect to need a refined h grid near the
boundary unless we use smooth basis functions on Γ.
Our final result combines Theorem 3.3 and Theorem 4.8 to give an error estimate
for the fully discrete problem.
Corollary 4.9 Under the conditions of Theorem 4.8, there is a constant C
(depending on s ∈ (0,∞) but independent of h, and H small enough, vH and vHh )
such that
∥v − vHh ∥H(curl;ΩR)′ ≤ CH−s (h−1/2 + hsH−s) ( inf
wh∈Wh ∥v −wh∥DG+ +∥(GHΓ −GΓ)(v⋅ν)∥H1/2(Γ) + ∥(GHΓ −GΓ)g∥H1/2(Γ)).
Proof. We have already shown in Theorem 3.3 that vH converges to v in
H(div; ΩR), and this is a stronger norm than H(curl; ΩR)′. Besides, we have shown
in Theorem 4.8 that vHh converges to v
H in H(curl; ΩR)′. Combining those two
results, we conclude the statement. 
5. Numerical Results
We now present some limited and preliminary numerical results that illustrate
the foregoing error analysis. We consider scattering by a circular disk and use
absorbing boundary conditions (ABCs) on the exterior. This is not exactly what
is analyzed in the foregoing sections, but ABCs give rise to GIBC and are an
important application of our method. Now there is no Neumann-to-Dirichlet map
and the GIBC is provided by various Absorbing Boundary Conditions. However,
the same error estimates hold in this case, and the use of higher order ABCs is
of considerable practical use. Our results are obtained using a modified version of
LehrFEM [30]. We make the choice α1 = α2 = τ = 1/2 so that we are actually using
the Ultra Weak Variational formulation. The wave-number is k = 8 and we use a
uniform number of directions on the elements with pK = 7 for all elements K.
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In particular, we consider scattering of a plane wave incident field ui(r, θ) =
exp(ikr cos θ) from a circular scatterer of radius a. We impose the Dirichlet bound-
ary condition u(a, θ) = − exp(ika cos θ) on the boundary of the scatterer, and ABCs
of the form:
αu + β∆1u = −∂u
∂r
on Σ
R
.
where ∆1 = 1R2∂2θ is the Laplace-Beltrami operator on the circle ΣR . This is obvi-
ously a special case of the GIBC (second equation in (2)) albeit on the outer rather
than inner boundary.
These boundary conditions are given in [16] as approximations of the Dirichlet-
to-Neumann map, for the following choices of α and β:
ABC0: α = ik, β = 0,
ABC1: α = (ik + 1
2R
) , β = 0,
ABC2: α = (ik + 1
2R
+ i
8kR2
) , β = i
2kR2
,
ABC3: α = (ik + 1
2R
+ i
8kR2
− 1
8k2R3
) , β = ( i
2kR2
− 1
2k2R3
) .
The above ABCs can then be translated into GIBCs for the displacement problem
as outlined in Section 1, and the results can then be translated back to the field u
using the Trefftz property so that u = −∇ ⋅ v/k2.
An advantage of the simple circular scatterer is that we can write down the
exact solution for scattering of a plane wave incident field with an ABC on Σ
R
. In
particular:
u(r, θ) = ∞∑
n=−∞ [anH(1)n (kr) + bnH(2)n (kr)] exp(inθ),
where the coefficients an, bn are solutions of the linear system:
⎛⎜⎜⎝
γH
(1)
n (kR) + kH(1)′n (kR) γH(2)n (kR) + kH(2)′n (kR)
H
(1)
n (ka) H(2)n (ka)
⎞⎟⎟⎠(anbn ) = ( 0−inJn(ka))
and γ = α − βn2/R2. This then gives a series solution for v that solves (2).
In Fig. 2 we show field plots for the solution of the approximate scattering prob-
lem in 7 cases, together with the exact solution of the full scattering problem.
For this experiment we choose k = 8 giving a wavelength λ ≈ 0.78. The mesh size
requested from the mesh generator is h = 0.1. The outer boundary is distance
0.64 wavelengths from the scatterer which is rather close. Indeed the top left and
top right panels show considerable distortion compared to the lower right figure
showing the exact solution. Using ABC2 and ABC3 gives better fidelity. In the
bottom left panel we show the solution computed using a discretized NtD map,
which shows the best accuracy.
To investigate convergence in a more quantitative way, in Fig. 3 we show the
relative L2 error on the domain as a function of 1/h. In the left hand panel we
verify that no matter which ABC is used, the UWVF solution with an ABC or
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Figure 2. Moduli of the fields scattered from a disk: a = 0.5, R = 1, p = 7 plane waves per element, k = 8.
Top left: ABC0. Top right: ABC1. Middle left: ABC2. Middle right: ABC3. Bottom left: NtD. Bottom
right: Exact solution. For these results h = 0.1 is fixed and 13 Fourier modes are used for the ABC and
NtD models. The exact solution uses 40 modes.
the NtD boundary condition converges optimally to the exact solution for the
particular ABC (essentially the result from Theorem 4.4). Then in the right hand
panel we compare the UWVF with ABC boundary condition to the true exact
solution of the full scattering problem. As can be seen ABC0 and ABC1 result
in a poor relative error and do not benefit from mesh refinement (the absorbing
boundary is too close to the scatterer and all error is related to the ABC not the
UWVF). For ABC2 and ABC3 the solution does converge with h until the error
from the ABC dominates. It is clear that in this case ABC3 can be used to obtain
a solution with better than 1% error even with the close absorbing boundary. The
discrete NtD solution continues to converge for all h in our study and would be
preferred in this case (but ABCs can be used on non-circular absorbing boundaries
and so are of practical interest).
6. Conclusion
We have provided an error analysis of the UWVF discretization of the Helmholtz
equation in the presence of a Generalized Impedance Boundary Conditions. The
error analysis is backed by limited numerical experiments.
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Figure 3. Relative L2(ΩR)-norm error vs. 1/h, for different ABCs on ΣR . Left: Errors are computed
against the exact solution for the particular ABCs. Right: Errors are computed against the exact solution
of the scattering problem.
Clearly several extensions and further numerical tests need to be performed. In
particular our analysis and numerical tests are for a smooth boundary. Analysis for
a non-smooth boundary, and appropriate mesh refinement strategies near corners
need to be developed.
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