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Abstract
An approach is proposed for transmission system overload management. To achieve this aim, the problem is formulated in an
Economic Load Dispatch (ELD) problem to minimize the fuel cost of generation in case of overload. Particle Swarm Optimization
(PSO) is used to solve ELD problem. The results have been demonstrated for both normal and overload conditions. The ﬁnal
results show that the PSO algorithm performs well in both conditions.
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1. Introduction
Overloading in the transmission system can occur due to sudden increase in load. This will occur when there is no
communication between the generation and the transmission utility. It also occurs due to load uncertainty, outage of
transmission line and transformers. Due to overloading in the transmission system, cascade outage and system col-
lapse takes place. To avoid this overload condition, some actions take place such as rescheduling of generators, phase
shifting transformers, line switching, Demand Side Management (DSM) and load shedding or shifting. However,
the power supply is interrupted by use of phase shifting transformers, line switching and load shedding1. DSM and
real power rescheduling are the most commonly used to avoid transmission system overload because of no additional
reserves.
Diﬀerential Evolution with Particle Swarm Optimization (DEPSO) based rescheduling of generators to avoid over-
load in the transmission lines1. The overloaded lines are relieved through rescheduling of generators with minimum
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severity index as well as overload factors. Dynamic programming (DP) is used to solve Economic Load Dispatch
(ELD) problem2, but in DP there is a problem of local optimality. Genetic Algorithm (GA) has been used for solving
the ELD problem3, it overcomes the problems local optimality which occur in GA. In4, Optimal Eﬀective Localized
Area (OELA) technique is proposed to dispatch the active power at diﬀerent conditions. Improved particle swarm
optimization based economic load dispatch is proposed, to avoid transmission line overload5. Optimal location and
size of multi-type FACTS devices avoid overload reduction on the transmission line in a transmission network is
discussed6. Authors proposed Particle Swarm Optimization (PSO) based ELD problem considering the generators
constraints7. Nonlinear characteristics of generators are being considered in this paper and results are compared with
GA. Unit commitment combined with PSO and Lagrangian Relaxation (LR)8 has also been proposed. LR-PSO is
eﬃcient in computational time as compared to the GA and simple LR. The ELD problem is solved by using PSO and
conventional Quadratic Programming (QP)9 to operate generators at optimal fuel cost. Results show that the PSO is
found to be encouraging as compared to QP.
In this paper, the ELD problem under overload conditions in transmission system is solved by using PSO technique.
Normal load condition results are compared with the overload condition to verify the working of the algorithm. The
rest of this paper is organized as follows. ELD formulation is presents in section 2. Section 3 proposes a PSO
algorithm to solve ELD problem to avoid overload. Proposed algorithm steps and ﬂow chart is given in section 4.
Simulations and Results are discussed in section 5, and conclusion in section 6.
2. Economic Load Dispatch Formulation in Overload Condition
The deﬁnition of economic dispatch provided in EPAct section 1234 is: “The operation of generation facilities to
produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and
transmission facilities”10. The purpose of an ELD problem is to dispatch power by ﬁnding the optimal combination of
power generations that minimize the total fuel cost. Whereas, the quality and inequality constraints of ELD problem
are satisﬁed. The quadratic fuel cost functions for each generator is given. In our case, the problem is formulated as
the minimization of fuel cost in overload condition, as deﬁned in (1)-(3)9.
min
n∑
i=1
F(Pi) =
∑
in
(aiP2i + biPi + ci)
subject to:
(1)
Pmin,i ≤ Pi ≤ Pmax,i
f or i = 1, 2, ..., n
(2)
n∑
i=1
Pi = PD + Pl + Poverload (3)
where Pmin,i and Pmax,i is minimum and maximum generation capacity of each generator i. whereas, PD, Pl, Poverload
are the total power dispatch, line losses and overload power respectively.
Pl =
n∑
i=1
n∑
j=1
PiBi jP j (4)
Bij =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.000140 0.000017 0.000015 0.000019 0.000026 0.000022
0.000017 0.000060 0.000013 0.000016 0.000015 0.000020
0.000015 0.000013 0.000065 0.000017 0.000024 0.000019
0.000019 0.000016 0.000017 0.000071 0.000030 0.000025
0.000026 0.000015 0.000024 0.000030 0.000069 0.000032
0.000022 0.000029 0.000019 0.000025 0.000032 0.000085
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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where Bi j is the elements of the loss matrix.
3. Overview of Particle Swarm Optimization
In 1995, Kennedy and Eberhart presented the PSO strategy11, persuaded by social conduct of creatures, for exam-
ple, ﬁsh educating and winged creature rushing. PSO is a populace based search procedure in which every particle
changes their position and move toward their ideal arrangement. Particles move around in a multidimensional inquiry
space, while moving toward the arrangement every particle modiﬁes its position with experience of the neighbouring
particle as well as is own previous experience. The swarm bearing of a particle is characterized by the situated of
particles neighboring the particle and its previous experience.
In multi-dimensional space, every particle moved forward to the ideal arrangement by including a velocity inside
its position. The velocity of the particle can be computed by utilizing the present velocity and separation from Pbest
and Gbest given by (5) & (6). The speed of the molecule is aﬀected by three factors which are inertial weight, social
factor and cognitive factor. The inertial weight part models the inertial ﬂying behavior of the particle, it can be taken
as straightly diminishing to give adjust between the Pbest and Gbest, hence, the calculation obliged less emphasis
to converge. The cognitive component, demonstrate the past best position, and social component shows the ﬂying
memory creature about the Gbest.
Vti j = w × Vt−1i j +C1 × r1 × (Pbestt−1i j − Pt−1i j )+
C2 × r2 × (Gbestt−1i − Pt−1i j )
f or i = 1, 2, ...,ND; j = 1, 2, ...,NP
(5)
Using this certain velocity, the next position of the particle is updated by using the equation given below:
Pti j = P
t−1
i j + V
t
i j (6)
where
t iterations count (generations)
w inertial weight
NP Number of particles
ND Number of members in a particles
Vt−1i velocity of the particle at previous position
Pt−1i Previous position of the particle
C1,C2 Cognitive and social component respectively
Pbestti j particle own best position until t iteration
Gbestti j best particle position in the swarm at t iteration
r1, r2 Uniformly distributed random variable between[0, 1]
Inertial weight w can be calculated by using the following equation:
w = wmax ×
(
wmax − wmin
tmax
)
× ti (7)
where
wmax inertial weight (maximum)
wmin inertial weight (minimum)
tmax maximum iteration number
ti current iteration number
w is decreasing linearly from 0.9 to 0.4 during simulation.
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Fig. 1: Flow chart of proposed algorithm
4. Proposed Algorithm to solve ELD problem
The algorithm steps to solve the ELD problem in case of overload are as follows:
1. Initialize the parameters of PSO.
2. Initialize random velocities and position.
3. Check whether the system is overloaded or not.
4. If system is overloaded than consider the overload power in equation (3), otherwise Poverload = 0 in normal case,
and each generator must satisfy the inequality constraint given in equation (2).
5. Compute the each particle ﬁtness value.
6. For every particle, compare the current particle value with its Pbest, if this value is less than Pbest, replace it
with Pbest.
7. Select best value among all the values of Pbest as Gbest.
8. Calculate new values of velocity and position using equation (5) and (6).
9. Repeat Steps 5-8 until the total generation criteria is met.
The working of the proposed algorithm is shown in ﬂow chart of ﬁgure 1.
5. Simulations and Results
A power system consist of six generator thermal power plant and transmission lines are utilize to show the working
of the proposed algorithm. Table 1 show the characteristics of the generators and loss matrix Bi j is also given. To
verify the results of proposed algorithms two diﬀerent conditions are considered, i.e., normal and overload condition.
Simulation has been done using MATLAB.
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Table 1: Generation units capacity and cost parameters
Generation units ai bi ci Pmin Pmax
1 0.15247 38.53973 756.79886 20 200
2 0.10587 46.15916 451.32513 10 150
3 0.02803 40.3965 1049.9977 40 235
4 0.3546 38.30553 1243.5311 35 210
5 0.02111 36.32728 1658.569 140 335
6 0.01799 38.27041 1356.6592 130 345
Table 2: Total power dispatch
(a) Units output in normal condition
Generation unit Output
P1 (MW) 34.71
P2 (MW) 17.767
P3 (MW) 152.71
P4 (MW) 144.61
P5 (MW) 270.9
P6 (MW) 257.86
Power overload (MW) 0
Power loss (MW) 28.55
Total power output (MW) 878.557
Total generation cost ($/h) 44450.3
(b) Units output in overload condition
Generation unit Output
P1 (MW) 35.928
P2 (MW) 19.652
P3 (MW) 159.1
P4 (MW) 149.52
P5 (MW) 278.46
P6 (MW) 266.34
Power overload (MW) 28.51
Power loss (MW) 30.48
Total power output (MW) 909
Total generation cost ($/h) 45924.8
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Fig. 2: Generation in normal and overload condition
5.1. Case 1-Normal Condition
In this case, normal load condition is considered, in normal condition the proposed algorithm only considers the
total demand and the line losses of the system . For instance, total power dispatch is 850 MW, and total transmission
line losses are 28.55 MW, so in normal condition proposed algorithm dispatches 878.557 MW of power by scheduling
generators at diﬀerent power ratings. Results in table 2a, show that the proposed algorithm works eﬀectively in normal
condition considering the line losses. Each generator generate power at optimal cost to meet the total power demand.
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Fig. 4: Overall cost in normal and overload condition
5.2. Case 2-Overload Condition
In overload condition, the demand is suddenly increasing, the proposed algorithm dispatches more power taken
in considering the overload and line losses due to increase in power demand. For instance, in overload condition,
the total power dispatch is 850 MW, overall Transmission system overload is 28.51 MW, and power loss has also
increased to 30.48 MW. So, generator’s output is increased in case of overload to meet the total demand of 909 MW,
as shown in table 2b.
Simulation results show that the proposed algorithm works both in normal and overload condition to avoid trans-
mission system overload. Fig. 2 shows that, when transmission system is overloaded, PSO algorithm, reschedule
the generators and dispatch more power within their generation limit to fulﬁll the load demand in optimal cost. It is
also shown in Fig. 2 that each generator contribute power in case of overloading, there is no load burden on a single
generation unit.
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Fig. 5: Convergence in normal load condition
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Fig. 6: Convergence in overload condition
In case of overload the proposed algorithm successfully reschedules the generators at minimum cost to avoid
overloading, in result of that the power system reliability and stability is increased. Fig. 3 illustrates the increase in
power output of each individual generator in case of overload. Generation units produce 1.218, 1.885, 6.39, 4.91,
7.56 and 8.48 MW of power respectively in case of overloading. It also shows that the generation unit having lesser
fuel cost, generate more power to avoid overloading in minimum cost. Total cost of fuel is shown in Fig 4, in
normal condition the total cost of generation is 44450.3 $/h, whereas, in case of overload the total cost of generation
increases to 45924.8 $/h. The proposed algorithm avoids the system overloading by proper scheduling the generation
of available units at minimum cost. Fig. 5 shows the convergence behavior of the proposed algorithm. Fig. 5 shows
that the proposed algorithm converges well in normal condition and give an optimal solution after 170 iterations.
Whereas, the convergence behaviour of the PSO in overload condition is illustrated in Fig. 6. Simulation results show
that the proposed algorithm has good computational behavior.
6. Conclusion
In this paper we successfully use the PSO method to avoid overloading in the transmission network by solving
the ELD problem. A simple power system is used for demonstration. Results show that the PSO algorithm has a
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better computational eﬃciency. However, the total fuel cost is increased in case of overloading due to more power
generation but the overall power system stability and reliability is increased. In future, we will work on overload
management in power system by demand side management, in which user demand proﬁle of load is change by load
scheduling or by load shedding according to conditions.
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