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Resumen:
En este trabajo se demuestra el buen planteamiento de la ecuacio´n no lineal
de Schro¨dinger-Helmholtz
ivt +∆v + λu |v|σ−1 v = 0
u− α2∆u = |v|σ+1
v(0) = v0
en los espacios H1 y L2 usando te´cnicas introducidas por Kato en [7].
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Abstract:
In this work we show the local and global well posedness of the nonlinear
Schro¨dinger-Helmholtz equation
ivt +∆v + λu |v|σ−1 v = 0
u− α2∆u = |v|σ+1
v(0) = v0
in the spaces H1 and L2 using techniques introduce by Kato in [7].
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Introduccion
La ecuacion no lineal Schro¨dinger (NLS)
ivt +∆v + |v|2σ v = 0
v(0) = v0
(1)
donde v es una funcio´n que toma valores complejos, aparece de manera natu-
ral en diferentes contextos de la f´ısica para describir la propagacio´n de ondas
en medios no lineales. El caso particular, cuando σ = 1, es conocida co-
mo la ecuacio´n cu´bica de Schro¨dinger, y describe la propagacio´n de haces
de rayos laser en medios o´pticos no lineales donde el ı´ndice de refraccio´n es
proporcional a la intensidad de la onda. Tambie´n surge en el estudio de la
dina´mica de biomole´culas, en la f´ısica de semiconductores, condensacio´n de
Bose-Einstein, ondas de agua en superficies libres de un flujo ideal y en el
estudio de ondas en plasma, entre otros.
De particular intere´s es el estudio de la integrabilidad de la ecuacio´n (1).
En el caso de dimensio´n 1, cuando σ = 1, es bien sabido que e´sta es integrable
y tiene soluciones tipo solitones, es decir, soluciones que se comportan como
particulas “cla´sicas” cuando estas colisionan. La situacio´n en dimensio´n 2 es
significativamente diferente. En este caso no es integrable y no se le conocen
soluciones exactas. Sin embargo, se ha demostrado que tiene soluciones de la
forma R(r)eit, donde r =
√
x2 + y2 y R es tal que R′(0) = 0 y se apro´xima
a cero para r suficientemente grande. Estos tipo de soluciones son conocidos
como gu´ıas de onda o solitones de Townes. Lo interesante, en este caso, es que
la potencia del haz, que en esencia es la norma en L2, nos indica cuando las
soluciones de (1) estallan (o dejan de existir o en ingle´s presentan blow up) en
tiempo finito. Se sabe que cuando ‖v0‖L2 > ‖R‖L2 las soluciones explotan y
cuando ‖v0‖L2 < ‖R‖L2 se presenta una difraccio´n de la onda que la solucio´n
representa.
En f´ısica se ha considerado cambiar el potencial |v|2σ por otros poten-
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ciales. Un caso particular, es tomar el potencial auto garvitacional que es
reempalzar en (1) |v|2σ por una funcio´n si ψ tal que −α2∆ψ = |v|2. Inspira-
do en e´sto y en modelos de turbulencia, Titti y otros en [4], han reemplazado
|v|2σ en (1) por una funcio´n u tal que u− α2∆u = |v|σ+1, lo cual da lugar al
problema
ivt +∆v + λu |v|σ−1 v = 0
u− α2∆u = |v|σ+1 (2)
v(0) = v0
donde α > 0, σ > 1 y λ ∈ R.
En este trabajo examinamos el buen planteamiento tanto local como glob-
al en H1 y L2 del problema (2). Aunque el buen planteamiento en H1 es
considerado en [4], aqu´ı obtenemos que el buen planteamiento global para el
problema (2) se tiene para cualquier σ <
4
n− 2.
Este trabajo esta´ organizado de la siguiente manera: en el primer cap´ıtulo
presentamos los resultados ba´sicos que se usara´n en le resto del trabajo. En
los cap´ıtulos 2 y 3 examinamos el buen plantemiento local de (2) en L2 y H1.
En el u´ltimo cap´ıtulo examinamos el buen plantemiento global.
Cap´ıtulo 1
Preliminares
Definicio´n 1.0.1. Sea p ∈ R con 1 ≤ p ≤ ∞; se define
Lp (Ω) =
{
u : Ω→ R;u medible y ∫
Ω
|u|p <∞} y se nota
‖u‖p =
[∫
Ω
|u|p dx
] 1
p
si 1 ≤ p ≤ ∞ se designa p′ el exponente conjugado de p con 1
p
+ 1
p′ = 1
Teorema 1.0.2. (Desigualdad de Ho¨lder). Sean u ∈ Lp (Rn) y v ∈ Lp′ (Rn)
con 1 ≤ p ≤ ∞. entonces uv ∈ L1 (Rn) y∫
Rn
|uv| ≤ ‖u‖p ‖v‖p′ (1.1)
Teorema 1.0.3. (Desigualdad de Young). Sean u ∈ Lp (Rn) y v ∈ Lr (Rn),
para 1 ≤ p ≤ ∞ y 1 ≤ r ≤ p
p− 1 . Entonces u ∗ v ∈ L
q (Rn), para
1
p
+
1
r
=
1 +
1
q
, y
‖u ∗ v‖q ≤ ‖u‖p ‖v‖r .
Definicio´n 1.0.4. Sea 0 < α < n. El potencial de Riesz Iα es definido por
Iα = cα
∫
Rn
f(y)
|x− y|n−α dy, (1.2)
para cada f localmente integrable, donde cα = pi
n/22αΓ(α/2)/Γ(n/2− α/2).
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Teorema 1.0.5 (Hardy-Littlewood-Sobolev). Sean 0 < α < n, 1 ≤ p < ∞
y
1
q
=
1
p
− α
n
.
1. Si f ∈ Lp(Rn), entonces la integral (1.2) es absolutamente convergente
para casi todo x ∈ Rn.
2. Si p > 1,
‖Iα(f)‖q ≤ cp,α,n‖f‖p.
Recordemos que el operador (1−α2∆)−1 esta´ definido en S ′ de la siguiente
manera
(1− α2∆)−1f =
(
f̂
1 + α2|ξ|2
)∨
,
para cada distribucio´n temperada f . Veamos propiedades de este operador
que usaremos ma´s adelante en este trabajo.
Teorema 1.0.6. Para 1 ≤ p ≤ ∞, (1−α2∆)−1 es un operador lineal continuo
de Lp(Rn) en Lq(Rn), para q tal que
p ≤ q ≤ ∞ si p > n
2
,
p ≤ q <∞, si p = n
2
y n ≥ 2,
p ≤ q ≤ np
n− 2p, si 1 < p <
n
2
y n > 2, o
1 ≤ q < n
n− 2 , si p = 1 y n > 2.

Demostracio´n. De las propiedades ba´sicas de la transformada de Fourier ten-
emos que
(1− α2∆)−1f =
(
1
1 + α2|ξ|2
)∨
∗ f.
Veamos que
(
1
1+α2|ξ|2
)∨
∈ Lr(Rn), para
1 ≤ r ≤ ∞ si n = 1,
1 ≤ r <∞ si n = 2,
1 ≤ r < n
n−2 si n > 2.
(1.3)
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En efecto, el siguiente procedimiento informal nos sugiere la transformada
de Fourier inversa de 1
1+α2|ξ|2 ,(
1
1 + α2 |ξ|2
)∨
(x) =
1
(2pi)n
∫
Rn
eixξ
(∫ ∞
0
e−t(1+α
2|ξ|2)dt
)
dξ
=
1
(2pi)n
∫ ∞
0
∫
Rn
eixξe−t(1+α
2|ξ|2)dξdt =
=
(
1
2α
√
pi
)n ∫ ∞
0
e−t−
|x|2
4α2t
dt
t
n
2
.
(1.4)
Esta funcio´n es claramente integrable y, haciendo uso del teorema de Fubini,
se concluye que su transformada de Fourier es 1
1+α2|ξ|2 . Sea
g(x) =
(
1
1 + α2 |ξ|2
)∨
(x) =
(
1
2α
√
pi
)n ∫ ∞
0
e−t−
|x|2
4α2t
dt
t
n
2
.
Si n = 1, de la fo´rmula de Bochner, se tiene que g(x) =
1
2α
e−
|x|
2α . Para n ≥ 2,
g es decreciente en |x| y, del teorema de convergencia dominada, g → 0
cuando |x| → ∞. Examinemos que pasa con g cuando |x| → 0. Si n = 2,
g(x) =
(
1
2α
√
pi
)2 ∫ ∞
0
e−t−
|x|2
4α2t
dt
t
=
(
1
2α
√
pi
)2 [∫ ∞
1
e−
1
t
− |x|2
4α2
tdt
t
+
∫ ∞
1
e−t−
|x|2
4α2t
dt
t
]
=
(
1
2α
√
pi
)2 [∫ ∞
1
(
e−
1
t − 1
)
e−
|x|2
4α2
tdt
t
+
∫ 1
|x|2
4α2
e−t − 1
t
dt+
+
∫ ∞
1
e−t
t
dt− 2 log
( |x|
2α
)
+
∫ ∞
1
e−t−
|x|2
4α2t
dt
t
]
.
Si n > 2,
g(x) =
(
1
2α
√
pi
)n [( |x|
2α
)2−n ∫ 4α2
|x|2
0
e−
t|x|2
4α2
− 1
t
dt
t
n
2
+
∫ ∞
1
e−t−
|x|2
4α2t
dt
t
n
2
]
. (1.5)
Esto demuestra que g ∈ Lr(Rn), para r como en (1.3). De e´sto y la desigual-
dad de Young se sigue la afirmacio´n del teorema, excepto los casos en que
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n > 2, 1 < p <
n
2
y q =
np
n− 2p . Estos se siguen de la ecuacio´n (1.5) y del
teorema de Hardy-Littlewood-Sobolev.
Proposicio´n 1.0.7. Sea 0 < σ ≤ 1. Entonces, para todo u ∈ C, v ∈ C y
k ∈ Z, ∣∣|u|σ−kuk − |v|σ−kvk∣∣ ≤ Cσ|u− v|σ, (1.6)
donde Cσ es un nu´mero positivo que depende solo de σ.
Demostracio´n. Si alguno de los dos u o v es 0, la afirmacio´n es evidente.
As´ı que, supongamos que u y v son ambos diferentes de 0. Sean α y β tales
que
u = |u|eiα y v = |v|eiβ.
Es fa´cil ver que (1.6) se puede escribir de la siguiente forma
|tσ − eiγ| ≤ Cσ|t− eiγ|σ, (1.7)
donde t =
|u|
|v| y γ = k(β − α). As´ı las cosas, demostraremos que esta de-
sigualdad es va´lida para todo t > 0 y γ ∈ R. Es muy fa´cil probar que si
(1.7) es va´lida para t y todo γ ∈ R, es va´lida para 1
t
y toda γ ∈ R. Luego
es suficiente probar (1.7) para 0 < t ≤ 1 y todo γ ∈ R. Supongamos que
cos(γ) ≤ 1
2
. Entonces,
|tσ − cos(γ)| ≤ 2 ≤ 4
√
3
3
| sen(γ)|.
De donde se sigue que
|tσ − eiγ| ≤ 3|t− eiγ|σ,
si cos(γ) ≤ 1
2
. Supongamos ahora que cos(γ) ≥ tσ. En este caso tenemos que
cos(γ)− tσ ≤ cos(γ)− t ≤ (cos(γ)− t)σ.
Por lo tanto,
|tσ − eiγ| ≤ 2 1−σ2 |t− eiγ|σ,
si cos(γ) ≥ tσ. Finalmente, examinemos lo que pasa cuando 1
2
≤ cos(γ) ≤ tσ.
En este caso tenemos que
t−σ − cos(γ) ≤ t−1 − cos(γ) ≤ 2 1σ−1(t−1 − cos(γ))σ.
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Luego,
|t−σ − e−iγ| ≤ 2 1σ−σ2− 12 |t−1 − e−iγ|σ,
o equivalentemente,
|tσ − eiγ| ≤ 2 1σ−σ2− 12 |t− eiγ|σ,
si
1
2
≤ cos(γ) ≤ tσ.
Proposicio´n 1.0.8. Sea σ ≥ 1. Para todo u y v ∈ C, se tiene que∣∣|u|σ−1u− |v|σ−1v∣∣ ≤ σ (|u|σ−1 + |v|σ−1) |u− v|. (1.8)
Demostracio´n. Se sigue inmediatamente de la desigualdad del valor medio
para funciones diferenciables.
En la discusio´n que haremos ahora, daremos las nociones ba´sicas de es-
pacios de Sobolev que usaremos en el marco de este trabajo. Recordemos
que un multi-´ındice β es un elemento de Nn. El orden de un multi-´ındice
β es |β| =
n∑
j=1
βj. En la literatura matema´tica se suele usar las siguientes
notaciones:
∂β = ∂β1x1∂
β2
x2
...∂βnxn y x
β = xβ11 x
β2
2 ...x
βn
n ,
para cualquier multi-´ındice β. Para cualquier abierto Ω ⊂ Rn, si f y g son
funciones localmente en integrables Ω y β es un multi-´ındice, decimos que g
es la derivada parcial β-e´sima de f en Ω, en el sentido de´bil, si para toda
ϕ funcio´n C∞0 (Ω) (funcio´n infinitamente diferenciable con soporte compacto
en Ω), ∫
Ω
f∂βϕdx =
∫
Ω
gϕ dx.
Definicio´n 1.0.9. Para m ∈ N y p ≥ 1, con Wm,p(Ω) notamos el espacio
de Sobolev de todas las funciones en Lp(Ω), que tienen derivadas β-e´simas
en Lp(Ω), para toda β tal que |β| ≤ m, y dotado con la norma ‖f‖Wm,p(Ω) =∑
|β|≤m ‖∂βf‖Lp(Ω).
En el contexto de los espacios de Sobolev tenemos los siguientes resultados
importantes.
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Teorema 1.0.10 (Lema de Sobolev). Sean un entero m ≥ 1 y 1 ≤ p < ∞.
Tenemos,
1. si
1
p
− m
n
> 0, Wm,p(Ω) ⊂ Lq(Ω) para 1
q
=
1
p
− m
n
.
2. si
1
p
− m
n
= 0, Wm,p(Ω) ⊂ Lq(Ω) para q ∈ [p,∞).
3. si
1
p
− m
n
< 0, Wm,p(Ω) ⊂ L∞(Ω)
con todas las inclusiones continuas. Adema´s, si m− n
p
> 0 y no es entero, y
tomando θ la parte decimal de este nu´mero, tenemos que
‖∂βu‖∞ ≤ C‖u‖Wm,p(Ω)
y
|∂βu(x)− ∂βu(y)| ≤ C‖u‖Wm,p(Ω)|x− y|θ,
para c.t. x e y ∈ Ω y todo β mult-´ındice tal que |β| ≤ m− n
p
− θ.
Teorema 1.0.11 (Rellich-Kondrachov). Si Ω es acotado de clase C1, la
inclusio´n Wm,p(Ω) ⊂ Lq(Ω) es compacta en los siguientes casos
1. si
1
p
− m
n
> 0, para q ∈ [p, p∗) donde 1
p∗
=
1
p
− m
n
,
2. si
1
p
− m
n
= 0, para q ∈ [p,∞),
3. si
1
p
− m
n
< 0, q =∞.
En el contexto de la transformada de Fourier se hace una generalizacio´n
de los espacios de Sobolev en todo Rn cuando p = 2. En ese sentido se
introduce el espacio de Schwartz S (Rn), que es precisamente el conjunto de
todas las funciones ϕ ∈ C∞(Rn) tales que xν∂βϕ es acotada en Rn, para
todos multi-´ındices ν, β, el cual es un espacio vectorial topolo´gico de Frechet
al dotarlo con las seminormas ‖ϕ‖ν,β = ‖xν∂βϕ‖∞. El dual topolo´gico de
S(Rn), S ′(Rn), es conocido como el espacio de las distribuciones temperadas.
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Es bien sabido que si f es una funcio´n localmente integrable en Rn tal que
f
1 + |x|2N es esencialmente acotada, para algu´n N entero positivo, entonces
f es una distribucio´n temperada. En este caso estamos identificando f con
la distribucio´n temperada definida por ϕ 7→ ∫Rn fϕ dx. Estas funciones son
conocidas como funciones de crecimiento lento.
No es dif´ıcil observar que tanto la transformada de Fourier como las
derivadas parciales y la multiplicacio´n por funciones C∞ de crecimiento lento
son transformaciones lineales continuas en S(Rn). Esto y sus propiedades nos
permiten definir las siguiente extensiones a las distribuciones temperadas. La
transformada de Fourier Tˆ , de la distribucio´n temperada T , es definida por
Tˆ (ϕ) = T (ϕˆ),
para cada ϕ ∈ S(Rn). De la misma manera, si f es una funcio´n C∞ de
crecimiento lento y β es un multi-´ındice, para cada distribucio´n temperada
T , fT y ∂βT vienen dadas por
fT (ϕ) = T (fϕ),
y
∂βT (ϕ) = (−1)|β|T (∂βϕ),
para cada ϕ ∈ S(Rn), respectivamente. As´ı, tenemos la siguiente importante
propiedad
∂̂βT = (−i)|β|ξβTˆ .
Definicio´n 1.0.12. Para s ∈ R, notaremos por Hs (Rn) al espacio vectorial{
f ∈ S ′ (Rn) : Λsf(ξ) = (1 + |ξ|2)s/2 f̂ (ξ) ∈ L2(Rn)}
dotado con la norma dada por
‖f‖s,2 = ‖Λsf‖2 ,
para cada f ∈ Hs (Rn), donde (Λsf)∧ = (1 + |ξ|2)s/2f̂
De la anterior discusio´n no es dif´ıcil verificar que si s es un entero no
negativo
W s,2(Rn) = Hs(Rn).
El siguiente teorema es un compendio de propiedades importantes de estos
espacios.
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Teorema 1.0.13. 1. Si s ≤ s′, entonces Hs′ (Rn) ⊂ Hs (Rn) , con in-
clusio´n continua.
2. Hs (Rn) es un espacio de Hilbert. En efecto, este es claramente com-
pleto y su norma proviene del producto interno definido por 〈f, g〉s =∫
Rn
ΛsfΛsg dx.
3. Para cualquier s ∈ R, el espacio de Schwartz S (Rn) , es denso en
Hs (Rn)
4. Si s1 ≤ s2 y s = θs1 + (1− θ) s2, para 0 ≤ θ ≤ 1, entonces
‖f‖s,2 ≤ ‖f‖θs1,2 ‖f‖
(1−θ)
s2,2
,
para cada f ∈ Hs2(Rn).
5. (Hs (Rn))′ , el espacio dual de Hs (Rn), es isome´tricamente isomorfo a
H−s (Rn), para todo s ∈ R
6. Se tiene el Lema de Sobolev. Esto es, Hs (Rn) ⊂ Lp (Rn), donde s y p
satisfacen las siguientes propiedades
a) si 0 < s <
n
2
, 2 ≤ p ≤ 2n
n− 2s ,
b) si s =
n
2
, 2 ≤ p <∞ y
c) si s >
n
2
, 2 ≤ p ≤ ∞.
Si s > n
2
, Hs (Rn) ⊂ C∞ (Rn) (la coleccio´n de todas las funciones
continuas que tienden a cero en el infinito).
A continuacio´n, examinemos brevemente el comportamiento de las solu-
ciones del problema lineal asociado al ecuacio´n (2). Este es el problema aso-
ciado a la ecuacio´n Schro¨dinger lineal de una part´ıcula libre
∂tu = i∆u,
u(0) = u0.
(1.9)
Haciendo uso de la transformada de Fourier llegamos a que la solucio´n es
u(t) = eit∆u0 = (e
−it|ξ|2û0)∨,
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para cada u0 distribucio´n temperada. La notacio´n en la forma exponencial
es bastante natural gracias al siguiente teorema.
Proposicio´n 1.0.14. La familia de operadores
{
eit∆
}∞
t=−∞ es un grupo fuerte-
mente continuo en Hs(Rn), para todo s ∈ R. Esto es,
1. para todo t ∈ R, eit∆ : Hs(Rn)→ Hs(Rn) es una isometr´ıa.
2. Para todos t y t′ ∈ R, eit∆eit′∆ = ei(t+t′)∆.
3. ei0∆ = I.
4. Para u0 ∈ Hs(Rn), fijo, la funcio´n t 7→ eit∆u0 es continua de R en
Hs(Rn).
Ma´s au´n, para u0 ∈ Hs(Rn), fijo, la funcio´n t 7→ eit∆u0 es continuamente
diferenciable de R en Hs−2(Rn) y, como es natural, satisface la ecuacio´n
(1.9).
Al ser
{
eit∆
}∞
−∞ un grupo no puede garantizarse regularizacio´n en el con-
texto de los espacios de Sobolev Hs(Rn). Sin embargo, tenemos la siguiente
propiedad regularizante, muy u´til en el estudio del buen planteamiento del
problema (2).
Teorema 1.0.15. La familia de operadores
{
eit∆
}∞
−∞ satisface las siguientes
desigualdades (∫ T
−T
∥∥eit∆f∥∥q0
p0
dt
) 1
q0
≤ c ‖f‖2 (1.10)
y (∫ T
−T
∥∥∥∥∫ t
0
ei(t−τ)∆g (., τ) dτ
∥∥∥∥q0
p0
dt
) 1
q0
≤ c
(∫ T
−T
‖g (., t)‖q′1p′1 dt
) 1
q′1
, (1.11)
para todos pi y qi, i = 0, 1, tales que
2 ≤ pi < 2nn−2 si n ≥ 3
2 ≤ pi <∞ si n = 2
2 ≤ pi ≤ ∞ si n = 1
 (1.12)
y 2
qi
= n
2
− n
pi
. Aqu´ı, c = c(n, p0, p1) es una constante que depende u´nicamente
de n, p0 y p1.
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Para la demostracio´n de este teorema vea [8]
Para finalizar este cap´ıtulo discutiremos algunas propiedades de la inte-
gral de Bochner que usaremos en este trabajo. Sean (Ω, Σ, µ) un espacio de
medida, donde µ es contablemente aditiva y no negativa, yX es un espacio de
Banach. Recordemos que una funcio´n f : Ω→ X es llamada simple si existen
x1, . . . , xn ∈ X y E1, . . . , En ∈ Σ, tales que f =
∑n
i=1 xiχEi . Una funcio´n
f : Ω→ X es llamada µ–medible si existe una sucesio´n de funciones simples
(fn) tales que l´ımn→∞ ‖fn − f‖ = 0 µ–casi siempre. Una funcio´n f : Ω→ X
es llamada µ–de´bil medible si para cada x∗ ∈ X∗ la funcio´n nume´rica x∗f
es µ–medible. Ma´s generalmente, si Γ ⊆ X∗ y x∗f es µ–medible para cada
x∗ ∈ Γ, entonces f es llamada Γ–medible. Si f : Ω → X∗ es X–medible
(cuando X es identificado con la inmersio´n natural de X en X∗∗), entonces
f es llamada de´bil∗–medible. En este contexto tenemos el siguiente muy u´til
teorema.
Teorema 1.0.16 (Pettis). Una funcio´n f : Ω→ X es µ–medible si y so´lo si
1. f es de rango µ–esencialmente separable, esto es existe E ∈ Σ con
µ(E) = 0 y tal que f(Ω \ E) es un subconjunto separable de X en
norma.
2. f es de´bil µ–medible.
Una funcio´n simple f : Ω → X se dice µ–integrable si el conjunto {x ∈
Ω : f(x) 6= 0} es de µ–medida finita. En este caso definimos ∫
E
fdµ =∑n
i=1 xiµ(Ei ∩ E). Una funcio´n µ–medible f : Ω → X es llamada Bochner
integrable, si existe una sucesio´n de funciones simples µ–integrables (fn) tal
que
l´ım
n→∞
∫
Ω
‖fn − f‖dµ = 0.
En este caso,
∫
E
fdµ es definida para cada E ∈ Σ por∫
E
f dµ = l´ım
n→∞
∫
E
fn dµ. (1.13)
El l´ımite en (1.13) es garantizado por∥∥∥∥∫
E
fn dµ−
∫
E
fm dµ
∥∥∥∥ ≤∫
E
‖fn − fm‖ dµ
≤
∫
E
‖fn − f‖ dµ+
∫
E
‖f − fm‖ dµ.
CAPI´TULO 1. PRELIMINARES 11
Teorema 1.0.17. Una funcio´n µ–medible f : Ω→ X es Bochner integrable
si y so´lo si
∫
Ω
‖f‖dµ <∞.
Teorema 1.0.18. Supongamos que f es una funcio´n µ–Bochner integrable.
Entonces
1. l´ımµ(E)→0
∫
E
f dµ = 0
2.
∥∥∫
E
f dµ
∥∥ ≤ ∫
E
‖f‖ dµ, para todo E ∈ Σ
3. Si (En) es una sucesio´n de elementos disyuntos de Σ y E =
⋃∞
n=1En,
entonces ∫
E
f dµ =
∞∑
n=1
∫
En
f dµ,
donde la suma de la derecha es absolutamente convergente.
Tambie´n tenemos el siguiente teorema.
Teorema 1.0.19 (Teorema de Convergencia Dominada). Sea (fn) una suce-
sio´n de funciones definidas sobre Ω Bochner integrables con valores en X.
Si l´ımn→∞ fn = f puntualmente en norma y existe una funcio´n de valor real
Lebesgue integrable g sobre Ω tal que ‖fn‖ ≤ g µ–casi siempre, entonces f es
Bochner integrable y l´ımn→∞
∫
E
fndµ =
∫
E
fdµ para cada E ∈ Σ. En efecto
tambie´n l´ımn→∞
∫
Ω
‖f − fn‖dµ = 0
El siguiente teorema es obvio cuando T es continuo.
Teorema 1.0.20 (Hille). Sea T : D(T ) ⊆ X → Y un operador lineal cer-
rado, donde Y es un espacio de Banach. Si f y Tf son Bochner integrables
con respecto a µ, entonces
T
(∫
E
f dµ
)
=
∫
E
Tf dµ,
para todo E ∈ Σ
Tambie´n usaremos el siguiente teorema, que generaliza el teorema funda-
mental del ca´lculo en los nu´meros reales.
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Teorema 1.0.21. Sea f una funcio´n Bochner integrable sobre [0, 1] con re-
specto a la medida de Lebesgue. Entonces para casi todo s ∈ [0, 1],
l´ım
h→0
1
h
∫ s+h
s
‖f(t)− f(s)‖ dt = 0
En particular, para casi todo s ∈ [0, 1],
l´ım
h→0
1
h
∫ s+h
s
f(t) dt = f(s).
Cap´ıtulo 2
Problema de Cauchy en L2(Rn)
En este cap´ıtulo examinaremos el buen plantemiento del problema de
Cauchy
ivt +∆v + λu |v|σ−1 v = 0
u− α2∆u = |v|σ+1
v (0) = v0
(2.1)
para v0 ∈ L2(Rn), para n = 1, 2 y 3. De manera informal, haciendo uso de
la transformada de Fourier y variacio´n de para´metros, a partir del problema
de Cauchy 2.1, llegamos a la siguiente ecuacio´n integral
v = ei∆tv0 + iλ
∫ t
0
ei∆(t−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) dτ. (2.2)
Veamos primero que esta ecuacio´n tiene solucio´n para cualquier v0 ∈ L2.
Teorema 2.0.22. Sean n = 1, 2, 3, 1 ≤ σ < mı´n(3, 4/n), p = σ + 1 y
q = 4(σ+1)
n(σ−1) . Entonces, para todo u0 ∈ L2 (Rn), existe T = T (‖u0‖, σ, λ) > 0
y una u´nica u ∈ C ([−T, T ] , L2 (Rn)) ∩ Lq ([−T, T ] , Lp (Rn)) solucio´n de la
ecuacio´n integral (2.2) en el intervalo [−T, T ].
Ma´s aun, para todo T ′ < T existe una vecindad V de v0 en L2(Rn) tal
que v˜0 7→ v˜(t), v˜ la solucio´n de la ecuacio´n integral (2.2) con valor inicial v˜0,
es Lipschitz de L2(Rn) en C ([−T ′, T ′] , L2 (Rn)) ∩Lq ([−T ′, T ′] , Lp (Rn)).
Demostracio´n. Sea
E (T, a) = {v ∈ C ([−T, T ] , L2 (Rn)) ∩ Lq ([−T, T ] , Lp (Rn)) :
sup
t∈[−T,T ]
‖v (t)‖2 +
[∫ T
−T
‖v (t)‖qp dt
] 1
q
≤ a}.
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donde a y T son nu´meros reales positivos que fijaremos ma´s adelante. Este
conjunto dotado con la me´trica
d(v, w) = sup
t∈[−T,T ]
‖v(t)− w(t)‖2 +
[∫ T
−T
‖v(t)− w(t)‖qp dt
] 1
q
,
para v y w ∈ E (T, a), es un espacio me´trico completo, ya que C([−T, T ] ,
L2 (Rn)) y Lq ([−T, T ] , Lp (Rn)) son espacios de Banach. Para v ∈ E (T, a),
definimos Φ(v) por
Φ (v) = ei∆tv0 + iλ
∫ t
0
ei∆(t−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) dτ. (2.3)
Veamos que, para T suficientemente pequen˜o, Φ es una aplicacio´n de E (T, a)
con valores en E (T, a), que adema´s es contractiva. En efecto, de los Teoremas
1.0.15, 1.0.6 y la desigualdad de Ho¨lder, tenemos[∫ T
−T
‖Φ (v)‖qp
] 1
q
≤c ‖v0‖2+
+ c |λ|
[∫ T
−T
∥∥∥(1− α2∆)−1 (|v|σ+1) |v|σ−1 v∥∥∥q1′
p1′
dτ
] 1
q′
≤c ‖v0‖2 + c |λ|
[∫ T
−T
‖v‖(2σ+1)q′1σ+1 dτ
] 1
q′1
,
donde 1
p′1
= 1
s
+ σ
p
y 2
q1
= n
2
− n
p1
. Si n = 1, tomamos s = ∞, y si n = 2 o 3
podemos tomar 1 ≤ s < n
n−2 tal que para σ como en la hipo´tesis del teorema,
(2σ + 1)q′1 < q. Luego,[∫ T
−T
‖Φ (v)‖qp dτ
] 1
q
≤ c ‖v0‖2 + c |λ|T 1−δa2σ+1, (2.4)
donde δ =
(2σ+1)q′1
q
< 1. Repitiendo el procedimiento anterior, se sigue asimis-
mo que
sup
[−T,T ]
‖Φ (v)‖2 ≤ c ‖v0‖2 + c |λ|T 1−δa2σ+1. (2.5)
Por lo tanto,
sup
[−T,T ]
‖Φ (v)‖2 +
[∫ T
−T
‖Φ (v)‖qp dτ
] 1
q
≤ c ‖v0‖2 + c |λ|T 1−δa2σ+1. (2.6)
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Fijamos el valor de a, haciendo a = 2c‖v0‖2. As´ı que, si tomamos T de tal
forma que
|λ|T 1−δa2σ+1 ≤ ‖v0‖2 , (2.7)
de (2.6),
sup
[0,T ]
‖Φ (v)‖2 +
[∫ T
−T
‖Φ (v)‖qp dτ
] 1
q
≤ a.
Veamos la continuidad de Φ (v) en L2(Rn). Es claro que
Φ (v) (t+ h)− Φ (v) (t) = (ei∆h − I)(Φ (v) (t))+
+ iλ
∫ h
0
ei∆(h−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) (t+ τ)dτ. (2.8)
Siguiendo los mismos argumentos usados anteriormente, tenemos que∥∥∥∥∫ h
0
ei∆(h−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) (t+ τ)dτ∥∥∥∥
2
≤ cη1−δa2σ+1,
si |h| < η. Ya que ei∆t es un grupo fuertemente continuo en L2(Rn), Φ(v) es
continua en L2(Rn), para toda v ∈ E(a, t). Por lo tanto, Φ es una aplicacio´n
de E(a, t) en si mismo.
Ahora veamos que Φ es una contraccio´n. En efecto,[∫ T
−T
‖Φ (v)− Φ (w) ‖qp
] 1
q
≤
≤ |λ| c
[∫ T
−T
∥∥(1− α2∆)−1 (|v|σ+1 − |w|σ+1) |v|σ−1 v∥∥q′1
p′1
dt
] 1
q′1
+
+ c|λ|
[∫ T
−T
∥∥(1− α2∆)−1 (|w|σ+1) (|w|σ−1w − |v|σ−1 v)dτ∥∥q′1
p′1
dt
] 1
q′1
≤c |λ|
[∫ T
−T
∥∥|v|σ+1 − |w|σ+1∥∥q′1
1
‖v‖σq′1σ+1 dτ
] 1
q′1
+
+ c |λ|
[∫ T
−T
‖w‖(σ+1)q′1σ+1
∥∥|v|σ−1 v − |w|σ−1w∥∥q′1
p′1
dτ
] 1
q′1
CAPI´TULO 2. PROBLEMA DE CAUCHY EN L2(RN) 16
≤c |λ|
[∫ T
−T
‖(|v|σ + |w|σ)|v − w|‖q′11 ‖v‖σq
′
1
σ+1 dτ
] 1
q′1
+
+ c |λ|
[∫ T
−T
‖w‖(σ+1)q′1σ+1
∥∥(|v|σ−1 + |w|σ−1)|v − w|∥∥q′1
p′1
dτ
] 1
q′1
≤c |λ|
[∫ T
−T
‖(|v|σ + |w|σ)|v − w|‖q′11 ‖v‖σq
′
1
σ+1 dτ
] 1
q′1
+
+ c |λ|
[∫ T
−T
‖w‖(σ+1)q′1σ+1
∥∥(|v|σ−1 + |w|σ−1)|v − w|∥∥q′1
p′1
dτ
] 1
q′1
≤c |λ|
[∫ T
−T
(‖v‖2σσ+1 + ‖w‖2σσ+1)q
′
1‖v − w‖q′1σ+1dτ
] 1
q′1
≤c |λ|T 1−δ
[∫ T
−T
(‖v‖2σσ+1 + ‖w‖2σσ+1)
q
2σ+1‖v − w‖
q
2σ+1
σ+1 dτ
] 2σ+1
q
≤c |λ|T 1−δ
([∫ T
−T
‖v‖qσ+1dτ
] 2σ
q
+
[∫ T
−T
‖w‖qσ+1dτ
] 2σ
q
)
×
×
[∫ T
−T
‖v − w‖qσ+1dτ
]q
≤c |λ|T 1−δa2σ
[∫ T
−T
‖v − w‖qσ+1dτ
]q
.
Pra´cticamente el mismo procedimiento anterior nos lleva a la siguiente de-
sigualdad
sup
[0,T ]
‖Φ (v)− Φ (w)‖2 ≤ c |λ|T 1−δa2σ
(∫ T
−T
‖v − w‖qp dτ
) 1
q
.
Fijemos T de tal manera que
2c |λ|T 1−δa2σ ≤ 1
2
. (2.9)
Este T tambie´n satisface (2.7). Esto muestra que Φ es una contraccio´n en
E(a, T ). Por el teorema del punto fijo de Banach, tenemos que Φ tiene
un u´nico punto fijo v ∈ E(a, T ). En otras palabras, existe v ∈ E(a, T ) ⊆
C([−T, T ], L2(Rn)) ∩ Lq([−T, T ], Lp(Rn)) que es solucio´n de la ecuacio´n in-
tegral (2.2).
CAPI´TULO 2. PROBLEMA DE CAUCHY EN L2(RN) 17
Veamos la unicidad de la solucio´n de la ecuacio´n integral. Supongamos
que v˜ ∈ C([−T, T ], L2(Rn)) ∩ Lq([−T, T ], Lp(Rn)) es otra solucio´n de la
ecuacio´n integral (2.2). Entonces, para 0 < T ′ ≤ T suficientemente pequen˜o,
v˜ ∈ E(a, T ′). De la unicidad del punto fijo, v = v˜ en el intervalo [−T ′, T ′].
Sea T˜ = sup{T ′|v˜ ∈ E(a, T ′)}, y sea
a˜(T ′) = sup
[−T ′,T ′]
‖v0‖2 +
[∫ T ′
−T ′
‖v˜‖qp dτ
] 1
q
.
a˜ es una funcio´n continua y creciente en [0, T ], y a˜(T ′) ≤ a, para todo T ′ ∈
[0, T˜ ]. Supongamos que T˜ < T . Entonces, empleando el mismo procedimiento
que se hizo para obtener (2.6), se sigue que
a˜(T˜ + η) ≤ c ‖v0‖2 + c |λ| (T˜ + η)1−δa˜(T˜ + η)2σ+1, (2.10)
para 0 ≤ η ≤ T − T˜ . De la continuidad de a˜ y la forma en que se fijaron a
y T , el lado derecho de la u´ltima desigualdad es menor que a, para η > 0
suficientemente pequen˜o. Pero esto contradice la eleccio´n de T˜ . Por lo tanto,
T˜ = T , v˜ ∈ E(a, T ) y v˜ = v en el intervalo [−T, T ].
Finalmente, supongamos que T ′ < T . Sea
V =
{
v˜0 ∈ L2(Rn) | 2c|λ|T ′1−δ(2c‖v˜0‖)2σ < 1
2
}
.
Claramente, V es abierto en L2(Rn) y, por (2.9), v0 ∈ V . Haciendo uso
del mismo procedimiento que empleamos para obtener la desigualdad (2.6),
obtenemos
sup
[−T ′,T ′]
‖v˜(t)‖2+
[∫ T ′
−T ′
‖v˜‖qpdτ
] 1
q
≤ c‖v˜0‖2+c|λ|T ′1−δ(2c‖v˜0‖2)2σ+1 ≤ 2c‖v˜0‖2,
para todo v˜0 ∈ V . Usando los mismos argumentos que empleamos para ver
que Φ es contraccio´n, obtenemos que
sup
[−T ′,T ′]
‖v˜(t)−w˜(t)‖2 +
[∫ T ′
−T ′
‖v˜ − w˜‖qpdτ
] 1
q
≤
≤c‖v˜0 − w˜0‖2 + c|λ|T ′1−δ
(
(2c‖v˜0‖2)2σ + (2c‖w˜0‖2)2σ
)×
×
 sup
[−T ′,T ′]
‖v˜(t)− w˜(t)‖2 +
[∫ T ′
−T ′
‖v˜ − w˜‖qpdτ
] 1
q
 .
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Luego,
sup
[−T ′,T ′]
‖v˜(t)− w˜(t)‖2 +
[∫ T ′
−T ′
‖v˜ − w˜‖qpdτ
] 1
q
≤ 2c‖v˜0 − w˜0‖2,
para todos v˜0 y w˜0 ∈ V . Esto termina la demostracio´n del teorema.
Observacio´n 1. El anterior procedimiento no permite mejorar el resultado.
En efecto, podr´ıamos suponer que p = r(σ + 1), en cuyo caso, del Teorema
1.11, 2
q
= n
2
− n
p
. Para demostrar que Φ, definida en (2.3), es una contraccio´n,
al proceder como en el teorema anterior, escogemos p1 tal que
1
p′1
= 1
s
+ σ
p
y
2
q1
= n
2
− n
p1
de tal manera que (2σ + 1)q′1 < q. Luego,
σ <
2
n
+
1
r
− 1
s
.
Ahora bien, del Teorema 1.0.6, si r ≤ n
2
, r ≤ s ≤ nr
n−2r , y si r >
n
2
, r ≤ s ≤ ∞.
En cualquier caso, σ < 4
n
.
En este momento podemos establecer una relacio´n entre la ecuacio´n in-
tegral (2.2) en L2(Rn) y la ecuacio´n diferencial (2.1).
Teorema 2.0.23. Sea v ∈ C([0, T ], L2(Rn))∩Lq ([−T, T ], Lp(Rn)). v es solu-
cio´n de la ecuacio´n integral (2.2) si y so´lo si v es satisface (2.1) para casi
todo t ∈ [−T, T ].
Demostracio´n. Si v ∈ C([0, T ], L2(Rn)) ∩ Lq ([−T, T ], Lp(Rn)),
(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ L1([−T, T ], Lp′1).
Como Lp
′
1 ⊆ H−1,
(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ L1([−T, T ], H−1).
De las propiedades del grupo eit∆ se sigue que e−it∆(1−α2∆)−1(|v|σ+1)|v|σ−1v ∈
L1([−T, T ], H−1). Si v es solucio´n de la ecuacio´n integral (2.2),
v(t+ h)− v(t)
h
=
eih∆ − I
h
v(t)+
+ iλeih∆
(
1
h
∫ t+h
t
ei(t−τ)∆(1− α2∆)−1(|v|σ+1)|v|σ−1v dτ
)
.
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Por lo tanto, v ∈ AC([−T, T ], H−2) y
∂tv = i∆v + iλ
(
(1− α2∆)(|v|σ+1)|v|σ−1v) ,
para casi todo t ∈ [−T, T ]. Si v es solucio´n de la ecuacio´n (2.1) entonces
v ∈ AC([−T, T ], H−2), ya que (1−α2∆)−1(|v|σ+1)|v|σ−1v ∈ L1([−T, T ], Lp′).
De aqu´ı, es inmediato ver que satisface la ecuacio´n integral (2.2)
Cap´ıtulo 3
Problema de Cauchy en H1(Rn)
Ahora examinemos el buen planteamiento del problema de Cauchy (2.1)
enH1(Rn). Para eso seguiremos las ideas de Kato en [7] (vea tambie´n Cazenave
[2]). Para e´sto estudiemos primero la ecuacio´n integral (2.2).
Teorema 3.0.24. Sean n ≤ 5 y
1 ≤ σ ≤ ∞ si n = 1, o
1 ≤ σ <∞ si n = 2, o
1 ≤ σ < 4
n−2 si n > 2.
Entonces, para todo v0 ∈ H1 (Rn), existen T = T (‖v0‖, σ, λ) > 0, r ≥ 1 y una
u´nica v ∈ C( [−T, T ] , H1 (Rn) ) solucio´n de la ecuacio´n integral (2.2) en el
intervalo [−T, T ]. Adema´s, v ∈ Lq ([−T, T ] ,W 1,p (Rn)), donde p = r(σ+1) y
q es tal que p y q que satisfacen las condiciones dadas en el Teorema 1.0.15.
Ma´s aun, la transformacio´n v˜0 7→ v˜(t), v˜ la solucio´n de la ecuacio´n inte-
gral (2.2) con valor inicial v˜0, es continua de H
1(Rn) en C ([−T, T ] , H1 (Rn))
∩Lq ([−T, T ] ,W 1,p (Rn)).
Demostracio´n. Sea
E (T, a) = {u ∈ L∞ ([−T, T ] , H1 (Rn)) ∩ Lq ([−T, T ] ,W 1,p (Rn)) :
ess sup
[−T,T ]
‖u (t)‖H1 +
[∫ T
−T
‖u (t)‖qW 1,p dτ
] 1
q
≤ a}.
donde p y q son como en el enunciado del teorema. Mostremos que este
conjunto dotado con la me´trica
20
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d(u, v) = ess sup
[−T,T ]
‖u (t)− v (t)‖2 +
[∫ T
−T
‖u (t)− v (t)‖qp dτ
]
es un espacio me´trico completo. Efectivamente, si (uk) es una sucesio´n de
Cauchy en E(T, a), entonces existe u ∈ L∞ ([−T, T ] , L2 (Rn)) ∩ Lq([−T, T ] ,
Lp (Rn)) tal que d(uk, u) → 0. Luego, existe una subsucesio´n (uk), que no-
taremos de la misma manera, que converge a u en L2(Rn) y es uniformemente
acotada en H1(Rn) fuera de un conjunto de medida 0 en [−T, T ]. Esto de-
muestra que u ∈ L∞ ([−T, T ] , H1 (Rn)), ya que H1 es reflexivo y es contenido
continuamente en L2. Ahora, de manera ana´loga, existe una subsucesio´n de
(uk), que denotamos de la misma manera, y un subconjunto de medida nula
N en [−T, T ] tal que uk(t)→ u(t) en Lp(Rn) y uk(t) es acotada enW 1,p(Rn),
para todo t /∈ N . Luego,∣∣∣∣∫
Rn
∂iφu(t) dx
∣∣∣∣ = ∣∣∣∣ l´ımk→∞
∫
Rn
∂iφuk(t) dx
∣∣∣∣ ≤ l´ım infk→∞ ‖∂iuk(t)‖p‖φ‖p′ ,
para toda φ infinitamente diferenciable y de soporte compacto y toda t /∈ N .
Como p > 1, u(t) ∈ W 1,p(Rn) y
‖u(t)‖W 1,p(Rn) ≤ l´ım inf
k→∞
‖uk(t)‖W 1,p(Rn),
para todo t /∈ N . Del lema de Fatou, es inmediato que u ∈ E(T, a).
Para v ∈ E(T, a) definimos
Φ (v) = ei∆tv0 + iλ
∫ t
0
ei∆(t−τ)
((
1 + α2∆
)−1 (|v|σ+1) |v|σ−1 v) dτ.
Veamos que Φ es una contraccio´n en E(T, a). Veamos primero que, para a y
T convenientemente elegidos, si v ∈ E(T, a), Φ (v) ∈ E(T, a). Para σ ≥ 1, las
funciones u 7→ |u|σ−1u y u 7→ |u|σ+1 son diferenciables y sus derivadas son
h 7→
{
(σ − 1)|u|σ−3uRe(u¯h) + |u|σ−1h si u 6= 0,
0 si u = 0,
y
h 7→
{
(σ + 1)|u|σ−1Re(u¯h) si u 6= 0,
0 si u = 0,
CAPI´TULO 3. PROBLEMA DE CAUCHY EN H1(RN) 22
respectivamente. Luego, si v ∈ E(T, a), |v|σ−1v ∈ W 1, pσ , |v|σ+1 ∈ W 1,r,
‖∇(|v|σ−1v)‖ p
σ
≤ ‖v‖σ−1p ‖∇v‖p
y
‖∇(|v|σ+1)‖r ≤ ‖v‖σp‖∇v‖p
Por lo tanto, del Teorema 1.0.6 y la desigualdad de Ho¨lder, para p1 ≥ 2 tal
que
1
p′1
=
1
s
+
σ
p
(r y s satisfacen las condiciones en el Teorema 1.0.6),
(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ W 1,p′1(Rn),
y
‖∇((1− α2∆)−1(|v|σ+1)|v|σ−1v)‖p′1 ≤ ‖v‖2σp ‖∇v‖p.
As´ı, del Teorema 1.0.15 y el lema de Sobolev, tenemos que
ess sup[−T,T ]‖v‖H1 +
[∫ T
−T
‖Φ (v)‖qW 1,p
] 1
q
≤
≤ c ‖v0‖2 + c |λ|
[∫ T
−T
∥∥∥(1− α2∆)−1 (|v|σ+1) |v|σ−1 v∥∥∥q1′
W 1,p1
′ dτ
] 1
q1
′
≤ c ‖v0‖2 + c |λ|
[∫ T
−T
‖v‖(2σ)q1′p ‖v‖q1
′
W 1,p(Rn)dτ
] 1
q1
′
≤ c ‖v0‖2 + c |λ| a2σT 1−
q1
′
q
[∫ T
−T
‖v‖qW 1,p(Rn)dτ
] 1
q
≤ c ‖v0‖2 + c |λ| a2σ+1T 1−
q1
′
q ,
(3.1)
donde p1 y q1 satisfacen las condiciones dadas en el Teorema 1.0.15. De hecho,
como p, q y p1, q1 deben satisfacer las condiciones exigidas en el Teorema
1.0.15, 1 − q1′
q
> 0. Ma´s au´n, debemos garantizar la existencia de un r ≥ 1
tal que
1
2
− 1
n
<
1
r(σ + 1)
≤ 1
2
y
1
2
≤ 1
s
+
σ
r(σ + 1)
<
1
2
+
1
n
,
y e´sto se logra si y so´lo si σ < 4
n−2 . Si elegimos a = 2c‖v0‖ y T tal que
c |λ| a2σT 1− q1
′
q ≤ 1
2
,
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entonces
ess sup
[−T,T ]
‖Φ (v)‖H1 +
[∫ T
−T
‖Φ (v)‖qW 1,p dτ
] 1
q
≤ a.
Para ver que Φ es contraccio´n procedemos de la misma manera que en
el Teorema 2.0.22. Sin llenar todos los detalles all´ı expuestos y haciendo uso
del lema de Sobolev, tenemos que
ess sup
[−T,T ]
‖v − w‖2 +
[∫ T
−T
‖Φ (v)− Φ (w) ‖qp
] 1
q
≤
≤c |λ|
[∫ T
−T
(‖v‖2σp + ‖w‖2σp )q
′
1‖v − w‖q′1p dτ
] 1
q′1
≤ca2σT 1−
q′1
q |λ|
[∫ T
−T
‖v − w‖qpdτ
] 1
q
≤1
2
[∫ T
−T
‖v − w‖qpdτ
] 1
q
(3.2)
Luego, existe una v ∈ L∞ ([−T, T ] , H1 (Rn)) ∩ Lq([−T, T ] ,W 1,p (Rn))
solucio´n de la ecuacio´n integral (2.2). Veamos que v es continua de [−T, T ]
en H1. Como
v(t+ h)− v(t) = (ei∆h − I)(v(t))+
+ iλ
∫ h
0
ei∆(h−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) (t+ τ)dτ, (3.3)
ei∆t es un grupo continuo y, al proceder como antes,∥∥∥∥∫ h
0
ei∆(h−τ)
((
1− α2∆)−1 (|v|σ+1) |v|σ−1 v) (t+ τ)dτ∥∥∥∥
H1
≤ cη1−
q′1
q a2σ+1,
si |h| < η, se sigue que v es continua.
Ahora veamos la unicidad de la solucio´n. Supongamos v˜ es otra solucio´n
en [−T, T ] de la ecuacio´n integral (2.2) y sean a˜ = ma´x{sup[−T,T ] v˜(t), a} y
sea T˜ tal que
c |λ| a˜2σT˜ 1− q1
′
q ≤ 1
2
.
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Luego, del mismo argumento que usamos para probar al desigualdad (3.2),
tenemos que
sup
[−T˜ ,T˜ ]
‖v − v˜‖2 +
[∫ T˜
−T˜
‖v − v˜‖qp
] 1
q
≤ 1
2
[∫ T˜
−T˜
‖v − v˜‖qpdτ
] 1
q
.
As´ı pues, v = v˜ en [−T˜ , T˜ ]. Sea
T0 = sup{T ′ | v = v˜ en [−T ′, T ′]}.
De la continuidad de v y v˜ tenemos que v(±T0) = v˜(±T0). Supongamos que
T0 < T y sea τ = mı´n{T˜ , T − T0}. Como v(· ± T0) y v˜(· ± T0) satisfacen las
ecuaciones
w(t) = eit∆v(±T0) + iλ
∫ t
0
ei(t−ϑ)∆
(
(1− α2)(|w|σ+1)|w|σ−1w) dϑ,
al proceder como en la anterior desigualdad, tenemos que
sup
[±T0−τ,±T0+τ ]
‖v − v˜‖2 +
[∫ ±T0+τ
±T0−τ
‖v − v˜‖qp
] 1
q
≤ 1
2
[∫ ±T0+τ
±T0−τ
‖v − v˜‖qpdτ
] 1
q
.
Luego, v = v˜ en el intervalo [−τ −T0, τ +T0], lo que va en contradiccio´n con
la definicio´n de T0. As´ı pues v = v˜ en [−T, T ].
Finalmente veamos continuidad con respecto al dato inicial. Procediendo
como en el Teorema 2.0.22 tenemos la siguiente propiedad de Lipschitz: para
v˜ y w˜ soluciones de la ecuacio´n integral (2.2), con condiciones iniciales v˜0
y w˜0 repectivamente, y tales que ‖v˜0‖H1 ≤ 2‖v0‖H1 y ‖w˜0‖H1 ≤ 2‖v0‖H1 ,
tenemos que
sup
[−T,T ]
‖v˜(t)− w˜(t)‖2 +
[∫ T
−T
‖v˜ − w˜‖qpdτ
] 1
q
≤ 2c‖v˜0 − w˜0‖2,
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para T suficientemente pequen˜o. Ahora bien,
∇(v˜ − w˜) =eit∆(∇(v˜0 − w˜0))+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1(f ′1(v˜)∇(v˜ − w˜))|v˜|σ−1v˜
)
+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1(|v˜|σ+1)f ′2(v˜)∇(v˜ − w˜)
)
+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1((f ′1(v˜)− f ′1(w˜))∇w˜)|v˜|σ−1v˜
)
+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1(f ′1(w˜)∇w˜)(|v˜|σ−1v˜ − |w˜|σ−1w˜)
)
+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1(|v˜|σ+1)(f ′2(v˜)− f ′2(w˜))∇w˜
)
+
+
∫ t
0
ei(t−τ)∆
(
(1− α2∆)−1(|v˜|σ+1 − |w˜|σ+1)f ′2(w˜)∇w˜
)
,
donde f ′1 y f
′
2 son las derivadas de u 7→ |u|σ+1 y u 7→ |u|σ−1u respectivamente.
Teniendo en cuenta que
|f ′1(u)| ≤ |u|σ, |f ′1(u)− f ′1(v)| ≤ (|u|σ−1 + |v|σ−1)|u− v|, |f ′2(u)| ≤ |u|σ−1 y
|f ′2(u)− f ′2(v)| ≤

(|u|σ−2 + |v|σ−2)|u− v|, si σ ≥ 2
|u− v|σ−1, si 1 < σ < 2 y
0, si σ = 1,
de los Teoremas 1.0.15, 1.0.6 y la desigualdad de Ho¨lder, tenemos
sup
[−T,T ]
‖∇(v˜ − w˜)‖L2+
[∫ T
−T
‖∇(v˜ − w˜)‖qLp
] 1
q
≤ c‖v˜0 − w˜0‖H1+
+ cT 1−
q1
q
[∫ T
−T
‖∇(v˜ − w˜)‖qLp
] 1
q
+
+ c
[∫ T
−T
‖v˜ − w˜‖qLp
] 1
q
+ c
[∫ T
−T
‖v˜ − w˜‖qLp
] θ
q
,
CAPI´TULO 3. PROBLEMA DE CAUCHY EN H1(RN) 26
donde θ = mı´n{1, σ − 1} si sigma σ > 1, y θ = 1 si σ = 1. Luego,
sup
[−T,T ]
‖∇(v˜ − w˜)‖L2 +
[∫ T
−T
‖∇(v˜ − w˜)‖qLp
] 1
q
≤
≤ c (‖v˜0 − w˜0‖H1 + ‖v˜0 − w˜0‖θH1) (3.4)
Esto termina la demostracio´n.
Corolario 3.0.25. Si v˜ ∈ L∞([−T, T ], H1(Rn)) es solucio´n de la ecuacio´n
integral (2.2), entonces v˜ = v, donde v es la solucio´n garantizada por el
teorema anterior.
Demostracio´n. Argumentando como en la prueba del teorema anterior pode-
mos ver primero que v˜ ∈ C([−T, T ], L2). El corolario sigue de la misma forma
como se demostro´ la unicidad en el anterior teorema.
Veamos que, para dato inicial en H1, el problema de Cauchy (2.1) es
equivalente a la ecuacio´n integral (2.2).
Teorema 3.0.26. Sea v0 ∈ H1(Rn) y supongamos que σ satisface las condi-
ciones del teorema anterior. v ∈ C([−T, T ], H1(Rn)) es solucio´n del problema
de Cauchy (2.1) con dato inicial v0 si y so´lo si v solucio´n de la ecuacio´n in-
tegral (2.2).
Demostracio´n. Si v es solucio´n de la ecuacio´n integral (2.2), entonces (1 −
α2∆)−1(|v|σ+1)|v|σ−1v ∈ C([−T, T ], Lp′1). Como Lp′1 ⊆ H−1,
(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ C([−T, T ], H−1).
De las propiedades del grupo eit∆ se sigue que e−it∆(1−α2∆)−1(|v|σ+1)|v|σ−1v ∈
C([−T, T ], H−1). Como
v(t+ h)− v(t)
h
=
eih∆ − I
h
v(t)+
+ iλeih∆
(
1
h
∫ t+h
t
ei(t−τ)∆(1− α2∆)−1(|v|σ+1)|v|σ−1v dτ
)
,
tenemos que v ∈ C1([−T, T ], H−1) y
∂tv = i∆v + iλ(1− α2∆)(|v|σ+1)|v|σ−1v.
Si v es solucio´n de la ecuacio´n (2.1) entonces v ∈ C1([−T, T ], H−1), ya que
(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ C([−T, T ], Lp′1). De aqu´ı, es inmediato ver que
satisface la ecuacio´n integral (2.2).
Cap´ıtulo 4
Buen planteamiento global
Ahora examinemos el buen planteamiento global tanto en L2(Rn) como
en H1(Rn). Para ello probaremos primero que cualquier solucio´n en H1(Rn)
del problema de Cauchy asociado a la ecuacio´n (2.1) satisface las siguiente
leyes de conservacio´n
‖v(t)‖22 = ‖v(0)‖22,∫
Rn
|∇v(t)|2 +G(v(t)) dx =
∫
Rn
|∇v(0)|2 +G(v(0)) dx, (4.1)
donde G(v) = λ
σ+1
(1−α2∆)−1(|v|σ+1)|v|σ+1. Informalmente, suponiendo que
∆v + λ(1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ L2, al multiplicar la ecuacio´n (2.1) por
v¯, integrar y tomar la parte real obtenemos la primera ley. La segunda ley
es obtenida al conjugar en ambos lados de la ecuacio´n, multiplicar por (1−
α2∆)−1(|v|σ+1)|v|σ−1v, integrar y tomar la parte real.
En vista de la discusio´n inmediatamente anterior, para la prueba de las
leyes de conservacio´n, vamos a considerar los siguientes problemas regular-
izados {
∂tv = i∆v + iλJmg(Jmv),
v(0) = v0
(4.2)
donde Jm = (1 − m∆)−1 y g(v) = (1 − α2∆)−1(|v|σ+1)|v|σ−1v. Veamos el
siguiente teorema.
Teorema 4.0.27. Sean v0 ∈ H1(Rn) y σ como en el enunciado del Teorema
3.0.24. Entonces, para cada m existen T = T (‖v0‖, σ, λ) > 0, r ≥ 1 y una
u´nica u ∈ C( [−T, T ] , H1 (Rn) ) ∩ Lq ([−T, T ] ,W 1,p (Rn)) solucio´n (4.2) en
27
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el intervalo [−T, T ], donde p = r(σ+1) y junto a q satisfacen las condiciones
dadas en el Teorema 1.0.15.
Ma´s au´n, la transformacio´n v˜0 7→ v˜(t), v˜ la solucio´n de la ecuacio´n en
(4.2) con valor inicial v˜0, es continua de H
1(Rn) en C ([−T, T ] , H1 (Rn))
∩Lq ([−T, T ] ,W 1,p (Rn)).
Su demostracio´n es ide´ntica a la del Teorema 3.0.24, pero cabe destacar
que dentro del transcurso de la prueba observamos que, para todo m > 0, si
vm es solucio´n de la ecuacio´n (4.2):
1. vm satisface la ecuacio´n
v = eit∆v0 + iλ
∫ t
0
ei(t−τ)∆Jmg(Jmv) dτ. (4.3)
2. vm ∈ E(a, T ), donde a, T y E(a, T ) es como en la demostracio´n del
Teorema 3.0.24.
3. Para |h| ≤ η,
‖vm(t+ h)− vm(t)‖H1 ≤ ca2σ+1η1−
q′1
q .
4. Finalmente observemos que, para s ≤ 3, si v0 ∈ Hs(Rn), vm ∈ C([−T, T ],
Hs(Rn)).
Lema 4.0.28. Sean r ≥ 1 tales que r y r′ satsifacen las condiciones del
Teorema 1.0.6 (con p = r y q = r′). El funcional de Lr(σ+1)(Rn)→ R tal que
v 7→ ∫Rn G(v) dx, es continuo. En particular, si σ satisface la hipo´tesis del
Teorema 3.0.24, este funcional es continuo en H1(Rn).
Demostracio´n. El teorema sigue inmediatamente de la siguiente desigualdad∣∣∣∣∣
∫
Rn
G(v) dx−
∫
Rn
G(w) dx
∣∣∣∣∣ ≤
∣∣∣∣∫
Rn
(1− α2∆)−1(|v|σ+1 − |w|σ+1)|v|σ+1 dx
∣∣∣∣+
+
∣∣∣∣∫
Rn
(1− α2∆)−1(|w|σ+1)(|v|σ+1 − |w|σ+1) dx
∣∣∣∣ ≤
≤c‖(|v|σ + |w|σ)|v − w|‖r‖v‖p + c‖w‖p‖(|v|σ + |w|σ)|v − w|‖r
≤c(‖v‖σ+1p + ‖w‖σ+1p )‖v − w‖p.
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Teorema 4.0.29. Para σ satisfaciendo la hipo´tesis del Teorema 3.0.24, si
vm ∈ C([−T, T ], H1(Rn)) es solucio´n del problema (4.2), entonces
‖vm(t)‖2L2 = ‖v0‖2L2
∫
Rn
|∇vm(t)|2 +G(Jmvm(t)) dx =
∫
Rn
|∇v0|2 +G(Jmv0) dx.
Demostracio´n. Supongamos primero que v0 ∈ H2. De las observaciones ante-
riores tenemos que ∆vm+λJmgJmvm ∈ C([−T, T ], L2). Luego, al multiplicar
en ambos lados de la ecuacio´n (4.2) por v¯m, integrar y tomar la parte real
tenemos
d
dt
‖vm(t)‖2 = 2Re
∫
Rn
vmtv¯m dx = 2Re
(
i
∫
Rn
|∇vm|2 + λg(Jmvm)Jmvm dx
)
= 0,
ya que g(Jmvm)Jmvm = (1−α∆)−1(|Jmvm|σ+1)|Jmvm|σ+1 es un real positivo.
Por otro lado,
d
dt
∫
Rn
|∇vm(t)|2 +G(Jmvm(t)) dx = 2Re
∫
Rn
vmt∆vm + λJmgJmvm dx = 0,
lo que demuestra el teorema en el caso en que v0 ∈ H2. Del lema anterior y
el buen planteamiento del problema (4.2), se sigue el teorema para cualquier
v0 ∈ H1.
Teorema 4.0.30. Supongamos que σ satisface las hipo´tesis del Teorema
3.0.24. Sean vm ∈ C([−T, T ], H1(Rn)) soluciones del problema de Cauchy
(4.2), para cada m > 0, y sea v ∈ C([−T, T ], H1(Rn)) solucio´n del problema
de Cauchy (2.1). Entonces, v satisface las leyes de conservacio´n (4.1) y vm
converge uniformemente en H1(Rn) a v en el intervalo [−T, T ].
Demostracio´n. Obse´rvese primero que, del buen planteamiento de los proble-
mas de Cauchy, basta demostrar el teorema para T suficientemente pequen˜o.
Supongamos que a y T son como en el Teorema 3.0.24. Luego de las obser-
vaciones que siguen al Teorema 4.0.27 se sigue que {vm|m > 0} forma una
familia de funciones equicontinua y uniformemente acotada en H1(Rn). Por
lo tanto, como H1(Rn) es un espacio de Hilbert, para toda sucesio´n en esta
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familia, existe una subsucesio´n uniformemente convergente en la topolog´ıa
de´bil all´ı. Supongamos que vm no converge uniformente en L
2 a v. Eso
quiere decir que existe una sucesio´n mk y  > 0 tal que l´ımk→∞mk = 0
y sup[−T,T ] ‖vmk − v‖2 ≥ . Sin perdida de generalidad, podemos suponer
que vmk es uniformemente convergente en la topolog´ıa de´bil de H
1. Sea v˜
dicho l´ımite. Teniendo en cuenta que, gracias a la desigualdad de Holder, al
Teorema 1.0.6 y ya que σ <
4
n− 2,
‖g(u)− g(v)‖p′1 ≤ 2a2σ‖u− v‖p,
donde p y p1 son como en la demostracio´n del Teorema 3.0.24, entonces
Jmkg(Jmkvmk) tambie´n es equicontinua y uniformemente acotada en L
p′1 .
As´ı que, podemos suponer que Jmkg(Jmkvmk) converge de´bil, y uniforme-
mente en [−T, T ], a alguna f en Lp′1 de´bilmente continua. Luego, v˜ es de´bil-
mente derivable en H−1 y su derivada es i∆v˜+iλf . Ma´s au´n, como i∆v˜+iλf
es uniformemente acotada y de´bilmente continua, es fuertemente integrable y
v˜ es absolutamente continua con derivada en casi toda parte igual a i∆v˜+iλf .
Veamos ahora que, para todo t, f(t)v˜(t) es real en casi toda parte. Para
cualquier conjunto acotado B tenemos que∫
B
f(t)v˜(t) dx =
∫
B
(f(t)− JmkgJmkvmk)v˜(t) dx+
+
∫
B
JmkgJmkvmk(v˜(t)− vmk(t)) dx+
+
∫
B
JmkgJmkvmkvmk(t) dx.
Claramente el primer te´rmino es una sucesio´n convergente a 0. Del teorema
de Rellich Kondrachov, tenemos que v˜(t)− vmk(t)→ 0 en Lp(B), por lo que
el segundo te´rmino converge a 0. Luego, el tercer te´rmino, que es real para
todo k, converge a un nu´mero real. As´ı pues,
∫
B
f(t)v˜(t) dx es real, para todo
B acotado.
Como
d
dt
‖v˜(t)‖2 = 2Re v˜t(v˜) = 2Re(i∆v˜(v˜) + iλ
∫
Rn
fv˜ dx) = 2Re i
∫
Rn
|∇v˜|2 = 0.
‖v˜(t)‖2 = ‖v0‖2, para todo t. Ya que ‖vm(t)‖2 = ‖v0‖2, para todo m y todo
t, esta sucesio´n resulta uniformemente convergente en la norma de L2 a v˜
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y, en general, en todo Lp que satisface las condiciones del Lema de Sobolev.
Del teorema de la convergencia dominada de Lebesgue y ya que vmk satisface
(4.3), para cada k, se sigue que v˜ satisface la ecuacio´n integral. Luego v˜ = v.
Esto es una contradiccio´n. Luego, vm converge uniformemente a v en L
2
(y en Lp tales que H1 contenido continuamente en estos espacios) cuando
m → 0. Del Lema 4.0.28, el teorema anterior y la semicontinuidad inferior
de la norma en la topolog´ıa de´bil se sigue que∫
Rn
|∇v(t)|2 +G(v(t)) dx ≤
∫
Rn
|∇v0|2 +G(v0) dx.
Sea w(t) = v(τ+t). w es solucio´n de la ecuacio´n en (2.1) con condicio´n inicial
v(τ). Luego,∫
Rn
|∇w(t)|2 +G(w(t)) dx ≤
∫
Rn
|∇v(τ)|2 +G(v(τ)) dx.
Para τ suficientemente pequen˜o,∫
Rn
|∇v(τ)|2 +G(v(τ)) dx ≥
∫
Rn
|∇v0|2 +G(v0) dx,
en otras palabras∫
Rn
|∇v(t)|2 +G(v(t)) dx =
∫
Rn
|∇v0|2 +G(v0) dx,
para t suficientemente pequen˜o. Un argumento simple de continuidad se sigue
que esta ley se cumple para todo t.
En particular, tenemos que
l´ım
m→0
‖vm(t)‖H1 = ‖v(t)‖H1 ,
con l´ımite uniforme. De aqu´ı se sigue el teorema.
Ahora es muy fa´cil ver el buen planteamiento global.
Teorema 4.0.31. 1. Para n ≤ 3 y σ ≤ mı´n{3, 4
n
}, el problema de Cauchy
(2.1) es globalmente bien planteado en L2(Rn).
2. Para n ≤ 6 y σ como en el teorema 3.0.24, el problema de Cauchy (2.1)
es globalmente bien planteado en H1(Rn).
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Demostracio´n. Como, para v0 ∈ H1(Rn),
‖v(t)‖2 = ‖v0‖2,
donde v es solucio´n de (2.1), y e´ste es localmente bien planteado en L2,
entonces para cualquier v0 ∈ L2,
‖v(t)‖2 = ‖v0‖2,
para v la u´nica solucio´n de (2.1). Por lo tanto, este es globalmente bien
planteado en L2.
Si v0 ∈ H1(Rn) y v es solucio´n de (2.1) en H1,
‖v(t)‖2 = ‖v0‖2
y ∫
Rn
|∇v(t)|2 +G(v(t)) dx =
∫
Rn
|∇v0|2 +G(v0) dx,
para todo t en el intervalo de existencia de v. Si λ ≥ 0 tenemos que∫
Rn
|∇v(t)|2 dx ≤
∫
Rn
|∇v0|2 +G(v0) dx,
si λ < 0,∫
Rn
|∇v(t)|2 dx ≤
∫
Rn
|∇v0|2 +G(v0) +G(v) dx ≤ C + C1‖v‖2p,
donde p = r(σ + 1). De la desigualdad de Gagliardo-Niremberg,
‖∇v‖22 ≤ C + C1‖v0‖2θ‖∇v‖2(1−θ),
para 0 < θ ≤ 1. Luego, ‖v‖H1 permanece acotada en cualquier intervalo
donde esta exista. As´ı que el problema (2.1) es globalmente bien planteado
en H1.
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