A fast detection method of rice storage quality was studied in this paper. The smell quality detection of stored rice was as a research object, and the odor data was collected by the gas sensor array. The method of principal component analysis was used for feature dimension reduction. Finally the BP network and stochastic resonance algorithm were used for classification respectively. The test results showed that the correct recognition rate was 93.33% by using the classification method of stochastic resonance. The machine olfaction system proposed in this paper can achieve the purpose of testing the rice storage quality non-destructively, rapidly and accurately, which provides a new way for food quality nondestructive testing research.
Introduction
Rice is one of the world's most important food crops, which yield accounts for 1/3 of the world grain output. However the annual loss of rice reached millions of tons, which was caused by bug, mildew and quality deterioration. How to reduce the loss of rice storage has been an international problem. One reason for the serious loss of rice in the process of storage is that it can't be found in time. Therefore, how to quickly detect the food problem and take corresponding measures to reduce the loss of rice is one of the keys of grain storage.
At present the detection of rice storage quality in our country mainly rely on manual, and this method has obvious disadvantages in the aspects of objectivity, accuracy and rapidity. Therefore a new method to detect the quality of rice storage is urgently needed to overcome the problems existing in manual inspection.
In the storage process, rice will release a number of volatile substances because of quality change, and these volatile substances often have specific odor, which can be used to determine the rice quality deterioration and mildew by machine. Machine olfaction, also known as artificial olfaction or electronic nose, which achieves gas detection and recognition and other functions through the combination of gas sensors and pattern recognition technology to simulate the biological olfactory system [1, 2] . Machine olfaction is a modern analysis technology which has developed rapidly in recent years, it integrates multi-disciplinary research of bionic technology, electronic technology and computer technology, and avoids the interference of subjective factors, which makes the detection result more objective, accurate and stable. Because of its unique features, the machine olfaction has been widely used in the fields of food, alcoholic drinks and tobacco, clinical, cosmetics, petrochemical, environmental testing, packaging materials, agriculture, etc [3, 4] . Because it has the advantages of low cost, good stability and fast analysis, the machine olfaction has become an important means of analysis and discriminate in the field of nondestructive detection for agricultural products.
Experiments and Preprocess

Experimental Materials
The rice quality of different temperature storage condition was detected and analyzed by machine olfaction in the experiment. The experimental sample was the Yuanyang Rice produced in 2013, which was provided by Henan Academy of Agricultural Sciences. Rice samples were 300g, which were divided into 50g and put into 6 biochemical incubators under different storage conditions. The storage temperature of No.1 sample was 5 C, No.2 was 10 C, No.3 was 15 C, No.4 was 20 C, No.5 was 25 C and No.6 was 5 C. The relative humidity of all the incubators was 20%, and the measurement was started after 180 days.
Experimental Device
In the process of storage, the quality of the rice will change and produce some volatile substances, and these volatile substances often have a specific odor. These odor components mainly have three sources: one is the intermediate products or final products of rice itself in the metabolic process, such as alcohols, aldehydes, ketones etc; two is the stored grain pests, which will release some special odor substances in their metabolic process; three is the microorganism in the rice, which are mainly mold, and mold will produce some volatile ingredient in the metabolic process. The combination of these three factors together affect the smell of rice during storage [5] . The machine olfactory system used in the experiment was shown in Figure 1 . The system was mainly composed of gas sampling device, gas sensor array, data acquisition device and computer analysis software. The sensor array was composed of 8 semiconductor gas sensors, which was produced by Zhengzhou Wei Sheng Electronics Technology Co., Ltd. The performance of each sensor was described as shown in TableⅠ, which had different responses to sulfide, alkanes, alcohols etc. The working environment of detection system was clean air, and nitrogen was used as carrier gas. The heating voltage of the sensor was 5V, the operating voltage was 5V, and the load resistance was 4.7KΩ. Figure 2 showed the original response curves of the 8 sensors to the No.6 rice samples. Obviously, these sample data were very divergent, which was distributed in 200 ~ 2000mV and was not conducive to the subsequent classification. Therefore, it was necessary to preprocess the original data.
Data Preprocessing
In the practical application the range of the sample data collected by each sensor was not completely consistent, and some of them even differed greatly, which brought a lot of inconvenience to pattern recognition. When the artificial neural network (ANN) was used for pattern recognition, these scattered samples would decrease the convergence rate of the network, increase the difficulty of the network training, and lead to the failure of network training [2] . Therefore, the signal preprocessing method could effectively decrease the recognition complexity, reduce the error, and improve the recognition performance of the signal processing system.
The purpose of data preprocessing was to realize the drift compensation, data smoothing and reduce the signal fluctuation, etc by transform. The original data collected by the sensor array was used to benchmark, smooth and filter, and the data obtained were normalized by Eq.1.
Here ij X was the normalized response value of the sensor i in the gas j, ij R was the output voltage value of the sensor i in the gas j. were the maximum and minimum values of the sensor response in a complete cycle. After normalization processing, the output of each sensor was in the [0, 1], so each element of the response vector was in the same order of magnitude, which ensured the validity of the data and reduced the recognition difficulty.
Feature Dimension Reduction and Extraction Based on PCA
The process of feature extraction is a transformation process, which transforms the raw data of high dimensional space into the low dimensional data. In feature extraction, the feature dimensions of all data are reduced by linear or nonlinear transformation. The purpose of the transformation is to use less data to replace the original high-dimensional feature.
Principal component analysis (PCA) is one of the most widely used methods of linear feature extraction at present. It makes the projection data can represent the original data in the minimum mean square error by looking for a projection direction [6] . In the experiment, the signal of the sensor array was high dimensional signal, which could be effectively decreased dimensionality by PCA treatment and reduced the computation in the subsequent classification. At the same time, it could remove noise in the data, because the data not included in the previous main component may be mostly noise. Table 2 showed the contribution rate of the first two principal components for 6 different kinds of storage quality after PCA dimension reduction. Obviously, the average contribution rate of the first principal component of each category was more than 99%, so the data was compressed to 1 dimension, and the first principal component data was used to replace the original 8 dimensional data for subsequent identification.
Detection Method Classification Method Based on Back Propagation Network
The output signal of the machine olfactory system is a complex time varying signal. It cannot be approximated by some simple mathematical functions, which makes a lot of signal processing methods can not handle the machine olfactory signal. Artificial neural network (ANN) is a commonly used model in the pattern recognition algorithm, which has the characteristics of self-organization, non-linear dynamic processing and fault-tolerance, and is especially suitable for dealing with various kinds of nonlinear classification problems. In the practical application of artificial neural network, back propagation (BP) network is widely used in function approximation, pattern recognition, data compression, etc. 80%~90% artificial neural network model has adopted the BP network or its change form. It is also the core part of the feed forward network, which reflects the essence of ANN [7] .
There had 6 types of data processed by PCA dimension reduction. In each type of data 80 sample points were selected as training samples, and 40 sample points as a test samples. Using BP network to identify the quality of rice storage, the 8 dimensional input vectors and the 6 dimensional output vectors were established. In BP network, the hidden layer of S type excitation function was adopted, and the number of neurons in the hidden layer was 16 (the correct recognition rate is the highest). The Levenberg-Marguardt optimization algorithm was used in the network training function, the network maximum training step size was set to 5000, and the target error was 0.0001.
The rapid determination results of rice samples by BP network were shown in table 3. When the training samples were identified by the BP network, the classification results were good. However, when the test samples were classified, the identification results were not very satisfactory by modifying the number of hidden layer units and the weight learning algorithm. These showed that the generalization ability of BP network was low in the case of small samples. 
Classification Method Based on Stochastic Resonance
Stochastic resonance (SR) is a common phenomenon in nonlinear dynamical systems, which illustrates the positive effect of noise in the nonlinear system [8] : the energy of the partial noise is converted to the energy of the signal, and the signal to noise ratio of the weak signal is enhanced. In recent years, the development of the classification method based on stochastic resonance provides a new idea for the identification and processing of the machine olfactory signals [9] .
The stochastic resonance system for classification was described by the FitzHugh-Nagum (FHN) model, which was shown as Eq.2.
Here, v was the neuron membrane voltage, which was a fast changing signal. w was a slowly varying recovery variable. ε was a time constant, which determined the firing rate of neurons. A was a critical threshold constant. In the formula (2) , and D was the noise intensity. S(t) was a non periodic input signal.
The measure of the stochastic resonance system was usually used to calculate the correlation coefficient, and the formula was shown in Eq. 3, which described the matching degree between the random input and the output signal in the system. 2 2 
Here, x(t) was the input signal, y(t) was the output signal. x and y were the statistical mean of x and y, respectively.
The same training samples and test samples with the BP network were used in the stochastic resonance systems. Firstly, the training samples of each class were added together with the noise signals of different intensities, and they were used as the input signals of the SR system. In different noise intensities, cross-correlation coefficient was used to indicate the degree of similarity between each class of output and input, which was the mean value by calculating 100 times. Fig. 3 showed the relationship between noise intensity and cross correlation coefficient of 6 kinds of rice samples with different storage quality. Under different noise intensity, the cross correlation coefficient curve of SR system had a single peak, that is to say, the maximum cross correlation coefficient of each kind was different from each other.
Secondly, the 40 test samples were input to the same SR system with the training samples, and the maximum cross correlation coefficient of each type was calculated, which was also the mean value by calculating 100 times. Comparing the results of training samples and test samples, it was found that the maximum cross correlation between the output and the input of the SR system was basically a constant. This constant value had nothing to do with the selected sample, but was related to the nature of the class, so it can be used for classification. The identification results of the 40 test samples were shown in table 4. Obviously, compared with the BP network the correct recognition rate had been greatly improved. 
Summary
In this paper, 6 kinds of rice samples were collected from different temperature storage conditions by using the machine olfactory system. These data were preprocessed and reduced by PCA, and then they were input to the BP neural network and stochastic resonance system to identify the type respectively. Due to the low generalization ability of BP network in the case of small samples, the correct recognition rate for the 6 types of rice was not high, only 88.75%. When the same samples were processed by the method of stochastic resonance classification, the maximum correlation coefficient was used as the classification feature, and achieved a satisfactory result, up to 93.33%. In this paper, the detection of rice quality in different temperature conditions was studied. The quality analysis of rice under different storage conditions such as humidity and oxygen concentration will be further studied.
