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The efficient numerical simulation of nonequilibrium real-time evolution in isolated quantum mat-
ter constitutes a key challenge for current computational methods. This holds in particular in the
regime of two spatial dimensions, whose experimental exploration is currently pursued with strong
efforts in quantum simulators. In this work we present a versatile and efficient machine learning
inspired approach based on a recently introduced artificial neural network encoding of quantum
many-body wave functions. We identify and resolve key challenges for the simulation of time evolu-
tion, which previously imposed significant limitations on the accurate description of large systems
and long-time dynamics. As a concrete example, we study the dynamics of the paradigmatic two-
dimensional transverse field Ising model, as recently also realized experimentally in systems of Ryd-
berg atoms. Calculating the nonequilibrium real-time evolution across a broad range of parameters,
we, for instance, observe collapse and revival oscillations of ferromagnetic order and demonstrate
that the reached time scales are comparable to or exceed the capabilities of state-of-the-art tensor
network methods.
Introduction. In the last two decades the field of
nonequilibrium quantum many-body systems has seen a
rapid development driven, in particular, by the remark-
able progress in experiments [1–14]. Today, quantum
simulators provide access to dynamics in quantum mat-
ter with an unprecedented control, which has led to the
observation of genuinely nonequilibrium phenomena such
as many-body localization [5, 15, 16], discrete time crys-
tals [11, 17], dynamical quantum phase transitions [7, 18,
19], or quantum many-body scars [8]. A particular fron-
tier pushed forward by experiments recently is towards
the non-equilibrium dynamics in two-dimensional (2D)
quantum many-body systems [13, 14, 20, 21]. The the-
oretical description of such unitary time evolution, yet,
faces severe limitations. For instance, rapid entangle-
ment growth or the exponential cost of contraction im-
pose strong constraints on tensor network approaches.
Nevertheless, considerable progress has been reported
to capture transient dynamics [22–30]. Recently, it has
been proposed that machine learning techniques might
overcome these difficulties by encoding quantum many-
body states in artificial neural networks (ANNs) [31].
Subsequent efforts, however, raised doubts that this ap-
proach can enable the investigation of otherwise inacces-
sible regimes of nonequilibrium quantum dynamics [32].
In this work we overcome hitherto opaque and ulti-
mately prohibitive numerical instabilities of the real-time
ANN approach and we thereby expand state-of-the-art
capabilities for the simulation of quantum many-body dy-
namics. Most importantly, we introduce a novel scheme
to obtain a stable solution although only noisy estimates
of the variational manifold and it’s relation to the physi-
cal system are known. Moreover, we target specific prop-
erties of the ANN itself, for instance by utilizing deep
architectures, i.e., convolutional neural networks. They
naturally embody the fundamental physical principles of
locality and causality, which can enhance the encoding
efficiency. We apply our approach to the paradigmatic
transverse-field Ising model on a square lattice, whose
nonequilibrium dynamics has recently been shown to be
accessible in systems of Rydberg atoms [14, 20, 21]. With
our resulting algorithm we obtain numerically exact re-
sults up to time scales comparable to or exceeding the
capabilities of current tensor network algorithms, demon-
strated by comparison to recent data from infinite Pro-
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FIG. 1. (a) Schematic illustration of the artificial neural net-
work (ANN) encoding of many-body wave functions in 2D
quantum spin systems. A given spin configuration s, blue
and red referring to the spin ↑ and ↓ state, respectively, func-
tions as the input to an ANN whose output at the end is the
corresponding wave function amplitude ψs. (b) Collapse and
revival of the ferromagnetic order in a quantum Ising model
of 8 × 8 spins on a square lattice after quenching the trans-
verse field from h = 0 to h = 2.63hc. (c) Dynamics of the
transverse magnetization 〈σxi (t)〉. The quantum Fisher infor-
mation density fQ(t) in (d) reveals that genuine multipartite
entanglement is generated by the unitary evolution.
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2jected Entangled Pair States (iPEPS) [26]. Computing
the dynamics for a wide range of parameters, we observe,
e.g., collapse and revival oscillations of the ferromagnetic
order when strongly quenched by a transverse field, see
Fig. 1. Importantly, we find that at this point the ex-
pressivity of the ANN is not the limiting factor and the
achieved time scales could be extended at mild polyno-
mial expense.
Neural network wave functions. Considering a system
of N spin-1/2 degrees of freedom, the quantum many-
body wave function can be represented in the basis of
spin configurations s = (s1, s2, . . . , sN ), sj =↑, ↓, as
|ψ〉 =
∑
s
ψ(s)|s〉 . (1)
Due to the exponentially large Hilbert space, wave func-
tion based numerical methods aiming at large systems
need a strategy to avoid storing the individual amplitudes
ψ(s) in memory. In this work we construct a general-
purpose variational wave function ψη(s), parametrized
by η = (η1, . . . , ηM ), which constitutes an efficient repre-
sentation of |ψ〉 if M is much smaller than the Hilbert
space size. Being able to provide a good approxima-
tion of the amplitudes on the fly (ψ(s) ≈ ψη(s)), the
variational wave function serves as a generative model,
from which we can sample using conventional Monte-
Carlo techniques. Concretely, the expectation value of
any observable Oˆ can be obtained as:
〈ψη|Oˆ|ψη〉 =
∑
s
|ψη(s)|2Oη(s) , (2)
with Oη(s) =
∑
s′ 〈s|Oˆ|s′〉ψη(s′)/ψη(s). Since 〈s|Oˆ|s′〉
is sparse for few-body observables, the expectation value
can be computed efficiently by Monte Carlo sampling the
probability pη(s) = |ψη(s)|2; importantly, there is no sign
problem associated with this procedure.
Clearly, it might appear difficult to construct a general-
purpose generative machine. However, simple but pow-
erful versions have already been constructed recently for
tailored problems [33, 34]. Aiming for a more versatile
approach we now follow the proposal to employ artificial
neural networks (ANNs) [31]. ANNs have the crucial
advantage that they are universal function approxima-
tors [35–37]. As a consequence, any quantum many-body
wave function can, in principle, be represented by ANNs
provided the network is sufficiently large. Consequently,
the network size acts as a control parameter for our sim-
ulations that can be used to check convergence of the
results. Moreover, the celebrated gradient backpropa-
gation algorithm [38–40] enables the efficient numerical
treatment of this class of variational wave functions.
As one of the key improvements we propose two mod-
ifications of the ANN structure compared to previous
works. First, we explore deep architectures by means
of convolutional neural networks, which naturally re-
spect the fundamental principles of locality and causality.
While we provide a detailed description of the CNN wave
function in the supplemental material [41], let us point
out that CNNs include the Restricted Boltzmann Ma-
chines (RBMs), which have been used in previous works
for quantum dynamics [31, 32, 42, 43], as the special case
of a fully connected single layer CNN with a fixed acti-
vation function. By contrast, CNNs are typically con-
structed as deep networks with sparse connectivity and
arbitrary activation functions. For ground-state searches,
CNN architectures have already been explored previously
[44] with a polynomially enhanced efficiency in encoding
entanglement as compared to the RBM [45]. The hid-
den unit density α, which specifies the size of an RBM
[31], corresponds to the number of channels in terms of
a CNN architecture, where the filter diameter dF , that
defines the connectivity, equals the linear extent of the
system. Accordingly, we will denote the size of a CNN
with L layers by a tuple α = (α1, . . . , αL; dF ) with αk
the number of channels in the k-th layer [41].
Second, we find that it is crucial for the description of
the unitary dynamics to use analytic activation functions
for the complex-valued ANNs. In contrast to ground
state searches, which are resilient to the encountering
of poles and branch cuts of typical activation functions
due to the projective nature of imaginary time evolution,
real-time evolution relies on the differentiability of the
wave function at any point of the variational manifold in
the full complex plane. In our simulations we use as acti-
vation functions a 6th order polynomial in the first layer,
which allows us to directly incorporate the Z2 symmetry,
and odd 5th order polynomials in the following layers to
avoid the vanishing gradient problem [41, 46].
Training and the noisy TDVP. Training, i.e., opti-
mizing ψη(s) to represent the dynamical quantum many-
body wave function, is performed by demanding for each
time step τ that the change of parameters η˙ minimizes
the distance between the time-evolved state e−iτH |ψη(t)〉
and |ψη(t)+τη˙〉 as measured by the Fubini-Study metric
D [31]. The corresponding optimization objective is
r2(t) =
D(|ψη(t)+τη˙〉 , e−iτH |ψη(t)〉)2
D(|ψη(t)〉 , e−iτH |ψη(t)〉)2 (3)
where the constant denominator is introduced as a natu-
ral scale for r2(t). Minimization with respect to η˙ yields
a first order differential equation for the variational pa-
rameters ηk(t) ∈ C,
Sk,k′ η˙k′ = Fk , (4)
where Sk,k′ = 〈〈O∗kOk′〉〉c and Fk = −i〈〈O∗kEloc〉〉c with
k, k′ = 1, . . . ,M and 〈〈AB〉〉c = 〈〈AB〉〉 − 〈〈A〉〉〈〈B〉〉 a
connected correlation function. Here, we introduced the
variational derivatives Ok(s) =
∂ lnψη(s)
∂ηk
and the local
energy Eloc(s) =
∑
s′ 〈s|H|s′〉 ψη(s
′)
ψη(s)
. The brackets 〈〈·〉〉
denote expectation values with respect to the normalized
3probability distribution obtained from |ψη(s)|2. Notice
that Eq. (4) is the well-known TDVP equation, which
for holomorphic ψη(s) equivalently follows from an ac-
tion principle [31, 47–49]. The Fubini-Study distance (3)
additionally provides us with a practical figure of merit
and in the following we will regard the integrated resid-
ual, R2(t) =
∫ t
0
dt′r2(t′), as a measure of the accuracy of
our simulations. For completeness, we include a deriva-
tion of Eq. (4) and the explicit form of the residual (3)
in [41].
While solving the exact TDVP equation will yield the
optimal parameter update given the variational ansatz,
it is important to realize that in practice we will have in-
complete knowledge of the equation itself, because both
Sk,k′ and Fk can only be estimated by Monte Carlo sam-
pling. In previous works a pseudo-inverse was used to
regularize the inversion of the typically ill-conditioned S-
matrix to avoid contributions from small eigenvalues that
can lead to a numerical instability [31, 32, 42]. In this
work, instead, we follow a different approach by precisely
identifying and disregarding the noisy components of Eq.
(4). This new regularization scheme is crucial to be able
to reach the network sizes and timescales presented in
the following.
For our analysis we consider the TDVP equation (4)
in the eigenbasis of S,
σ2k ˙˜ηk = 〈〈Q∗kEloc〉〉c ≡ ρk (5)
where Sk,k′ = Vk,lσ
2
l (V
†)l,k′ , Qk = (V †)k,k′Ok, and
˙˜ηk = (V
†)k,k′ η˙k. Our key observation is the fact that
the signal-to-noise-ratio of σk, SNR(σk), is independent
of k, while SNR(ρk) shows a clear k-dependence [41].
This numerical observation is consistent with the behav-
ior of signal-to-noise-ratios derived analytically by as-
suming that the joint distribution of Qk and Eloc is Gaus-
sian. In this case, SNR(σk) =
√
NMC/2 is completely
determined by the number of Monte Carlo samples NMC ,
whereas
SNR(ρk) =
√√√√ NMC
1 +
σ2k
ρ2k
Var(H)
(6)
depends on k, and additionally the physical energy vari-
ance Var(H). We find that Eq. (6) agrees also quantita-
tively well with the empirically estimated SNR [41].
For our regularization scheme we compute SNR(ρk)
and discard all components of ρk, which fall below a
fixed threshold. Thereby, we ignore contributions to the
TDVP equation of which we have insufficient knowledge
due to finite NMC . Remarkably, the SNR in the Gaussian
approximation is directly related to the resulting TDVP
residual (3): Disregarding the component k increases the
residual by ∆k =
|ρk|2
σ2kVar(Hˆ)
= SNR(ρk)
2/NMC . Hence,
increasing NMC at a fixed cutoff will systematically re-
duce the bias introduced by the regularization; the most
important contributions will, however, be accounted for
already with small NMC as this result indicates that they
have the largest SNR. Further details of this approach
und supporting numerical data are included in the sup-
plemental material [41].
Further technical aspects. To propagate the ANN
wave function in time we use a second order consistent
adaptive integrator. In our implementation we exploit
the fact that Sk,k′ is the metric tensor of the variational
manifold [50], which induces a meaningful measure for
the quantification of the integration accuracy [41].
In some cases, when using small network sizes, we
found that the details of the resulting dynamics can de-
pend on the initialization of the network. Similar ob-
servations have recently been reported in a more general
context of training neural networks and it has been pro-
posed to address this issue by ensemble averaging over a
number of independently initialized and trained networks
[51]. We adapted this idea and found that the ensemble
average shows good agreement with results from larger
networks and the iPEPS reference data [41].
The Monte Carlo sampling from the CNN wave func-
tion amplitudes can become computationally very in-
tense, calling for an efficient parallel implementation.
Sampling is straightforwardly parallelizable over many
processors of a distributed memory machine using a mes-
sage passing scheme. The network evaluation allows for a
shared memory parallelization using the individual cores
of a processor or GPUs. Thereby, this machine learning
approach allows us to make full use of the computational
resources of cutting edge supercomputers for the simula-
tion of quantum many-body dynamics. Further details
are contained in the supplemental material [41].
Transverse-field Ising model. As a paradigmatic ex-
ample of a quantum many-body system we consider the
transverse-field Ising model on a 2D square lattice, de-
fined by the Hamiltonian
H = −J
∑
〈i,j〉
σzi σ
z
j − h
∑
j
σxj . (7)
Here, the σ
x/z
i denote the Pauli x and z matrices and
〈i, j〉 is the set of all neighboring sites in the lattice. The
model exhibits a quantum phase transition at the critical
transverse field hc/J = 3.04438(2) [52] separating a fer-
romagnetic phase at h < hc from a paramagnetic phase.
This model has recently developed a particular practical
relevance, as it is now naturally realized in Rydberg atom
quantum simulators [14, 20, 21]. Different aspects of its
dynamics in 2D have been addressed previously in Refs.
[25, 26, 29, 33, 53, 54].
In the following we demonstrate that the far from equi-
librium dynamics induced by quantum quenches can be
efficiently simulated using neural network wave functions,
independent of the considered parameter regimes. We
choose typical initial conditions of quantum simulators,
4h = 2hc h = hc h = hc/10
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FIG. 2. Time evolution after quenching a transverse field Ising model of size N = 10× 10 from the paramagnetically polarized
initial state |ψ0〉 = |→〉 a) into the paramagnetic phase at h = 2hc, b) to the critical point, and c) into the ferromagnetic
phase at h = hc/10. For direct comparison the top row includes data obtained with iPEPS from Ref. [26]. The agreement is
very good in all cases for the networks with the smallest error R2(t) (bottom row). The second row shows space-time plots of
correlation functions 〈σzi,jσzi,j+d〉 along the lattice axis from the simulations with minimal error.
namely uncorrelated product states |ψ0〉. After prepara-
tion the dynamics generated by the Hamiltonian H yields
the formal solution |ψ(t)〉 = e−iHt|ψ0〉.
Collapse and revival oscillations. We start with a
quench from a ferromagnetically polarized state |ψ0〉 =
|↑〉 =∏l |↑〉l into the paramagnetic phase at h = 2.63hc.
The resulting dynamics is shown in Fig. 1 (b-d). The
order parameter 〈σzl 〉 exhibits collapse and revival dy-
namics with decaying amplitude, which is a consequence
of relaxation due to interactions. This is accompanied
by the oscillatory buildup of a transverse magnetization.
Notably, significant entanglement is also generated, see
Fig. 1(d), where we show the quantum Fisher information
density fQ(t) =
1
N
∑
i,j 〈σzi σzj 〉c. After two oscillations
of the order parameter, fQ(t) > 8 implying that genuine
multipartite entanglement has been developed of at least
9 spins [55, 56]. We checked the accuracy upon increas-
ing the network size and found that a single layer fully
connected CNN with α = 5 is sufficient for convergence
[41].
Quench from a paramagnetic initial condition. Next,
we consider quenches starting from a paramagnetic initial
state |ψ0〉 = |→〉. In this case we can compare our results
to data obtained recently with an iPEPS algorithm [26].
In Fig. 2 we show results for quenches to weak and
strong fields as well as to the quantum critical point,
which has previously been identified to constitute a par-
ticularly challenging regime for the neural network ap-
proach [31, 32]. For large fields hx = 2hc, we can ob-
serve relaxation of the transverse magnetization 〈σx(t)〉
to a steady state value with remaining temporal fluctua-
tions due to the finite system size. In this regime quan-
tum correlations only develop dominantly for nearest-
neighboring spins. For the critical transverse field h = hc
the magnetization decays to a much smaller value and
significant quantum correlations spread in a light-cone
fashion also to larger distances indicating a strongly cor-
related state. At weak transverse-fields the dynamics ap-
pears more local than in the case of strong fields with
quantum correlations emerging almost exclusively be-
tween nearest neighbors on the shown time scales.
Importantly, we find excellent agreement with the dy-
namics computed using iPEPS for all cases up to the
maximally reached times in iPEPS, which are included
in Fig. 2 as dashed lines for comparison. While iPEPS di-
rectly operates in the thermodynamic limit, the utilized
machine learning approach enables us to reach signifi-
cantly larger times for system sizes up to N = 10 × 10.
The direct comparison shows that the system size we
reach is sufficient to exclude finite-size effects in local ob-
servables up to the time scales reached with iPEPS.
To independently assess the accuracy, we perform our
simulations with varying network sizes and architectures.
While fully-connected single-layer CNNs are sufficient to
reach convergence on time scales similar to or exceeding
iPEPS for quenches into the paramagnetic phase or to the
critical point, going to a deep CNN with sparse connec-
tivity yields a substantial improvement over the single-
layer network for h = hc/10, indicated also by a signif-
icant reduction of the TDVP error R2(t). In that case,
the dynamics remains more local, which can be exploited
by using CNNs as we discuss in the supplemental mate-
rial [41]. We expect that this feature of deep CNNs can
become relevant more generally when addressing larger
system sizes, where correlations will remain constrained
to smaller fractions of the system extent for longer times.
Discussion. We have shown that variational time evo-
lution of artificial neural network states constitutes a con-
5trolled and accurate approach to simulate dynamics in
2D quantum matter, which is competitive with current
state-of-the-art tensor network algorithms. An alterna-
tive tensor network approach besides iPEPS is based on
matrix product states and the approximation of 2D sys-
tems using cylindrical geometries [25, 29]. For our pur-
pose, however, we chose iPEPS as a reference, because
it reflects the full C4 symmetry of the square lattice and
we avoid ambiguities caused by boundary effects in the
reference data.
The availability of a versatile numerical method
for time evolution paves the way to study the non-
equilibrium quantum many-body dynamics in 2D and for
new benchmarks of quantum simulators against classical
simulations. The timescales and system sizes presented
in this work can be extended at mild polynomial costs;
importantly, we demonstrated that the network expres-
sivity is currently not the limiting factor. These find-
ings raise fundamental questions about our understand-
ing of the complexity of quantum states. Moreover, the
approach can for example be extended to systems with
longer-ranged interactions and without translational in-
variance, which are challenging to address with tensor
network methods.
Note: During the preparation of this manuscript we
became aware of related work by I. Lo´pez-Gutie´rrez and
C. Mendl, which appeared simultaneously [57].
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I. CONVOLUTIONAL NEURAL NETWORK
WAVE FUNCTION
The convolutional neural network (CNN) is defined
as a nested function of alternating non-linear and affine
maps, which can be visualized in a layered structure as
in Fig. 1. In this picture, the input layer is filled with
the basis configuration s = (s1, . . . , sN ) in order to ob-
tain the corresponding coefficient ψη(s) from the output
layer. The term “convolutional” owes to the fact that in
the CNN architecture the linear part of the affine map ac-
tually resembles a convolution of the previous layer with
a filter along the orbit generated by the lattice transla-
tions. In particular, the values on the vertices, called
activations, in the l-th layer are obtained as
v
(l)
cj (s) = σ
(
αl−1∑
c′=1
NF∑
k=1
F
(l)
c,c′,kv
(l−1)
c′θj(k)
(s) + b(l)c
)
. (1)
Each layer consists of a number of channels labeled by
c = 1 . . . αl as indicated in Fig. 1 by the shaded rectangles
in different colors. Each channel has NT vertices, where
NT is the number of elements θj in the orbit T generated
by all lattice translations. The filters of the convolution
are denoted by F
(l)
c,c′,k involving NF ≤ NT activations of
each channel c′ of the previous layer. The affine map can
include a bias b
(l)
c for each channel. The filters and biases
constitute the set of variational parameters in this ansatz,
η ≡ (F, b), and they have to be complex numbers in or-
der to encode the complex-valued wave function. Finally,
a non-linear activation function σ(·) is applied to obtain
the values of the activations in the next layer. The re-
cursive relation starts with the initial layer that consists
simply of the basis configuration v
(0)
1j (s) = sj = ±1.
To obtain a wave function ψη(s) that is invariant un-
der both translations and point symmetries pi ∈ P of a
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2Fig. Sys. size N Network size α Number of parameters P
1 8× 8 (5; 8) 320
2 10× 10 (1; 10) 100
(8; 10) 800
(4, 3, 2; 4) 352
(4, 3, 2; 6) 792
(5, 4, 3; 6) 1332
TABLE I. Number of parameters NP of the various networks
for the results presented in the main text.
lattice, we consider
lnψη(s) =
1√|P|αLNT
∑
pi∈P
∑
c,j
v
(L)
c,j (pi(s)) . (2)
Here, we let the CNN encode the logarithm of the wave
function coefficients, because in this way the variational
derivatives Ok(s) are directly obtained through the back-
propagation algorithm.
In all cases presented in this work single layer CNNs are
fully connected, whereas for CNNs with multiple layers
we utilized filters that connect to square patches of dF ×
dF neurons in each channel of the previous layer. We
refer to dF as the diameter of the filter. Notice that
dF × L has to be greater than the linear extent of the
system in order to support correlations up to the maximal
distances.
As activation function in the first layer we use the
first three non-vanishing terms of the series expansion
of ln cosh(z) around z = 0, i.e.,
σ(z) =
z2
2
− z
4
12
+
z6
45
. (3)
In subsequent layers we use its derivative
σ(z) = z − z
3
3
+
2
15
z5 . (4)
When testing lower order polynomials we observed that
the expressivity of the network is significantly reduced.
The activation function in the first layer is deliberately
chosen as an even polynomial. This allows us to incorpo-
rate the Z2 symmetry of the model directly in the wave
function by setting the biases of the first layer to zero,
b
(1)
c ≡ 0. The non-vanishing derivatives at z = 0 in the
following layers facilitate the mitigation of the vanishing
gradient problem, see Ref. [46] of the main text.
Remark on biases. We observe that in the eigenbasis
of the S-matrix biases mainly contribute to few modes,
which are extremely noisy, and therefore cannot be ex-
ploited in practice. Therefore, we refrained from includ-
ing biases in the used networks.
Network sizes. The number of variational parameters
in a CNN as introduced above is
P = NF
L∑
l=1
αl−1αl +NB (5)
lnψ(~s)
lnψ(~s)
t1
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FIG. 1. Encoding of the hierarchical buildup of correlations
in an RBM and a CNN. The network depictions show the dis-
tinct couplings, which are repeated in a convolutional manner
for all neurons. The intensity plots show the magnitude of the
individual couplings color coded matching the network depic-
tions for three different time points t1, t2, and t3. Locality
of the physical dynamics is reflected by local build-up of cou-
plings in the RBM, whereas all couplings become involved
quickly in the locally connected CNN.
with α0 = 1 and L the number of layers in the network.
NB is the total number of biases. In Tab. I we include
the resulting network sizes of the networks used to obtain
the data presented in the main text.
II. EXPLOITING LOCALITY AND CAUSALITY
WITH THE CNN
Figure 1 visualizes how the build-up of quantum cor-
relations under time evolution is reflected in the network
parameters for an RBM and a CNN. In the interest of
clarity we consider the dynamics of a one-dimensional
(1D) transverse-field Ising model quenched from the un-
correlated paramagnetic state to the critical point. The
hierarchical build-up of correlations is displayed in Fig.
1c. The color plots in Fig. 1b show snapshots of the mag-
nitudes of the individual couplings of the two networks
at three different times, t1/J = 0.1, t2/J = 0.5, and
t3/J = 1. In the RBM the build-up of strong correla-
tions at short distances is reflected in localized peaks of
the coupling magnitudes of the two channels. Far from
these peaks the couplings vanish, indicating the absence
of correlations. The vanishing couplings at long distances
can be regarded as superfluous, because they could be re-
moved from the ansatz without changing the wave func-
tion. Buy contrast, the sparsely connected deep CNN is
3constructed such that long distance correlations are me-
diated through the deep layers. This means that in the
CNN a much larger fraction of the variational parameters
plays a significant role despite of the locality of correla-
tions. Since the architecture allows to involve a larger
fraction of the available parameters in the encoding of
the state, it is potentially more efficient in cases where
correlations remain local, such as the quench in Fig. 2c)
of the main text.
III. TIME-DEPENDENT VARIATIONAL PRINCIPLE
In the first part of this section we review the derivation of the TDVP equation starting from the Fubini-Study
distance. In the second part we discuss in more detail the role of noise in the TDVP equation, including some
supporting data.
A. TDVP from Fubini-Study distance
For the formulation of the time-dependent variational principle we follow Ref. [31] of the main text and consider
the distance measured by the Fubini-Study metric between the updated wave function |ψη+η˙τ 〉 and the one that is
obtained by unitary evolution for a short time τ , e−iHˆτ |ψη〉,
D( |ψη+η˙τ 〉 , e−iHˆτ |ψη〉 )2 = arccos(
√
〈ψη+η˙τ |e−iHˆτ |ψη〉 〈ψη|eiHˆτ |ψη+η˙τ 〉
〈ψη+η˙τ |ψη+η˙τ 〉 〈ψη|ψη〉
)2
≡ arccos
(√
〈ϕ|φ〉 〈φ|ϕ〉
〈ϕ|ϕ〉 〈φ|φ〉
)2
(6)
This quantity becomes tractable in the limit of small τ , where we can expand
ϕ(s) =
(
1− iτEloc(s)
)
ψη(s) +O(τ2) (7)
and
φ(s) =
(
1 + τ η˙kOk(s)
)
ψη(s) +O(τ2) . (8)
Notice, that although we will consider a second order consistent expansion of the Fubini-Study metric below, it is
sufficient to keep first order terms in the expression above, because the second order terms will cancel each other. As
in the main text, Ok(s) =
d log φ(s)
dηk
denotes the variational derivative, and Eloc(s) is the local energy.
To abbreviate the notation we write
ϕ(s) =
(
1− iτEloc(s)
)
ψ0(s) ≡
(
1 + E)ψη(s) (9)
and
φ(s) =
(
1 + τ η˙kOk(s)
)
ψ0(s) ≡
(
1 +R
)
ψη(s) . (10)
In the following ·¯ denotes expectation values with respect to |ψη(s)|2.
Then
〈ϕ|φ〉 〈φ|ϕ〉
〈ϕ|ϕ〉 〈φ|φ〉 =
(1 + E∗)(1 +R) (1 +R∗)(1 + E)
(1 + E∗)(1 + E) (1 +R)(1 +R∗)
=
1 + E∗ +R+ E∗R+R∗ + E +R∗E + |E∗ +R+ E∗R|2
1 + E + E∗ + EE∗ +R+R∗ +RR∗ + (E + E∗ + EE∗)(R+R∗ +RR∗) (11)
Now we expand 1/(1 + x) = −x+ x2 +O(x3) and keep only terms of O(τ2) (E and R are of O(τ)):
. . . =
(
1 + E∗ +R+ E∗R+R∗ + E +R∗E + E∗ E +R∗ R+ E∗ R∗ + E R
)
×
(
1− E − E∗ − EE∗ −R−R∗ −RR∗ − E R− E R∗ − E∗ R− E∗ R∗ + (E + E∗ +R+R∗)2
)
+O(∆3)
= 1− (RR∗ −R R∗)+ (ER∗ − E R∗)+ (E∗R− E∗ R)− (E∗E − E∗ E)+O(τ3) (12)
4Notice that at this point second order terms that we dropped already in Eqs. (7) and (8) would have cancelled the
same way as E and R did in the expression above.
Then the expansion arccos(
√
1 + x)2 = −x+O(x2), yields
D(ϕ, φ)2 = τ2
(
η˙∗kSk,k′ α˙k′ − F ∗k η˙k − Fkη˙∗k + Var|ψη〉(Hˆ)
)
+O(τ3) (13)
with
Sk,k′ = O∗kOk′ −O∗k Ok′ , Fk = −i
(
O∗kEloc −O∗k Eloc
)
, Var|ψη〉(Hˆ) = ElocE
∗
loc − Eloc E∗loc (14)
Finally, requiring stationarity of D(ϕ, φ)2 with respect to η˙∗ up to O(τ3) yields the linear TDVP equation
Sk,k′ η˙k′ = Fk (15)
Again following Ref. [31] of the main text, we estimate the TDVP error as
r2(t) =
D( |ψη+η˙τ 〉 , e−iHˆτ |ψη〉 )2
D( |ψη〉 , e−iHˆτ |ψη〉 )2 = 1 + η˙
∗
kRk − F ∗k η˙k
Var|ψη〉(Hˆ)
(16)
with the residual vector Rk = Sk,k′ η˙k′−Fk. This expression is again obtained via a second order consistent expansion
in powers of τ .
Remark on energy conservation. The TDVP equation defines a Hamiltonian dynamics on the variational manifold,
which conserves energy. This fact is readily confirmed by computing the time derivative of the energy expectation
value,
d
dt
〈ψ|Hˆ|ψ〉
〈ψ|ψ〉 = −2Im
(
η˙∗kFk
)
= −2Im(F ∗k′S−1k,k′Fk) = 0 . (17)
Here, the last equality is due to the fact that S is a hermitian matrix. This means, however, that given an accurate
estimate of Fk and a sufficiently small time step τ , energy will be conserved in the numerical simulation for any
hermitian S−1. In particular, regularizations of the inversion will not affect energy conservation as long as hermiticity
is preserved.
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FIG. 2. The role of noise in the different components of the TDVP equation, vizualized using the example of the quench to the
critical point with network (4, 3, 2; 6). (a) Evolution of the spectrum of the S-matrix as function of time. Each line corresponds
to the evolution of an individual eigenvalue of S. The relative amplitude of fluctuations does not depend on the magnitude of
σk. Individual eigenvalues and gaps are resolved even very low in the spectrum. (b) Signal-to-noise ratio of ρk at Jt = 1. The
SNR shows a clear k-dependence and the empirical estimate computed from the observed variance of Q∗kE¯loc agrees very well
with the Gaussian result computed according to Eq. (24). The inset shows the relative deviations of both results.
5B. The role of noise for the time-dependent
variational principle
For simplicity of notation we use in the following O¯k =
Ok − 〈Ok〉 and E¯loc = Eloc − 〈Eloc〉, with which
Sk,k′ = 〈O¯∗kO¯k′〉 and Fk = −i〈O¯∗kE¯loc〉 (18)
An eigenvalue decomposition yields
S = V Σ2V † (19)
where columns of V hold eigenvectors of S and Σ2 is diag-
onal with Σ2kk = σ
2
k. We transform the random variables
Ok into the eigenbasis and obtain new random variables
Qk =
(
V †
)
k,k′O¯k′ (20)
with vanishing mean and covariance, while the variance
is 〈|Qk|2〉 = σ2k. Thereby, we can also rewrite the TDVP
equation
σ2k
(
V †
)
k,k′ η˙k′ = −i〈Q∗kE¯loc〉 ≡ ρk (21)
As we show in the following, this basis is particularly
well suited to analyze the role of Monte Carlo noise in
the TDVP equation. Besides numerical data we present
analytical forms of the signal-to-noise-ratio of the key
quantities, which are based on a Gaussian approximation
that will be justified in the last part of this section.
1. Noise in the S-matrix
We compute the variances σ2k from an MC estimate of
the matrix S. A concern might therefore be, that small
σ2k are more prone to MC fluctuations than large σ
2
k.
This is, however, not the case if the Qk behave like Gaus-
sian random variables: Assuming the Gaussian property
〈|Qk|4〉 = 3σ4k, the signal to noise ratio of σ2k is
SNR(σ2k) =
σ2k√(〈|Qk|4〉 − σ4k)/NMC
=
σ2k
√
NMC√
2σ4k
=
√
NMC
2
, (22)
i.e., independent of the magnitude of σ2k. This is consis-
tent with observations from our simulations, where the
relative MC fluctuations are the same over all orders of
magnitude, see, e.g., Fig. 2.
2. Noise in the F -vector
Again assuming a Gaussian for the joint distribution
of Qk and E¯loc, the variance of Q
∗
kE¯loc is
〈|Q∗kE¯loc|2〉 − |ρk|2 = |ρk|2 + σ2k Var(Hˆ) (23)
Therefore, the signal to noise ratio of the right hand side
is
SNR
(〈Q∗kE¯loc〉) = |ρk|√(|ρk|2 + σ2k Var(Hˆ))/NMC
=
√
NMC√
1 +
σ2k
|ρk|2 Var(Hˆ)
(24)
Hence, the signal to noise ratio of the MC estimate on
the right hand side of the equation has a dependence on
the index k; in particular, it depends on the ratio of σ2k
and |ρk|2. In Fig. 2 we show a representative example of
SNR(ρk) as obtained from Eq. (24) in comparison with
the SNR obtained from an explicit Monte Carlo estimate
of the variance 〈|Q∗kE¯loc|2〉 − |ρk|2. Although SNR(ρk)
ranges over four orders of magnitude, the relative devi-
ations of the two estimates are never larger than 10%.
Hence, Eq. (24) provides a decent quantitative approxi-
mation despite the ad-hoc assumption of a Gaussian dis-
tribution.
Notice that once we diagonalized the S-matrix, the
SNR of the r.h.s. only depends on quantities that we
know. Hence, we can choose a threshold for the SNR to
determine the suited cutoff for the pseudo-inverse based
on the data that we have.
3. Joint distribution of Qk and E¯loc
While we cannot present a strict proof we would like
to motivate heuristically the origin of the consistency of
the observed SNRs with a joint Gaussian distribution of
Qk and E¯loc. To this end, we conjecture that the sum-
mation of many essentially random terms in both quan-
tities approximately gives rise to a central limit theorem.
In particular, the local energy for a given configuration
s is a sum of N realizations of random numbers, which
are identically distributed due to translational symmetry.
Similarly, due to the symmetrization in Eq. (2) Qk(s)
contains the summation over N random terms.
IV. DETAILS OF THE NUMERICAL
PROCEDURE
A. Computational basis
We always choose the quantization axis depending on
the polarization of the initial state: For the x-polarized
initial state we use the z-basis and for the z-polarized
state we choose the x-basis. This facilitates initializa-
tion, because networks with small random weights are
already close to the desired initial states. Moreover, the
z-polarized state in the z-basis is pathological for com-
putational purposes: For ψ = ⊗j |↑〉j the S-matrix in the
TDVP equation vanishes and the dynamics can only be
initiated by including higher order terms.
6B. Network initialization
Single layer. We initialized single layer networks by
drawing random weights from the uniform distribution
on [−w,w] with w = 10−3.
Deep networks. For deep networks a suited choice of
initial weights is crucial due to the vanishing or explod-
ing gradient problems. To obtain well-behaved gradients
we follow the analysis of Ref. [46] of the main text and
draw initial values of F
(l)
c,c′,k from uniform distributions
on [−w(l), w(l)] with w(l) = (NF (αl−1 + αl))−1/2. Notice
that this choice of initialization relies also on the utiliza-
tion of odd activation functions in deep layers.
Ground state search. Following the random initializa-
tion we perform a ground state search with Stochastic
Reconfiguration with a Hamiltonian tailored to the de-
sired initial state. The termination condition for this
ground state search is that the energy variance density
of the state is less than 10−7.
C. Adaptive time step
We use a second order consistent numerical integration
scheme and estimate errors based on varying step sizes.
This reduces the required number of Monte Carlo sam-
plings compared to higher order adaptive schemes like
the Dormand-Prince method.
As second order consistent integrator we choose the
“Heun method”: Considering an ODE y˙ = f(y) and yn =
y(t), we compute yn+1 = y(t+ τ) with
k1 = f(yn) ,
k2 = f(yn + τk1) ,
yn+1 = yn +
τ
2
(k1 + k2) . (25)
Based on this we can estimate the integration error using
varying step sizes τ . If we denote the exact solution by
y(t), an integration step with step size τ yields
yn+1 = y(t+ τ) + cτ
3 (26)
with an unknown constant c, because our integration
scheme has an error of O(τ3). Alternatively, we can take
two steps of size τ/2, resulting in
y′n+1 = y(t+ τ) + 2c
(τ
2
)3
︸ ︷︷ ︸
δ
(27)
with the integration error δ. The difference of both solu-
tions is
∆yn+1 = ||yn+1 − y′n+1|| =
∣∣∣∣∣∣3
4
cτ3
∣∣∣∣∣∣ = 6||δ|| (28)
Given a desired tolerance  we can adjust the step size
based on this to be
τ ′ = τ
(

||δ||
)1/3
. (29)
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FIG. 3. Exemplary evolution of the adaptively chosen inte-
gration time step τ during the simulation of the quench to
h = hc/10 with α = (8; 10).
The choice of a suited norm is a degree of free-
dom in this procedure. Since in our case the S-matrix
is the metric tensor of the variational manifold, we
employ the norm induced by the S-matrix, ||x||S =
1
P
√∑
k,k′ Sk,k′x
∗
kxk′ , for that purpose, meaning that we
weigh integration errors by their significance for the phys-
ical state. When computing the norm, we normalize by
the size of the update vectors, i.e., the number of param-
eters P .
An exemplary evolution of the time step during a sim-
ulation is shown in Fig. 3. Since the step can vary over
one order of magnitude, adjusting to the maximal possi-
ble value at each time substantially reduces the compu-
tational cost.
D. Monte Carlo sampling
We perform simple Markov Chain Monte Carlo with
single spin flip updates to sample |ψ(s)|2. Moreover, ev-
ery 200th proposed update is a global spin flip to avoid
sampling only one of two Z2-related modes of the distri-
bution.
E. Regularization scheme
As it was mentioned in the main text, we regularize
the update vectors ˙˜ηk = σ
−1
k ρk based on the SNR of the
Monte Carlo estimate of ρk. This adds another hyperpa-
rameter to the simulation, namely the SNR cutoff λSNR.
In combination with the adaptive integrator it is bene-
ficial to avoid hard cutoffs and use soft cutoffs instead.
Hence, we compute the update vectors as
˙˜ηk =
σ−1k ρk
1 +
(
λSNR
SNR(ρk)
)6 (30)
7Figure Network size α Integration tol.  SNR cutoff Number of samples NMC Number of realizations
2a) (1; 10) 5× 10−5 4 8× 104 1
(8; 10) 5× 10−5 5 5× 105 1
(4, 3, 2; 4) 5× 10−5 4 106 1
(4, 3, 2; 6) 5× 10−5 4 106 1
2b) (1; 10) 10−4 5 5× 105 5
(8; 10) 10−4 8 5× 105 5
(4, 3, 2; 4) 10−4 8 2× 106 1
(4, 3, 2; 6) 2.5× 10−4 8 5× 105 1
(5, 4, 3; 6) 10−4 8 5× 105 1
2c) (1; 10) 5× 10−4 2 1.6× 105 1
(8; 10) 5× 10−4 4 3.2× 105 1
(4, 3, 2; 4) 5× 10−4 2 2× 106 1
(4, 3, 2; 6) 5× 10−4 2 106 1
(5, 4, 3; 6) 5× 10−4 2 106 1
TABLE II. Hyperparameters used for the different simulations presented in the main text.
For this purpose, we estimate the SNR based on the given
Monte Carlo sample of size NMC as
SNR(ρk) =
|ρk|
√
NMC√
〈|Q∗kE¯loc|2〉 − |ρk|2
(31)
Clearly, if the Gaussian approximation is accurate, Eq.
(24) provides a cheaper estimate of the SNR, but the
computational cost of the expression above was never
relevant in our simulations. In cases, where the inde-
pendence of individual samples is doubtful, the fluctua-
tions can alternatively be estimated via a binning anal-
ysis. This was, however, not the case in the presented
simulations.
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FIG. 4. Ensemble of five realizations with different random
initialization (colored lines) and resulting mean in comparison
with the iPEPS reference data for the quench to the critical
point, h = hc, and α = (1; 10).
F. Ensemble averaging of initial conditions
Despite the high accuracy of the initial ground state
search we found for the quench to the critical point that
details of the subsequent dynamics can show noticeable
fluctuations with varying realizations of the random ini-
tialization when the network size is small. For averages
over ensembles of initial conditions, however, we found
very good agreement with the iPEPS reference data as
shown exemplarily in Fig. 4
G. Summary of simulation parameters
In Tab. II we summarize the various hyperparameters
used for the simulations shown in Fig. 2 of the main
text. The data in Fig. 1 of the main text was obtained
without the SNR-based regularization. Instead Tikhonov
regularization was used in combination with the general-
ized cross-validation criterion to determine an adaptive
regularization parameter.
The varying values of the different hyperparameters in
Tab. II might give the impression that precise fine-tuning
is required. This is, however, not the case. The variations
reflect our experimentation with different settings, which
nonetheless led to consistent results.
V. CONVERGENCE CHECKS
A. Network size
A key feature of the neural network approach is the
ability to systematically test the accuracy of simulations
by comparing results with different network sizes and ar-
chitectures. Here we provide additional data for the ex-
ample of Fig. 1 of the main text. In Fig. 5 we show
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FIG. 5. Additional data for the quench from the ferromagnetic product state to h = 2.633hc with different network sizes.
results for the time evolution of the order parameter
〈σzi 〉, Fisher information density fQ(t) and the integrated
TDVP error R2(t) obtained with fully connected single
layer CNNs of the size α = 1, α = 3, and α = 5. The re-
sults for the order parameter fully coincide for α = 3 and
α = 5, whereas there are small deviations in fQ(t). Go-
ing from α = 1 to α = 3 substantially reduces the TDVP
error, which is also reflected in both observables. Re-
markably, the inaccurate result obtained with the small-
est network exhibits a much larger Fisher information
density, which means that multi-body entanglement is by
far overestimated. This behavior is in contrast to tensor
network simulations, which systematically underestimate
entanglement when the expressivity is insufficient.
B. Finite size effect for quench to critical point
For the quench to the critical point our simulations re-
veal that the finite system size affects the dynamics of
local observables already on timescales that are exceeded
by the iPEPS simulation if the system is smaller than
N = 8 × 8. In Fig. 6 we show results for the dynam-
ics of transverse magnetization after quenching from the
paramagnetic product state to the critical point, h = hc,
for system sizes N = 6 × 6, N = 7 × 7, N = 8 × 8, and
N = 10 × 10. The time interval of agreement with the
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FIG. 6. Dynamics of transverse magnetization after quench-
ing from the paramagnetic product state to the critical point,
h = hc, for different system sizes.
iPEPS data, which corresponds to dynamics in an infi-
nite system, is extended systematically with increasing
system size.
VI. COMPUTATIONAL COMPLEXITY AND
PARALLEL COMPUTE PERFORMANCE
Variational time evolution with neural network states
can benefit substantially from massively parallel compute
resources. Here, we outline the complexity of the compu-
tationally heavy parts, before sketching our paralleliza-
tion scheme.
The algorithm comprises three parts, which can poten-
tially contribute the majority of the computational cost.
Which one of these is the computationally most intense
part depends on specific number of network parameters
P , system size N and number of Monte Carlo samples
NMC .
1. Monte Carlo sampling / evaluating Eloc: To this
end, we assume that one Monte Carlo sweep con-
sists of O(N) proposed updates and that the com-
putation of acceptance ratios comes at the cost of
O(1) network evaluations. The computational cost
to evaluate the CNN on one spin configuration is
of O(NP ) (notice that full network evaluations can
in principle be avoided when computing acceptance
ratios for few spin-flip updates, see appendix of
Ref. [31] of the main text). Hence, the overall
cost of Monte Carlo sampling is of O(NMCN2P ).
The cost of computing the local energy from NMC
Monte Carlo samples scales in the same way if the
Hamiltonian has O(N) off-diagonal contributions,
which is the case for local Hamiltonians.
2. Computing S: To compute the S-matrix requires
the evaluation of O(P 2) correlation functions us-
ing NMC samples. Hence the complexity is of
O(NMCP 2).
3. Inverting S: The inversion of S boils down to ma-
trix diagonalization. Matrix eigendecomposition of
a P × P matrix has the computational complexity
O(P 3).
9Since in practice NMC > P , the overall complexity is
O(NMC ×max(N2, P )× P ). An exemplary distribution
of compute time using our GPU parallelized algorithm
is shown in Fig. 7, revealing that the majority of the
compute time is spent on network evaluations.
Each of the factors appearing in the complexity is
amenable to alleviation by parallel execution. In par-
ticular, the algorithm allows for a hybrid parallelization
that exploits distributed memory parallelism of multi-
ple compute nodes as well as shared memory resources
available on individual processors. For the example of
computing the energy expectation value the hierarchy
of parallelism is schematically depicted in Fig. 8. On
the top level the Markov Chain Monte Carlo sampling
can be distributed over independent processors of a dis-
tributed memory machine, exploiting the independence
that is inherent to Monte Carlo sampling. For each sam-
ple sj the off-diagonal matrix elements 〈sj |Hˆ|s(k)j 〉 and
the connected basis configurations s
(k)
j have to be deter-
mined, which constitutes a set of independent operations
that can be carried out in parallel on individual cores of
a processor or on a GPU. Finally, the wave function am-
plitudes have to be determined for all configurations sj
and s
(k)
j . This corresponds to a large number of indepen-
dent network evaluations, where, again, the operations
of each individual evaluation are well suited for paral-
lelization on a shared memory unit, especially a GPU.
Global communication is only required once in order to
perform the sum over all matrix elements. A particular
measure that enhances the compute performance also for
serial execution is network evaluation on batches of input
configurations, which increases the arithmetic intensity.
CNN fwd. eval: 35.08s
CNN bwd. eval: 0.66s
MPI communication: 1.13s
Compute S matrix: 0.25s
Diagonalize S matrix: 0.24s
FIG. 7. Distribution of compute time for one time step with
NMC = 5× 105, P =, and N = 100, using 40 NVIDIA Tesla
V100 GPUs. The vast majority of compute time is spent on
forward evaluations of the neural network.
We realized the parallelization on the level of dis-
tributed memory using an implementation of Message
Passing Interface (MPI) and found perfect speedup with
up to 256 processes when taking N = 8×104 samples. On
the shared memory level we used OpenMP/MKL for a
CPU implementation and CUDA to alternatively utilize
GPU accelerators. In Fig. 9 we show the speedup of both
implementations obtained over the serial performance for
the network evaluation and for gradient backpropagation
using the test case of a square lattice with 49 spins and a
CNN of size α = 5, 4, 3. Our OpenMP/MKL implemen-
tation clearly falls behind perfect scaling when using 20
threads. By contrast, both operations are hugely accel-
erated when using the GPU. In particular, the GPU im-
plementation is 25 times faster than our OpenMP/MKL
implementation on 20 cores and still 18 times faster than
an ideal parallelization on 20 CPU cores.
10
FIG. 8. Schematic visualization of the parallel implementation of the time evolution algorithm. The top level parallelism of
independent Monte Carlo chains can be exploited on a distributed memory machine using a message passing scheme. On the
lower level computing matrix elements and evaluating the network for large numbers of input configurations can be parallelized
with shared memory using multiple cores of a CPU or GPU accelerators.
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FIG. 9. Acceleration of the network evaluation and gradient backpropagation using a GPU in comparison with the OpenMP
parallelized version on a system of size N = 7 × 7 and with α = (5, 4, 3; 7). Two typical numbers of configurations were
considered for batched network evaluation, namely 40 for MC sampling and 1000 for the evaluation of expectation values. The
CPU timings were obtained on an Intel Xeon E5-2680 and the GPU was an NVIDIA V100.
