which is valid for Re a > 0 and 1 + a-b * 0,-1,-2,... The contour of integration in (1.5) is shown in figure  1 ; of course it can be deformed by using Cauchy's theorem for integrals of analytic functions of a complex variable. The many-valued functions in the integrand of (1.5) are supposed to be real for t > 1. Considered as a function orb, M has simple poles at b = 0, -1, -2, -3 .... This is described by the factor P(b) in ( We consider in this note the asymptotic expansion of M and U for a -~ ~. These expansions will hold uniformly with respect to z in bounded domains that conrain the point z = 0. Details about this uniformity aspect will be given further on. The parameter b will be kept fixed. Temme [4] ) when he gave a method for computing U (k, 1, z) for k = 1, 2, 3 ..... The expansions given in the present paper are given with rigourous bounds for the remainders. The expansions we used in Temme [4] lacked this property; also those in Slater [3] only have bounds in terms of order symbols. In Olver's book results are given from which strict error bounds can be derived. For practical use in numerical computations, however, these results are too complicated, whereas the bounds given in this paper are easily computed. The expansions given here for U are used in a numerical algorithm for the computation of U (a + k, b, z) for k = 0, 1, 2 ..... see Temme [6] " In that work the rigourous bounds play an essential role, especially for real values of a, b and z. Some features of the algorithm are announced in subsection 2.5. The starting point for developing the confluent hypergeometric functions in terms of Bessel functions are the integrals (1.3) and (1.5). In the above mentioned references the starting point is Kummer's equation (1.1). In section 2 we give the results for the U-ftmction, in section 3 for the M-function.
THE EXPANSION FOR U(a, b, z)
For large values of a and small values of [ z I (with Re z > 0) the main contributions in the integral in (1.3) come from the large t-values. By writing t/(1 + t) = exp (-r) the integral becomes after some manipulations r-ar rN-bfN(r) (2.9) for Re z > 0, Re ~ > 0, and which is an even function in v. The many-valued functions appearing in (2.9) are supposed to be real for positive values of their arguments. A bound for the remainder R N can be constructed if we have a bound for fN on r 1> 0. It is possible to continue with complex variables. However, the bounds obtained then are less realistic and some inequalities may loose their significance. Therefore we proceed with real values of a, b, and z = x with the restriction x>0, a>0, b~.
(2.10)
Negative values orb may be excluded by using (1.6).
Before giving the bound on R N we give information how to interprete the expansion (2.6).
The asymptotic nature of the expansion
In this subsection we will prove that for a-~ oo
RN(a,b, x)= 0[¢N(a,b,x)].
These properties are valid uniformly with respect to x in compact sets in x ~ 0 and uniformly with respect to b in compact subsets of 1~; (ii) is valid if N is large enough, Le., if N > b. The coefficients c n of (2.6) do not depend on a and are polynomials in b and x. Therefore, if (i) is proved, we also have that {cj 0j) is an asymptotic sequence. Before we prove (i) and (ii) we give some preliminary results.
This follows from the known fact that the modified Bessel function is log-convex. A direct proof is as follows. Take the wall-known integral f~ e-X cosh t cosh vt dt.
Kv(x)
Then by using Cauchy-Schwartz' inequality it easily follows that
, which has to be proved. []
Lemma 2
For x > 0, /; e IR we have
it follows that the function p introduced in lemma 1 satisfies the equation p2 + p/x = (x 2 + v2)/x 2 -p'.
From lemma 1 we have p" >/0 for x > 0, hence
from which follows that (we know that p(x) < 0)
From the recurrence relation for K v (x) 
Proof
From lemma 5 (to be proved in the next subsection)
Ifn(r) l < Mn(b, x), (2.13)
are assignable constants, which will be computed in § 2.2 for the case that b > 0 and n > 2 + b. Hence, if we use these bounds we have from (2.8) However, our scope is to give expansions which can easily be used for instance for numerical computations. From the construction of the bound of fn to be given in § 2.2 and from (2.6) and (2.14) it appears that our result indeed meet this condition. Of course, an algorithm for the Bessel function Kv(x), u e P,, x > 0 must be available, but this was settled in Temme [5] .
Construction of the bound for fn
The function f of (2.2) has singuhrities in the r-values -+2zri, -+41ri .... Those in +27ri are nearest to the real r-line and they have a main influence upon the behaviour of the coefficients c n and the function fn in (2.5). From Taylor's theorem we know that fn can be written From this follows the result we used in (2.13).:
Lemma 5
For r>0, n>2+b, x>0, b>0, we have The integral converges if b -n < -1, or n > 1 + b. We obtain a simple bound if we take (b-n)/2 < -1, or n > 2 + b and replacing (b -n)/2 in the integrand by -1. The result is thus established.
[]
Remark
Lemma 5 gives the bound in (2.13) by taking (2.27) er_l l_e -r Hence, from (2.2) and (2.20) we obtain that for w~Cd, w=u+id, x>0, 31r/2~< d< 2~r, b~ n=0 n! giving the second relation in (2.4). For g(t 7 of (2.27) we need the coefficients (aj } in OO r [r/(1 -e-r)] b = 2; a n r n (2.347 e r-1 n=0
According to (2.33) we have an= B(n 5 +!)(b)/n !.
Upon differentiating both sides of the second of (2.4) with respect to r, we obtain
Hence the a n in (2.34) satisfy a n = (1 --n/b) B (b7 (b)/n !. (2.36)
From this follows that ff the coefficients appearing in the second of (2.4) are available (which are needed for the computation of c n in (2.6), then the coefficients a n in (2.34) are available too (these are needed for the computation of d n in (2.31)).
The use of the results for numerical computations
We use the above results in an algorithm for computing the values U (a + k,b,x), k=0,1 ..... K, for 0 <a<~ 1, x>0, belR. Whenxisnot small, say x > 1, we compute these values by using a recursion relation for the U-function and Miller's algorithm. If x is in the interval (0, 1) the convergence of this algorithm becomes poorer, according as x becomes smaller. The idea is then to choose an integer m, m/> K, and to compute U C a + m, b, x), U" ( a + m, b, x) by using the expansions given in (2.6) and (2.317 . In these series we fix the number of terms (say N = 10) and then we choose m/> K such that the remainders in the expansions fall below the desired accuracy. Details of this process are given in Temme [6] . The restridtion on the parameter b in (2.25) and (2.32) is not very important. Ifb is larger than n -2 or n -3 then we can use recursion with respect to the b-parameter. Ifb < 0,we can use (1.6).
THE EXPANSION FOR M(a, b, z)
The starting point is the integral (1.5) with as contour the circle It -1[ = 1. The transformation t = r/(r -1) transforms this circle into itself. To see this we write r = t/(t -17. With t = 1 + exp (i~), 0 ~< ~b < 21r, we obtain r = 1 + exp (-iq~). The result is
Next we take r = eW; with r = 1 + exp(i0), -zr < 0 < ~r, we see that the circle C in the w-plane is described by w = u + iv, u = In (2 cos v 7, -1/2 ~r < v < 1/2 lr. After some manipulations we obtain We may proceed with the analysis as in section 2. That involves investigations on the asymptotic nature of (3.2), inequalities for ~j (a, b, z)/~0j_l(a , b, z) and bounds for Sn(a, b, z). The present case, however, is not as nice as the foregoing. This is partly due to the integration over complex w-values in (3.5), whereas (2.8) is an integral over real r-values. Another point is the behaviour of the modified Bessel functions appearing in (3.3). For deriving (2.11) some properties of the Kv-function were used; it did not matter whether the order of the Bessel functions in lemma 1 and 2 was positive or negative. But in the present case we must take into account negative orders for Iv; for negative v this function is not so easy to handle. For instance, Iv(x ) is not monotone for negative v-values and it has zeros there. Finally we remark that the analysis for the U-function was motivated by the author's work on constructing algorithms for this function. For the M-function we are not so interested in these aspects. We finish this section with an indication how to obtain a bound for S N in (3.5), for real a > 0, z = x > 0. Take for L the contour L= {wIlwl= (x/a) 1/2 ) u (wiRe w< (w/a) 1/2, Imw=-0 }, where we suppose that x and a are such that (x/a) 1/2 < 2 or. Suppose furthermore that we have bounds Mn(b, x) for Ifnl on this L. Then iSn(a,b,x) I <lI?,(b)p(l+ a-b)l eZ/2 Mn (b, x) P (a) 2 zr |T wn-be-x/w-aWdw
The first integral can be estimated by a Kv-function (see (2.9)), the second one equals 2zrI0(2Vxxa ) .
