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Standard approach to dynamical random matrix models relies on the description of trajectories
of eigenvalues. Using the analogy from optics, based on the duality between the Fermat principle
(trajectories) and the Huygens principle (wavefronts), we formulate the Hamilton-Jacobi dynamics
for large random matrix models. The resulting equations describe a broad class of random matrix
models in a unified way, including normal (Hermitian or unitary models) as well as strictly non-
normal dynamics. In the latter case, the proposed construction explains some puzzles noticed in
non-normal random matrix models and challenges the fundamental, spectral paradigm of random
matrix models.
Introduction. Dynamical random matrix models [1]
appear in multiple branches of physics and applications.
An external parameter, causing the flow of the eigen-
values, could be real time, length of the mesoscopic
wire [2], size of the lattice [3], area of the string [4] or
the depth of a neural network [5], just to mention few
examples. The standard approach to dynamical random
matrix models relies on tracing the trajectories of indi-
vidual eigenvalues, either via stochastic equations of the
Langevin type or by the corresponding Smoluchowski-
Fokker-Planck (SFP) equations for joint eigenvalue prob-
ability distribution functions. Their dynamics simpli-
fies considerably for large size of matrices N , where it
attains a hydrodynamical description with the viscosity
1/N [6, 7]. In the simplest case of Gaussian Unitary En-
semble, the resolvent evolves according to the complex
Burgers equation. It can be easily solved by the meth-
ods of complex characteristics, in analogy to real char-
acteristic method applied to the Euler equation. This
immediately brings connotations with geometric optics,
where rays of light play the role of the characteristics.
Moreover, fold and cusp diffractive catastrophes in op-
tics [8] seem to have their counterparts in random matrix
models, in terms of Airy [9] and Pearcey [6] microscopic
universalities. On the other hand, rays obeying the Fer-
mat principle in geometric optics are dual to wavefronts
obeying the Huygens principle in wave optics. In fact,
this particular duality prompted Hamilton to reformu-
late classical mechanics in terms of the Hamilton-Jacobi
(HJ) equation. In this Letter, we follow the same philos-
ophy in the dynamical random matrix models.
Simplest case of Gaussian diffusion. Before we present
the full formalism for the HJ equation in Random Ma-
trix Theory, we explain the main concept on the basis of
a Gaussian matricial additive Brownian walk. We con-
sider the process Yt = Yt−1 +Xt, where Xt are indepen-
dent large (N → ∞) N by N matrices drawn from the
Gaussian Unitary Ensemble (GUE). Standard approach
is based on following the trajectories of eigenvalues of Yt
as described by the Langevin equation, or, when inter-
ested only in the average spectral distribution, by the
SFP equation for the resolvent G(z, t) =
〈
1
N
Tr 1
z−Yt
〉
,
where the large N limit was taken implicitly and the av-
eraging 〈· · · 〉 is taken with respect to the random process
Yt. In the above-mentioned limit, the resulting differ-
ential equation is given by the complex, inviscid Burg-
ers equation ∂tG + G∂zG = 0 [10]. Using the method
of complex characteristics, the solution is given implic-
itly by the Pastur formula [11] G = G0(z − tG), where
G0 is the initial resolvent. For a trivial initial condi-
tion X0 = 0, G0(z) = 1/z the Pastur formula reduces
to a quadratic equation for which one of the solutions
G−(z, t) =
1
2t (z−
√
z2 − 4t) results in the seminal eigen-
value density given by the Wigner semicircle law. We
stress that, since Burgers equation is non-linear, it ad-
mits shocks corresponding to the wavefronts. These sin-
gularities appear at the (diffusing) edges of the semicircle
and signal breakdown of the 1/N expansion of spectral
density around these points.
This well-known problem will now be recast in the
HJ form. The role of the principal Hamilton func-
tion is played by a potential-like function of the form〈
1
N
Tr ln(z − Yt)(z¯ − Y †t )
〉
with large N limit taken im-
plicitly. Since Yt is Hermitian, the proposed principal
Hamilton function is decomposed as a sum of holomor-
phic φ(z, t) =
〈
1
N
Tr ln(z − Yt)
〉
and its (trivial) anti-
holomorphic copy φ¯ = φ(z¯, t), which we omit in what
follows. Moreover, the function φ is basically a logarithm
of the characteristic determinant, since 〈Tr ln(z − Yt)〉 =
〈ln det(z − Yt)〉 = ln 〈det(z − Yt)〉, where the last equal-
ity holds only in the N → ∞ limit. The HJ equation
for the principal Hamilton function (modulo its trivial,
decoupled anti-holomorphic copy) reads
∂tφ+H(p = ∂zφ, z, t) = 0, (1)
where H(p, z, t) = p2/2 is the Hamiltonian. The role of
the canonical coordinate q is played by a complex vari-
able z, while the role of the canonical momentum p is
the derivative of the principal Hamilton function with
respect to the coordinate z, i.e. p = ∂zφ. Note that the
momentum p is, by definition, the resolvent G! Surpris-
ingly, from the matrix point of view, the HJ formalism
2treats the canonical pair (q, p) ↔ (z,G) as completely
independent. As we will see in the next section, GUE is
the random matrix analog of free, 1-dimensional particle
in classical mechanics.
Using the formalism of classical mechanics, we write
down the pair of Hamilton equations z˙ = ∂H
∂p
= p,
p˙ = −∂H
∂z
= 0 which, together with the initial conditions
z(0) = z0 and p(0) = p0, lead to the solutions p(t) = p0
and z(t) = p0t+ z0. If initial conditions are represented
by a set of N points xi corresponding to the eigenvalues
of X0, then p0 = ∂zφ(z, t = 0)|z=z0 = 1N
∑ 1
z0−xi
and
eliminating z0 from equations of motion reproduces the
Pastur formula p = p0(z − pt). Alternatively, one can
differentiate the HJ equation with respect to z, again re-
covering the inviscid Burgers equation ∂tp + p∂zp = 0.
This elementary example represents the duality between
the Euler-Lagrange and Hamilton pictures in the context
of the simplest random matrix model.
The main result of this Letter is an extension of the
above duality to broader class of dynamical random ma-
trix models, not necessarily Hermitian or Gaussian.
General Hamilton-Jacobi construction. We now con-
tinue to derive the HJ formalism in the general case when
the matrix additive dynamics Yt does not have any con-
straints. The principal Hamilton function resembles an
electrostatic potential
Φ(z, w, t) =
1
N
〈
Tr ln[(z − Yt)(z¯ − Y †t ) + |w|2]
〉
. (2)
Now, two complex variables z, w play the role of coordi-
nates which can be elegantly encoded in a 2 by 2 matrix
Q forming a representation of the real quaternion
Q =
(
z −w¯
w z¯
)
. (3)
Similarly, taking a quaternionic derivative (DQ)ij =
∂
∂Qji
(i, j = 1, 2) of the potential Φ forms a 2 by 2 resolvent ma-
trix G = DQΦ, also obeying the algebra of quaternions.
Such generalized resolvent was proposed to solve non-
Hermitian problems in the past [12–15] although without
any link to the underlying Hamilton dynamics.
Under a general matrix process Yt we find a HJ equa-
tion for the potential function Φ:
∂tΦ+H(P = DQΦ,Q, t) = 0, (4)
where the form of Hamiltonian depends on the imposed
dynamics. In particular, for a general additive process
Yt = Yt−1 + Xt, the Hamiltonian is an integral of the
quaternionic R-transform:
H =
∫ P
0
Tr [R (Q) dQ] . (5)
The function R, modulo a shift, is the functional inverse
of the quaternionic resolvent R (Q) + Q−1 = G(−1)(Q)
[13]. As both R and dQ are 2 by 2 matrices, the trace
operator is taken wrt. both terms TrRdQ = R11dQ11 +
R21dQ12 + R12dQ21 + R22dQ22. In such formulation, Q
constitutes the position variable, while the quaternionic
resolvent G = P forms the canonically paired momen-
tum. In a less geometric language, a complex pair (z, w)
of positions is joined with a pair of momenta given by
the (eigenvalue-related) resolvent p = G11 = ∂zΦ and
eigenvector-related resolvent pw = G12 = ∂wΦ. Equa-
tions (4) and (5) comprise the first main result of this
Letter.
When Hamiltonian is expressible through an R-
transform, Hamilton equations admit a general form
Q˙ = R(P), P˙ = 0 whose solutions are P = P0(Q− tR(P))
with initial condition P0 = DQΦ.
Lastly, we note that by differentiation of HJ equation
(4) with respect to z and w variables allows to generalize
the Voiculescu equation:
∂tGab +
∑
c,d=1,2
R(G)cd
∂Gab
∂Qcd
= 0, (a, b = 1, 2). (6)
Hermitian matrices. In the case of Hermitian matrices,
the quaternionic embedding is redundant and one can set
w to zero from the very beginning, projecting the quater-
nion to a complex number. In this way, both the poten-
tial Φ→ φ+ φ¯ and the quaternion R = diag(R(z), R(z))
decouple into holomorphic and an anti-holomorphic copy.
The Hamiltonian (5) reads
H =
∫ p
0
R(z)dz +
∫ p
0
R(z)dz¯, (7)
so the dynamics of each part separately is equivalent;
from now on we focus on the holomorphic part only. Re-
sulting HJ equation reads:
∂tφ+
∫ p
0
R(z)dz = 0 (8)
or, after differentiation wrt. coordinate z and since mo-
menta are interpreted as the resolvent p = G, takes the
form of the Voiculescu equation ∂tG+R(G)∂zG = 0 [18]
where R is the R-transform, generating free cumulants
in the formalism of free random variables [19]. In the
case of Gaussian diffusion discussed in the introduction,
only one cumulant is non-vanishing (which we set to 1),
so R(z) = z. Therefore, the Hamiltonian reads H = 12p
2
and the evolution equation is given by the aforementioned
complex Burgers equation.
Although Hamiltonians expressed via the R-transform
(5) are functions of momenta only, the HJ equation (4)
holds beyond such cases. Perhaps the simplest instance
is the Hamiltonian
HOU =
1
2
p2 + a(1− zp), (9)
3where the coupling between coordinate z and momentum
p reproduces the Ornstein-Uhlenbeck process with a drift
proportional to a [20].
Non-normal matrix X. The crucial difference between
Hermitian and non-Hermitian models comes from the
fact, that the holomorphic-antiholomorphic separability
breaks down, since the support of the spectra represents
the non-holomorphic region. This was known in the lit-
erature [21], and the variable |w|2 ≡ ǫ was kept non-zero
before the large N limit was taken. In such a case, the
spectral density follow from the 2D Gauss law ρ = 1
pi
∂z¯g,
where g = ∂zΦ plays the role of the electric field. Consid-
ering ǫ only as an infinitesimal regularizer is too reduc-
tive, as it is responsible for the crucial dynamics of eigen-
vectors, which, contrary to the Hermitian case, do not
decouple from the eigenvalues during the evolution. This
is perhaps best visible when we diagonalize Yt in terms of
left and right eigenvectors Yt =
∑
i |Ri〉λi 〈Li| = RΛL†.
Then the potential Φ reads explicitly
Φ(z, w, t) =
1
N
〈
ln det
(
z − Λ −w¯L†L
wR†R z¯ − Λ†
)〉
. (10)
Since the N by N blocks in the determinant do not com-
mute, eigenvalues are entangled with eigenvectors. In the
large N limit, it was shown [22, 23], that the off-diagonal
momenta in G are responsible for the diagonal part of
the Chalker-Mehlig correlator [24]
O(z, t) =
1
N2
〈∑
i
Oiiδ
(2)(z − λi)
〉
= − 1
π
|pw|2w=0,
where Oii is the diagonal part of Bell-Steinberger matrix
Oij = 〈Li|Lj〉 〈Rj |Ri〉. This quantity is also related to
the Petermann factor [25] and the eigenvalue condition
number in the stability theory [26]. One can therefore see
that during the evolution one has to treat parameters z
and w on an equal footing.
It is useful to illustrate this democracy of dynamics
of eigenvalues and eigenvectors in the case of the elliptic
ensemble [32], corresponding to the matricial measure
P (X) ∼ exp
[
− N1−τ2
(
TrXX† − τ2Tr(X2 + (X†)2)
)]
.
Parameter τ allows for continuous interpolation between
GUE (τ = 1) and the Ginibre ensemble (τ = 0). The
generalized R-transform for the elliptic ensemble reads
[22, 23]
R(Q) =
(
τz −w¯
w τz¯
)
. (11)
The application of the HJ formula (5) leads to
Helliptic =
∫ P
0
(τzdz + τ z¯dz¯ − wdw¯ − w¯dw)
=
τ
2
(p2 + p¯2)− |pw|2, (12)
with a pair of momenta p = G11, pw = G12 compris-
ing the quaternionic resolvent G. Indeed, setting τ = 1
reproduces the GUE case as the ”eigenvector part” van-
ishes in the large N limit. Although eigenvector and
eigenvalue parts in the Hamiltonian are decoupled, they
are coupled by the initial condition. The presence of
the τ part is actually spoiling the rotational symmetry
of the Ginibre ensemble and reproduces the ellipse, as
easily seen from solving the corresponding HJ equations.
The signs in front of the ”kinetic” terms are also impor-
tant. The positive ”masses” 1/τ are responsible for the
oscillatory critical behavior at the wavefront (Airy oscil-
lations), whereas negative ”mass” equal to −1/2 in front
of the kinetic term |pw|2 is responsible for smooth critical
behavior at the edge of the spectrum of the erfc type.
The Ginibre case τ = 0 clearly demonstrates, that the
whole evolution of eigenvalues and eigenvectors is solely
driven by the w dynamics, and in this simplest non-
normal case, by the Chalker-Mehlig left-right eigenvec-
tor correlator. Explicitly, the HJ equations read p˙w = 0,
w˙ = −pw and form equations along characteristic lines
reproducing recent result [27].
Along the solution of the HJ equation, H, τ2p
2, τ2 p¯
2 and
|pw|2 are constants of motion, since the corresponding
Poisson brackets vanish. We stress here the crucial dy-
namics of eigenvectors, which is a generic feature of non-
normal random matrix models. In our opinion, an at-
tempt to understand the dynamics of non-normal matrix
models solely on the basis of the evolution of (complex)
eigenvalues resembles the Plato’s cave allegory. Studies
of eigenvalues of non-normal matrix models are like the
studies of the shadows on the wall (z-plane), whereas the
true dynamics takes plane in a broader space (z, w). In
this aspect we challenge the traditional spectral paradigm
of random matrix models. This observation explains per-
haps the puzzle, why even in the simplest case of the com-
plex Ginibre ensemble, exact Langevin equations were
written only very recently [28, 29], in contrast to the Her-
mitian case, where they were formulated by Dyson [30]
already in the 60’s. Ironically, the crucial left-right eigen-
vector correlator for the case of Ginibre ensemble, which,
as shown above, drives the evolution of the ensemble, was
explicitly calculated by Chalker and Mehlig almost half a
century after the seminal, spectral result by Ginibre [31].
The special class of non-normal operators is repre-
sented by the so-called bi-unitary ensembles, the spec-
trum of which is symmetric with respect to the angular
variable on the complex plane and is described by the
single-ring theorem [33–35]. In such a case the generic
form of the R transform simplifies to [36]
R = A(−|w|2)
(
0 −w¯
w 0
)
(13)
where the scalar function A is a generating function for
cumulants in bi-unitary models. The generic form of the
4Hamiltonian reads therefore
H =
∫ P
0
Tr (R(Q)dQ) =
∫ −|pw|2
0
A(x)dx. (14)
The explicit form of A is known for several ensembles,
including product of Ginibre’s, induced Ginibre or trun-
cated unitaries [36]. Before mentioned Ginibre ensemble
is the simplest bi-unitary ensemble, since A = 1 and∫
Adx = x, reproducing earlier formula.
HJ equations for multiplicative evolution. Interest-
ingly, similar concepts of HJ evolution can be applied
to the multiplicative matricial random walks. The sim-
plest case is the unitary diffusion Ut =
∏M
j=1 exp i
√
δtHj
where Hj are independent large Hermitian matrices with
second moment finite and put here for simplicity to 1.
Continuous version of such spectral random walk is de-
fined in the limit
√
δt→ 0,M →∞,Mδt = t fixed. Since
unitary matrices are normal, eigenvectors and eigenval-
ues decouple. As eigenvalues of Ut lie on the unit circle, it
is convenient to investigate their phases λi(t) = exp iθi(t)
and consider a potential which respects the 2π periodicity
of the phase
φ(θ, t) =
1
N
〈
N∑
i=1
∑
k∈Z
ln(θ − θi(t) + 2kπ)
〉
. (15)
In this case, the evolution resembles an additive case,
modulo that the principal Hamilton function has to take
into account the periodicity of the angular variable. The
conjugate momentum ∂θφ ≡ J , is obtained by noticing
the series expansion of the cotangent
J(θ) =
1
2
∫ pi
−pi
cot
(θ − ϕ)
2
ρ(ϕ)dϕ. (16)
The Burgers equation reads ∂tJ + J∂θJ = 0 [37] or,
equivalently, H = J
2
2 . This example, where the unitary
evolution is represented by the canonical pair (angle θ,
angular momentum J) for free rotator is not academic.
In the case when time is represented by the area of the
string, such evolution is equivalent to Migdal-Makeenko
loop equations in two-dimensional, large N Yang-Mills
theory, as shown already by Durhuus and Olesen long
time ago and the collision of the wavefronts is represented
as weak coupling-strong coupling (order-disorder) phase
transition in large N Yang-Mills theory [6, 7, 38]. Inter-
estingly, the same problem can be formulated in z = eiθ
variable [39] where the principal Hamilton function is
given again by the log of the characteristic determinant,
but the resulting Hamiltonian is less trivial and reads
H = − 12z2p2 + 12zp.
The generalization of the above case to non-normal
evolution Xt =
∏M
j=1 exp
√
δtHj is highly nontrivial,
since the product of two Hermitian matrices is usu-
ally non-Hermitian, so eigenvectors enter non-trivially
into the evolution process. Again, such a problem is
not academic, since, first, it represents the archetype
of multiplicative Brownian random walks of large non-
commuting matrices [40]; second, represents a general-
ization of the Wilson loop to the case of supersymmet-
ric Yang-Mills theories [41]. Like its unitary analogue,
such evolution also develops a structural phase transi-
tion manifested by the change of topology in the support
of complex eigenvalues [40–42]. This topological phase
transition does not depend on the type of Hj and work
in both Hermitian (GUE) and non-Hermitian (Ginibre)
cases. Despite that the shape of the boundary was ex-
plicitly calculated for Ginibre case in [40, 41], under-
standing of the spectral density was beyond the reach
of mathematical methods available at that time. Only
very recently, explicit spectral formulae were calculated
by [16, 17], using the formalism of the partial differential
equations of the HJ type. Somehow conservatively, the
authors concentrated on the spectral evolution, but their
Hamiltonian, when rephrased in our language of (z, w)
variables, reads explicitly
H =
r
2
pr
(
1 +
|z|2 − r2
2r
pr − 2(zp+ z¯p¯)
)
, (17)
where r = |w| is the radial coordinate and pr its conju-
gate momentum. Clearly, the evolution is driven pri-
mary by the w evolution (eigenvectors), coupled non-
trivially to the z-evolution (eigenvalues). The fact that
such a complicated system was able to be integrated
exactly [16, 17], gives strong credit to Arnold’s state-
ment, that HJ formalism is perhaps the most powerful
method known for the exact integration of Hamilton equa-
tions [47]. Interestingly, the HJ equation can be applied
to the singular value problem of the above evolution,
where spectra are real and decoupled from the eigenvec-
tors, with the result H
XtX
†
t
= z2p2 − zp, i.e. identical to
the Hamiltonian for the unitary diffusion, modulo factor
−1/2. The corresponding HJ equations for both ensem-
bles differ only by replacing time t in unitary diffusion
by time t→ −t/2 for singular values evolution, pointing
at some a priori unexpected dualities between these two
models. Such model (XtX
†
t ) has also practical applica-
tions, in particular in the study of trainability of residual
neural networks [48].
Asymptotics of Harish-Chandra-Itzykson-Zuber
(HCIZ) integral. Finally, presented formalism offers an
appealing way to study the asymptotics of the celebrated
HCIZ [43, 44] integral:
IHCIZ =
∫
dUe
β
2
NTrUAU†B, (18)
for fixed matrices A,B and parameter β encoding
whether integral is over unitary β = 2 or orthogo-
nal matrices β = 1. Main contribution to large N
asymptotic integral [45] is the Euler-type action S =
1
2
∫ 1
0
dt
∫
dx
[
µ2 + pi
2
3 ρ
2
]
with ”fluid” density ρ and mo-
mentum profile µ evaluated at a solution with specified
5both initial t = 0 and final t = 1 densities ρA, ρB of
matrices A,B. By varying action S we find a recurring
Burgers’ equation ∂th + h∂zh = 0 for complex solution
h = µ + iπρ combining both density ρ and momentum
µ. Contrary to previous cases, we look for solutions h
obeying boundary conditions Imh(t = 0) = πρA and
Imh(t = 1) = πρB . Such an approach, while elegant,
was of limited use to solve either special cases [46] or as
a method of indirect generation of solutions [45].
Our approach of finding proper solutions h has two
parts – first find the density ρ, then solve for a match-
ing velocity µ. The first step is described as a HJ
problem where the dynamics Yt is a matricial Brown-
ian bridge with both initial Y0 = A and final matrices
Y1 = B specified. For an effective potential φ(z, α, t) =
1
N
〈log det(z − Yt + αB)〉 where α→ 0 limit recreates the
usual principal Hamilton function, the Hamiltonian reads
Hbridge =
1
2
p2 +
1
1− t [1− zp− (α− 1)pα] , (19)
where, besides the z, p pair, an auxiliary coordinate α
and momentum pα is present. Moreover, Hbridge is no
longer conserved along the motion due to explicit time-
dependence. Hamilton equations, after α → 0 limit,
result in an implicit equation for the resolvent G =
GBr (z − t(1− t)G) with GBr(z) = 1NTr 1z−(1−t)A−tB .
While, by construction, the limits t → 0, 1 recreate cor-
rect densities, resolvent G is not a solution to the Burg-
ers equation for h where the mismatch begins in a non-
physical velocity profile. The resolvent G is decomposed
into real and imaginary parts G = iπρ + Hρ related by
the Hilbert transform and dependent only on density ρ.
The resolvent h consists in turn of two arbitrary functions
which points toward the second step of our approach –
use one of the Euler equations to find the velocity profile
µmatching to the density ρ found by solving Hamiltonian
system (19):
∂tµ+ µ∂xµ =
π2
2
∂x(ρ
2). (20)
Once µ is found, action S is evaluated on matched pair
µ, ρ resulting in asymptotics of the HCIZ integral.
We demonstrate the method on the simplest example
of zero matrices A = B = 0. Boundary resolvent reads
GBr(z0) = 1/z0 and the density is simply a semicircle law
ρ(x, t) = 12pit(1−t)
√
4t(1− t)− x2. Plugging it into (20)
results in an external field term pi
2
2 ∂x(ρ
2) = − t
2
f
4t2(tf−t)2
x.
Solving (20) for µ with the method of characteristics re-
sults in µ(x, t) = 2t−12t(1−t)x. Although the above example
only recreates the results of [46], approach by the HJ
equation is general and does not require any guess-work.
It provides a principled way of studying asymptotics
of Berezin-Karpelevich integrals where similar hydrody-
namic description was found [49] and non-Hermitian ana-
logues of (generally unknown) HCIZ-type integrals.
Summary. We have proposed to apply the Hamilton-
Jacobi dualism between the Lagrange-Euler description
(based on trajectories) and the Hamilton description
(based on wavefronts) in the context of large N random
matrix models.We have transferred the optical analogy
between the Fermat principle and the Huygens principle
to the realm of large random matrices. Such a scheme of-
fers an inspiring perspective for merging several physical
concepts from classical mechanics, optics, hydrodynam-
ics and statistical physics with advanced mathematical
methods of random matrix theory. Since the most inter-
esting phenomena in random matrix models (e.g. new
classes of universalities) occur mostly at the wavefronts
(boundaries of the spectral support, corresponding to
gradient catastrophes), the formalism which focuses on
such objects, is promising. The real advantage of this
formulation is visible at the level of non-normal mod-
els, where the proper identification of canonical ”coor-
dinates” and ”momenta” leads to complete treatment of
the evolution of both eigenvalues and the eigenvectors.
The resulting HJ equations represent a dimensional re-
duction of large N problems. The proposed formalism
allows also for rephrasing several open questions, like the
issue of large deviations in non-normal matrix models,
which we plan to expose in the sequel to this work.
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