Abstract. We study the smooth functions which are locally definable in an o-minimal expansion of the real exponential field with some additional smoothness conditions. Here, the local definability generalizes the subanalytic setting to more transcendental sets and functions. The focus is set on the locally definable diffeomorphisms between manifolds, for which we prove analogies to classical differential geometric results. Moreover, we investigate the relation between classical diffeomorphy and locally definable diffeomorphy.
Introduction
Let M denote an o-minimal expansion of the real numbers. In [9] , van den Dries and Miller introduced the notion of analytic-geometric category as a local version of o-minimal expansions of R an -the real field with restricted analytic functions, see [5] -and Shiota introduced the notion of X set and X function in [32] thereby developing a theory of X differential geometry. In a subsequent paper, we will follow van den Dries' and Miller's approach to local o-minimality. Here, we will follow Shiota's concept. In the following, definable always means definable in M with parameters in R. A sound introduction to o-minimal structures can be found in [4, 6, 9] .
A subset X of R n is called an S set if for every x ∈ R n there exists an open ball with center x whose intersection with X is definable. A continuous function is called an S function if its graph is an S set. If M is R an then the corresponding S sets and the S functions are precisely the subanalytic sets and the subanalytic functions. M. Shiota developed the fundamental theory of X sets and function in [32] . Both the collection of definable sets of an o-minimal structure and the collection of S sets satisfy the axioms of the X notation. Shiota included in [32] the study of topological and differential properties of the X geometry; in particular, he established differential topology for differentiable X manifolds and a class of X functions which satisfies certain boundedness conditions. His studies deal with C m manifolds and C m functions for finite m. In the present paper we discuss smooth S functions and manifolds for M being an o-minimal expansion of the real exponential field which additionally admits smooth cell decomposition (see Section 2) . Our particular focus is set on smooth approximation and smooth diffeomorphisms. The fundamental differential geometric properties of these o-minimal structures have been investigated by the author in [14] , and here we will study a local version of them. Though the X notation is already established we prefer our notation that we consider to be easier to work with.
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In the second section, we briefly recall the basics of o-minimality and the X notation, and we recall several results to which we refer throughout the paper.
In the third section, we commence the study of S functions. There is a crucial difference between o-minimal geometry and S geometry, namely, the projection of an S set is not necessarily an S set. This leads to several algebraic problems, because, in general, sums, products and compositions of S functions are not S functions. The largest class of S functions which is closed under this operations are the uniform S functions; that is, functions which map bounded sets on bounded sets. (These are those functions for which Shiota established X differential topology.) In fact we obtain a category whose objects and morphisms are the S sets and the uniform S functions, respectively. Despite their algebraic amenities, the uniform S functions have some crucial disadvantage. The S notation is a local o-minimal concept so that for a definable set A, it is desirable that all definable function on A are considered in the corresponding local setting. This motivates us to extend our studies to strongly locally definable functions, in short S sld functions. This class of functions can be described as the localization of the uniform S functions by the strictly positive uniform S functions, and we discuss some basic properties of these functions.
The main result of the forth section is the smooth approximation of differentiable S sld functions with respect to an appropriate topology. This topology allows us to study the smooth uniform S diffeomorphisms. As immediate applications we obtain the existence of smooth S partition of unity and separation of closed S sets.
Differential topological methods do not apply to S sld functions because, in general, compositions of such functions are not even S functions. In the fifth section we will study S sld diffeomorphisms and their smoothening. There, we also prove that the smooth uniform S functions on a closed smooth S manifold are dense in the differentiable functions with respect to the classical Whitney topology.
The different notions of diffeomorphisms gives rise to consider different concepts of diffeomorphism classes, and we will do so in the sixth section. There we include cardinality questions of diffeomorphism classes of S manifolds.
To obtain a better understanding of the relation between the set of S diffeomorphisms and C m diffeomorphisms, compositions of S functions must be studied. In the final seventh section we explore sums and compositions of S functions. Both operations generate a larger class of functions assigned to the S functions, namely the locally definable functions. We discuss some differential topological properties of these functions and show how to construct them from the S sld functions and from the S functions.
2. O-minimal structures and the X notation 2.1. O-minimal structures. A subset X of R n is semialgebraic if X is the solution of a finite family of real polynomial inequalities. A function is called semialgebraic if its graph is semialgebraic. A sound introduction to semialgebraic geometry is provided by [3] . We recall the definition of an o-minimal strucutre expanding the real numbers. The structure axioms (S1) to (S3) allow us to perform the basic set theoretical operations, addition, multiplication, and they guarantee the definability of the order relation. They additionally imply that compositions of definable functions are again definable, and that images and preimages of definable sets under definable functions are definable. These facts can be found in [4, 6, 9] .
Thus, an o-minimal structure defines a category. The objects are the definable sets and the morphisms the definable functions.
However, many powerful classical techniques and methods cannot be applied, as they do not preserve definability. In particular, integration and limits of convergent sequences of functions lead out of the category. To by-pass the uselessness of these techniques, an o-minimal structure also satisfies the o-minimality axiom (O). In the presence of the axioms (S1) to (S3), axiom (O) implies what Grothendieck claimed for a category to be tame, see [17] , and it provides us with powerful geometric tools.
Examples of o-minimal structures.
The collection of semialgebraic sets forms the o-minimal structure R. In this structure, definable is usually replaced by semialgebraic. The reference [3] provides a sound introduction to semialgebraic geometry, and in [29] we find a comprehensive study of semialgebraic differential geometry.
If F is a collection of functions whose domain is some R n , where n may vary from function to function. Then M, F is the smallest structure (that is, the smallest collection of sets satisfying axioms (S1) to (S3)) in which all sets definable in M and all graphs of the functions from F are definable.
An important example is the structure R an consisting of all globally subanalytic sets, also known as the real field with restricted analytic functions, see [5] . Let F n consist of all functions f :
We will be interested in expansion of the real exponential field R exp := R, {exp} . A. Wilkie proved that this structure is o-minimal, see [36] and [37] .
The structure R an expands to the o-minimal structure R an,exp , see [8] , by expanding R an by the graph of the exponential function, that is R an,exp = R an , {exp} .
Speissegger proved in [34] that the Pfaffian closure of an o-minimal structure is again o-minimal. Further examples of o-minimal structures were generated in [2, 10, 19, 21, 27, 28] .
2.3.
Local definability and X-notation. We first introduce our terminology of S sets and S functions. In the following, let M be a fixed o-minimal structure. Similar to structures, finite unions and intersections as well as complements of S sets are S sets again. Moreover, if A is a bounded S set, then A is definable.
The collection of all S sets satisfies Shiota's axioms for X sets, see [32] . We first recall them now.
Let X be a family of subsets of Euclidean spaces which satisfies the following axioms.
Axiom (i) : Every algebraic set in any Euclidean space is an element of X.
n is an element of X and p : R n → R m is a linear map such that the restriction of p to X is proper, then p(X) is an element of X. Axiom (iv): If X ⊂ R and X ∈ X, then each point of X has a neighbourhood in X which is a finite union of points and intervals. Axiom (v) : Let X ⊂ R n such that at each point x of R n there is a ball B with center x such that B ∩ X is en element of X, then X is an element of X. An X set is set which belongs to X and an X function is a continuous map between X sets whose graph is an X set.
It is evident that S sets satisfy axioms (i), (ii), (iv) and (v). Axiom (iii) is seen as follows. If A ⊂ R n is an S set and p : R n → R m is a linear map such that the restriction of p to X is proper, then for any ball B, the intersection
This allows us to use many facts which Shiota established in [32, section II.1 and II.5]. We use the S notation because it is simpler to deal with and more elegant.
2.4.
Smooth Cell decomposition. In our context, the rather technical definition of cell decomposition is not required, and we refer the reader to [9] [21] an o-minimal structure that does not admit C ∞ cell decomposition. However, most known o-minimal expansions of the real numbers admit at least C ∞ cell decomposition, many of them even analytic cell decomposition. The Pfaffian closure of an o-minimal structure preserves analytic cell decomposition, cf. [22] . Both R an and R exp admit analytic cell decomposition and so do all the substructures of their Pfaffian closures. The o-minimal expansions constructed in [8, 10, 19] 
Extend df x to a map from R n to R k by composing it with the orthogonal projection R n → T x M and denote the resulting map from M to R nk by Df . Then, the map (f, Df ) :
To simplify notation, we write To obtain the o-minimal version of the Whitney topology we first note that the tangent mapping of a definable C 1 manifold is definable. So let M ⊂ R n and N ⊂ R m be definable C m manifolds, and let There exist several versions of the concept of closed manifold. Here, a submanifold M of M is called closed if the underlying set of M is closed in M . If M is not given, then the underlying set of M is assumed to be closed in some R n .
For a continuous function
Let M ⊂ M be a closed submanifold, then the restriction mappings
Suppose that M , N and P ⊂ R p are definable C m submanifolds, and that h :
Smooth o-minimal approximation. In this section we make the general assumption that M is an o-minimal expansion of the real exponential field R exp which admits smooth cell decomposition.
In [14] , the following Theorem was proved. 
closed in U , and contains all non-smooth points of f , and if V is any definable open neighborhood of S, we may assume that g coincides with f outside of V .
Theorem 5.1 in [14] is a version of Theorem 2.3 for functions between manifolds. But we need a slightly stronger statement than Theorem 5.1 in [14] . Our version here reads as follows. on Ω and F = g outside of W . The continuity of the restriction mapping res implies that F | M is close to f , if ε is chosen small enough. Moreover, by the choice of g,
is continuous. Take a sufficiently close definable smooth approximation g : M → U of f which coincides with f outside of V , and set h := r * (g). Note that h is smooth, that h is close to f , and that ρ = id on M . Then h = f outside of V .
As an application of this theorem we obtain the following fundamental result about the definable diffeomorphism between smooth definable manifolds. 
Strongly locally definable functions

Basic properties. In this introducing section, we fix an arbitrary o-minimal structure and its corresponding collection of S sets.
In subanalytic geometry it is a well known fact that if f and g are subanalytic functions such that f maps bounded sets on bounded sets and g • f is defined, then g • f is a subanalytic function. Shiota generalized this fact to the X notion. We will often use this boundedness condition, thus we give the following definition.
The notion of uniform S function provides us with a sufficiently flexible class of S functions. In particular, we are able to perform to usual operations with uniform S functions, such as sum and product, without leaving this class. We abbreviate uniform C m S function by S m u function. Very important examples of uniform S functions are linear projections, polynomials and Lipschitz continuous S functions. Notice that the identity function is uniform. This enables us to define a category which we call the S-category. Its objects are the S sets and its morphisms are the uniform S functions.
Notice that every S function f defined on a closed domain is an S u function, because continuous functions map compact sets on compact sets so that f maps bounded sets on bounded sets. Moreover, the C k -singular points of an S m u function is an S set, and partial derivatives of S Next we study the relation between uniform functions and strongly locally definable functions. Proof. Every uniform S function f restricted to any bounded definable set is definable so that f is strongly locally definable.
Thus, we obtain an immediate corollary. In contrast to S u functions we have the following closedness fact about the composition of S sld functions and definable functions. Proof. Suppose that U ⊂ R n . Let x ∈ R n . Then there is a ball B with center x such that f restricted to B ∩ U is definable. Hence g • f restricted to B ∩ U is definable.
Hence, since addition and multiplication are definable functions, the S sld functions form a ring. However, we cannot compose S sld functions, as the following proposition indicates.
Proof. Consider the definable function h :
is a bounded, periodic S ∞ function. In particular, we haveg(z) = 0 andg(
Since f is not uniform, there exists a bounded S set V of V , such that f (V ) is not bounded. Since V is definable, we may assume that V is even connected. Therefore, f (V ) is a connected unbounded set. We assume that g • f is an S function. Then g • f is a bounded S function so that its restriction to V is actually definable. Hence
is a definable set, and therefore it has only finitely many connected components. On the other hand, the set g| From an algebraic point of view, the S sld functions are not arbitrarily chosen. We can construct them from the S u functions as follows. 
is a strictly positive bounded S m function, and f g is a uniform S m function. So
Alternatively the ring of S sld functions satisfies the following maximality condition. 
Proof. By Proposition 3.8, the smallest algebra A satisfying the above axioms is S m sld (U, R). Let A be the largest among the algebras satisfying the above axioms. Let f ∈ A, then 1 + f 2 ∈ A, thus
This function is a bounded strictly positive S function, so it is uniform. Hence, the function 1 + f 2 is strongly locally definable, and so is f 2 . Using the identity
we see that f is an S m sld function.
Approximation of strongly locally definable functions
From now on we fix an o-minimal expansion M of R exp that admits smooth cell decomposition.
4.1.
Approximation. First we prove a local version of Theorem 2.3 for S sld functions, and then we discus some consequences. We shall prove the following theorem. Proof. For every a ∈ R n there exists an open ball B(a) with center a such that f restricted to B(a) ∩ U is definable. Select a locally finite collection of these balls, {B i ; i ∈ N} say, such that
We construct a sequence (f i ) i∈N : U → R of S m sld functions such that the following holds:
(a) the function
and
on U . Suppose, for instance, we have already constructed this sequence. Then we may set
since g is then a smooth function satisfying inequality (3), and g is an S function because of (d) and because the collection of the balls B i is locally finite.
Set B 0 = ∅ and let f 0 := f . Suppose now that f j is already constructed for j ≤ i − 1. Notice that f i−1 restricted to B i is a definable C m function. So the set of non-smooth points is contained in a definable subset A of B i ∩ U ∩ V , closed in U ∩ B i , of dimension less than n. Moreover, because of item (a), the function f i restricted to
is smooth, so that we may assume that
By Theorem 2.3 there is a definable smooth function h : 
and 
Then F satisfies the conclusion of the corollary. Evidently, if f is uniform, then F is uniform. While item (a) of the previous definition is quite natural we shall notice that item (b) implies that every S-cover is a locally finite cover, but item (b) cannot be replaced by locally finite cover. 
Let f : (0, 1) → R be given by
Then the functions f i := f | U i glue together to f and each of the f i is a continuous S function. However, the function f is not an S function. Notice that the cover consisting of the U i fails to be an S-cover at the origin.
However, smooth partition of unity for S functions holds when the locally finite cover is also an S-cover. As a consequence we obtain the following gluing property for S sld functions. 
Proof. For every i ∈ N let
V i := {x ∈ U i ; dist(x, U i \ ∪ j =i U j ) ≤ 3dist(x, M \ U i )} and W i := {x ∈ M ; dist(x, U i \ ∪ j =i U j ) ≥ 6dist(x, M \ U i )} Then V i
Diffeomorphisms
In this section we study several local versions of Theorem 2.5. In literature, see [32] , the study of S m diffeomorphisms is reduced to those for which either f or f
is a uniform function. One essential reason is that differential topological methods require classes of functions which are closed under compositions, and the uniform S functions are the largest class of S functions which are closed under composition.
Diffeomorphisms and uniform functions.
So we commence the study of S diffeomorphisms with the uniform diffeomorphisms. We fix a strictly positive integer m. To avoid confusions, we agree to the following denomination. In [32] , Shiota has developed the following differential topological results about uniform S diffeomorphisms. 
Proof. For every i ∈ N, there is a definable smooth retraction
Without loss of generality, we may assume that U i ⊂ B i+1 (0) \ B i−1 (0). Hence, the collection {U i ; i ∈ N} is an S-cover of the S set U := ∪ i∈N U i . By Proposition 4.9, there is an S ∞ u partition of unity on U subordinate to the sets U i , say φ i : U → [0, 1], for i ∈ N, and define ρ : U → M by
In some special cases, we can still use differential topological methods to obtain density results for S sld functions. We note the following corollary of Theorem 4.1. 
Select for every i ∈ N a definable continuous function
Then the function g 0 is an S m sld diffeomorphism which evidently satisfies the properties (a)-(d) for i = 0.
Suppose that g i−1 is constructed. By Theorem 2.5, there is definable 
Diffeomorphisms and closed manifolds.
We do not yet know any relation between C m diffeomorphisms and S m diffeomorphisms. In general, a C 1 diffeomorphism between S 1 manifolds does not imply that the manifolds are S 1 diffeomorphic. Here, we will prove the density of S N ) with respect to the Whitney topology if M is a closed S manifold . This is based on the following observation.
Remark 5.9. Suppose M is a closed S ∞ manifold. Then every continuous function f : M → R is uniform. If N is a further closed S ∞ manifold, then every diffeomorphism between them is bi-uniform. If both are compact this is trivial, and if both are non-compact, then, a diffeomorphism maps bounded sets on bounded sets, as compact sets are mapped on compact sets. The same holds for the inverse mapping.
Next we prove an approximation of arbitrary C m functions from R n to R by smooth uniform strongly locally R exp -definable functions with respect to the strong Whitney topology. For analytic functions, this is a classical result of H. Whitney. From the model-theoretic point of view, any analytic function f : R n → R is a smooth strongly locally R an -definable function. The structure R an expands R by infinitely many functions, while the real exponential field is obtained by expanding the real field only by the graph of the exponential function.
We shall prove the following theorem.
Proof. Select a smooth R exp -definable function ρ : R n → R which is strictly positive in (−3/4, 3/4) n and which vanishes outside of (−3/4, 3/4) n . For α ∈ Z n , let Q α ⊂ R n denote the closed cube with side length 3/2 and center α. Then each Q α intersects with 3 n − 1 other cubes Q β . Define for α ∈ Z n the functions φ α : R n → R by
.
Then the functions φ α form a partition of unity. Moreover, each φ α is R exp -definable and the support of φ α is Q α . Furthermore, there is an M > 0 such that for any α ∈ Z n , φ α m < M on R n . For every α ∈ Z n , we choose by the Weierstrass approximation theorem a polynomial p α such that
We note the following immediate corollary of Theorem 5.10.
This density also holds for closed manifolds. 
Diffeomorphism classes
In analogy to diffeomorphism classes in classical differential geometry we define diffeomorphism classes for S manifolds. We commence with uniform diffeomorphism classes. 
. We may assume that 0 ∈ M . Set M 0 := M , and φ −1 = id. Suppose now that for j ≤ i, the manifolds M j and for j < i the diffeomorphisms are constructed. 
is identity. Hence, by construction,
is a bi-uniform S m diffeomorphism and
As a consequence we obtain the following statements about S m u diffeomorphism classes. Proof. We construct a set of pairwise non-C 1 -diffeomorphic S ∞ manifolds which has the power of continuum. For n ∈ N, let Q n ⊂ R 2 denote the open square with vertices (n − 1, 0), (n − 1, 1), (n, 0) and (n, 1). For a sequence
we let Q s n be the square Q n from which we take off 2n+s n points. Let s, t ∈ {0, 1} N . Then 
N with s = t, the manifolds M s and M t are not diffeomorphic. So the map assigning to each s the diffeomorphism class containing M s is injective.
As {0, 1}
N has the power of continuum, the set of S ∞ u diffeomorphism classes has at least the power of continuum.
The proof of the previous proposition has shown more. Therefore we the following version of diffeomorphism classes. In the proof of Proposition 6.5 we have also proved the following corollary. 
2 denote the open cube with the vertices (n, 0), (n, 1), (n + 1, 0) and (n + 1, 1) minus n points. Set P n (0) = Q n and P n (1) = τ (Q n ) where
Then P n (1) and P n (0) are diffeomorphic, but P n (i) and P m (j) are not diffeomorphic for any choice of i and j and m = n. Therefore, if (s n ) n∈N , (t n ) n∈N ∈ {0, 1} N are different sequences, the S ∞ manifolds
In the final Section 8 we will be able to describe C m S diffeomorphism classes using only S m diffeomorphisms.
Sums and compositions of S functions
It is somewhat dissatisfying that a bounded open interval and the real line are not in the same S 1 u diffeomorphism class although they are definably diffeomorphic. In this section we study sums and compositions of S functions. Notice that, in general, neither a sum nor a composition of S functions is an S function. 7.1. Locally definable functions. To obtain a better understanding of this phenomenon, we use a weaker concept of locally definable function. It is evident that a closed locally definable set is an S set and, if M is a closed S set and f : M → R n is a continuous locally definable function, then f is actually an S u function. The locally definable functions are closed under composition of which we assure ourselves next. Proof. Let x ∈ M , and y = f (x). then there is an ε > 0 such that g restricted to B ε (y) ∩ N is a definable function. The continuity of f implies that there is a δ > 0 such that f (B δ (x)) ⊂ B ε (y). By a further shrinking of δ, we may assume that f restricted to B δ (x) is definable. Then g • f restricted to B δ (x) is definable.
An immediate consequence is the following corollary. For subanalytic functions we may note that any analytic function with subanalytic domain is the sum of two analytic subanalytic function. This has been shown in [16] . A finite sum of locally definable functions is again a locally definable function. Hence, a finite sum of S functions is a locally definable function. The previous corollary implies the following one. 
7.3. Compositions. In the subanalytic setting, every analytic function with subanalytic domain is the composition of two analytic subanalytic functions, see [15] .
In the present situation, one obtain a stronger version for the decomposition of locally definable smooth functions into compositions of smooth S sld functions. We shall prove the following theorem Since the composition of locally definable maps is again locally definable, and P is a closed set, the function ψ is an S m u function. Evidently
We obtain the following corollary about compositions of S m functions. Proof. By the proof of Theorem 7.8, both manifolds M and N are S m -diffeomorphic to closed S m manifolds P and Q, respectively. By Theorem 6.2, both P and Q are S m -diffeomorphic to closed smooth S manifolds R and S, respectively. Since R and S are C 1 -diffeomorphic, they are S ∞ u -diffeomorphic by Theorem 5.14. Hence, since compositions of locally definable functions are locally definable functions, the manifolds M and N are locally definably C m -diffeomorphic.
This leads to the following corollary. 
