Abstract. We give algorithms for linear and for general context matching and discuss how the performance in the general case can be improved through the use of information derived from approximations that can be computed in polynomial time. We investigate the complexity of context matching with respect to the stratification of variable occurrences, where our main results are that stratified context matching is NP-complete, but that stratified simultaneous monadic context matching is in P. SSMCM is equivalent to stratified simultaneous word matching. We also show that the linear and the Comon-restricted cases are in P and of time complexity O(n 3 ), and that varity 2 context matching, where variables occur at most twice, is NP-complete.
Introduction
Context matching extends first-order matching by the availability of context variables which may be instantiated by a context, that is a term with a hole. Standard first-order matching allows only (term) variables, variables that may be instantiated by a first-order term. While these are restricted to the leaves of a term and match only against complete subterms, context variables can occur as monadic operators anywhere inside a term and permit the matching to descend deeply in a single step. Context matching thus allows much more freedom in the selection of subterms, which may be of use, for example, for querying data that is available in the form of a large term, like XML documents. For example, we may wish to select the titles of all subsections in a certain section of an XML document. We can express this by the linear context matching problem
X (section("Symbolic Data", Y (subsection(y, z)))) = s,
where X and Y are context variables and y and z are first-order variables. Here each subsection of the section with title "Symbolic Data" will result in one solution of the matching problem with y bound to its title and z to its contents. More general queries to databases may be expressed as nonlinear but stratified context matching problems. For example, we might have a database db in a more flexible XML-like format like 3 ), nil))), nil))), where "." is a binary list constructor to encode variable arity. We can pick out the titles of the books of author a 1 with a query
X (book(Y (author(a 1 )))) = db ∧ X (book(Z (title(x)))) = db
by looking at the substitution for x. This query is stratified, because the two occurrences of X have the same prefix of context variables above them, which is empty here.
These two examples show that context matching can be used similarly to XPath [4] matching which is used in the XSLT transformation language [3] for XML documents, which was our initial motivation to start studying context matching. In the context of XML processing there are other proposed formalisms such as regular expression matching [15] that directly take into account the variable arity of XML by allowing regular expressions over arguments. In our context this could be simulated by using argument lists plus regular restrictions on the contexts that can be instantiated for a context variable. This would allow us both to separate the list used for emulating variable arity from other function symbols and to enforce the regular expression types. Technically such regular restrictions could be expressed by Comon's membership constraints [5] , [6] . We believe that the complexity results of this paper remain valid under the addition of such a restriction, however, we choose not to discuss it in detail to keep the presentation simple.
Another application area for matching techniques is term rewriting [1] . In standard term rewriting the rules are implicitly extended by allowing an arbitrary context above the matching position, and preserving this context over a rewrite step. In many situations more control is needed over the positions where rules are applied, which motivates, for example, strategies [2] . With context matching we can achieve improved control in a more declarative way by making the context explicit in the rules. A standard rewrite rule l ⇒ r would then become a transition rule X (l) ⇒ X (r ) that is applicable only at the root, and for finer control additional restrictions can be imposed on X , such as a sort discipline [5] or we may consider conditional rules whose conditions refer to X . Since stratified context unification is decidable [21] , [20] , Knuth-Bendix-like completion on rules with stratified contexts may be feasible, provided rules can be restricted in such a way that stratification is preserved and suitable termination orderings can be found. Logical calculi with context variables treated similar to a built-in theory [25] , [26] would also be an interesting application. Together with the regular restrictions mentioned above, this could be used for relations that, unlike equality, are sensitive to contexts, for example, order relations for which certain monotonicity laws hold.
In this paper we consider context matching both from a theoretical and from a practical point of view. On the theoretical side we try to establish a sharp boundary between problems in P and NP-complete problems. To this end we consider the following problems:
Stratified context matching (SCM): For each variable the paths from the root to its occurrences have the same sequence of context variables (its variable prefix). Simultaneous stratified monadic context matching (SSMCM): A stratified conjunction of equations that contains only monadic function symbols. This is equivalent to stratified word matching (SWM We show that LCM, SLCM and SSMCM are in P, while SCM and V2CM are NPcomplete. It is easily seen that context matching is in NP, hence its restrictions SCM and V2CM are in NP, too, and we need only prove NP-hardness.
On the practical side we give an algorithm for solving context matching problems using transformation rules. We also discuss how to reduce the search space of this algorithm by using sufficient criteria for finding corresponding positions. We give two criteria, one that approximates the problem by linearizing the variables, and another that derives a system of linear equations from the number of occurrences of function symbols.
General context matching was previously known to be NP-complete [22] . A context may be viewed as a linear second-order function with one argument, where the binder is left implicit and the hole is the single occurrence of the bound variable. Thus context matching is a restricted form of linear higher-order matching, which was shown to be NP-complete by de Groote [9] . Here linear means that only solutions where all functions are linear, i.e. contain each of their bound variables exactly once, are considered. This has been extended to the case where a bound variable may occur at most k times by Dougherty and Wierzbicki [10] , where NP-completeness holds for k = 1 and decidability for k ≥ 2. An algorithm for general second-order matching is given by Huet and Lang [16] . Curien et al. [8] give an algorithm for second-order matching that improves efficiency for the case of right-hand sides with many bound variables and few constants. Secondorder and third-order matching are NP-complete [7] , while fourth-order matching is decidable but NEXPTIME-hard [27] . For orders above four it is still open whether higher-order matching is decidable [11] . Recently Loader has shown that higher-order beta-matching is undecidable, but this does not imply anything about decidability of the beta-eta case [18] .
Hirata et al. [14] have studied the complexity landscape of the second-order matching problem with respect to several restrictions, i.e. number of second-order variables, number of occurrences of variables, ground, function-free, but not stratification.
Our interest for the stratified fragment has been motivated by the results on the decidability of stratified context unification [22] , [20] , [21] . Other fragments where unification is decidable are the varity 2 fragment [17] 1 and the two-context-variable fragment [23] , whose corresponding matching problems we also consider.
Preliminaries
We assume a fixed infinite set X of (individual) variables, a fixed infinite set C of context variables and a fixed set of function symbols of fixed arity. We use x, y, z for individual variables, X, Y, Z for context variables, a, b, c, d for constants and f, g, h for other function symbols.
Context terms (or just terms) are constructed from the variables and function symbols in the usual first-order way, where context variables are considered as monadic function symbols. A position in a term is a sequence of positive integers that indicates the arguments where one descends in a term to reach the position. For example, the a is at position 2.1 in f (b, g(a)) and f is at position ε, the root position.
A context is a term with a single occurrence of the special operator ✷, the hole. To emphasize that a term C is a context we write C [✷] A substitution is a mapping from individual variables to terms and from context variables to contexts, such that all but finitely many individual variables are mapped to themselves, and all but finitely many context variables are mapped to themselves applied to the hole. Substitutions are extended to terms as follows: A matching problem instance is a conjunction of matching equations, and the size of an instance is the number of function and variable symbols it contains. Two instances are equivalent if they have the same set of solutions. A matching problem is a set of instances, and the question for a given instance is whether it is solvable. We also call the left-hand sides of an instance the query and the right-hand sides the data. The query complexity (resp. the data complexity) of a matching problem, or an algorithm for it, is the complexity where only the query (resp. the data) varies and the data (resp. the query) is fixed. Proof. Let h be a function symbol of arity k ≥ 2.
(1) For a conjunction Proof. Replace the hole on both sides of the equation by a constant not occurring in the problem.
If we have an equation between multi-contexts, e.g. 
is stratified, X having the prefix X , Y the prefix XY , x the prefix XY x, Z the prefix XYZ and z the prefix XYZ z.
Example 4.
is not stratified, because X occurs with the variable prefixes X and Z X. Example 6. This example shows that there may be exponentially many incomparable solutions for a context matching problem, even in the linear monadic case that is included in all problems treated in this paper except for the k-context variable fragment. For simplicity we omit brackets, since all operators are monadic. Let the multi-context equation be
Since there is the same number of h's on both sides, the context variables can only match the g's, so there are two possible solutions for each pair X i , Y i of context variables:
Since the solutions can be combined independently, the number of solutions is 2 n , and thus exponential. Linear context matching is an interesting special case of context matching where variables can be regarded as wildcards for contexts. We can solve linear context matching problems by dynamic programming. We build a table which for every pair of a subterm s of the left-hand side and a subterm t of the right-hand side of the problem records whether s matches t. We assume that for every subterm we know whether there is a hole in it; this information can be computed in linear time. The table is built recursively from the bottom up:
• If s is an individual variable then the answer is yes if and only if there is no hole in t. • If s = X (s ) then the answer is yes if and only if s matches some subterm of t.
Let n be the size of the problem. We have O(n 2 ) table entries of constant size, and to compute each entry we need at most O(n) steps. Hence the algorithm uses O(n 3 ) time and O(n 2 ) space, and linear context matching is in P. Note that this would no longer hold if we were to allow variables for multi-contexts. Even though context matching is NP-hard in general, it is nevertheless interesting to develop practical algorithms for it, as we hope that many practically interesting instances will be solvable easily enough to be useful. We first give a general algorithm for context matching in this section, and then in the following sections modify and extend it to solve some easy cases more efficiently, and discuss the complexity of special cases of context matching.
A Transformation Algorithm for Context Matching
We give rules for context matching problems consisting of a conjunction of equations between multi-context terms whose right-hand side is ground. Rules are applied modulo associativity and commutativity (AC) of ∧ , i.e. ignoring the order of equations in a conjunction. When a rule fails it rewrites its left-hand side to ⊥. We first give don't-care nondeterministic rules that may be applied eagerly:
. . , t n ), f = g and m = n; otherwise fail.
Hole Decompose
Note that s ≈ t is an equation between multi-contexts, and that t can be computed in linear time.
Finally we need a don't-know nondeterministic rule that requires backtracking over all applications:
A context matching problem is in solved form if all its equations have the form x ≈ t or X [] ≈ C[] and each variable occurs at most once. There is an obvious one-to-one correspondence between solved forms and substitutions.
Example 7.
This example illustrates typical execution possibilities for the transformation algorithm for context matching. As an example consider the equation
We show two possibilities for an execution:
Variable Split:
Fail.
2.
We now prove the correctness of the algorithm.
Lemma 8. The don't-care nondeterministic rules preserve the set of solutions.
Proof. By inspection. We conclude that if none of the rules is applicable then the problem is in solved form.
Note that multi-contexts are converted into terms and contexts by the combination of Variable Split and Decompose, which eventually separates the holes occurring in parallel subterms. Due to the don't-know nondeterminism of Variable Split this is rather inefficient; we discuss a better method in Section 5.4.
Lemma 11. The application of rules terminates after at most O(n) steps.
Proof. This follows from Proposition 14 in the next section where we show termination with respect to an extended set of rules.
Theorem 12. The algorithm that applies the above don't-care nondeterministic rules eagerly and backtracks over Variable Split finds solved forms for all solutions of the context matching problem.
Due to the don't-know nondeterminism inherent in Variable Split this algorithm is exponential, and in particular it may produce exponentially many solutions. For certain special cases discussed below solvability will be decidable in polynomial time, while the number of solutions remains exponential in the worst case. If in these cases we are only interested in solvability and want to avoid exponential behavior due to the number of solutions we may remove equations x ≈ t and X [] ≈ C[] where x or X occurs only once in the problem.
It is interesting to compare the working of our rules with the rules Simplification, Imitation and Projection that are used in the more general higher-order cases [9] , [16] . Simplification is essentially a Decompose with respect to a function symbol, while Imitate and Project together correspond to Variable Split. Applied to context matching they would construct a context step by step, Imitation would add a function symbol at the bottom and Project would put in the hole. Eliminate and Merge are implicit in the handling of substitutions.
Curien et al. [8] consider a variant of the second-order matching algorithm that replaces the Imitate and Project rules by a rule FR that handles bigger contexts in a single application. They use occurrences of bound variables to limit the search space. In our setting this corresponds to the fact that holes must match, as holes can be seen as implicitly bound variables. This is one case where some of the don't-know nondeterminism leading to exponential time complexity can be avoided. We discuss this and other polynomial criteria in the next section.
Avoiding Search
We describe polynomial methods to detect corresponding positions in the left-and righthand side of match equations, and a method to exploit this information.
Corresponding Positions
Assume as given a context matching problem P, a match equation Note that s, s , t and t may be multi-contexts, and that we assume that the holes not mentioned are handled appropriately. Proof. As a measure we may take the sum of the number of function symbols and variables in the problem and the number of arguments of function symbols and variables not equal to a hole. The do not-care rules decrease the first term of the sum and do not increase the second, and the Split rules decrease the second term and preserve the first. Thus derivations terminate after at most O(n) steps. This implies that for such a problem there always exist corresponding positions, which is in general not the case. We continue by discussing methods to compute corresponding positions.
Using Linearization for Detection of Corresponding Positions
Given a match equation s ≈ t, we can test for unsolvability by linearizing the left-hand side: First make all variables (first-order and context variables) in s distinct, giving s. Then check s ≈ t using the method for linear context matching in Section 3. If this match equation is unsolvable, then, of course, s ≈ t is unsolvable. Since the solvability test for linear problems is implemented by dynamic programming, we can use it to detect corresponding positions by checking for rows or columns with a single entry. Since the linearization may enlarge the set of solutions this is only a sufficient criterion for corresponding positions.
Example 16. Given a match equation
we may approximate the search for a subterm matching f (· · ·) in the right-hand side t by searching for a subterm starting with f whose first argument has an occurrence of a g, whose second argument an occurrence of an h, etc. The linearization test covers exactly this intuition; it disregards that the positions of the sub-subterms are related by, for example, the nonlinear context variable Z .
Next we consider the number of function symbols but not their position, which is orthogonal to linear context matching.
Using Linear Equations for Detecting Corresponding Positions
where x j, f represents the number of occurrences of symbol f in σ (x j ) and x j is a firstorder or context variable. For every symbol f occurring in the context matching problem there is a system of linear integer equations
If the context matching problem P is solvable then for every f occurring in P the system of linear equations is solvable in the nonnegative integers, as a system of Diophantine equations. Deciding whether such a solution exists is NP-complete [13] , while it is possible to decide in polynomial time whether a solution in the integers exists [24] . Note that despite NP-completeness it may in practice still be useful to consider the Diophantine case for certain problem classes.
We can now use this necessary criterion for solvability to reduce the nondeterminism of the Split rules. We may try all splits for a fixed position in the left-hand (resp. righthand) side, and if there is only one position on the other side that leads to a solvable problem then the two are corresponding positions.
An interesting special case is that a symbol f occurs the same number of times on the left-and on the right-hand side, which implies that it does not occur in substitutions and x j, f = 0 for all j. In that case, if there is a solution at all, we can establish a one-to-one correspondence between symbols on the left and on the right and obtain corresponding positions.
We may also obtain more general partial solutions of the system of Diophantine equation that fix the number of symbol occurrences for certain variables, which may help to detect corresponding positions using more advanced algorithms.
Deriving New Corresponding Positions from Known Ones
If one of the methods in the previous paragraphs detects corresponding positions, then in general multi-contexts with two or more holes may be introduced. Instead of using the rules in Section 4 directly on multi-context equations, which requires the don't-know nondeterministic use of Variable Split, in this section we propose don't-care nondeterministic rules that can transform any multi-context equation into equations between multi-contexts with at most one hole. To this end we exploit that the root positions and the positions of corresponding holes always correspond trivially, and that correspondences between positions may imply new correspondences. For example, correspondences between positions propagate across function symbols, which together with the correspondence of holes leads to a don't-care rule that does bottom-up decomposition.
The effect of these rules in combination with the simplification rules in Section 4 will be a don't-care simplification such that the terms in the equations have at most one hole, and the hole can only occur in a subterm of the form X [].
Proposition 17. Let s ≈ t be a match equation, and let p s = p s .i and p t = p y . j be positions in s and t such that s has a function symbol f at p s . Then p s and p t are corresponding positions in s ≈ t if and only if p s and p t are corresponding positions and i = j.
We can use this property to decompose function symbols just above corresponding holes, by applying Split followed by Decompose at such a position:
After applying these rules exhaustively there will be only context variables immediately above holes on the left-hand side.
A more elaborate criterion allows us to eliminate multi-contexts with more than one hole.
Proposition 18. Let p s1 and p t1 and p s2 and p t2 be distinct pairs of corresponding positions in s ≈ t, and let p s be the longest common prefix of p s1 and p s2 and let p t be the longest common prefix of p t1 and p t2 . Then p s and p t are corresponding positions in s ≈ t.
So in particular the longest common prefixes of all holes in s and t are corresponding, and for two or more holes they are nontrivial. Since only function symbols can have holes in distinct arguments, there must be function symbols of arity ≥ 2 at these positions and we may again exploit this to derive a decompose rule: Here conditions (i) and (ii) ensure that the positions of f and g, respectively, are the outermost function symbols where the paths to the holes branch. Condition (iii) captures differences that will prevent a solution.
Applying the last two rules eagerly will remove all proper multi-contexts and leave only term and context equations: , f (b, f (c, gg✷)) ).
By the simple criterion that if a constant occurs exactly once both in the left-and in the right-hand side then its positions correspond, the two occurrences of b give us the corresponding positions 1.1 and 2.1. Application of the rule Split gives
where the equation b ≈ b can be eliminated by Decompose.
The longest common prefix of the positions of the two holes are corresponding positions, hence we can apply Multi-Context Decompose:
The rule Bottom Decompose now allows us to compute
directly, which immediately gives the solved system:
Stratified Context Matching Is NP-Complete

NAME: Stratified Context Matching (SCM) INSTANCE:
A stratified context matching problem instance P. QUESTION: Is P solvable?
We now continue with an investigation of the complexity of special cases of context matching, in particular stratified context matching in this section, and simultaneous stratified monadic context matching in the following section, which illuminate the boundary between polynomial and NP-complete cases.
To show NP-hardness of stratified context matching we reduce 3SAT to SCM. NAME: 3SAT INSTANCE: A finite set S of propositional clauses with exactly three literals. QUESTION: Is S satisfiable?
3SAT is known to be NP-complete [13] . , where every match represents a truth value. In the case of an active layer these matches select different subterms on the right-hand side for matching in lower layers, which allows us to test for satisfiability. In the bottom layer we need to distinguish the choices made in the layers above, in order to determine whether the clause is satisfied or not. We record the truth values of literals in clause c i in a string containing * in the jth position when there is no literal containing x j , 0 when there is a literal containing x j that is false under the chosen assignment, and 1 when there is a literal containing x j that is true under the chosen assignment. For the dummy equation we construct a satisfiable bottom layer, while for the other equations we chose a satisfiable bottom layer for a certain subterm only when the string leading to that subterm contains at least one 1, meaning that the clause is satisfied in this branch. Figure 1 gives the global structure of this encoding, and Figure 2 illustrates the internal workings of the gadgets.
To formalize this we recursively define Finally the stratified context matching problem P is
It remains to show that P has a solution if and only if the original instance of 3SAT is solvable. First we show that s i, j can only match t i,α for 1 ≤ i ≤ m and some α with j = |α|+1. This holds because there are the same number of f 's in the left-and in the right-hand side
. . . of the dummy equation, hence none can be matched by a context variable and the layers are separated. Furthermore, the main paths must proceed into the nontrivial subterms, as f does not match the constant c. We now consider a single layer in the dummy equation. There are two possible matches in layer j (see Figure 2 ): These are the only matches for a passive layer. Now let us look what happens in a positive active layer: In case (1) the next lower layer s i, j+1 is matched against t i,α1 , while in case (2) it is matched against t i,α0 . For a negative active layer it is vice versa. Hence a match of the form (1) corresponds to assigning true to the logical variable x j , and a match of the form (2) corresponds to assigning false to x j . Bearing this in mind we see that, at the leaves, α reflects the truth values of the literals in the clause. If these make the clause true, we have put the solvable matching problem a ≈ a at the leaf, otherwise the unsolvable a ≈ b. Hence each match corresponds to a satisfying truth assignment and vice versa.
If we look at the size of P we see that each right-hand side of an equation branches at most at three points, since each clause contains at most three distinct variables. This gives a factor of 2 3 = 8 but does not lead to exponential growth. The depth is proportional to the number of variables, and the number of equations to the number of clauses, hence the size of the context matching problem is quadratic in the size of the 3SAT instance.
We conclude that 3SAT can be reduced to SCM, and obtain:
Theorem 21. SCM is NP-complete.
Simultaneous Stratified Monadic Context Matching Is in P NAME: Simultaneous Stratified Monadic Context Matching (SSMCM) INSTANCE:
A stratified monadic context matching problem instance P. QUESTION: Is P solvable?
Simultaneous Stratified Monadic Context Matching (SSMCM) is context matching restricted to function symbols of arity at most 1. In this case conjunctions cannot be coded in a single equation, hence we allow them explicitly. We will show that SSMCM is in P. We may easily eliminate as unsolvable any problem containing an equation that has two distinct constants at the bottom of its left-and right-hand side, and assume from now on that all equations are context equations and have a hole at the bottom. In particular we replace an individual variable at the bottom of a left-hand side by a context variable applied to a hole. With these remarks it becomes obvious that SSMCM is equivalent to simultaneous stratified word matching, where the context variables become ordinary variables, the hole at the bottom is omitted, and where the prefix of a variable consists of all variables to its left plus itself. To simplify the notation we consider terms as words in the rest of this section. We write ε for the empty word.
The crucial property that leads to a polynomial algorithm in this case is that there are no branchings in the terms. For any equation w 1 X 1 · · · w n X n w n+1 ≈ w we know that a solution σ must satisfy |(X 1 · · · X n )σ | = |w| − |w 1 · · · w n w n+1 |, hence we call |w| − |w 1 · · · w n w n+1 | the substitution length of this equation. Equations with negative substitution length and conjunctions containing two equations with the same context variables but different substitution lengths are inconsistent.
We give a transformation algorithm to solve SSMCM that consists of simplification rules and a variable elimination rule that does the major work. The rules work bottom-up (right-to-left) and carefully merge possible instantiations of variables in order to stay within polynomial size.
We start by describing the form of a problem after exhaustive application of the simplification rules. Such a problem P is a conjunction of disjunctions of conjunctions of match equations. More precisely, it has the form P s 1 ∧ · · · ∧ P s n , where each P s i is a disjunction of conjunctions of equations such that the rightmost variables in the left-hand sides of equations in P s i all have the variable prefix s i . All the s i are distinct, but there may be conjuncts P s i and P s j such that s i is a proper prefix of s j . The number of variable prefixes is bounded by the number of variable prefixes in the initial problem, which in turn is bounded by the number of variables and hence the size of the problem. For each prefix s the conjunct P s has the form
where P s,i is a conjunction of equations whose substitution length is i. For the bound k we can use the largest substitution length in the initial problem, which is bounded by the size of the problem. Each conjunction P s,i is either ⊥, , or a conjunction of equations whose sides are prefixes of original equations that contain the variable prefix s. These are exactly those equations that contain the prefix s, and which do not contain a longer prefix that is still present in another disjunction.
This form includes simplified initial problems that are just a conjunction of equations. In this case the disjunctions each contain exactly one nonempty conjunction of equations with the same maximal prefix, and the other disjuncts for this prefix may be assumed to be ⊥.
The transformation algorithm consists of simplification rules that are applied eagerly anywhere inside the problem, where the Restricted Distributivity rule is only applied when no other simplification rule is applicable, and the Variable Elimination rule that is applied to a full disjunction and only when no simplification rule is applicable. The rules are iterated until one of the solved forms or ⊥ is obtained. Here rules are applied modulo associativity and commutativity of ∧ and ∨ , and failure again means rewriting to ⊥. The simplification rules are the rules for idempotency and the laws of true and false together with the following rules: Restricted Distributivity combines disjunctions whose variable prefix has become equal after Variable Elimination and keeps only conjunctions with consistent substitution length.
We say a problem is simplified if these rules have been applied exhaustively. Variable Elimination eliminates a rightmost context variable X by generating a disjunction of k +1 conjunctions from each original conjunction, where each conjunction corresponds to a possible length of the word substituted for X .
Variable Elimination
is a variable with maximal variable prefix s, k is the maximal substitution length in P s and t s, j is a suffix of length j in some right-hand side of P s,i .
A priori Variable Elimination can lead to a quadratic blowup of the disjunction at each step. However, as we argue below, simplification eliminates all but linearly many distinct conjunctions. Note that X having the maximal variable prefix s implies that X is the rightmost variable in the left-hand sides of equations in the disjunction P s,0 ∨ · · · ∨ P s,k and that X occurs nowhere else in the problem. Note also that we do not keep the bindings of the variables, as in general this results in an exponential number of solutions.
We observe that for an equation transformed by Bottom Decompose each side of the result is a prefix of the corresponding side of the original equation, and that the other simplification rules do not generate new equations. For Variable Elimination this is not true for the left-hand sides, as a word is substituted for the variable. However, simplification by Bottom Decompose removes this word, so Variable Elimination followed by eager simplification also preserves this prefix property, and hence it is preserved by the algorithm in general for simplified problems. Thus an equation in a simplified problem is completely determined by the initial equation it is derived from, its variable prefix and its substitution length. The last variable in the variable prefix determines the end of the left-hand side, and given the left-hand side the substitution length determines the length of the right-hand side.
Moreover, inner conjunctions are either eliminated completely by a failing rule, or they retain for each original equation of suitable variable prefix some corresponding equation in the conjunction. Since variable prefix and substitution length are fixed for each inner conjunction P s,i , an inner conjunction also contains at most one equation derived from some initial equation; if there were two then they would be identical and thus merged by idempotency for ∧ . Thus nontrivial inner conjunctions in a simplified problem are also determined by their variable prefix and their substitution length, and the O(n 2 ) conjunctions introduced by Proof. By inspection we see that the rules preserve solvability. For completeness we note that any equation without a variable at the end of its lefthand side can be simplified either by Delete or Substitution Length Clash 1 if one side is empty, or by Bottom Decompose otherwise. Restricted Distributivity will merge any two disjunctions with the same prefix. Variable Elimination is applicable to any nontrivial simplified problem. In particular, choosing k as the maximal substitution length of P s ensures that a sufficiently long right-hand side exists. Hence a rule applies to any problem that is not in solved form.
For termination we use the lexicographic combination of the number of variables, which takes care of Variable Elimination steps, the number of conjuncts in the top conjunction, which takes care of Restricted Distributivity steps, and the size of the problem for the other simplification rules.
To obtain a bound on time complexity we note that Restricted Distributivity only applies to at most two disjuncts with the same variable prefix, one pre-existing and one created by the preceding application of Variable Elimination. The other simplification rules all strictly decrease the number of symbols and thus lead to a linear number of rule applications, so they normalize this subproblem of size O(n 2 ) in O(n 2 ) steps. We get an overall bound of O(n 2 ) steps for exhaustively applying the simplification rules. There are O(n) variables and each variable is removed in O(n 2 ) steps, hence the derivation has at most length O(n 3 ). Although a single rule application may need linear time for finding a subproblem to which it is applicable, with suitable algorithms the cost of this over a derivation that is at least of linear length in the size of the problem will be linear in the length of the derivation, and hence not exceed time O(n 3 ). We thus obtain the following theorem:
Given a derivation, a solution can easily be extracted from the derivation.
Example 24.
As an example we consider the problem XfY = ff ∧ XZ = g with maximal substitution length 1. We obtain the following sequence of rule applications:
Other Complexity Results
Shared-Linear Context Matching Is in P
NAME: Shared-Linear Context Matching (SLCM) INSTANCE: A context matching problem instance P such that for each context variable all its occurrences are applied to the same term. QUESTION: Is P solvable?
A context matching problem instance is shared-linear for each context variable if all its occurrences are applied to the same term. This restriction has been introduced by Comon [5] , [6] , but without giving it a name. It is a special case of stratification. It implies that a fully shared graph representation of such a problem instance contains each context variable exactly once. We can apply the algorithm for the linear case, where we replace subterms by the corresponding sub-DAGs in the graph representation. This leads to the same time and space complexity, where n is taken to be the size of the graph. Varity 2 context matching (V2CM) is context matching restricted to the case where every context or individual variable may occur at most twice. The notion "varity of a term or formula" was introduced by Lynch and Morawska [19] , it is the maximal number of occurrences of a variable.
Theorem 25. V2CM is NP-complete.
Proof. By reduction of positive 1-IN-3-SAT [13] to V2CM. Truth values are represented by a for false and f (a) for true. The essential point is that n different individual variables can be set to the same truth value by a match equation (g(y i1 , ..., y in i )) ≈ h(g(a, ..., a), g( f (a), ..., f (a))) .
We use such an equation to obtain n i variables for each logical variable in the 1-IN-3-SAT instance, where n i is the number of times it occurs in the instance. Clauses are then represented by Z j (g(y i j1 , y i j2 , y i j3 )) ≈ h(g( f (a), a, a), g(a, f (a), a), g(a, a, f (a)) ), analogously to [22] . Here we use a different individual variable for each occurrence of a logical variable. Thus each individual variable occurs twice, once in a clause of the first type and once in a clause of the second type.
In fact, this uses only the subcase of V2CM where context variables are linear and individual variables occur at most twice. The same applies to the case where all individual variables have been replaced by context variables applied to some fixed constant. We also note that the g function symbols may be replaced by suitable iterations of a single function symbol of arity 2.
In the terminology of Hirata et al. [14] , who did not consider varity restrictions, the context matching problem constructed falls into UNARYPREDMATCHING, where UNARY restricts function variables to be unary (our contexts are always unary) and PRED forbids function variables below function variables. Hence this shows NP-completeness of UNARYPREDMATCHING with tightened varity bounds. The proof of Hirata et al. [14] shows NP-completeness of UNARYPREDMATCHING with varity 2 for function variables and unbounded varity for individual variables. The case with at most k context variables and an unbounded number of individual variables is trivially in P, because the value substituted for each context variable must be chosen from the subcontexts of the right-hand sides. A subcontext is defined by two positions in the right-hand side, one for the root of the subcontext and one for its hole below, which leads to at most O(n 2 ) subcontexts. After instantiating the context variables the remaining first-order matching problem is solvable in linear time, hence the k-context variable fragment is solvable in time O(n 2k ).
Corollary 26. The data complexity of any context matching problem is in P.
Thus we cannot construct an NP-complete context matching problem with a fixed lefthand side.
Conclusion and Further Work
A borderline case that is a strengthening of stratification remains open: Consider all the variable prefixes of variables in the problem, ordered by the prefix ordering. For a general stratified context matching problem the Hasse diagram for the prefix ordering forms a tree. In other words, this restricted linearly stratified case is defined by the property that there are no two different variables immediately below a context variable (ignoring function symbols). It is open whether stratified context matching problems with a linear prefix ordering are in P or NP-complete, or maybe even equivalent to the graph isomorphism problem. It remains to analyze context matching in terms of query and data complexity. We conjecture that deciding linear context matching has linear data complexity, as for a given linear left-hand side there is a tree automaton that accepts all matching right-hand sides.
From the point of view of applications it may be interesting to explore the case modulo associativity and/or commutativity. For example, it would be natural to replace the "." operator in the introductory example by an associative and/or commutative list constructor.
Parallelism constraints [12] are equivalent in power to context unification but perform better on certain linguistic problems. It could be interesting to consider a matching variant of this problem where the tree is given.
