Inversion of seismic data to elastic parameters is a known problem in the geophysics literature. We focus on the situation with a Gaussian a priori model for the elastic parameters, assuming isotropic medium. The model incorporates spatial dependence in inline-crossline and traveltime dimensions. Previous attempts at solving this problem in high dimension has largely involved linear models with stationary structure. In this paper we study inversion methods using a non-linear, quadratic approximation for the reflectivity model. The methods incorporate non-stationary prior and likelihood error models. In particular, we compare results for the linear and quadratic model without and with the stationary assumption. The computational routines required for the non-linear inversion scheme are based on ideas from numerical linear algebra. These are thoroughly investigated here, in our context of seismic amplitude versus angle inversion, defining starting positions that avoid unphysical optima and pre-conditioners required for large scale inversion. A parameter sweep over different noise level reveals where it may be advantageous to use a non-linear inversion.
I N T RO D U C T I O N
The inversion of seismic amplitude versus angle (AVA) data is relevant for petroleum exploration and production. One goal of the inversion is to extract the elastic parameters of the subsurface from the processed seismic AVA data, while incorporating a priori understanding of the geological conditions. Another important goal is to obtain the uncertainties of the inversion results, which allow decision making under uncertainty.
There are three modelling elements that have to be specified for doing seismic AVA inversion: (i) We need an AVA reflectivity model consisting of physical relations for the receiver responses, given the subsurface properties, see Aki & Richards (1980) . (ii) The statistical error model for these seismic AVA responses must be defined. Together, (i) and (ii) comprise what is called the likelihood model for the seismic AVA data. (iii) A prior model for the elastic parameters must be specified, enforcing solutions that are geologically representative. The prior and likelihood models define a Bayesian framework, where we have an associated, consistent, posterior distribution for the elastic parameters, given the seismic AVA data, see for example, Ulrych et al. (2001) and Malinverno & Briggs (2004) . Of course, it is critical to use realistic modelling assumptions in (i)-(iii) in order to get reliable results in the seismic AVA inversion.
The key issue in step (i) is the geophysical model for the seismic AVA reflectivity. We will focus on PP reflectivity for an isotropic medium. We compare the linear approximation of and the quadratic approximation developed in Stovas & Ursin (2003) . It is well known that the linearized version does not work so well for large angles, or for large contrasts in the elastic parameters at interfaces. One contribution of the current paper is to study the impact of linearized reflection models on the inversion results. Generalizing the descriptions of medium properties and to PS reflectivity (see e.g. Ursin & Tjaland 1996) would be possible within the methodological framework developed in this paper. Another important modelling aspect in step (ii) and (iii) is the structure imposed by the prior model and the error terms in the likelihood. In this paper, we will limit attention to Gaussian distributions for the prior on elastic parameters and for the error terms in the likelihood model. This modelling assumptions are not very restrictive since we allow non-stationarity in these Gaussian processes, that is, use varying mean or covariances for different locations in the 3-D model. We study how stationarity assumptions influence the inversion results.
When we use a linear reflectivity model, we get a Gaussian posterior distribution for the elastic parameters. For the quadratic reflectivity model, the posterior is not analytically available. The objective function may then contain multiple optima. In a similar way, we would get intractable posterior distributions if we imposed a non-Gaussian a priori model, or non-Gaussian error terms in the likelihood. This has for instance been used to obtain blocky inversion results, see for example, Farquharson & Oldenburg (1998) , Youzwishen & Sacchi (2006) and Theune, Jensas & Eidsvik (2010) . We show that flexible models can be constructed by staying within the Gaussian class, but incorporating non-stationarity.
Seismic data come in very high dimensions, often with observation counts of O(10 5 ) − O(10 9 ), depending on how they are processed and acquired. The effective dimension is not that large, because there is much smoothing of the data via the wavelet convolution, but nevertheless there are big computational challenges in handling the dimension. The statistical model and the numerical techniques, often intertwined, are constrained both in computational cost and in memory. In order to construct relevant solutions in 3-D, we therefore focus on sparsity both of the statistical model and the numerical techniques. The Gaussian processes are parametrized by sparse precision matrices (inverse covariance matrices), which lowers the storage requirements a lot. For factorizing the large sparse matrices involved we use techniques from numerical linear algebra, that provides recipes for fast matrix-vector multiplications.
Our focus in this paper is to identify the regions of noise-space where it may be advantageous to use the quadratic reflectivity model, and we study the impact of incorporating a specific type of non-stationarity in the model. The main contribution can be seen as an extension of Rabben et al. (2008) , who showed the effect of non-linearity in a 2-D model at an interface. We extend this approach to 3-D applications, and allow non-stationarity in the Gaussian models. One can also regard this paper as an extension of the 3-D linearized inversion of , where we now allow non-linearity and/or non-stationarity. One of the main challenges in this extension is the numerics required to obtain proper inversion. By extension, this is also a natural focus of this text.
In Section 2, we discuss the geophysical model for the seismic AVA reflectivity. Section 3 specifies our statistical modelling assumptions. The computational aspects, which become so important in massive 3-D seismic data sets, are presented in Section 4. We analyse and interpret numerical experiments in Section 5. In particular, we investigate both the 2 -error and ∞ -error in the inversion result. The 2 -error captures the mean performance over the entire field, but is unsuitable for assessing performance locally in a highcontrast layer. The ∞ -error is more appropriate for investigating possible performance gains when using a quadratic forward model, as it is in the high-contrast layer(s) we expect to gain the most. However, if this gain comes at a large expense in the 2 world, it may not be completely desirable.
AVA MODEL
General formulae for the seismic AVA reflections at an interface date back to Zoeppritz (1919) , and this topic is thoroughly presented in Aki & Richards (1980) . The relationships hold for different subsurface media, and for P-and S-wave incidence or reflections. Several approximate representations of these formulae have been presented in the literature. The seismic AVA model we adopt in this paper is primarily based on the one given in Rabben et al. (2008) . This model uses the quadratic approximation derived in Stovas & Ursin (2003) for the reflection coefficients in layered transversely isotropic viscoelastic media. Here, the seismic PP reflection coefficients, at an interface, and for incidence angle θ, are given by
where the relative differences of elastic parameters are,
Here the denotes differences at interfaces, that is, in the traveltime direction. The denominators represent the average properties at subsequent traveltimes. Hence, m 1 , m 2 , m 3 denotes the relative difference of P-impedance, S-impedance and density respectively. Moreover, γ denotes the background v S /v P -ratio, which is allowed to depend on depth. Of course, the elastic parameters m 1 , m 2 and m 3 depend on the position in the subsurface x (inline), y (crossline) and t (traveltime). It is possible to parametrize r PP in terms of other quantities as well, such as P-wave velocity, S-wave velocity and density, as is done in , but it is shown in Tarantola (1986) that it is more efficient to work with impedances. represent the seismic AVA data by
where w is a wavelet convolution operator working in the vertical direction, and 1 , 2 are wavelet convolved and independent error terms, respectively. We will work with the model (3) under different assumptions on 1 , 2 and r PP . Explicitly;
(i) if we drop all quadratic terms in (1), we are left with the corresponding linear model, and we compare this simplified model with the quadratic expression.
(ii) We investigate effects of the stationarity assumption on the error processes 1 , 2 .
In practice we collect the entire data set, for many angles and at many crossline, inline and depth coordinates, in a long vector d. The same holds for the elastic parameters m. In matrix-vector notation, our discretized model then reads
where q denotes the functional operation defined by (1), collected into a long vector over all interfaces for various traveltimes and for all seismic inline-crossline traces. Moreover, W denotes the discretized version of w in (3), m is discretized elastic parameters and 1 , 2 are vectors of noise components. If we use the linear reflection model in (1)-that is, the first line of the equation-we set q(m) ∼ Am, signifying the linearity by using a fixed matrix A that does not depend on m.
It is known that for large angles, and large relative differences in the elastic parameters, the linear model is insufficient for producing accurate response data (Aki & Richards 1980) . The quadratic approximation used here alleviates this to some extent (Stovas & Ursin 2003) .
In addition to this, we assume that we observe the elastic properties m directly from one or more well logs. This can be written by d 3 = Gm + 3 , where G simply picks out some coefficients of m, that is, G(i, j) = 1 when well observation i is a measurement of the elastic parameter indexed j. We will assume that 3 is small, that is, the well-log information gives almost exact knowledge about the elastic parameters.
STATISTICAL MODEL
Now, we assign distributions to the stochastic elements of the model, and study the impact on the posterior model under different reflection models. Explicitly, we will assume Gaussian distributions, that is,
The precision matrices, that is, the inverse covariance matrices, denoted Q, will depend on some statistical model parameters, but this is suppressed in the notation. Notably, the precision or covariances matrices include parameters that specify the measurement noise level-possibly depth dependent-and the a priori uncertainty in the elastic properties. In addition, the dependencies between the various elastic properties (P-, S-impedance and density) are represented in a parametric form. Finally, there is spatial dependence involved, stating that the parameters at one spatial location are closely related to the neighbouring parameters. We show below a recent, computationally convenient, approach for building a Gaussian model with 3-D spatial covariance covering the discretized domain of interest.
The modelling assumptions entail that the likelihood model, defining the conditional distribution of the observations given the parameters, is d − W q(m) ∼ N (0, Q −1 lik ). Using (4), and assuming independent 1 and 2 , we get a likelihood precision matrix given by
The resulting likelihood is denoted by p(d|m), while the prior model, p(m), is Gaussian defined in (5). The posterior model is then given by Bayes rule
This posterior is the key output from a Bayesian inversion of seismic AVA data. If a linear approximation Am is used in place of q(m). In this case, the posterior is Gaussian, and the mean or mode value is available in closed form. It might be computationally demanding to solve for the posterior mean, and not to mention the posterior variance, but in theory its form is known. If the quadratic model q(m) is used, the posterior is not available in closed form. One can still approximate the mode of the posterior by iterative methods. It is also possible to fit a Gaussian approximation by matching the curvature (second moment) at the mode. We discuss both approaches below. We will incorporate information obtained from the well log in the prior distribution for m, and use this for both the linear and nonlinear case. The derivation in the Appendix also gives guidance on how to incorporate this well log information into the prior. In this respect, the well log part is integrated through p(m) = p(m|d 3 ). The elastic properties near the well location are known quite accurately, while the well imposes almost no reduction in the uncertainty far from the well location. Correlations tend to decrease with data influence. The well information thus makes the prior model p(m) non-stationary, in terms of mean values, variances and correlations. This holds in both lateral and vertical directions. Table 1 summarizes the notation used in the statistical modelling of the seismic AVA data. In our construction the prior precision matrix Q m is very sparse (see below). This is necessary for our ability to store and solve the model with spatial dependence in three dimensions. The covariance model Q −1 m is not sparse but defined via a usual spatial covariance model. The precision matrix defines conditional dependence which is different. In our setting the likelihood precision matrices Q 1 and Q 2 are diagonal, but they need not be in a practical application, where dependence between angle gathers may be natural. One may also extend our current inputs to incorporate laterally varying noise levels in the data. Variance scale parameter of the non-structured noise terms.
Q lik
Likelihood precision of the seismic AVA data:
Inverse correlation matrix of the well log observations of elastic model parameters. (Well conditioning imposes non-stationarity in the model prior to seismic inversion.) σ 2 3 Likelihood variance (scale parameter) of the well log observations. (Well conditioning imposes non-stationarity in the model prior to seismic inversion.) μ m|d A posteriori mean of the elastic medium parameters.
Q m|d
A posteriori inverse correlation matrix of the elastic medium parameters.
Prior and likelihood modelling
The standard technique for prior and likelihood modelling in 3-D is the one given in . This technique puts some limitations on both the likelihood and prior structure, but provides an extremely fast and stable inversion algorithm due to its reliance on the fast Fourier transform (FFT). More explicitly, the assumption made is that
To facilitate this, the matrix A needs to have a fixed v S /v Pratio and Q m and Q lik need to be circulant and hence cannot depend on the position in the field. These assumptions made on the matrices are very strong, and in the following we will discuss our different approach taken here which allows more flexible modelling.
Until this point we have treated the elastic parameters and data quite generically, without going into details about dimensions. When defining the covariances or precisions properly, we require some more notation. Let the 3-D grid of seismic data be of size n x , n y and n t , which is most commonly related to the number of inlines, crosslines and the indexed traveltimes. The resolution of the grid may differ, and depends both on acquisition and processing. At each grid cell there are three elastic parameters (P-, S-impedance and density), and n θ observations for various angles. Our model specifications will rely on cellwise components, tracewise components and spatial dependence components.
For the likelihood terms, we assume that Q 1 and Q 2 are diagonal matrices. We set Q 2 = σ −2 2 I indicating independent measurement noise at the receiver end, and assume that the variance σ 2 2 is quite low compared with the wavelet convolved noise term. For Q 1 , representing the precision of the wavelet convolved noise, factors in the geophysical properties of the subsurface are propagated, and we therefore assume that this noise level increases with depth. The assumption leads to non-stationarities in the likelihood (and the posterior). The precision matrix Q 1 is built to decay with depth
where Q θ represents the (inverse of) the correlation between the reflection angles (assumed diagonal here), Q w induces the increasing variance with depth and P is a permutation matrix giving the wanted ordering of the inline, crossline and traveltime cells. The Kronecker product is represented by the symbol ⊗. We stress that it is not necessary to use the permutation explicitly, but rather access indices as needed during computation. In general, it is difficult to construct Q lik explicitly, and the most convenient representation of (6) depends on the structure of Q 1 and Q 2 . Setting Q θ = I, it is possible to write a computationally efficient expression for Q lik . First note that W = I n θ ·nx ·ny ⊗ W 0 , where W 0 is contains wavelets that are replicated for each trace. Moreover,
Now, with Q θ = I,
This gives
Since n t < 1000, it is easy to compute this inverse, which will be blocked and very sparse. For specifying the prior precision Q m , we use a variant of the framework developed in Lindgren et al. (2011) . More explicitly, we will assume that the prior is defined by the following separable system of stochastic partial differential equations (SPDE)
where s denotes a spatial location, M = (κ − ∇ · H∇) α/2 , wherein κ denotes the range parameter. Furthermore, H is a positive definite matrix, determining the anisotropy of the prior field, τ (s) is a scaling term, denotes elementwise multiplication and W i (s) is spatial Gaussian white noise. For the case where H is diagonal and κ does not vary spatially, the model reduces to (κ − ) α/2 m = W. Lindgren et al. (2011) show through a spectral argument how this model is equivalent to the common Matérn covariance function (Matérn 1960) for stationary spatial Gaussian fields
Here ς 2 is defines the marginal variance of the field, ν is a smoothness parameter and κ is a range parameter. K ν is a modified Bessel function of the second kind. The parameters in this model relates to the stationary SPDE model through
where d is the dimension of the field. Hence, α and ν govern the differentiability of the field. We will use Neumann boundary conditions for the differential equation, that is, that normal derivatives at the boundary are zero. This is a reasonable assumption for our model: when getting closer to the boundary, less information from the surrounding field is available for lending strength to the value of the parameter at that point in space.
Discretizing equation (12) gives a zero-mean realization m which has sparse precision matrix Q m , and we add the mean μ m to get the correct expected value in the prior. The resulting structure of Q m defines a Markov random field for the Gaussian process, where non-zero elements in Q m indicate neighbours on the defined neighbourhood for the 3-D lattice. The reason for using the SPDE formulation in (12) is to achieve a sparse precision matrix. As a result, the full matrix can be stored in compute memory. The covariance matrix (which is the inverse of the precision) defines a valid Matern covariance matrix for the elastic properties in 3-D, but this is not sparse and not useful for large-scale computing. A realization from the prior is given in Fig. 1 , where we see that the information from the well incorporated clearly at inline-crossline coordinates (16, 16).
Mode of the posterior
One goal of Bayesian inversion is to compute the mode of the posterior distribution in (7). When we use a linear approximation, both prior and likelihood exponents are quadratic forms in m, and the posterior distribution can be written explicitly with posterior precision matrix
since the prior for m is distributed as N (μ m , λ −2 Q −1 m ), and Q m is defined as in the previous section. Moreover, the posterior mean is
where
Even though this expression is in closed form, the posterior mean in (17) requires the solution to a very high-dimensional linear system of equations. Since the precision matrices are quite sparse, we benefit from using Krylov subspace methods here, such as conjugate gradients (CG), see below.
For the linear case the mean equals the mode because of symmetry. For the non-linear case, neither mean nor mode of the distribution can be determined explicitly. The posterior mode is defined bŷ
We solve for the posterior mode using iterative techniques. At each stage we solve a high-dimensional linear system similar to that in (17), where the matrix A and d are modified according to a linearization at the current value of the iterative scheme. Computational details are provided below.
Marginal variances of the posterior
Another important goal of Bayesian inversion is to assess the uncertainty in the elastic parameters. It is natural to look at the marginal variances at each site-that is, the diagonal entries of Q −1 m|d . Since we are in the precision domain, these are not explicitly availablecontrary to the situation where modelling is through covariance functions. We therefore need a way to extract these from the posterior precision matrix. In the linear case, this is merely Q m|d as in (16). In the non-linear case, the matrix A is replaced by Dq(m) mthat is, the derivative of q at the mode, and we then have a proper surrogate for the posterior precision.
In order to compute the marginal variances, we adopt the strategy described in Tang & Saad (2010) with the modification of Aune et al. (2013b) . Let be elementwise division. Then, the diagonal elements of the precision matrix are approximated by
where v j are so-called probing vectors and u j = Q −1 m|d v j . These v j s are chosen by doing a k-distance colouring of the graph induced by Q m|d , and setting, for colour i, v
where f = ±1 with probability 1/2 for each value. The number of probing vectors, N, depends heavily on the basis choice and spatial correlation length induced by Q m|d but it is usually moderate, say N = 100, which is much smaller than the number of elements in v j . The equation Q m|d u j = v j must again be solved by a Krylov method in order to keep the memory requirements low enough. For more details, see Aune et al. (2013b) .
Instead of focusing on the marginal variances, we could also generate realizations from the joint posterior model, see Aune et al. (2013a) .
Wavelet parametrization and estimation
So far we have treated all statistical model parameters as fixed (including the wavelet operator). The specification is discussed further in Section 4. Here, we introduce a parsimonious, yet quite flexible, wavelet parametrization. First, assume that ψ is a symmetric, smooth wavelet; that is, that lim t → ∞ (1 + |t| α )ψ(t) = 0 for α > 0 and that R ψ(t)dt = 0. Now, let g be smooth, bounded with sup t h(t) = B and antisymmetric. Set h = g 2b + 1/2, and let w = ψ · h, then w is a skewed wavelet.
An example of a parametrization of this kind is given as follows. Let ψ n be the nth Hermite function and let g = erf, then we get the following parametrization
where s governs the skewness, a governs scale, v governs dilation and p position of the wavelet. Commonly well logs are combined with seismic AVA data at the well location to perform estimate the wavelet. Suppose we have both seismic AVA and well data, and we assume the relative noise level, σ 2 3 , in the well log is miniscule. Then, we define the objective function by the absolute residual
where d θ seism is the seismic AVA data along the well at angle θ , q θ is the forward reflection coefficient model for angle θ, w θ is the discretized wavelet for angle θ and denotes discrete convolution in time. The wavelet, w θ , depends implicitly on the parameters in (20). The objective function, θ , is non-linear with multiple local maxima, so we cannot expect that starting Newton iterations from an arbitrary starting position will yield a global maximum. To remedy this, we make a Sobol sequence (Bratley & Fox 1988) to have a low-discrepancy sequence of starting positions. The discrepancy of a set P = {s 1 , s 2 , . . . , s n } ⊂ R 5 is given by
where μ is 5-D Lebesgue measure, A(B; P) is the number of points in P that falls into B and J is the set of all 5-D boxes. Hence, a sequence has low discrepancy if the number of points falling in an arbitrary box is close to proportional to to the measure of that box.
Having a low discrepancy sequence should leave at least one point in each region of convexity of the parameter space. After that, we perform (Quasi) Newton iterations on each starting position and at the end, choose the one which minimizes θ . In our synthetic case below, the wavelets are recovered with high precision using this automatized fitting procedure.
We mention that in general, it may be advantageous to leave one well out for prediction purposes and cross-validation to see the performance of the prediction using the other wells for estimating the wavelet.
C O M P U TAT I O N A L M E T H O D S A N D C H A L L E N G E S
When we use the linear likelihood model, the inversion for the elastic parameters entails a solving the linear system
It is also a linear least squares problem-maybe an ill-conditioned one-easily treated by the methods in Björck (1996) .
In order to invert for the elastic parameters, the hyperparameters κ 2 , σ 2 1 , σ 2 2 and σ 2 3 must be specified. Estimation of these parameters may be done in any way that is convenient for latent Gaussian model-for the quadratic model, no modification is needed. Typically, they can be estimated by maximum likelihood procedures, or, more generally, by Monte Carlo sampling. For Gaussian models, these matters are treated in for example, Rasmussen & Wiliams (2006) , Rue & Held (2005) and Cressie & Wikle (2011) . Typically, procedures reminiscent of the EM algorithm (Dempster et al. 1977) can be used for estimation. In our treatment, these estimates are not the matters of interest-rather, we would like to see how different regimes of the parameters may affect a possible superiority of using the quadratic model over the linear one. Therefore, the parameters σ Table 1 ). The range parameter, κ 2 , is estimated from the well and identifies an effective correlation range of about five grid nodes, corresponding to κ 2 = 0.046. We use the same a priori correlation in the lateral direction, but this could be changed based on for instance geological assumptions about the continuity of stratigraphic layers, see for example, Aune & Simpson (2012) . The well log data variance σ 2 3 is set to a very low level, meaning that the well data are almost exact. Recall that the likelihood precision may decrease with depth. The diagonal entries of Q 1 are so that four times larger for the deepest grid nodes than for the shallowest, with a linear increase.
For estimating the wavelet, we use the approach described in Section 3.4, with Hermite functions as building blocks. In Fig. 2 , we see what these estimates look like in common real-data situation, and the parametrization gives reasonable flexibility.
Before going into details, it is convenient to specify the variable ordering of our discretization scheme; it is naturally easy to go from one ordering to another through specific permutation matrices. However, to fix our notation for Kronecker-type operations, we specify it here. In discretizing, we sample regularly in the x, y, t, leaving us with x i , i = 1, . . . , n x , y j , j = 1, . . . , n y , t k , k = 1, . . . , n t , where n x , n y , n t are O(10 2 ). Discretizing the angles, θ i , comes naturally from the different incident angles of the data collected. Typically n θ is less than 10. We arrange the three elastic variables in a long vector m with ordering from northwest to southeast nodes, for subsequent traveltimes. The AVA data d are ordered in the same way.
Linear inversion
Central to the outlined seismic AVA inversion are efficient iterative solvers for linear systems. That is, how to solve Q m|d m = d mod . The method of choice is highly dependent on the structure of the posterior precision. In our context this matrix is sparse and with varying structure properties.
It is possible to define a stationary approximation to the model discussed in the previous sections. If we let the prior precision be stationary, which in our setting means that we do not incorporate the precision modification at the well location, let the v S /v P -ratio be constant for the entire field, let the wavelet be symmetric, and do not let the error model depend on depth, then we have a completely stationary model. In this setting, if we wrap our matrices at the edges, leading to a periodic boundary, we obtain a circulant approximation to Q m|d in (17). For such circulant matrices, all computations can be done using the FFT (Gray 2006) . In this particular case, the inversion is of O(n log n), and this is the main advantage for using a stationary model.
In the non-stationary linear case, the natural domain is iterative solvers for the corresponding linear system. These typically use the matrix vector product Q m|d v or some modification of that multiple times for different v S in each iteration, and there are several options to choose from, going from the usual Gauss-Seidel iterations, through multigrid methods to Krylov methods. An overview of all these can be found in Saad (2003) , with further references. We focus on Krylov methods-a suite of methods that are very general and require only the matrix vector product Q m|d v in each iteration for pursuing the solution.
The essence of Krylov methods is the following: build a Krylov subspace, defined by
with r 0 = d − Qx 0 , where x 0 is an initial guess of the solution. Now project the solution of Qm = d onto this subspace. The most widespread and known Krylov method is the CG method, first published in Hestenes & Stiefel (1952) . This method, can be used directly for solving (17) to find the posterior mean using the normal equations. There are, however, Krylov methods that may be better suited for least squares problems of this sort-in particular, the LSQR-method (Paige & Saunders 1982) , which has better convergence properties than using the normal equations directly, mainly coming from a condition number argument.
Non-linear inversion
For the non-linear case, the situation is a bit different. In this case, we can define the following objective function
where in general f (η) involves the determinant quantities of the model matrices and the prior distribution for the hyperparameters, η. A vital issue with this model is that the objective function may be multimodal. We will abuse notation (m) = (m, η), whenever η is treated as fixed. In order to find arg max m (m), we need to compute its gradient. We have the following partial derivatives, needed to compute the Jacobian of q(m)
It is important to note that the Jacobian, Dq(m) T = A T in the linear case and hence only needs to be populated once. For the non-linear case, it changes for each iteration and it becomes too expensive to populate the matrix each time, and hence we only compute its action on a vector.
The gradient of the objective funcion is
Now, to employ a Newton-Krylov type method to solve this optimization problem, we would also need the Hessian matrix, H(m) = D 2 (m). However, it is possible to overcome this challenge by using an inexact Hessian matrix vector product. We use the finite difference approximation as in Kelley (1999) ,
where h is the step-length for the finite difference approximation, and p is the direction in which this finite difference is computed. It is also possible to use a complex-step derivative approximation, if greater accuracy is needed. This is given by
where Im takes out the imaginary part in the expression, and i denotes the imaginary unit. In this expression, h can be set extremely low, say h = 10 −300 in order to achieve very high accuracy. This can be done since no subtractive cancellation occurs. The expression is, however, more computationally demanding than the usual finite differences. The first of these is faster and the preferred inexact method when the condition number of the resulting system is not too large. This depends on the total noise level of the process.
For the non-linear case, Krylov methods enter in a natural way. In the classical Newton algorithm (see e.g. Kelley 1999; Nocedal & Wright 2006) , the linear system,
must be solved for each outer iteration. Here k is denotes the kth outer iteration and p k is the kth search direction. In our case, the exact Hessian is not available, and we use the approximate Hessian matrix vector product, (30), in the Krylov method. Additionally, it is sufficient to let
to get a convergent algorithm. Methods based on this criterion are called inexact Newton algorithms. See Kelley (1999) and Nocedal & Wright (2006) for an overview of their properties. The Krylov method of choice in the inner iterations could be both the CG algorithm, based on the 'local' normal equations, or a more sophisticated LSQR algorithm. In our computations, we have used the CG method.
The objective function, (m), is inherently multimodal for small λ 2 . To see this, simply initiate a Newton algorithm with a random starting vector and see how the norm of the gradient quickly goes to zero and does not yield the vector m * that generated d. In Fig. 3 , we see an example of this. It occurs because as a multivariate quartic polynomial, (m) may have several optima in some of its variables. Our hopes lie in the following: that our starting vector, generated from the linear approximation is in the domain of attraction of the physical solution to the optimization problem. Additionally, our prior for m convexifies the the optimization problem and helps in identifying the correct solution. We note that neither of these strategies guarantee that we find the correct optimum.
Comparing the 3-D model presented here to the 2-D problem treated in Rabben et al. (2008) , we observe that the introduction of the wavelet dramatically increases the condition number of the system over that in Rabben et al. (2008) . Without a very good pre-conditioner, full inversion with estimation of hyperparameters both in the forward model and precision matrices is infeasible.
Pre-conditioners
One of the most important aspect of getting a non-linear inversion problem of this type to work on a large scale is the availability of adaptive pre-conditioners for the Krylov-step in the optimization algorithm. Potential pre-conditioners for a system related to the one defined by (25) will need to adapt to changing m, need to be fast to compute, and need to approximate the inverse of the sum of two matrices, M ≈ (F + Q m ) −1 | mcur , in each iteration, where M is the pre-conditioner. F in this case is either
, where differentiation is taken with respect to the current value of m. Note that the usual BFGS-type Newton scheme (see, e.g. Nocedal & Wright 2006 ) is too demanding in this application since the computational demands for approximate Hessians are infeasible.
Candidates that are feasible for our systems are ones based on operator splitting and ones based on the discrete cosine transform (DCT). For the splitting approach, the pre-conditioner has the following form:
where p defines some pre-conditioning operation on the respective matrices and γ is a tuning parameter. By construction F has a structure that makes it easy to approximate F −1/2 b quickly and explicitly, and Q m is very close to being diagonalized by the DCT, since the discrete Laplacian with Neumann boundaries is diagonalized by this transform. In practice, it is hard to get this split pre-conditioner to work on our system.
Another possibility is to use a DCT-type pre-conditioner on both matrices simultaneously, but this is highly dependent on how F reacts to such pre-conditioners. In this case, we approximate the full operator F + Q m by c(F + Q m ) = c(F) + c( Q m ), where c denotes the optimal DCT pre-conditioner. The optimal DCT preconditioner is defined by c(F) = arg min B∈B F − B F , where B is the n-dimensional space of matrices diagonalizable by the DCT, and · F is the Frobenius norm. A method to construct this preconditioner is described in Chan et al. (1999) . The method described therein extends to 3-D in the obvious way. We are then left with the eigenvalue matrices for the operators c(F) and c( Q m ), denoted by −1 C T , where C denotes the DCT matrix. In practice, this is computed in sequence by the fast 3-D DCT. This pre-conditioner is also easy to split, if that is required for the Krylov method in question. Our experience is that this pre-conditioner works well for the problem we investigate, and it is our default choice.
In order to apply the pre-conditioners on the non-linear system, updating of the pre-conditioners must be feasible. In practice, it may be sufficient to update the operator once in a while in the outer iterations of the Krylov-Newton method.
N U M E R I C A L R E S U LT S
In this section we compute and compare posterior estimates for m for different models. For testing potential performance, we use the following specifications for the physical model:
(i) Low relative differences in elastic parameters and small angles.
(ii) Low relative differences in elastic parameters and large angles.
(iii) One jump with high relative differences in elastic parameters and small angles.
(iv) One jump with high relative differences in elastic parameters and large angles.
Here, the small angles are given by θ small = (5, 10, 25) and large angles are given by θ large = (10, 25, 35). The maximum absolute value of relative differences where we have low relative differences is |m low max | = 0.375, and for high relative differences, |m high max | = 0.812. We invert for elastic parameters using three different strategies (iii) Quadratic model.
The data is generated from the quadratic model with nonstationarity for all test cases, and we present the results as follows. We start by examining the noiseless inversion case to demonstrate its potential, but keep in mind the multimodality of the objective function it induces (Fig. 3) . We do the same for the non-stationary model. Thereafter, we give inversion results for the quadratic model and its differences from the linear model using noisy data to illustrate what we actually get-we do the same for the linear nonstationary model and its stationary approximation. To conclude, we give parameter sweeps of inversions using different noise levels to see potential gains from using a quadratic or non-stationary model over their respective counterparts. We do not sweep for the simplest case where we have low relative differences and small angles in the quadratic versus linear nor stationary versus non-stationary case.
Inversion examples-quadratic versus linear and stationary versus non-stationary
The noiseless model gives a standard (non-linear) least-squares problem. The reason for considering the noiseless model is the following: in order to assess what potential benefits for using a more complex model in the noisy case, it is useful to see what happens in the noiseless case. The data in this case is generated without the noise components. The performance criteria are relative differences in the 2 -norm and the ∞ -norm. We depict this in Fig. 4 , where the true parameters are on the left-hand side, and the difference between those coming from a quadratic and a linear inversion on the right-hand side, where time-east is on the upper panel and eastwest on the lower. In the noiseless case, the non-linear inversion procedure recovers the parameters exactly-as expected. In Fig. 5 , we show the actual linear and quadratic inversion results that gives the difference results in Fig. 4 (right-hand panel) .
To a large extent, the linear approximation recognises the truth, but the linear inversion result is a bit too smooth and fails to capture the extreme values.
We also include a noiseless inversion for the non-stationary versus stationary case for small angles and low contrasts. Fig. 6 depicts deviations from the truth, and it is clearly seen that the stationary approximation is worse than the non-stationary one, albeit not very much worse.
We give several visualizations in the noisy case, and we summarize the models in Table 2 . In all the figures, the left-hand panels give inversion results for the more sophisticated model, that is, quadratic when the quadratic model is compared to the full linear one, and the full linear one when this is compared to the stationary one. In the right-hand panel, the difference in inversion results is shown, that is, the inversion results of the more sophisticated model minus the results for the less sophisticated one.
In Fig. 7 , where we have small angles and low contrasts, the inversion results are very close to one another. Throughout, differences tend to be largest where the contrasts are high: compare for instance Figs 8 and 9.
In Fig. 10 , we see results for one layer with high contrasts and relatively large angles. The same trends as from the noiseless inversion is apparent here-in the high contrast layer, the differences are high, while in the other areas, the inversion results are virtually identical. Obviously, the effects from the prior comes into play, giving smoother images than for the noiseless case. In the subsequent figures, we see that the large differences in inversion results come where there are large contrasts.
Comparing the differences between inversion results in the stationary versus non-stationary case (Fig. 11) , we see that there are differences in the inversion results, but they are not localized only at interfaces. We have a tendency to have large differences (right-hand part of Fig. 11) where the non-stationary results are more extreme.
For completeness, we include marginal variance estimates for the quadratic model at the mode, and its corresponding linear model in the case where we have large angles and high contrasts. The estimates are given in Fig. 12 . Here we clearly see that the marginal variance estimates are affected by the estimated parameters in the quadratic model, while it is essentially unchanged in the linear one. In particular, the highest contrast layer, which is in middle of the left-hand part of the figure, seem to have lower variance when using quadratic inversion.
Parameter sweep
In order to identify where the non-linear model yields superior estimates to that of the linear one, we employ a parameter sweep over the two components, σ 2 1 , σ 2 2 . With increasing noise levels, we expect the prior information to dominate. For very low noise levels, however, the non-linear model should yield superior estimates. This is done for the four scenarios discussed in the previous section. 
These two quantities are the relative mismatch in 2 -and ∞ -norm. Here, m contains the elastic parameters used for data generation, where the data is generated using the quadratic model. Moreover, m lin andm quad are estimated parameters using the linear modelling assumption and quadratic modelling assumption, respectively.
In our sweep, we estimate parameters from scenarios where the noisy data is essentially indistinguishable from noiseless data, to scenarios where the noiseless data is very different from that with noise. The two noise components are defined with levels (σ The figures for low contrasts and large angles are Figs 13 and 14. In the top display of the first figure, we see that for 2 -loss, the quadratic inversion gives a smoother pictures, with lower errors at high noise levels which is counter-intuitive to what we would expect. We cannot give any good explanation for this behaviour. For ∞ -loss, the situation is more along what we would expect, with better predictions in the low-noise region.
In Figs 15 and 16, we also have some erratic behaviour in the 2 case, where we have some islands where the quadratic inversion does much better for moderate noise levels. In the ∞ case, the expected behaviour in the low noise region is seen, with quadratic inversion being better than the linear one. The quadratic inversion for ∞ -loss also produces quite a smooth error landscape, while the 2 is less smooth. In Figs 17 and 18 the sweeps are shown, for large contrasts and angles. This is the scenario in which we expect to gain the most from using the quadratic approximations in (1). In the upper lefthand corner of the two norm comparisons, the noise level is so low that the quadratic approximation is much better than the linear one, but this quickly changes as the noise levels increase. However, for the large contrasts, there is a rather large region on the left-hand part of Figs 17 and 18 that gives better predictions for the quadratic approximation than the linear one. This is the critical area that determines whether it may be worth doing the extra work required. We believe this is situation dependent. In most cases, however, the predictions have similar accuracy, and we gain nothing by using the more intricate approximation. Of all the three sweeps, this one seems to be the one that correspond to our expectations the most.
In Figs 19 and 20, the relative improvement on using the nonstationary model over the stationary one is illustrated. Recall, that the non-stationarity is introduced in the prior precision at the well locations and in the likelihood through increasing variances with traveltime. Here, we see that essentially, the non-stationary one is better-especially for the ∞ -norm, but as the noise levels increase, they perform similarly. The non-stationarity included in this model is not very severe, so this observation is not surprising, but for a more tailored one, for example, the one that is described in Aune & Simpson (2012) , the results may be more diverse.
D I S C U S S I O N A N D C O N C L U S I O N
The linear and quadratic models have been compared throughout this text for seismic AVA inversion in 3-D. Our formulation allows the inclusion of non-stationary Gaussian processes in the prior model or for the likelihood noise terms. This gives added flexibility over the current state of the art. It is important to use more general, non-linear and non-stationary models in 3-D Bayesian inversion of seismic AVA data. It is, however, difficult to give an unanimous conclusion on using these models. Each has its own merit, and which to use depends very much on what is the goal of the inversion. Stationary inversion is extremely fast, and can easily be used on huge data sets, and the non-stationary model discussed here can be almost as fast with the use of appropriate pre-conditioners. The timing is about 45 min for a full assessment of posterior mean and marginal posterior variances.
Inversion using the quadratic forward model is much slower than when using the linear non-stationary one, and needs as input an inversion from the linear non-stationary one in order to get consistent estimates, that is, converging to the correct optimum. On the other hand, it may give better estimates of high-contrast interfaces, and even overall better estimates in general, depending on the noise levels. Optimally, we would like to retain the speed of inversion using the linear non-stationary model and perhaps add local information from the quadratic model in specific areas of the subsurface. A potential candidate for this is to essentially use the non-stationary linear model everywhere, and extract high-contrast interfaces from this inversion and refine the inversion at these high contrast interfaces using the non-linear quadratic model. This is highly motivated by Figs 7-10, where we see that differences in inversion results using the respective models are local only, located at high contrast interfaces. The boundary conditions in this case should facilitate compatibility with the linear model, so that the inversion is consistent. We believe that future research on non-linear AVA inversion should focus on this aspect. In this modelling framework, there are new important aspects to consider. How can we incorporate the linear inversion results into the non-linear one? Should we use it as initial conditions for a Newton method or use it as a pseudo-prior. If we use this inversion result as some pseudo-prior, what sort of boundary and mixing conditions should we use, and what precision matrix?
A point that is worth addressing is the summary of the performance of one inversion model over another. In this paper, we proposed using a parameter sweep and thereafter to look at some relative error estimate over another. As we at best expect local improvements of one model over another, it is worth asking if there are other performance criteria that are better suited for this comparison. Of course, the ∞ -norm performance gives in a sense a maximal local comparison criterion, but one could imagine taking out highcontrast interfaces and looking at some average there. This strategy is, of course, hard to automate and requires a lot of manual input.
An advantage of the parameter sweep is that when estimating hyperparameters, one can immediately identify whether it is any point in doing any further inversion-if the estimated σ 2 1 , σ 2 2 lie in an area in which non-linear inversion gives no benefit over the linear one, the natural choice is, naturally, to only do a linear one. Unfortunately, this may be field dependent, and appropriate sweeps should be made for each case study.
Overall, we believe that this work highlights both difficulties and benefits from using the different models we have addressed.
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