We develop an ordinary least squares estimator of the long memory parameter from a fractionally integrated process that is an alternative to the Geweke P orter-Hudak estimator. Using the wavelet transform from a fractionally integrated process, we establish a log-linear relationship between the wavelet coecients' variance and the scaling parameter equal to the long memory parameter. This log-linear relationship yields a consistent ordinary least squares estimator of the long memory parameter when the wavelet coecients' population variance is replaced by their sample variance. We derive the small sample bias and variance of the ordinary least squares estimator and test it against the Geweke P orter-Hudak estimator and the McCoy W alden maximum likelihood wavelet estimator by conducting a numb e r o f M o n te Carlo experiments. Based upon the criterion of choosing the estimator which minimizes the mean squared error, the wavelet OLS approach was superior to the Geweke Porter-Hudak estimator, but inferior to the McCoy W alden wavelet estimator for the processes simulated. However, given the simplicity of programming and running the wavelet OLS estimator and its statistical inference of the long memory parameter we feel the general practitioner will be attracted to wavelet OLS estimator.
Introduction
Wavelet analysis is a relatively new development in the area of applied mathematics that has recently received the attention of statisticians [Donoho and Johnstone (1994) , (1995a), (1995b), Donoho, et.al. (1995) , Percival (1995) and McCoy and Walden (1996) ]. The mathematical theory of wavelets has existed for over half a century, but only recently has its many dierent strains been pulled together and given the name wavelets. 1 For our purpose, wavelets were rst used in time series analysis by seismologists to provide a time dimension to nonstationary seismic signals that Fourier analysis lacked [Morlet (1983) ]. The generality and strong results of the wavelet quickly made it useful in other scientic areas, enriching each discipline with its unique combination of mathematics and applications.
By design the wavelet's strength rests in its ability to simultaneously localize a process in time and scale. At high scales, the wavelet has a small centralized time support enabling it to focus in on short lived time phenomena like a singularity point. At low scales, the wavelet has a large time support allowing it to identify long periodic behavior. By moving from low to high scales, the wavelet zooms in on a process's behavior at a point in time, identifying singularities, jumps and cusps. Alternatively, the wavelet can zoom out to reveal the long, smooth features of a series [Mallat and Zhong (1992) , Mallat and Hwang (1992) and Wang (1995) ].
Scientists in diverse elds have observed time series where observations that are far apart (in time or space) were correlated too strongly to be modeled as independent data or classical autoregressive, moving average models (ARMA). This concept of long memory has grown rapidly and can befound in a broad scattering of elds such as agronomy, astronomy, chemistry, engineering, environmental sciences, geosciences, hydrology, mathematics, physics and statistics. Even in its infancy among economists, long memory has been applied to a numberof economic and nancial time series. For example, real gross national product [Sowell (1992b) , Diebold and Rudebusch (1991) ], interest rates [ Backus and Zin (1993) ], consumer and wholesale price indices [Baillie et al. (1996) , Hassler and Wolters (1995) ], stock market returns [Ding, et al. (1993) ], stock market prices [Lo (1991) prices [Baillie and Bollerslev (1994) ] and exchange rates [Cheung (1993) ] have all had long memory ideas applied to them.
The empirical presence of long memory is found in the persistence of the autocorrelations. This slow decay b y the autocorrelations is not consistent with either the stationary, short-memory, ARMA models, nor the non-stationary, unit root models. Instead, long memory falls nicely in between these two knife-edge approaches. The drawback is the dense covariance matrix it creates, i.e., a large matrix with few zero elements. This dense matrix makes calculation of the exact maximum likelihood function (MLE) impossible for large data sets since inversion of the long memory's covariance matrix is an exhaustive task, requiring on the order of cubed numerical operations.
Using the logarithmic decay a long memory process's autocovariance function, we show that a log-linear relationship exists between the variance of the wavelet coecient from the long memory process and its scale equal to the long memory parameter. This loglinear relationship lends itself nicely to the estimation of the long memory parameter of a fractional integrated process known as the fractional dierencing parameter. We show that the wavelet OLS estimator yields a consistent estimator of the fractional dierencing parameter.
In a heuristic manner, McCoy and Walden (1996) have shown the existence of this loglinear relationship between the wavelet coecients' variance and its scale, but they show it graphically with a plot of log 2 of the sample variance of the wavelet coecients from a long memory process against the log 2 of the frequency and compare it to the log 2 of the process's power spectrum. McCoy and Walden use this log-linear relationship to calculate the maximum likelihood estimator of the fractional dierencing parameter (MW estimator). By using only the wavelet coecients' variance and ignoring their correlation, McCoy and Walden implicitly assume that the wavelet coecients' covariance between scale and time are insignicantly dierent from zero, i.e., the wavelet coecients are independent over time and scale. Hence, the MW estimator amounts to an approximate maximum likelihood estimator, the precision of which is dependent on how rapidly the wavelet coecients' autocovariance function decays as the dierence in scale and time increases.
The estimator of the fractional dierencing parameter most often used is the Geweke, Porter-Hudak (1983) [GPH] estimator. The GPH utilizes a nonparametric approach which regresses the log values of the periodogram on the log Fourier frequencies to estimate the fractional dierencing parameter. However, due to the inconsistency of the periodogram as an estimator of the spectrum [Priestley (1992) p. 425], and the normalized periodogram being neither asymptotically independent nor identically distributed [Hurvich and Beltrao (1993) , and Robinson (1995) ], the GPH estimator has no satisfactory asymptotic properties.
Besides the GPH, the other estimators of the fractional dierencing parameter that exist calculate either the exact or approximate maximum likelihood estimator of the fractional dierencing parameter. Although the statistical properties of the MLE are well known, their calculation is computationally intensive, suering from the burden of inverting a dense covariance matrix at each iteration of the numerical optimization algorithm [Deriche and Tewk (1993) , Li and McLeod (1986) ], or are approximations of the likelihood function in frequency space [McCoy and Walden (1996) , Fox and Taqqu (1986) ]. An additional problem associated with the maximum likelihood approaches is their sensitivity to misidentied short memory parameters [Schmidt and Tschernig (1995) ]. Unlike the MLEs, the GPH and wavelet OLS estimator do not require the inversion of the covariance matrix, nor the parameterization of the short memory parameters. Hence, they are easier to implement and take fewer cycles to compute.
In Section 2 we provide a brief theoretical background of the wavelet. 2 In Section 3, we dene the particular long memory process we are interested in. We then establish in Section 4 the log-linear relationship between the variance of the wavelet coecient and its scale, and provide some of the asymptotic properties of the wavelet OLS estimator of the long memory parameter. Lastly, in Section 5 we conduct a Monte Carlo simulation to determine the robustness of the wavelet OLS estimator to dierent values of the long memory parameter and signal length, and to compare these results with the GPH and MW estimators.
Wavelet Theory
A wavelet is dened as any function, , whose collection of dilations, j, and translations, k, j;k (t) = 2 j= 2 2 j t k (1) where j; k 2 Z = f0; 1; 2; : : : g , form an orthonormal basis of L 2 (<). Any continuous function qualies if it is well localized around zero (decreases rapidly to zero as t ! 1 ) and oscillates ( R (t)dt = 0). These conditions can be strengthened to include more vanishing moments and/or higher orders of continuous derivatives, i.e., R t r (t)dt = 0 where r = 0; 1; 2; : : : ; M 1, and/or (t) 2 C r , to enable f g m;n to span other function spaces.
The translated and dilated j;k is a well localized function in time around k that can be interpreted as a ideal highpass lter with energy concentrated in the intervals The wavelet coecient, w j;k , represents how much information is lost (gained) if the series x(t) is sampled less (more) often. For example, suppose that every two observations of the observed values of x(t) are averaged together, i.e., y(t=2) = (x(t) + x ( t + 1))=2, for t = 0; 2; 4; : : : ; 2 p . The wavelet coecients, w p;k , where k = 0; 1; : : : ; 2 p 1 , is the amount that would need to be added to y(t) in order to obtain the original series x(t), i.e., w p;t = ( x(t) + x ( t + 1))=2, for t = 0; 2; 4; : : : ; 2 p .. Hence, j;k has the interpretation of being a highpass lter and w j;k is the representation of x(t) at dierent levels of resolution and periods of time. This example also illustrates that in the continuous case w j;k involve integrals of the type found in (2), whereas in discrete time the wavelet transform requires matrix multiplication.
Because of the rapid decay i n j;k , for each j, f j;k : k 2 Zg covers the entire real line by shifting by an amount equal to j;0 's support. Hence, for a nite number of observations, j need only take on those integer values which k eeps j;k 's time support equal to or smaller than the support of observed data. Since low v alues of j require fewer translations for j;k to cover the entire support of the observed data, whereas high values of j require more translations, for a nite series the number of translation parameters will be a function of j.
Since x(t) is a nite series it will have a minimum and maximum scale. 
where L denotes the lag operator and the gamma operator. I(d) is a generalization of an integrated process, where instead of dierencing a series as (1 L)x(t) = x ( t ) x ( t 1) to obtain stationarity, the series is dth dierenced. It is well known [Granger and Joyeux (1980) , Hosking (1981) , Brockwell and Davis (1993) and Beran (1994) ] that the I(d) process's autocovariance function is
jt sj 2d 1 as jt sj ! 1 :
The slow h yperbolic decay o f R x ( t; s) satises the long-memory denition of Resnick (1987 From Theorem 1, the wavelet coecients from a I(d) process have a variance that is a function of the scaling parameter, j, but is independent of the translation parameter, k. Hence, dene R(j) to be the wavelet coecient's variance at scale j, i.e., R(j) = 2 2 2 jd . T aking the logarithmic transformation of R(j), we obtain the relationship ln R(j) = ln 2 d ln 2 2j (6) where ln R(j) is linearly related to ln 2 2j by the fractional dierencing parameter, d. Hence, the unknown d of a fractionally integrated series can be estimated by the ordinary least squares estimator,d.
To perform this OLS regression we require a estimate of the wavelet coecient's population variance, R(j). At scale j, dene the sample variance of the wavelet coecients as R(j) = 1 2 j 2 j 1 X k =0 w 2 j;k :
As we will see, if a large numberofwavelet coecients are available for scale j, the wavelet coecient's sample variance provides a consistent estimate of the true variance, R(j).
To determine the statistical properties ofd, we expand ln R(a) around ln R(a) in the following Taylor series
We require the following theorem showing w j;k to be asymptotically independent. Proof: See Appendix B.
From Theorem 2, the correlation of the wavelet coecients from a I(d) process decay exponentially over time and scale space since jdj < 1=2 and M 1. However, the larger M is, the wider the wavelet's support and fewer are the numberofwavelet coecients that satisfy the condition, jk 1 k 2 j > K 1 + K 2 . Thus, by choosing a wavelet with a large M, the rate of decay i n w j;k 's autocovariances increases, but over a subset of K(j).
In 
In other words, as j ! 1 the OLS estimate of the log-log relationship's slope provides a consistent estimate of the fractional dierencing parameter, d. Because R(j) tends to R(j) a s j ! 1 and P j y 2 j is bounded away from zero, Equation (11) showsd to be a consistent estimate of the fractional dierencing parameter.
First-order asymptotic properties ofd
The variance ofd can be found by calculating the variance of the rst and second terms of Equation (11) . Because w j;k is a asymptotically independent, normally distributed random variable with mean zero and variance 2 (13), (12) and (11), we arrive a t
where Z is a random variable with unit variance.
Simulations
To determine the robustness ofd to dierent v alues of d and T , and to compare its statistical properties to the GPH and MW estimators, we conducted a Monte Carlo experiment where 1000 articial I(d) processes were generated. Generating a series that exhibits long-memory has been a synthesis problem where many of the known methods required large amounts of computer memory and were computationally intensive [McLeod and Hipel (1978) and Hosking (1984) ]. With this in mind we c hose the Davies and Harte (1987) algorithm because of its computational and memory eciencies. 3 To insure that our simulations reported only the statistical properties ofd and not how zero-padding or boundary eects adversely aectsd, the generated I(d) processes had T = 2 p observations, where p = 7; 8; 9; 10, and R(j) was calculated from the Daubechies wavelet with M = 1, for the scales j = 2; 3; : : : ; p 1. With nite data it is not always possible to precisely calculate all of the wavelet coecients. The more regular (larger M) a wavelet is, the larger its support. Hence, at lower scales the wavelet straddles the data, resulting in boundary aects. Since the Daubechies wavelet with M = 1 has the smallest possible support, K 1 = 0 , K 2 = 1, no boundary aects could occur.
Results

Mean-squared error
The simulation results for the wavelet OLS and GPH estimators are graphed in the box-plots of Fig. 1 (wavelet OLS) and Fig. 2 (GPH) , and tabularized along with the MW estimator in Table 1 by their bias and mean squared error (MSE). Fig. 3 plots the MSE found in Table  1 for the wavelet OLS and GPH estimators against d.
For each value of d and T , the relative precision MSE(OLS)/MSE(GPH) was close to 0.2, suggesting that the small and large sample properties of the wavelet OLS estimator are superior to the GPH estimators. When d was held constant, both estimator's MSE declined as T increased. Whereas, for xed T the wavelet OLS estimator's MSE was not sensitive to changes in the value of d, while for T = 2 7 ; 2 8 the GPH MSE was sensitive.
The box-plots in Fig. 1 and 2 are informative in their ability t o reveal the precision of the wavelet OLS estimator. In Fig. 1 the upper and lower quartiles of the wavelet OLS estimator only overlap with the quartiles from d0:1 when T = 2 7 . This is in contrast with the GPH estimator where, except for the sample T = 2 10 (Fig. 2d) , its upper and lower quartiles overlapped with those from d 0:2.
Bias
From the nite-sample bias listed in Table 1 four results emerge. First, the bias of the wavelet OLS is alway negative, i.e., d tends to be underestimated by the wavelet OLS estimator, while the bias of the GPH estimator is most often positive. Secondly, for xed T the bias of the wavelet OLS estimator decreases as d increases. Under these conditions, the GPH estimator's bias did not exhibit any consistent pattern. Thirdly, holding d constant, the absolute value of the wavelet OLS estimator's bias diminished as T increased. Depending on the value of d, the absolute value of the GPH estimator's bias would either go up or down when T increased by a factor of 2, and then possibly reversing this trend for the next increase in T .
Lastly, the absolute value of the wavelet OLS estimator's bias is signicantly larger than the bias of the GPH estimator. This larger bias is acceptable given that the wavelet OLS estimator's MSE is signicantly smaller than the GPH estimators. Because the mean squared error is comprised of the estimator's level of bias and variance, the bias found in the wavelet OLS estimator is oset by its lower variance. Each of these points can be seen in the box-plots of Fig. 1 and Fig. 2 . 
Comparison with MW estimator
Before comparing our simulation results with those found for the McCoy and Walden (1996) approximate wavelet MLE, we expected the MW estimator's mean squared error to be smaller than the wavelet OLS. In addition to the wavelet coecients, the MW estimator includes the maximum scaling coecient (a measure of the signal's average value) with its corresponding variance in the calculation of the likelihood function. In Table 2 the MW estimators MSE is three to four times smaller than the wavelet OLS's. How much o f this improvement is dependent o n t h e inclusion of the scaling coecient is unknown. We, however, feel it is unlikely that including the scaling coecient could alone bethe reason for the MW estimator's smaller MSE. the MW estimator. Other than d = 0 : 05, the MW estimator showed a increase in its bias (d = 0 : 25; 0:35; 0:45) as T grew larger, or at least a decrease followed by an increase in its bias. The most apparent increase in the bias of the MW estimator was d = 0 : 45. In this case, as T grew the level of bias also grew, until we suspect the bias grew so large that at T = 1024 the value of d that maximizes the likelihood function was greater than 0.5. In order to alleviate this problem an alternative maximization algorithm to that provided by McCoy and Walden (1996) is needed.
Because the wavelet OLS estimator's bias decreased with larger T , the absolute level of the wavelet OLS's bias was smaller than the MW estimators in 10 out of the 20 experiments. Six of these cases came when d and T were large. This suggests that for large processes with greater long memory dynamics (d closer to 0.5) the wavelet OLS estimator is an attractive alternative to McCoy and Walden's approximate wavelet maximum likelihood estimator.
Conclusion
In this paper we h a v e shown that a log-linear relationship exists between the variance of the wavelet coecient and the scaling parameter equal to the fractional dierencing parameter of a fractionally integrated process. This log-linear relationship provides a simple least squares approach to estimating the dierencing parameter. The wavelet OLS estimator of the fractional dierencing parameter is shown to be consistent when the sample variance of the wavelet coecient is used in the regression.
To obtain a consistent estimator of the fractional dierencing parameter from a simple OLS regression is a substantial improvement over the popular GPH estimator. The wavelet coecients' variance is a regularization of the spectrum [Percival (1995) , McCoy and Walden (1996) ]. Like the spectrum, which decomposes the variance of a series across dierent frequencies, the wavelet coecients' variance decomposes the variance of the series across dierent scales. Those scales which contribute the most to the series' variance are associated with those wavelet coecients with the largest variance. Hence, the wavelet coecients' sample variance provides a more intuitive parametric estimate of its population variance than the nonparametric periodogram does of the power spectrum. More importantly, whereas the periodogram is a inconsistent estimator of the spectrum, the wavelet coecients' sample variance is a consistent estimator of the population variance that enables the wavelet OLS estimator to be a consistent estimator of the fractional dierencing parameter.
The Monte Carlo simulations bore this out and showed that the wavelet OLS estimator possesses a smaller mean square error than the GPH estimator for small and large sample sizes and for dierent values of d. Our simulations also showed the mean squared error of the wavelet OLS estimator to be slightly larger than McCoy and Walden's approximate wavelet MLE. However, the MW estimator's level of bias increased for d = 0 : 25; 0:35; 0:45 as T grew. This led to the MW estimator failure to nd the parameter value of d that maximizes the likelihood function when d = 0 : 45 and T = 1024. This large bias suggests the maximum likelihood estimator may be greater than 0.5.
We conclude that given the ease of implementing the wavelet OLS estimator and its non-numerical nature, many practitioners will be attracted to the wavelet OLS estimator. The most apparent attraction being the wavelet OLS estimator's substantial improvement over the often used GPH estimator. Furthermore, its small bias and reasonable mean square error with large data sets also makes it competitive with the MW estimator.
A Proof of Theorem 1 Let x(t) be a mean zero I(d) process with jdj < 1=2 and 2 = 1 . The expected value of w j;k can easily be shown to equal zero, since
The variance of the wavelet coecients equals
Using the fractionally integrated processes' autocovariance function found in Equation 
Substituting Equation (17) into Equation (16) 
where C 3 is a nite constant. It follows from Equation (19) and Equation (21) 
for all k 1 and k 2 such that jk 1 k 2 j > K 1 + K 2 . Q.E.D.
