Spectral and pseudospectral approximations of the heat equation are analyzed. The solution is represented in a suitable basis constructed with Hermite polynomials. Stability and convergence estimates are given and numerical tests are discussed.
Introduction
Many physical models involve the determination of the solution of a partial differential equation in an unbounded domain. The conditions at infinity are in general given by a certain asymptotic behavior for the solution. This could be obtained, for instance, by requiring a prescribed rate of decay at infinity. From the point of view of numerical approximation, it is not an easy task to give a constructive interpretation of the behavior at infinity. Among the techniques, one of the most widely used is to restrict the computation to a finite domain and impose some relations on the "artificial boundary'" according to the physics of the problem.
As to the approximation by spectral methods, the literature for this kind of problems to our knowledge is quite sparse. We may quote three papers. The first by C. Canuto, S. I. Hariharan, and L. Lustman [1] deals with the approximation of an exterior elliptic problem in two dimensions by imposing an appropriate farfield condition at the artificial boundary in order to recover spectral convergence. In the second by Y. Maday, B. Pernaud-Thomas, and H. Vandeven [13] , the solution of ut + ux = 0, (t,x)£(0,T)x(0,+oo), is approximated by a truncated series of Laguerre polynomials. Finally, O. Coulaud, D. Funaro, and O. Kavian [3] consider the numerical approximation of the solution to -Am + Xu = f, in the exterior of a ball or a square, using Laguerre polynomials.
In this paper we are concerned with the approximation of parabolic (or elliptic) problems by expanding the solution in the basis of the Hermite functions, i.e., Hermite polynomials multiplied by a Gaussian. This kind of approach is suggested when the decay at infinity is at least like exp(-ax2) for some a > 0. For a certain class of evolution equation, when the initial data satisfies the required decay condition, one can prove that the solution has at each time the same decay. As we show in § 1, Hermite functions are a very natural choice for the approximation of solutions to diffusion PDE's, after an appropriate change of the space and time variables (the so-called similarity transformation). In §2, we study the spectral Galerkin approximation, we prove the convergence of the scheme and we give error estimates. Section 3 is devoted to the analysis of the pseudospectral approximation for the case in which the domain is R , d > X. Collocation is imposed at the zeros of the Hermite polynomial of degree N+X. We note that, since the zeros of Hermite polynomials spread all over the infinite domain with increasing N, no restriction in the size of the domain of approximation is required, and an artificial boundary does not exist. In §4 the results are generalized to cover the case of problems in unbounded domains which are Cartesian products of intervals; the case of approximation on a half straight line is also investigated. Finally, in §5 we give and discuss several numerical examples in one and two dimensions. Also we briefly indicate how to adapt the previous analysis to other situations.
Statement of the problem
In the study of qualitative properties and the numerical approximation of solutions to equations such as:
' ut-Au + F(u) = 0 inQ, (1.1) < u(0, x) = u0(x), u(t, •) satisfies certain boundary conditions on <9Q, a crucial role is played by the fact that the operator A := -A associated with the specified boundary conditions on the space L (Q) has, or does not have, a compact resolvent. For instance, if the prescribed boundary condition is the homogeneous Dirichlet condition u(t, •) = 0 on dQ, and the domain Q is bounded with <9Q Lipschitzian, then the domain of A is contained in H0 (Q), and by Rellich's theorem the resolvent of A is compact. Now, as is well known, for the numerical approximation of the solution by a spectral, pseudospectral, or a finite element method, the compactness assumption is particularly important. When Q is unbounded, say Í2 = Rd or Q = M.d~x x R+ , the operator A no longer has a compact resolvent. In this case, as we shall see in the sequel, one may use the whole structure of the linear operator dt -A. In order to make this idea more transparent, we consider as an example the following Stokes License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use approximation by hermite functions 599 evolution equation:
where u = (ux, ... , ud) £ R , d = 2 or 3, and / and u0 are given in suitable spaces. Here, since the domain is R , the inclusion H (R ) c L (R ) is not compact. As suggested in M. Escobedo and O. Kavian [6] and O. Kavian [9] in the study of the parabolic equations ut -Au ± \uf~ u = 0, By the results in [5] this operator is selfadjoint in the weighted Lebesgue space:
(1.7) L2JRd) := j/; J \f(y)\2w(y)dy < oe} , where w(y) := exp(|y| /4), and has a compact inverse. Furthermore, in the special case considered here, i.e., Q = R , the eigenvalues and eigenfunctions of L are known, namely (we denote here, for a £ N , \a\ := a, H-h ad) : 
GaLERKIN APPROXIMATION
For the reader's convenience we begin by recalling some well-known properties of Hermite polynomials. Let a > 0 be a fixed parameter. For n £ N we define the «th Hermite polynomial on R by (2.1) hnjx):=(-xrexl'4a2^(e-x2/4al).
We shall denote as in (1.10) hn:= hn ,. These polynomials have the following properties (cf. for instance [4, 14] ):
and satisfy the orthogonality relations
/ hn a(x)hm a^e'*14" dx = 2'""a'2"n\y/liS" for n, m > 0 .
Jw
Our aim is to approximate the solution of the following parabolic equation
dtu-a Au = f, t<0, xeQ, (ii) V? € Hxw(Çi), d2\cp\la < \V<p\la = (La<p | <p)0a . (i) The embedding H™-x(Çï)cH™(Çï) is compact.
(ii) <p £ HXW(ÇÏ) «. wxJ2"<p = waV2cp £ Hx(Ci) and \ ■ \wxJ2cp £ L2w(Çi). For other domains such as R x (0, co) or ((0, oc)) one can find the eigenvalues and eigenfunctions by a suitable combination of the above.
We are now in a position to consider the Galerkin approximation of equation (2.6) . Let N > X be a fixed integer; define the subspace XN of L2w (SI) by The solution vN is uniquely defined by (2.17), and the following error estimate holds: ( forO<p<cr, o>X, andO<s<T :
where C is independent of N, s, and T.
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Note that by Propositions 2.3 and 2.4 one sees that XN is proportional to N ; therefore the error behaves like N~(a~ß)l .
The proof of Proposition 2.5 is classical and can easily be done by writing the Hubert series for (v(s) -vN(s)) in the basis (<Pj a)|ai=/_i ,•>] • Now returning to the original equation (2.5), it is natural to define an approximation of u by uN(t, x) := vN(Xog(X + t), x/y/X +t). As a result of the previous proposition we can state the following: Proposition 2.6. Let T > 0 and vN be given by (2.17). Define for t > 0 and X£Sl uN(t, x) := vN [Xo%(X + t), -7==-t Then for 0 < p < a, a > X, there exists a constant C > 0 independent of N, t, and T such that for f and u0 satisfying f£L2(0, T; Haw-\Sl)), u0 £ H°W(SÏ) n <,0(«)
we have for 0 < t < T and u satisfying (2.5) that
Approximation by the collocation method in the whole space In this section we analyze the pseudospectral approximation of equation (2.6) via the formulation (2.17). We begin with the case d = X, SI = R and the elliptic version of (2.6) and (2.17). Namely, for given A > 0 and g£Haw (R), a a > X, we consider
Xv -a\y -y-^ = g fory£R, v£ H°W+2(R) and its pseudospectral approximation in the space XN+X (defined in (2.16)); here, gN is a suitable projection of g defined below in (3.5):
We know that vN is uniquely determined and that there exists a polynomial PN of degree (at most) N such that vN(y) = PN(y)exp(-^-2).
Therefore, finding vN is equivalent to finding PN or its values at (N+X) points, which we choose to be the zeros of the Hermite polynomial hN+x a defined in We skip the proof of this last theorem, since it is an easy adaptation of the one given above for Theorem 3.5.
Approximation in some other unbounded domains
For domains which are Cartesian products of intervals (possibly unbounded) one can use appropriate pseudospectral approximation on each interval. For instance, one can combine Chebyshev or Legendre approximation (cf. [2] ) on finite intervals and Hermite approximation on unbounded intervals. In this section we detail two examples: the first for the domain fi = (-l,+l)xR, the second for the case SI = (-co, 0).
We begin with 
and it is well known (cf., e.g., [2] ) that the right-hand side is uniformly equivalent to -e For a given function tp , we denote by tp+ and cp~ respectively the even and the odd part of tp . As the space of odd (resp. even) functions is stable under the action of the operator cp i-> -<pyy + \<py, it is easy to check that the solution v = v+ + v~ of problem (4.10) can be obtained by solving (4.11) vf-vfy + jyvf + \v± = g±, y£R-{0}, s>0, v±(s,0) = 0, s>0, v±(0,y) = vít(y), y£R, o according to the determination of the even or the odd part of v .
We want to approximate the solution v + of (4.11) (similarly we shall argue for v~). For this purpose, consider the nodes y. N+x a , j = X, ... , 2N + 1. Using the fact that p^ is even, the equations in (4.12) also hold for the negative nodes. An analysis of stability and convergence for (4.12) can easily be carried out. In particular, by the theory developed in §3, for the steady state version of (4.11) and (4.12) we obtain the estimate (4.13) ||(* + -p;)i»;/2||Jï.((_a0to)) < C(2Nf+e-a)/2\\g\\Ka{R), o>X+e.
A similar technique is used to approximate the solution v~ in (4.11). This time, X^ will denote the space of odd polynomials p^ of degree at most 2A -1 (thus satisfying p^(0) = 0). Again, we have dim(X~) = N, and the corresponding collocation scheme is obtained by writing p^ , g~ , and i^ in place of Px, g+, and ij in (4.12). The approximation of v* in (4.9) is Pn + Pn restricted t0 (-co, 0). This kind of approximation involves the resolution of two different N x N differential systems. On the other hand, N does not need to be very large in application since, as shown by (4.13), the rate of convergence is in general very
high.
An approximation of v* in (4.9) can also be given in the following way. We write again equation (4.10) , but this time g is such that g(y) = g*(y) if y > 0 and g(y) = g*(-y) if y < 0. Therefore, the corresponding solution p~ to (4.12) is already an approximation of v without evaluating p^ . In this case we only solve an N x N differential system. Nevertheless, the last procedure yields results that are not very good in general. This can be explained by noting that, even if g* is a very regular function, its even continuation can be an irregular function. This may affect very badly the convergence, as observed by numerical experiments. This difficulty may be avoided by using the first approach.
For the reader's convenience we give the expressions of the entries of the matrices associated with the discretization in (4.12). The Lagrange interpolation basis in X^ is the following (here, for simplicity, we take a := 1) : when v* and /^ are evaluated at the time S = log(2). Since we are mainly concerned in checking the accuracy of pseudospectral approximation studied in § §3 and 4, we do not look for an optimal discretization in time. Therefore, we used explicit first-order forward differencing to advance in time. Denoting by AIT the number of iterations (the time step therefore is S/Nn), Table 5 .1 shows the error E20 versus N1T . .3886E-04
We chose large values of Nn in order to emphasize the error with respect to the spatial variable.
We recall that the maximum size of the time step in order to get stability is given by 2/(N + X). Actually, this can be easily determined by knowing the eigenvalues of the matrix relative to the spatial discretization (see Remark 3.1).
To better examine the convergence behavior with respect to N, we consider the elliptic problem Similar results can be obtained for d = 2 . We give an example where different techniques are used to approximate the spatial operator in each direction (see §4). On the domain (-1, 1) x R, we solve the equation (4.2) when a = X, X = 0, and g* is such that v*(Ç, r¡) = sin(?7(l -¿; )). The approximation is performed as in (4.4). In Table 5 .3, we give the error The function g* is chosen such that v*ß, n) = r\ + e^ sin r\, which is an odd function in the variable r\. The approximation is performed by collocation at the N+X Hermite nodes in R for the variable ¿J and the M nodes y. 2M+X , , j = X, ... , M, for the variable r¡. The approximation, which is a polynomial of degree at most N in the variable Ç and a polynomial of X^ in the variable r¡, is denoted by pN M . Let This equation can be solved numerically by the collocation method as explained above. The matrix related to the corresponding linear system is easily obtained by the matrices of first and second derivatives given in §3. The numerical approximation of semilinear parabolic or elliptic equations can be treated in a similar way.
Remark 5.2. In the process of computing the nodes, weights, and entries of the derivative matrices, one encounters numerical difficulties due to the behavior of Hermite polynomials of high degree. For a study of this aspect, see [7] , where appropriate numerical procedures are suggested.
