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Abstract
In the present work the streaming behavior of a magnetized argon plasma
impinging on a neutralizing surface was investigated. For that purpose the
ion velocity distribution was measured non-invasively as a function of the
distance to the surface by means of Laser Induced Fluorescence. The spatial
resolution was typically ∆z = 0.5 mm.
Two situations are investigated, (a): when practically the whole plasma
streams onto a large target (∅ = 100 mm), and (b): when the size of the
target (∅ = 15 mm) is significantly smaller than the diameter of the plasma
column. In both cases the streaming velocity ui was at least as high as the ion
acoustic sound speed, as already predicted by Bohm in 1949. Under fusion
relevant conditions this is the first direct observation of the Bohm criterion.
Approaching the target surface the Mach number M = u/cs increases from
values of around 0.5 to 1 on typical scales of λa = 30 mm and λb = 5 mm,
respectively. In order to explain these very short scale lengths the mea-
sured data were compared with a collisional-diffusive model in the case of
(a) and with Hutchinson’s model[27] in the case of (b). A good agreement
was achieved in (a) by assuming a very low neutral gas temperature of about
400K. In (b) the model fits the data excellently when the transport coeffi-
cient is chosen as high as D = 20 m2/s. Such a high transport cannot be
caused solely by diffusion. Partly it is explained by finite gyro-radii effects,
but presumably time dependent phenomena, like drift waves, play an impor-
tant role.
In addition the dependence on the angle between surface normal and B-field
was investigated. The supersonic fluxes found in the immediate vicinity of
the surface are described fairly well by the model developed by Chodura[10].
By contrast the size of the region, where Mach numbers greater one appear
is significantly smaller than predicted.
Keywords:
plasma wall interaction, Bohm criterion, laser induced fluorescence, ion
sensitive probes
Zusammenfassung
In der vorliegenden Arbeit wurde das Strömungsverhalten eines magneti-
sierten Argonplasmas beim Auftreffen auf eine neutralisierende Oberfläche
untersucht. Mit Hilfe der Laserinduzierten Fluoreszenz wurde dazu nicht-
invasiv die Geschwindigkeitsverteilung der Ionen mit einer Ortsauflösung von
standardmäßig ∆z = 0.5 mm als Funktion des Abstandes zur Oberfläche ge-
messen.
Zwei Situationen wurden untersucht (a): praktisch das ganze Plasma strömt
auf ein großes Target (∅ = 100 mm) und (b) die Größe des Targets ist we-
sentlich kleiner (∅ = 15 mm) als der Durchmesser der Plasmasäule. Unmit-
telbar vor der Oberfläche war in beiden Fällen die Strömungsgeschwindigkeit
ui mindestens so groß wie die Ionenschallgeschwindigkeit cs, genau wie von
Bohm bereits 1949 vorhergesagt[3]. Unter fusionsrelevanten Bedingungen ist
dies die erste direkte Beobachtung des Bohmkriteriums.
Bei Annäherung an die Oberfläche steigt die MachzahlM = u/cs von 0.5 auf
1 auf typischen Skalenlängen λa = 30 mm bzw. λb = 5 mm an. Um diese kur-
zen Längen erklären zu können wurden die Messdaten in (a) mit einem Stoß-
Diffusionsmodell und im Falle von (b) mit dem Modell von Hutchinson[27]
verglichen. Eine gute Übereinstimmung in (a) wurde erzielt, wenn eine sehr
niedrige Neutralgastemperatur von etwa 400 K angenommen wird. Die Mess-
daten in (b) werden sehr gut durch das Modell wiedergegeben, wenn ein
Transportkoeffizient vonD = 20 m2/s angenommen wird. Ein derartig hoher
Transport kann unmöglich allein durch Diffusion verursacht werden. Teilwei-
se kann dieser Transport anhand der endlichen Gyroradien erklärt werden,
vermutlich aber spielen auch zeitabhängige Phänomene, wie z.B. Driftwellen
eine wichtige Rolle.
Weiterhin wurde die Abhängigkeit von dem Winkel zwischen Flächennorma-
len und B-Feld untersucht. Die unmittelbar vor der Oberfläche auftreten-
den Überschallströmungen werden verhältnismäßig gut von dem Modell von
Chodura[10] beschrieben. Im Gegensatz dazu ist die Größe der Zone in der
Machzahlen größer eins auftreten deutlich kleiner, als vom Modell vorherge-
sagt.
Schlagwörter:
Plasma-Wand-Wechselwirkung, Bohm Kriterium, Laserinduzierte
Fluoreszenz, Ionensensitive Sonden
Contents
1 Introduction 1
2 The Experiment 6
2.1 The PSI-2 facility . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Laser induced fluorescence diagnostics . . . . . . . . . . . . . 10
2.2.1 Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Detection . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Lock-in-technique . . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Monitoring laser power and wavelength . . . . . . . . . 21
2.2.5 Corrections of vignetting effects . . . . . . . . . . . . . 28
2.3 The current-force probe . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Passive and active spectroscopy on the Ar+ ion 33
3.1 Collisional radiative model . . . . . . . . . . . . . . . . . . . . 34
3.2 Passive spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Temporal evolution of the population densities . . . . . . . . . 41
3.4 Laser Induced Fluorescence / Saturation broadening . . . . . . 42
3.5 Zeeman effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6 Stark broadening . . . . . . . . . . . . . . . . . . . . . . . . . 48
4 The plasma-wall transition: measurements and modeling 49
4.1 Derivation of the basic equations . . . . . . . . . . . . . . . . 49
4.2 The presheath of a large target . . . . . . . . . . . . . . . . . 60
4.2.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.3 Numerical modeling . . . . . . . . . . . . . . . . . . . 66
4.2.4 Neutral gas temperature . . . . . . . . . . . . . . . . . 68
4.3 The presheath of a small target . . . . . . . . . . . . . . . . . 70
4.3.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . 71
iv
4.3.3 Fields in front of the target . . . . . . . . . . . . . . . 73
4.3.4 Particle trajectories . . . . . . . . . . . . . . . . . . . . 76
4.3.5 Macroscopic considerations . . . . . . . . . . . . . . . . 80
4.3.6 Mach probes . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Electrostatic sheath region . . . . . . . . . . . . . . . . . . . . 83
4.4.1 Biasing . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Oblique incidence . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Non-Maxwellian velocity distributions . . . . . . . . . . . . . . 94
4.7 Particle and momentum fluxes –
Measurement of the ion temperature . . . . . . . . . . . . . . 98
4.7.1 Expected forces to the probe heads . . . . . . . . . . . 98
4.7.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . 99
4.7.3 Ion temperature . . . . . . . . . . . . . . . . . . . . . . 102
4.7.4 Forces between the two heads . . . . . . . . . . . . . . 103
5 Summary 106
5.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Bibliography 109
A Tables 117
B Checklist for LIF measurements 123
v
vi
Chapter 1
Introduction
While significant developments in technology have taken place over the last
years, the most commonly used technique to supply energy has remained
the same since the very beginning of humanity: the burning of organic fuels.
However, over the last decades great efforts have been made to investigate
nuclear fusion, which could one day provide a source of clean, safe and prac-
tically inexhaustible energy. To date, the most successful attempt to realize
fusion is the Tokamak experiment developed in the former USSR in 1968.
The idea is to confine a deuterium-tritium plasma in a magnetic field at such
high temperatures that the thermal energies are sufficient to overcome the
Coulomb repulsion of the nuclei and to enable their fusion. Every single
fusion reaction releases an energy of 17.6 MeV, i.e. about six orders of mag-
nitude more than a typical chemical reaction.
Initial assessments concerning the realizability of this technique were far too
optimistic, and fusion was not reached within five or ten years as expected.
Today in 2008, it is still an ongoing field of research. However, large im-
provements have been made over the last decades. The fusion product nTiτE
(where n is the electron density, Ti the ion temperature and τE the energy
confinement time), an indicator for the progress made in fusion research, has
increased by more than 5 orders of magnitude since the first serious attempts
to create a fusion plasma.
In summer 2005, during my period as a PhD student, the decision was taken
to build the International Thermonuclear Experimental Reactor ITER in
Cadarache, France. This experiment aims to increase the fusion product by
another factor of about five and to provide the final proof that energy can
be gained from fusion.
In order to operate a fusion experiment clean plasma conditions are required.
An important improvement was achieved in the 1980s by the application of
a so called divertor. This is a magnetic configuration where the outermost
1
2layer of the plasma (the so called scrape-off layer, SOL) is guided towards
neutralizer plates located remotely from the bulk plasma, thus removing the
impurities continuously. In order to make this removal most efficient and, at
the same time, to limit the high power fluxes to the walls, it is essential to
understand this plasma-wall transition.
Due to the limited accessibility, direct measurements in a fusion experiment
are difficult to perform and one has to rely on numerical simulations (e.g.
by means of the SOLPS code package) to optimize the divertor. All these
calculations assume the so called Bohm criterion as an important boundary
condition, which states that the streaming velocity ui of the plasma has to
reach at least the speed of sound cs in the immediate vicinity of any solid
obstacle exposed to the plasma.
This theorem, found by David Bohm [3] as early as 1949, is furthermore im-
portant for diagnostic purposes. Electrical probes, such as Langmuir or Mach
probes, have to rely on theories and in particular on the Bohm criterion, to
deduce plasma parameters from the measured currents and voltages. For all
these reasons this so called plasma-wall interaction has become an important
branch of plasma physics. In this dissertation I investigate different aspects
of this field of research from an experimental approach.
Different authors have investigated the plasma-wall transition experimen-
tally in the past. Goeckner et al. [20] were probably the first who found
the Bohm criterion fulfilled in a multi-dipole filament discharge (although
they did not point this out explicitly). Recently, several others followed
[57, 48, 71, 11, 39] using the same type of device, partly with an interest in
investigating a plasma composed of different ion species.
One should note, however, that the plasmas created in such multi-dipole
discharges are remarkably different from the edge plasmas in fusion devices.
In particular the density is three to four orders of magnitude smaller (cf.
Fig. 1.1). Furthermore, strongly non-Maxwellian electron distributions were
found in those plasmas [57, 11]. The only work carried out at higher plasma
densities (ne = 1018 m−3) by Gulick et al. [23] finds a velocity of only half
the speed of sound in a distance of 5 mm to the surface1. As the authors did
not believe in a ‘sudden acceleration’ over these last 5 mm they inferred that
the Bohm criterion was violated.
1Actually this result is also confirmed by Albrecht Stark, who, in his PhD thesis [63]
found a streaming velocity of about half the speed of sound in 10 mm distance to the
target.
3Figure 1.1: Electron density ne and temperature Te prevailing in the cited
experiments. For low densities and temperatures the plasma wall transition
was studied by several authors [20, 57, 48, 71, 11, 39] (small red crosses).
The plasma conditions investigated in this thesis (Sections 4.2, 4.3 and 4.6,
blue crosses) are much closer to those in a fusion device. Here the parameters
in the scrape off layer (SOL) in Asdex Upgrade, JET and TCV [72] (large
red crosses) are shown. The only authors who studied similar conditions
were Gulick et al. [23] (green cross). They imply from their findings that the
Bohm criterion is violated.
In the linear plasma generator PSI-2, plasma densities are also in the range
ne = 1018 m−3. Measurements performed by Fussmann [18] et al. in 2002
and within the framework of my master thesis [42, 44] in 2003 also revealed
subsonic streaming velocities in front of the target. Due to the particu-
lar magnetic field configuration the streaming velocity was expected to be
clearly supersonic there, provided that the Bohm criterion is fulfilled. This
raises the question of whether the Bohm criterion might be violated at high
densities. Since the density (or the pressure) drives plasma instabilities in
many other situations the high density might in fact be the reason for such
an effect.
For my master thesis, I performed measurements with Laser Induced Fluores-
cence (LIF). Since it is completely non-invasive, this diagnostics constitutes
the ideal technique to investigate the plasma-wall transition. Due to the
type of laser used2, however, the spatial resolution was limited to about 50
2In [42, 44] a pulsed Nd:YAG laser (pulse length 10 ns) pumping a tunable OPO-OPA
4mm. The principle goal of this PhD thesis is to investigate the plasma-wall
transition at a substantially enhanced spatial resolution.
Whether the Bohm criterion is fulfilled or not is not the only important
question when studying plasmas in contact with a solid obstacle. It is also
important to understand which forces accelerate the ions and on which spatial
scale this acceleration takes place. What is the influence of the target size?
Does it make a difference whether the whole plasma is in contact with the
target or the obstacle constitutes only a small perturbation? Is there a mate-
rial dependence? How does the situation change if the incidence angle of the
magnetic field lines on the target plate is non-normal? Do non-Maxwellian
velocity distributions affect the situation?
The plasma-wall transition in general, as well as the particular questions ad-
dressed above, were treated from a theoretical point of view in a large number
of articles. Riemann gives a good overview and refers to many articles related
to the topic in [54]. Experimental works, however, are far more rare. This is
one reason why this PhD thesis is focused on the experiment.
Apart from the measurements with LIF a different approach to measure the
streaming velocity at the sheath edge was pursued. A combined current-force
probe was used to simultaneously measure particle and momentum fluxes.
As the particle flux is proportional to nui|se and the momentum flux pro-
portional to nu2i |se, the streaming velocity at the sheath edge ui|se can be
obtained from the ratio of the two. As explained in more detail in Sec. 4.7
the investigation of this special probe was also motivated by the possibility
of measuring the ion temperature.
This PhD thesis is structured as follows: Chapter 2 starts with an intro-
duction to the PSI-2 facility, where all the experiments were carried out. As
many technical details were described in former PhD theses [33, 31, 47, 36],
this section is kept rather short. The arrangement and the working princi-
ple of the LIF diagnostics are then explained. Design and calibration of the
current-force probe are also addressed.
In Chapter 3 a simple collisional-radiative model of the Ar+ ion is set up.
Important questions like the time scales involved in populating/depopulating
the levels and the interaction with the laser radiation are addressed. Finally
an estimation of the different line broadening mechanisms is given there.
The main results of this thesis are then presented in Chapter 4. It starts
with a short derivation of the basic equations needed for the modeling and
introduces some relations used later. The reader familiar with the physics
of plasma-wall interaction might skip this first section. Since the aim of this
system with high power (P = 1 MW), but low repetition rate (R = 10 Hz) was used.
5thesis is to compare the models to the experimental data, these are presented
close together in the rest of the chapter. The questions mentioned above are
also discussed there.
Finally, the results are summarized and discussed in Chapter 5. The chapter
closes with an outlook (Sec. 5.1) and a proposal for further improvements.
Appendix B refers to those investigators that aim to set-up a LIF diagnos-
tics. Some useful hints are given there regarding how to adjust and operate
such an arrangement.
Chapter 2
The Experiment
2.1 The PSI-2 facility
Fig. (2.1) shows the schematic arrangement of plasma generator PSI-2 with
the LIF-diagnostic installed. In PSI-2, magnetized plasmas with direct wall
contact, similar to those in a divertor of a fusion device, can be studied. In
contrast to a fusion device, however, PSI-2 constitutes a linear arrangement
so that the magnetic topology is much more simple. In particular for the
experiments presented in this PhD thesis, which required stable plasma con-
ditions over many hours, another important advantage of PSI-2 is that it can
be operated stationarily. In addition accessibility and flexibility are much
higher than in a fusion device.
The PSI-2 plasma generator is thus very suitable for the study of all kind of
basic plasma physical phenomena, like turbulence and transport [69, 70, 2],
waves [32, 31], as well as the sheath and presheath physics ([44], Chapter 4).
It supports also the development and testing of diagnostics, for example elec-
trical probes [34, 35, 67, 43], passive and active spectroscopy (Sec. 3), mass
spectrometry [2, 68], Thomson scattering or atomic Helium beam diagnostics
[36]. Furthermore, studies on fusion relevant materials [5, 6, 4, 38, 37, 17]
are carried out in PSI-2.
Besides hydrogen, noble gases are also used as working gases, in partic-
ular here argon. Between the heated (T ≈ 1700◦C) cathode made from
lanthanum-hexaboride and the molybdenum anode a stationary high current
(ID ≈ 200 A) arc discharge, fed by the gas from a gas inlet (Φn = 100 sccm),
is sustained. The plasma is heated ohmically in this region. Confined by the
axial magnetic field (| ~B| ≈ 100 mT) and driven by the pressure gradient it
streams through the pumping stage (where large amounts of the neutral gas
are removed) and the target chamber (the region, where most of the experi-
6
7Figure 2.1: Plasma generator PSI-2 and the LIF diagnostic system
8Figure 2.2: Radial profile of electron density ne and temperature Te and of
the ionization rate coefficient Si
ments are carried out) towards the neutralizer plate at the end of the device.
A great portion of the primary plasma is lost at the hollow anode, but the
fraction that leaves this region is amplified due to ionization in a thin cylin-
drical zone extending over the whole remaining part of the discharge. Due to
the shape of cathode and anode the plasma is primarily maintained within
a hollow column about 10 cm in diameter. The radial profile of electron
density ne and temperature Te, shown in Fig. (2.2), is measured by means
of a Langmuir probe positioned in the center of the target chamber. The
ionization profile S, computed from the local ne and Te values and from the
rate coefficient for ionization Eq. 3.4 is also shown in the figure. As both, Te
and ne, are peaked at a radial position of r = 25 mm, ionization takes place
primarily in a region between r1 = 15 mm and r2 = 30 mm. A finite plasma
density outside this source region can only be maintained by means of cross
field diffusion.
Further technical details of PSI-2 have been described extensively in several
doctoral theses in the past and can be found in [31, 47, 33, 36]. In [31]
a list of typical frequencies, lengths, velocities and transport coefficients is
given. The computation of the magnetic field, the discharge characteristics,
and several diagnostics are also described there. Details about the electric
wiring and the gas balance of the plasma generator are addressed in [47].
Before 1998 the plasma generator was operated with two magnetic coils less,
a shorter vacuum chamber and a copper anode. At that time it was named
9PSI-1. Although many features of the experiment remained the same the
reader may refer to [33], which was carried out after these changes.
As we will need to determine orientation and strength of the magnetic field
at an arbitrary point in space in Sec. 2.3.1 and Sec. 3.5, here we want to recall
how to compute the magnetic field. The magnetic field strength ~B(~r′) at an
arbitrary point ~r′ in space can be computed involving the Biot-Savart law
~B(~r) =
6∑
i=1
∫ µ0
4pi
~ji × (~r − ~r′)
|~r − ~r′|3 d
3r′i . (2.1)
A reasonable approximation (error < 5% on the axis) for many applications
is to assume the current densities in the coils to be given by
~ji(r, φ, z) = ~eφ
NiIi
Ac,i
δ (z − zmean,i) δ (r −Rmean,i) , (2.2)
where zmean,i = 0.5(zmin,i+zmax,i), Rmean,i = 0.3Rmin,i+0.7Rmax,i and Ac,i =
(zmax,i − zmin,i)(Rmax,i − Rmin,i). The integrations in Eq. 2.1 then become
trivial. For a more accurate computation of the fields the reader is referred
to [31, 33]. As shown there the field at the axis (r = 0) can be solved
analytically
B(0, z) = µ02 ~ez
6∑
i=1
ji
 (z − zmax,i) ln
Rmin,i +
√
R2min,i + (z − zmax,i)2
Rmax,i +
√
R2max,i + (z − zmax,i)2
−
(z − zmin,i) ln
Rmin,i +
√
R2min,i + (z − zmin,i)2
Rmax,i +
√
R2max,i + (z − zmin,i)2
 .
(2.3)
which is a good approximation for the magnetic field in the whole plasma
region (0 ≤ r ≤ 5 cm). With the coil data and the currents for the standard
magnetic field given in Tab. 2.1 we can then compute the field. During the
measurements presented in Chapter 4 the last coil was shifted by about 6
cm with respect to the nominal position. As shown in Fig. 2.3 we must take
into account this circumstance.
Since the magnetic pressure pB = B2/(2µ0) is about three orders of mag-
nitude higher than the (kinetic) plasma pressure p = n(Te + Ti), i.e. since
the plasma beta β = p/pB is small, the diamagnetism of the plasma can be
neglected (cf. [33]).
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Coil 1 2 3 4 5 6
Rmin [m] 0.178 0.178 0.140 0.230 0.230 0.140
Rmax [m] 0.322 0.322 0.288 0.295 0.295 0.288
N (j) 600 600 335 81 81 335
I(j) [A] 90 30 310 300 300 310
nominal
zmin [m] 0.098 0.306 0.848 1.388 1.735 2.167
zmax [m] 0.289 0.498 1.094 1.498 1.845 2.413
real
zmin [m] 0.129 0.337 0.848 1.420 1.754 2.241
zmax [m] 0.320 0.527 1.105 1.537 1.871 2.498
Table 2.1: Geometry and standard currents of the magnetic coils. Coils 4
and 5 are connected in series.
Figure 2.3: Field lines and axial field strength in PSI-2.
2.2 Laser induced fluorescence diagnostics
Laser Induced Fluorescence (LIF) is a very powerful tool to investigate the
kinetics of a plasma or of any other fluid medium. Here it is applied to
argon, exciting the ions in the metastable level 3d 4F9/2to the 4p 4D7/2level
(at λ0 = 664.3698 nm) and causing fluorescence due to the subsequent spon-
taneous decay to 4s 4P5/2 at 435 nm. We will also refer to these levels as
the ‘metastable’ |m〉, the ‘excited’ |e〉 and the ‘final’ |f〉 LIF states. The
momenta of the photons involved are orders of magnitude smaller than that
of the ion, so that we can say that this diagnostics is non-invasive. As the
band width of the laser radiation is much smaller than the Doppler width
of the transition, only those ions are excited that are in the velocity interval
vz . . . vz + ∆vz, where vz = c(λ0 − λL)/λ0 is the velocity component corre-
sponding to the Doppler shift λL − λ0. Scanning the laser wavelength λL
11
Figure 2.4: Illustration of the laser induced fluorescence (LIF) working prin-
ciple. a) LIF is a non-invasive diagnostics. The argon ion is excited from a
metastable level |m〉 to the |e〉 state. The spontaneous transmission to |f〉
causes fluorescence. b) A high spatial resolution is achieved by detecting the
fluorescence under 90◦. The measuring volume is given by the intersection of
the detection and excitation volumes, which is limited in all three spatial di-
rections. c) Since the small band width laser excites only those ions that are
in the small velocity interval ∆vz, the velocity distribution can be measured
at a high resolution in velocity space. d) The fluorescence follows the laser
radiation instantaneously (τ = 10 ns) so that a high temporal resolution can
be achieved in general (short laser pulses required). e) However, due to the
small signal-to-background ratio a modulated CW laser is applied, measuring
a single value point of the velocity distribution during about ∆t = 30 s.
while detecting the fluorescence enables us to measure the ion velocity dis-
tribution (ivdf) f(vz) in the direction of the laser beam.
The detection optics observes the laser beam under 90◦ so that the volume
where the ivdf is measured is limited in three spatial directions, in two di-
rections by the laser beam and in the third by the detector’s aperture. We
can therefore say that LIF provides a high spatial resolution, one of the goals
of this thesis. We address the detection volume in a more detailed way in
Sec. 2.2.2.
In principle it is also possible to achieve a high temporal resolution, the
atomic transitions taking place on a temporal scale of some tens of nanosec-
onds. As we will see, however, in Sec. 2.2.3 the number of photons that are
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produced by LIF is very small in comparison to those that are emitted by
the plasma itself such that in practice, due to the bad photon statistics, it
is impossible to achieve a high temporal, spatial and a high resolution in
velocity space at the same time. If a temporally periodic process is studied,
however, a good photon statistic can be obtained by integrating over many
cycles. A. Stark applied such a technique in his PhD thesis to study kinetic
Alfén waves by means of LIF[63].
2.2.1 Laser
Figure 2.5: Modes of the diode
laser.
Fig. 2.1 shows a schematic of the grating
stabilized tunable diode laser (manufacturer
TOPTICA, model DL 100) which consti-
tutes a so called Littrow arrangement. The
radiation originates from the electrons in the
semi-conductor material of the laser diode
when they recombine with holes during the
transition from a n-doped to a p-doped re-
gion. The total laser power is proportional
to the number of these recombination pro-
cesses and therefore is strongly dependent
on the diode current. In order to ensure a
stable temperature, a requirement for an op-
eration at a stable wavelength, the whole laser head is mounted on a Peltier
cooler/heater regulated by a PID-temperature controller. The temperature
is measured by means of a thermocouple. A general introduction to diode
lasers is also given in [14].
The light at a wavelength of λ = 664 nm, collimated with an aspheric lens,
impinges on an optical grating with 1/a =2000 grooves per mm at a distance
of about L = 15 mm under an angle of about α =41◦. According to the
diffraction grating equation
mλ = a(sinα + sin β) (2.4)
the first order (m = 1) of the impinging light is reflected back (β = α) to the
laser diode. While the back side of the diode is highly reflective, the front
side is coated by an anti-reflex layer. Diode and grating thus constitute an
‘external’ resonator (in contrast to an ‘internal’ resonator which is formed
when both interface layers of the diode are highly reflective) whose free spec-
tral range is ∆ν = c/(2L) = 9 GHz. In order to tune the laser the grating
13
is tilted slightly. The tilt shifts the spectral maximum of the grating and,
simultaneously, the length of the resonator. Fig. 2.5 illustrates the situation:
The amplification curve (blue) of the laser diode is very broad (FWHM ≈
5000 GHz). For the given wavelength the reflectivity of the grating is shown
by the red curve (FWHM ≈ 50 GHz). The resonator modes (green spikes)
have a very narrow band width of around 10 MHz. The mode with the high-
est amplification (the convolution of the three curves) is the only one that
survives. Due to the small free spectral range of 9 GHz it is obvious that
the simultaneous detuning of the resonator and the grating has to be very
accurate otherwise mode hoping may occur during a wavelength scan. The
mode hop free spectral scan range of the present laser was specified by the
manufacturer to be about ν = 15 GHz or ∆λ = 22 pm.
The zeroth order of diffraction is coupled out of the resonator and is guided
via a mirror, an optical diode, and a fiber coupler to an optical single mode
fiber. The optical diode prevents radiation from being reflected back into the
laser diode as this could influence the wavelength or even cause damage to
the laser.
The power of the radiation at the fiber coupler is about 25 mW. Due to its
small diameter (about 3 µm) it is only possible to couple about 8 mW into
the fiber. In order to avoid this high loss of power some of the measurements
were carried out without the fiber (Fig. 4.6(a) and Fig. 4.18). However, in
these cases the beam quality worsens. The extension of the rectangular laser
spot in vertical direction is about 10 mm while in horizontal direction it is
between 1 and 2 mm. We will see in the following section, that the extension
of the detection volume is larger in horizontal direction and so the laser was
guided to the plasma via two mirrors, which rotates the beam by 90◦. The
use of mirrors is also beneficial for a simple adjustability.
2.2.2 Detection
Fig. 2.6 shows the optical system for the LIF-detection. In order to collect
as much light as possible a large space angle must be covered by the lens, i.e.
a large lens must be arranged as close as possible to the plasma. As a sharp
image is accomplished only if the object distance is longer than the focal
length, a large lens with a short focal length is required. This is a condition
that is difficult to fulfill, since the experiment also demands a small aberra-
tion. First attempts to find the LIF signal with a single lens (∅ = 10 cm and
f = 16 cm) failed since the image quality was poor. A significant improve-
ment was achieved by applying two aberration corrected lenses (APO Tessar
9:900, manufacturer Carl Zeiss, Jena) with a focal length of 900 mm and
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Figure 2.6: Left: lenses mapping the detection volume to the detector. Right:
photomultiplier mounted on a manipulator
a diameter of 2rl = 10 cm. These may be regarded as a single aberration-
corrected lens with a focal length of f = 450 mm. As the distance to the im-
age (avoiding the use of mirrors) is limited to di = 5 m by the laboratory ex-
tensions, the lens was placed at a distance of do = (1/f − 1/di)−1 = 49.5 cm
to the detection volume. The magnification was then Si/So = di/do = 10.1.
A photomultiplier (manufacturer Hamamatsu, model 1P28) combined with
a narrow band-width interference filter is located in the image plane (where
the coordinates are labeled with a prime) as shown in Fig. 2.6, right. The
photomultiplier is mounted on a manipulator movable in z′ and y′ directions.
As the maximum transition of the interference filter is very sensitive to the
incidence angle of the light, it is necessary to adapt the turning angle φ′
during a z′ scan. This is done by a third manipulator. In front of the filter
an adjustable slit is mounted. This is used to adapt the detection volume to
the excitation volume.
The high magnification of the optical system benefits the goal of measuring
the LIF-signal with a high spatial resolution. When the detector is moved on
a coarse scale, the detection volume moves ten times less within the plasma.
At the same time the light is almost parallel when it reaches the interference
filter so the losses due to the angular distribution of the light are minimal.
The manufacturer (LOT) specifies a wavelength shift of 1.3 nm when the
filter is tilted by 6◦. Its full width at half of maximum is 1.5 nm, the wave-
length of maximum transition (about 45%) being located at 435 nm. The
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angular dependent transmission can then be given by
T (α) = 45% exp
(
−4 ln 2
(
α
6◦
1.3 nm
1.5 nm
)2)
. (2.5)
So, for example, if the filter was placed in a distance of 50 cm from the lens
(where the magnification would be about 1:1) the average transmission of
the filter would be reduced to approximately
1
pir2L
∫ rl
0
T (arctan(r/50cm))2pirdr = 20% , (2.6)
i.e. less than half of the transmission at normal incidence.
The magnifying optical system has another feature that shall be discussed
in the following, a small depth of field: Let the coordinate origin be located
in the center of the lens, as indicated in Fig. 2.6, with the z-axis pointing
towards the neutralizer plate1. A point (x,y,z) is then mapped to a point
(x′,y′,z′) according to
x′ =
(
1
f
− 1−x
)−1
y′ = yx
′
x
z′ = zx
′
x
. (2.7)
If x′ lies ahead or behind the plane where the detector is placed (at a distance
di), the light originating from (x,y,z) is not mapped as a point, but becomes
a circular spot with the diameter
r′ =
∣∣∣∣∣rl
(
1− di
x′
)∣∣∣∣∣ . (2.8)
The slit aperture for most of the measurements is Ay′ = 9 mm and Az′ =
4 mm. For the moment let the aperture of the slit be located at (x′,y′,z′)=(di,0,0).
From a volume defined by the points (x,y,z) where |z′| + |r′| ≤ Az′/2 and
|y′| + |r′| ≤ Ay′/2 all photons that are emitted towards the lens reach the
detector (for the moment neglecting the finite transmission of the optical
components itself). This volume which we also refer to in the following as
the detection volume Vd has a rectangular cross-section in the y-z-plane, a
rhombic shape in the x-z-plane, and the shape of a trimmed rhombus in the
x-y-plane (cf. Fig. 2.6 and Fig. 2.7 red bordered area). The extensions of the
volume
∆x = diAz
′
rl
(
di
f
− 1
)2 − A2z4rl , ∆y = Ay′
do
di
, ∆z = Az′
do
di
(2.9)
1Note that in order to provide a right handed coordinate system the x-coordinate of
the detection volume is negative.
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Figure 2.7: Light collection by the optical system. The red areas indicate
the detection volume i.e. the region where all photons emitted in the space
angle defined by the lens reach the detector. Photons that originate from the
region beyond the blue lines are not able to hit the detector. The percentage
of photons that reach the detector for all other regions is indicated by the
brightness of the pixel. Top: the emission of photons is assumed to be homo-
geneous. Middle: the detection volume is situated in the region of maximum
density and temperature. Bottom: the detection region is placed in the cen-
tral region of the plasma column. Most of the photons then originate from
the region outside the detection volume
are ∆x = 3.2 mm, ∆y = 0.9 mm,∆z = 0.4 mm. It is then easy to verify
that the volume Vd is in good approximation
Vd ≈ ∆x∆y∆z
(
1
2 −
1
6
Az′
Ay′
)
. (2.10)
On the other hand, photons emitted from points (x,y,z) with |z′|−|r′| > Az′/2
and |y′| − |r′| > Ay′/2 (areas beyond the blue lines in Fig. 2.7) are not able
to reach the detector at all. For all other regions the ratio of the number of
photonsND that reach the detector to the total number of emitted photonsN
is determined by comparing the intersection A◦∩ of the light spot A◦ = pir′2
and the aperture of the slit A = A′y × A′z:
I(x, y, z) := Ω4piND/N = A◦∩/A◦ , (2.11)
where Ω = pir
2
l
x2 . Fig. 2.7 (top) shows I(x, y, z) averaged over a z-interval
of 20 mm, the contribution of the different volumes to the total amount
of photons received by the detector. Regions from which a high fraction
of photons reach the detector are marked brightly. It is then possible to
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Figure 2.8: Signal of the photomultiplier determined with 50 Ω. The blue
crosses are the counted peaks.
quantitatively compute the ratio of photons that originate from the detection
volume to the total number of photos that reach the detector:
S =
∫
VD
I(x, y, z)/
∫
V
I(x, y, z) = Ω4pi × 4.3% . (2.12)
In other words, only a 20th of all the photons received by the detector origi-
nate from the detection volume, when assuming a constant emission density.
However, since the plasma has a pronounced hollow profile (cf. Fig. 2.2) the
assumption of a constant emission profile is not justified. Emission profiles
of the plasma were computed in Sec. 3.1 and are superposed with the detec-
tion profile. Here it becomes clear how important it is to place the detection
volume in a region of high emissivity: Evaluating S with the detection at
y = 20 mm gives a value of almost S4pi/Ω = 20%, while in the case where
the detecion volume is in the center of the plasma column S4pi/Ω = 0.15%.
Note that this high contribution of (constant) false light to the background
signal does not affect the spatial resolution, which is given by the intersection
of excitation and detection volume.
2.2.3 Lock-in-technique
The greatest challenge for applying laser induced fluorescence is to find the
signal within the orders of magnitude higher background. This background
is so high for two reasons: firstly, as was shown in Sec. 3.1 the 4p4D7/2 level is
not only populated due to the influence of the laser radiation, but also by the
permanent electron collisions inside the plasma. Secondly, in the previous
paragraph we saw that the photons are not only collected from the excitation
volume but also from other extended regions in the plasma.
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Figure 2.9: Favorable conditions for the application of different signal recov-
ery techniques.
The general approach for detecting fluorescence photons is to compare the
emission signal from the plasma when the laser is turned on and off. Besides
the possibility of permanently recording the signal from the photomultiplier
there are three other techniques of signal recovery: (1) Boxcar integration,
(2) photon counting and (3) the lock-in-technique. Boxcar integrators are
optimized for short duty cycles, i.e. when the pulse lengths of the laser are
short. Photons can only be counted if the probability is low that two pho-
tons hit the multiplier during a time interval that is short compared to the
characteristic duration of an electron cascade in the photomultiplier (typ-
ically τcas = 10 ns). For this reason photon counters can only be applied
for counting rates lower than about ν = 10 MHz. Lock-in-amplifiers are the
most appropriate devices when the on-and-off periods of the modulated sig-
nal are equally long (cf. Fig. 2.9) even if the counting rates are greater than
10 MHz. This is why lock-in-technique was applied.
Besides the input signal Uin these devices also require a reference signal Uref
from a signal generator which modulates the source (in our case the laser).
The output signal of the LIA is (proportional to)
UoutX(t) =
1
τ
∫ t
t−τ
sin(ωref t′ + φref )Uin(t′)dt′ , (2.13)
where τ is a time constant, which can be chosen according to the application.
ωref and φref are (angular) frequency and phase of the modulation signal.
All components of the input signal with a non-constant frequency and phase
relation to this modulation signal have a vanishing contribution to the inte-
gral and are thus suppressed. This makes a LIA much more efficient than
for example a band pass amplifier (which is only sensitive to the frequency).
Fig. 2.102 shows a simplified functional block diagram of the lock-in-amplifier
2Both figures 2.9 and 2.10 originate from the documentation provided by the manufac-
turer (Stanford Research).
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Figure 2.10: Simplified block diagram of the lock-in-amplifier (LIA) SR 850
DSP, Standford research. The signals in the gray area are processed digitally.
used (SR 850 DSP, Stanford Research). After preprocessing the signals in a
pre-amplifier stage the signals are digitized and processed by the the phase
sensitive detector (PSD), which is the main component of the device. A
second channel UoutY computes the same integral as Eq. 2.13 but with φref
shifted by 90◦. However, as the time delay between the absorption and the
fluorescence of the argon ion is orders of magnitude smaller than the mod-
ulation period, UoutY is practically 0. As an initial test of the device it was
verified that signals attenuated to a few nanovolts can indeed be measured
by the LIA as specified by the manufacturer.
Fig. 2.8 shows the signal from the photomultiplier, when the wavelength is in
resonance and the arrangement is aligned well. During the period of about
14 µs, 45 photons were counted, the mean photon impact frequency is thus
3.3 MHz. Averaging the signal and dividing by the value of the terminat-
ing resistor R = 50 Ω, the mean current is IPM = −18.5 µA. Each primary
electron produced is therefore multiplied by a factor
f = −IPM
νe
= 3.5× 107 , (2.14)
which is approximately the value specified by the manufacturer (f = 107).
The same signal was measured by the lock-in-amplifier, which indicated an
amplitude of about 10 µV. The corresponding current in the terminating re-
sistor -0.5 µA=−efνLIF then yields the frequency that fluorescence photons
hit the detector:
νLIF = 35 kHz . (2.15)
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Figure 2.11: Frequency analysis of the photomultiplier signal when detecting
the background light emission from a typical argon discharge. For frequencies
above 100 kHz the noise level is much smaller than in the lower frequency
range. For this reason it is preferable to modulate the laser at a high fre-
quency (cf. also Fig. 2.12).
This means that only every 100th photon is a LIF photon (and this means
that to a high probability not even one photon in Fig. 2.8 is a LIF photon!).
In order to measure a clear signal we have to demand that the number of
LIF photons NLIF stands out from the statistical fluctuations ∆Nbg =
√
Nbg
of the number of background photons, even in the wings of the distribution
function. The time required to measure a ratio NLIF/∆Nbg = 100 is then
νbg
ν2LIF
1002 = 30 s , (2.16)
which is the integration time typically used.
In practice, however, it is not only important to choose a long integration
time but also to adapt the modulation frequency to the frequency spectrum
of the signal. Fig. 2.11 shows a Fourier analysis of typical photomultiplier
signals. The spectrum (and in particular the peaks at around 6 and 50
kHz) are not very well understood up to now, however, a clear decay of the
amplitude is observed when exceeding frequencies around 100 kHz. This is
why the fluctuations of the signal measured at the lock-in amplifier are much
smaller when modulating the laser at 100 kHz rather than at 10 kHz (cf. Fig.
2.12).
21
Figure 2.12: Signal of the lock-in-amplifier at different modulation frequen-
cies when the laser is turned on and off.
2.2.4 Monitoring laser power and wavelength
In order to evaluate the LIF-signal quantitatively it is necessary to know the
laser power and the wavelength accurately. For this reason a small fraction
of the laser radiation was guided to an energy meter and to a high resolution
spectrometer by means of two beam splitters before coupling the beam into
the plasma chamber. Since the energy meter can only work properly when
the impinging light is modulated, but the 100 kHz is too fast to be detected,
the beam is chopped by a mechanical chopper wheel. A typical signal is
shown in Fig. 2.13. As the energy meter has a high impedance (≈ 1 MΩ),
an impedance converter is connected at the output. Although the output
voltage is reduced to 90% by the converter, there is no further attenuation
by the long co-axial cables used. The sensitivity of the energy meter is speci-
fied as 970 V/J. With this information and with the reflectivity of the beam
splitters of 8% (4% for each surface) the measured voltage can be converted
into an energy Elas that is deposited on the energy meter per opening cycle
topen ≈ 6 ms of the chopper. The laser power is then Plas = Elas/topen.
An important question to consider here is how the LIF-signal behaves with
varying laser power. In order to investigate this the plasma conditions were
kept constant and the signal was maximized by adjusting the wavelength.
Then different gray filters were placed at the exit of the laser and the change
of both the laser power and the LIF-signal was recorded. The relationship is
mostly linear as seen in Fig. 2.14. This is why the signal was normalized to
the laser power when the ion velocity distribution functions were evaluated
in Chapter 4.
The laser wavelength was measured by means of a high resolution Fastie-
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Figure 2.13: Measurement of the laser power. Immediately before coupling
the laser into the plasma chamber a small fraction (≈ 8 %) is guided to a
pyro-electric power meter. This light is chopped by a mechanical chopper
wheel (cf. also Fig. 2.1). The height of the peak is proportional to the laser
energy Elas during one opening cycle topen of the chopper. Dividing Elas by
topen yields the laser power Plas.
Figure 2.14: Linearity of the LIF-Signal with the laser power.
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Figure 2.15: Arrangement of the Fastie-Ebert-spectrograph. f = 1500 mm,
D = 230 mm, r = 85 mm and  = 3.24◦ are specified by the manufacturer.
Ebert3 spectrometer (manufacturer Sopra, model UHRS F1500DP). A schematic
of the spectrometer is shown in Fig. 2.15. The high resolution is obtained
due to the large size of the grating (Gx = 220 mm×Gy = 110 mm) and the
high order of diffraction. The double pass of the light, which is accomplished
by means of the tilted mirrors s1 and s2, doubles the resolution again (this
is possible since the mirrors are not on the same height as the entrance slit).
The grating itself then requires only a relatively low number of rulings of
1/a = 316 mm−1. For the 8th order of diffraction a theoretical resolution of
R ≡ λ∆λ = mGx
1
a
2 = 1.1× 106 (2.17)
can be given, although this value was never achieved in practice. Unfortu-
nately the piezo driven slit controller was not calibrated so that the absolute
aperture was unknown. However, when the aperture of the slit was optimized
(by closing the slit further the resolution decreases again due to diffraction
effects) the narrowest spectral line measured in the red spectral range was
3.4 pm (cf. Fig. 2.17). This corresponds to a resolution of λ∆λ = 200,000, i.e.
a factor of 5 less4. If the width of this line is determined mainly by the finite
slit aperture we can estimate an aperture width of about 200 µm. However,
it is more likely than any other mechanism broadens the line.
For several reasons the angle between the incident and the diffracted light
|α − β| = 2 is chosen to be small. Applying trigonometric sum relations
3Ebert spectrometers were applied historically before Czerny-Turner spectographs came
in use and are in contrast to these equipped with only one concave mirror. Originally
the Czerny-Turner constituted an improvement with respect to the Ebert spectrograph.
However, since Fastie [16] proposed the use of curved entrance and exit slits in 1952
to avoid the apparatus’ astigmatism the so called Fastie-Ebert spectrograph found new
application.
4Note that the spectrometer was not operated at its maximum resolution; first because
the slit was not closed as much as possible and second because fiber coupler at the entrance
slit was not perfectly aligned.
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Eq. 2.4 can be written as
mλ = 2a sin(α′) cos() , (2.18)
where α′ = α −  is the tilt angle of the grating. When measuring the laser
line (λlas = 664 nm) in the 8th order this angle is α′ = 57.21◦. Besides the
resolution, the angular dispersion is an important parameter of a grating.
The angular dispersion is obtained by deriving Eq. 2.4 with respect to β
∂β
∂λ
=
[
∂λ
∂β
∣∣∣∣∣
α=const.
]−1
= m
a cos β ≈
2 tanα′
λ
, (2.19)
where in the last step Eq. 2.4 was used. The relation dx
dλ
= f dβ
dλ
then yields
the linear dispersion
D ≡ dλ
dx
= λ2f tanα′ . (2.20)
Taking into account the double pass of the light through the spectrometer
(f = 2 · 1.5 m) this value is D = 71.23 pm/mm. A more accurate calcula-
tion by the manufacturer, taking into account the exact optical paths, is
1.294 times larger.
Before the light hits the CCD chip of the camera it passes through a telescope
with a magnification of 6. A wavelength interval of 230 pm then fits to the
CCD chip, which is sized 15×15 mm2. As the chip constitutes of an array of
1024×1024 pixel2 the calibration constant can be given as
cλ = 0.23
pm
pixel (2.21)
or for the direct conversion into velocity units
cv =
cλ
λ
c = 104 ms pixel (2.22)
for a wavelength around λ = 664 nm.
In order to verify these specifications a calibration spectrum was recorded
(see Fig. 2.16). The lines λ1 = 663.8221 nm (corresponding to the transition
4p4D3/2 → 3d4F5/2) and λ2 = 663.9740 nm (corresponding to the transition
4p4D1/2 → 3d4F3/2) were identified in a typical argon discharge in PSI-2. On
the CCD chip these lines were separated by 658 pixels which confirms the
previous value: 658 pixel/(λ2 − λ1)=0.23 pm/pixel.
At this point it should be noted that the radiation passes a low resolu-
tion prism pre-monochromator before it enters the spectrometer in order to
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Figure 2.16: Calibration spectrum. The lines 663.8221 nm (4p4D3/2 →
3d4F5/2) and 663.9740 nm (4p4D1/2 → 3d4F3/2) were identified in a typi-
cal argon discharge in PSI-2. The calibration constant is found to be 0.23
pm/pixel for a wavelength of about 664 nm.
Figure 2.17: Spectrogram of the laser and the spectral lamp under standard
conditions. For comparison the laser line is also shown when the spectrometer
is operated under optimum conditions. The band width of the laser is at least
as small as 14 pixel × 0.23 pm/pixel = 3.5 pm. According to the specification
by the manufacturer it should even be three orders of magnitude less.
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avoid an overlap of the different orders of diffraction. For unknown rea-
sons the monochromator did not work properly and lines of the 9th order
were found within the spectra of the 8th order. This circumstance, how-
ever, turned out to be useful since a line from a neon calibration lamp
(λNeI = 590.64294 nm, cf. [56]) could be measured simultaneously to the
laser wavelength (cf. Fig. 2.17). Since the changes in wavelength to be mea-
sured are in the sub picometer range and as the spectrometer is filled with
atmospheric air it was very important to measure this reference line. Al-
though the air temperature inside the spectrometer could be stabilized by
means of a temperature controller, the gas density nair and therefore the
refractive index Nair(nair) = 1 + 2.76 × 10−4nair/nnorm drift when the air
pressure changes. A difference of 15 hPa, which may happen easily between
two experimental days, would cause the line to drift by ∆λ = 2.7 pm. This
corresponds to a Doppler shift of more than 1000 m/s.
The reader might wonder whether the laser line and the line of the spectral
lamp are affected in the same way when Nair drifts. As Fig. 2.18 shows,
the neon lines λNe1 = 665.20925 nm and λNe2 = 591.3633 nm, observed at
9/8λNe2 = 665.2837 nm, drift by exactly the same amount when the temper-
ature regulator is set from 23◦C to 40◦C. This result is not surprising since
Nair affects the wavelength linearly. In the following any dependency of the
refractive index on the spectral range is neglected and the laser wavelength
is always determined relative to that of the spectral lamp.
Finally the central wavelength of the Ar+ 3d4F9/2 → 4p4D7/2 transition has
to be found. A simple way of approximating this wavelength is to make use
of the light emission of the discharge itself. However, it has been observed
(cf. [46]) that the plasma rotates at angular frequencies in the kHz range.
It is then difficult to adjust the light collecting optics such that the mean
azimuthal velocity in the observed volume is exactly zero.
A more accurate method is to measure an ion velocity distribution function
at a fixed position when the laser is launched once in the axial direction and
once in the counter-axial direction into the device. Due to the finite stream-
ing velocity the wavelength is shifted to the blue in the first case5 and to the
red in the latter. Such a measurement is shown in Fig. 2.19. The wavelength
of the transition when the ion is at rest is located in the center of the two
maxima.
5Note that the ion ‘sees’ the laser radiation shifted to the red when moving in the same
direction. In order to excite the transition the laser has to be tuned to the blue in order
to compensate this shift.
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Figure 2.18: Drift of the spectral lines when the temperature inside the
spectrometer is increased from 23◦C to 40◦C.
Figure 2.19: Determination of the central wavelength. The same ivdf is
measured twice, launching the laser first in the co-axial and then in the
counter-axial direction. The non-shifted wavelength is located in the middle
of the two maxima.
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2.2.5 Corrections of vignetting effects
Figure 2.20: Vignetting by
the target surface.
If the LIF signal is measured close to the target
surface, the space angle can be reduced due to
vignetting effects. As the correction factor de-
pends sensitively on the exact angle between the
target surface normal and the axis of the target
chamber, an experimental method was used to
estimate this effect: A lamp is located at the
position of the sensitive area of the photomulti-
plier. Its light is mapped by the optical lenses
to the detection volume. If the manipulator is
moved to a position, where the detection vol-
ume gets close to the surface, a light spot from
the lamp becomes visible on the lateral surface
of the target head. As indicated in Fig. 2.20 we
can determine vignetted area Av and to the to-
tal area of the spot Aspot. The ratio of the two yields the correction factor.
2.3 The current-force probe
Modern plasma physics and fusion research is inconceivable without a va-
riety of diagnostics that measure essential plasma parameters like electron
density and temperature, streaming velocity, etc. Historically one of the first
and nowadays one of the most widespread diagnostics in plasma physics is
the Langmuir probe. This device, constituting simply an electrode immersed
in a plasma, determines electron density and temperature from the parti-
cle flux measured in the form of an electric current (cf. Sec. 4.1). Particle
fluxes, however, are not the only quantity measurable by a probe. For ex-
ample Bernd Koch [33, 34, 35] successfully measured energy fluxes onto a
target making use of the thermoelectric effect. In this section a current-force
probe is presented which is capable of measuring the momentum flux onto
a surface. Such a measurement is not trivial since the force caused by the
particles impinging a surface is quite small (of the order 1 mN) and at the
same time the device is required to withstand the demanding conditions of
plasma exposure. Thin membranes or any other filigree structures (such as
those used in modern pressure gauges, which are orders of magnitude more
sensitive) would be damaged by the high heat fluxes, often of the order 10
MW/m2 in a fusion device.
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Figure 2.21: Schematic assembly of the current-force probe
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The delicate elements of the probe shown in Fig. 2.21, the highly sensitive
semi-conductor strain gauges, are located outside the plasma where they are
protected from the high heat fluxes. These strain gauges are made from
p-doped silicon which changes its resistivity strongly under deflection. The
force is mediated by a Al3O2 rod, which is connected to the probe head, a
circular disk made from boron nitride6 immersed in the plasma. This ar-
rangement constitutes a pendulum that is most significantly deflected at the
position of minimum stiffness, i.e. at the position where two holes are drilled
into the titanium beam connected to the rod. The semi-conductor strain
gauges (manufacturer Micron Instruments) are glued to a small bridge left
between the holes, two on each side of the beam. They are connected in the
form of a Wheatstone bridge giving an output voltage Uout when an input
voltage Uin is applied and the pendulum is deflected. The arrangement goes
back to Chavers et al. [9] who applied a very similar device to measure the
momentum flux in a plasma thruster. Although mechanical probes are not
very common in plasma physics, first attempts to measure the deflection of
a pendulum in a plasma were successful as early as 1962. At that time Wael-
broeck et al. [66] tested such a device in an ’electrodeless plasma gun’. As the
density was as high as 1021 m−3 the forces were relatively easy to measure. In
the following years, however, no indications are found in the literature that
similar probes have been used.
The novelty of the device shown in Fig. 2.21, with respect to that developed
by Chavers et al. , is that two pendulums are placed close together so that
the rear sides of the heads are screened from plasma exposure. Positioned in
this way, the individual forces on both sides are measured and not only the
net force on a single head. In general, the signals are also much larger.
An electrical collector is located in the center of each head, which measures
the current-voltage characteristics. The probe then also constitutes a Mach
probe[27].
2.3.1 Calibration
For the calibration the same arrangement was used as in [9]. Using thin,
almost weightless strings, the weight forces of different known test masses
were exposed to the pendulum while recording7 Uout (Fig. 2.22). Doing the
same procedure with different masses, a linear dependence between Uout and
6Boron nitride (BN) is an insulating material with a high melting point (2700◦C) and
a low vapor pressure, which is often used in plasma physics.
7The signal is amplified by the pre-amplifier SR560 (Stanford Research) and recorded
using the Nicolet ‘Vision’ data acquisition system.
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Figure 2.22: Output signal Uout at the Wheatstone bridge when applying an
input voltage of Uin = 5 V and when exposing six times a weight force of
F = mtg to the pendulum. The test mass was mt = 49.45 mg. Note that
the string was not fixed in the center of the probe head, but ∆l1 = 55 mm
above in the case of the first pendulum, and ∆l2 = 70 mm in case of the
second.
the force F
Uout = α · F · Uin + Uoffs (2.23)
is found, where Uoffs is an offset voltage that drifts on a time scale of several
minutes in the range of some µV and cannot be suppressed. Here, however,
it was subtracted from the original signal. The calibration constants for the
two pendulums are found to be
α1 = 0.299± 0.003N−1 and α2 = 0.302± 0.008N−1 . (2.24)
An alternative method to calibrate the probe is through the use of the cal-
ibration coils shown in Fig. 2.22. A current I driven through these coils
interacts with the vacuum magnetic field ~B and causes the torque
τ = ~B · ~nAINw (2.25)
in the pendulum. A is the coil area, ~n the surface normal (vertical unit
vector), and Nw the number of windings. If l is the length of the pendulum,
this torque is equivalent to a force F = τ/l acting on the surface of the
probe head. As the coil area is afflicted by a large error the first calibration
method is preferred. However, the calibration coils were used to test whether
the calibration remains constant during the measurements. In view of the
large heat loads the probe heads are exposed to and the fact that the small
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bridge in the titanium beam is the only mechanical connection with the rest
of the machine, this constancy could not necessarily be assumed from the
beginning. However, the calibration was found to be constant during all the
measurements presented in Sec. 4.7.
Chapter 3
Passive and active spectroscopy
on the Ar+ ion
The emission spectra of a plasma contain plenty of information about the ac-
tual plasma state. The intensities of the spectral lines depend on the electron
energy distribution (i.e. on the temperature, if the electrons are thermal-
ized) and on the electron density. Collisional radiative models, which take
into account the relevant atomic processes (electron impact excitation/de-
excitation, spontaneous emission, absorption for all atomic levels) for the
large number of energy levels, are used to compute these intensities.
In fusion research atomic beams are often applied as a diagnostic. With
the help of collisional radiative models, particularly for elements with a rel-
atively simple atomic structure like helium or lithium, the electron density
and temperature can be deduced from the spectra measured on such atomic
beams. Detailed information about the helium beam diagnostics applied at
the edge plasma of a Tokamak can be found, for example, in the PhD thesis
of Mathias Brix [8]. A thermal helium beam was also applied in PSI-2 by
Petra Kornejew [36].
In addition to the intensities, the line shapes carry information about the
particles in the plasma. Magnetic and electric (micro-) fields cause a split-
ting and/or broadening of the lines. In high density plasmas ne is often
deduced from the Stark effect (cf. [64]). For the moderate densities and the
relatively high ion temperatures in PSI-2 the Doppler broadening is much
more pronounced than the Stark (and the Zeeman) broadening which can
be neglected. By measuring the exact shape of the line we will be able to
determine the velocity distribution of the ions.
Active and passive methods have to be distinguished. We talk about ‘pas-
sive’ spectroscopy when observing the radiation from the plasma by a spec-
trograph without exciting the atoms externally. Passive spectroscopy is com-
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pletely non-invasive but has the disadvantage of being line-integrating. Mak-
ing symmetry assumptions a higher spatial resolution might be achieved by
performing Abel inversions, but often the uncertainties remain quite high.
We are concerned with active spectroscopy, when a laser or any other light
source is used to excite the plasma atoms/ions. One example is the Laser In-
duced Fluorescence diagnostic, which is described more in detail in Sec. 2.2.
The detection volume on one hand side is limited by the diameter of the laser
beam and on the other hand by the detector aperture, and so a high spatial
resolution can be achieved.
As almost all measurements shown in the present work were carried out in
argon plasmas, here we setup a simple collisional radiative model for Ar+. To
do so a list of all the atomic levels is first required. Some of these levels (and
transitions) were computed from first principles by Saha and Fritzsche [55]
but a more comprehensive set can be found in the spectral database from the
National Institute of Standards and Technology (NIST), Gaithersburg [53].
This data was used to plot the Grotrian diagram shown in Fig. 3.1 and is
reproduced in the appendix Tab.A. For all the levels inside the boxed region
the last shell has the configuration 3s23p4[x]nl 2S+1LJ . We use the common
abbreviation nl′ 2S+1LJ , where a single prime stands for [x]=[1D], a double
prime for [x]=[1S], and where the case [x]=[3P ] is unprimed. From the 418
levels (black) tabulated for Ar+ in the NIST[53] atomic database, there are
rate coefficients available for 84 levels (blue).
3.1 Collisional radiative model
Due to the large number of processes involved collisional radiative models are
often quite complex and generally difficult to set up. Furthermore the model
can only be as good as the atomic data fed into it. Rather than trying to make
accurate quantitative predictions on the intensity of certain spectral lines in
this chapter we want to make an estimation of the population densities – in
particular of those atomic levels relevant for LIF. A very important question
also concerns the time scale on which these population densities change as
an ion moves from one region at certain plasma condition to another region
with different plasma parameters or when the population is perturbated due
to the interaction with the laser. This question will be addressed in sections
3.3 and 3.4.
The only atomic data fed into the model presented here are the 84 energy
levels Ei given in Tab.A.1, together with their statistical weights gi and the
Einstein-coefficients Aij for spontaneous emission (Tab.A.3). These were also
taken from [53] and are reproduced in the appendix A. For some meta-stable
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Figure 3.1: Grotrian diagram of the Ar+ ion. Three selected three-level
processes in the visible range are shown.
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levels life times are provided by Schef et al. [51] (cf. Tab.A.5).
According to Seaton and Regemorter (cf. [28]) the electron-impact-excitation
rate coefficients for optically allowed transitions are approximated by:
Xji =
〈
σXji v
〉
= 3.15 · 10−13fji Ry
Eij
√
Ry
Te
exp
(
−Eij
Te
)
gX
m3
s
, (3.1)
where the oscillator strengths fji are related to the Einstein coefficients for
spontaneous emission Aij and the statistical weights gi [53] via
fji =
2a0
α4c
(
Ry
Eij
)2
gi
gj
Aij . (3.2)
Eij = Ei − Ej is the energy difference between the upper level Ei to the
lower level Ej, Ry = 13.6 eV the Rydberg constant, a0 = 0.529× 10−10 m
the Bohr radius and α = 1/137.036 the fine-structure constant. The gaunt
factor gX in Eq. 3.1 is assumed to be 0.2 for transitions with ∆n ≥ 1 and 1
otherwise. Optically forbidden transitions are neglected completely.
The corresponding coefficients for de-excitation can be obtained from the
detailed balance
Yji =
gj
gi
exp
(
Eij
Te
)
Xij . (3.3)
The highest energy level labeled by iion = 83 constitutes the ground state of
doubly ionized argon. It is connected to the rest of the levels by ionization
and recombination. Formulae for these processes are also found in [28]:
Siiion =
〈
σSi v
〉
= 1.7 · 10−14
[
Ry
χi
]2√
Te
Ry
exp
(
−χi
Te
) [
1− exp
(
−5χi
Te
)]
gS
m3
s
(3.4)
and
Riionj =
〈
σRn v
〉
= 5.2 · 10−20Z
(
χj
Te
)3/2
exp
(
χj
Te
)
Ei
(
χj
Te
)
gR
m3
s
, (3.5)
where Ei(x) =
∫∞
x e
−x′/x′dx′ is the exponential integral function. Z = 18 is
the atomic number and χi = Eiion − Ei the energy difference from Ei to the
second ionization level Eiion = 27.63 eV. The gaunt factors in Eqs. 3.4-3.5
are assumed to be
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gS = 1 +
√
3
pi
ln
(
1 + Te
χi
)
and gR = 1 . (3.6)
Finally, the argon ion may interact with electromagnetic radiation produced
either by the plasma itself or originating from an external source,e.g. a laser.
While we neglect the first (i.e. we assume the plasma to be optically thin)
the latter is addressed in Sec. 3.4.
It is well known that the Einstein coefficients Bij for absorption (or induced
emission Bji) are related to the ones of spontaneous decay Aij by
Bij =
c3h2
8piE3ij
Aij and Bji =
gi
gj
Bij . (3.7)
The time development of the population densitiesNi of the ion can be written
in matrix notation as a single differential equation
d
dt
~N = CR′ · ~N , (3.8)
where all the collisional radiative processes mentioned above are combined
in a single matrix
CR′ = [A + ne (X + Y + S + R) + u ·B]T ′ . (3.9)
Note that, due to its dependence on the wavelength uij = u(λij), the radiation
energy density is also a (symmetric) matrix here. We have to apply the ′
operator defined by
A′ij = Aij − δij
∑
k
Akj (3.10)
to account for the fact that a particle which makes a transition from i to j
not only increases the population of Nj but also decreases Ni. This operator
is linear and assures particle conservation (the sum over a column of any
primed matrix is 0).
Since by convention the Einstein coefficient Aif describes the transition from
an initial state i to a final state f we have to take the transposed matrix to
define Eq. 3.8.
Eq. 3.8 is now solved by
~N(t) =
∑
i
ai~vi exp(wit) (3.11)
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where ~vi are the eigenvectors and wi are the eigenvalues of the CR′ matrix.
These can be determined numerically by standard methods which are im-
plemented in almost any commercial mathematics software. The pre-factors
ai are selected such that N(t) is in accordance with the initial condition
~N(t = 0) = ~N0. We can for example calculate the mean occupation at the
time τ of a test particle exposed to the plasma assuming that the particle
is initially in the ground state ~N = ~e0. For different plasma conditions this
occupation is computed in Tab.A.1.
Finally, the mean (theoretical) number of photons emitted by such an ensem-
ble of test particles per second at the wavelength λij = hc/ (nair(Ei − Ej))
is given by
Iij,th = AijNi . (3.12)
3.2 Passive spectroscopy
The quality of this simple collisional radiative model shall now be evaluated
by comparing theoretical spectra with spectra measured in PSI-2. The light
emission of an argon plasma produced under two different discharge condi-
tions is coupled into an Échelle spectrometer (manufacturer GWU, model
Spectrell) by means of an optical fiber and a collimation optics. As in the
case of the LIF experiments, the last viewport of the target chamber was
used (cf. Fig. 2.1). The line of sight is parallel to the x-axis (a coordinate
system was introduced in Sec. 2.2.2) but in contrast to the LIF-measurements
the observation volume is centered on the axis of the plasma column. Since
the plasma is axially symmetric we can measure the ne and Te profile along
the line of sight by means of the Langmuir probe shown in Fig. 2.1.
Échelle spectrometers cover a large spectral range and at the same time mea-
sure at a relatively high resolution (∆λFWHM = 25 pm). Due to its working
principle no movable parts are used in this type of spectrometer and the
wavelength calibration is very stable. With the calibration provided by the
manufacturer all spectral lines could be identified unambiguously. In order
to calibrate the CCD chip sensitivity of the spectrometer the observation op-
tics was directed towards an integrating sphere (labsphere, USS 1200) after
performing the measurements in the plasma. As the distance was about the
same we obtain the radiant flux density um directly by dividing the spectra
Splasma measured in the plasma by those from the integrating sphere SIS and
multiplying with the calibration spectrum uIS provided by the manufacturer
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Figure 3.2: Measured and simulated spectra of an argon discharge at two dif-
ferent discharge conditions. For moderate densities and temperatures (top)
some lines of the neutral argon are found in the spectrum. These lines become
very weak at higher electron densities and temperatures (bottom).
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of the sphere (cf. Tab.A.6)
um =
Splasma
SIS
uIS . (3.13)
In order to compare a measured spectrum to the simulations we have to
multiply by
cc(λ) =
λ
hc
∆λFWHM4pi
〈ne〉∆x , (3.14)
where 〈ne〉 is the mean density over the observation volume and ∆x is its
extension. The height of a spectral line then indicates the number of photons
emitted per ion and per second into the full space angle 4pi. Fig. 3.2 shows a
section of the measured and computed spectra for the two different plasma
conditions mentioned. Remembering that in our model we neglected the
forbidden transitions completely and that the excitation coefficients depend
very sensitively on electron temperature and density, the agreement between
the experiment and the modeling is already surprisingly good. This is not
only a coincidence for in the small wavelength range shown in the figure but
holds for the whole measured spectrum (about 300 nm). The total intensity
of the strongest argon ion line 4p′ 4D7/2 → 4s′ 4P5/2, which is also used for
the LIF detection, is predicted by the model to within a factor of 11 in the
upper graphic and to within a factor of 7 in the lower one. The relative
spectra are also predicted quite well. Some of the lines differ by a factor of
2 or more from the measured ones but in general the ratios are reproduced
very well.
For this reason we may assume that the main populating /depopulating pro-
cesses of the metastable level 3d′ 4F9/2 are spontaneous decays and electron
impact excitation / de-excitation of optically allowed transitions. One might
argue that we cannot say anything about the population of our metastable
level since no (electric dipole) radiation is emitted from this level. However,
it can be shown easily that the strength of other lines (e.g. the strongest
ion line at 435 nm) depends significantly on its occupation. If the electron
impact excitation from the ground state was assumed as high as for an en-
ergetically neighboring level (e.g. 4s 2P1/2) the measured and the simulated
spectra would disagree significantly.
As an additional result we are now able to compute the total power radiated
by the argon ions in the discharge. Assuming a uniform density and temper-
ature profile in axial direction, the total power radiated by the ID = 100 A
discharge is about 75 W and about 1.5 kW (about 10% of the total discharge
power) in the case of the ID = 300 A discharge (taking into account the fac-
tors 11 and 7 mentioned before).
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Figure 3.3: Temporal evolution of the population density (normalized to
the equilibrium density) of the selected energy levels of the Ar+ ion. Left:
a stream of test particles initially in the ground state is exposed to a
plasma with an electron density of ne = 2× 1018 m−3 and a temperature
of Te = 2 eV. Right: the same test particles are then exposed to a plasma
at the same temperature but at half of the density.
3.3 Temporal evolution of the population den-
sities
With Eq. 3.11 we are able to study the temporal evolution of the population
of the different atomic levels. Fig. 3.3 shows the behavior of an ensemble of
test particles initially in the ground state which are exposed to a plasma with
an electron density of ne = 2× 1018 m−3 and a temperature of Te = 2 eV.
Very different time scales are involved. After about 1 ns the population of
the 4s 2P3/2 state is almost at its equilibrium value. In contrast, a signifi-
cant population of the metastable level 3d′ 4F9/2 is found to require a time
of about 10-100 µs. The ionization equilibrium would not be reached be-
fore 100 ms. However, even particles which move unperturbed through the
discharge at the mean streaming velocity have a shorter life time of only
τ = 3m/(300m/s) = 10 ms and so the plasma is in a non-equilibrium state.
Due to the frequent charge exchange and ionization processes we assume an
even shorter characteristic dwell time in the plasma of τ = 100 µs which is
indicated by the dashed blue line in the figure.
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Figure 3.4: Left: temporal evolution of the upper and lower LIF levels during
and after a laser pulse. Right: total number of LIF-photons emitted during
laser pulses with different power densities per spectral interval if Ti was 0.
An important question that arises with respect to the measurements in Chap-
ter 4 is how fast the population density changes if an ion passes a region with
a strong density gradient. The right graph of Fig. 3.3 shows the evolution
of the population density when the plasma density is decreased to one half
instantaneously. After the characteristic time of flight τ = 20 µs of a ther-
mal ion over a distance of 5 cm the population of the metastable level is still
practically constant.
3.4 Laser Induced Fluorescence / Saturation
broadening
In this section we want to address the interaction of the ion with the laser
radiation. The levels involved were introduced in the previous Chapter 2. A
scheme was also shown in Fig. 2.4 there. The energy density per spectral
interval u in Eq. 3.8 and Eq. 3.9 then has to be taken into account. The total
power of the laser beam is Plas = 8 mW and the radius about rlas = 1 mm.
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Figure 3.5: Saturation broadening of the resonance line of ions at
Ti = 0.5 eV.
Therefore ∫
u(ν)dν = Plas
pir2lasc
. (3.15)
According to the manufacturer the spectral width of the laser is in the range
of a few MHz. This is smaller than the natural line width of the transition
which is given by
∆ν =
∑
j A
T
ej +
∑
j A
T
mj
2pi = 23 MHz , (3.16)
where only the transitions from the excited level (m) contribute to the sum
since for the metastable (e) we have∑j ATmj ≈ 0. As the line has a Lorentzian
shape we can introduce an effective u as
u(ν ′) = ures
1
1 +
[
2(ν′−νme)
∆ν
]2 , where ures = Pcwpir2lasc
2
pi∆ν (3.17)
which fulfills Eq. 3.15. νme = (Ee − Em)/h is the frequency of the transition
and
ν ′(ν, v) = ν(1− v/c) (3.18)
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the Doppler shifted frequency in the frame of the ion moving at a velocity v.
The laser is modulated at a frequency of νmod = 100 kHz. As the gyro ra-
dius of a thermal particle ρi = 13 mm is larger than the diameter of the
laser 2rlas = 2 mm, the ions are exposed to the laser light for only about
the 2rlas/(2piρi) th part of one gyration period tgyr = 2pi/ωi, i.e. about
texp = 0.6 µs. Instead of assuming 5 µs lasting on and off periods we have
to assume a laser ‘pulse’ length of texp and an off period of tgyr − texp in our
simulation.
Fig. 3.4 (left) shows the temporal evolution of the population of the LIF lev-
els (solid lines = excited level, dashed lines = metastable level) normalized
to their unperturbed values during the exposure of a laser pulse at different
intensities. Note the double logarithmic representation of the graph. The
pulse starts at t = 0 s and ends at texp (black dashed vertical line). A gy-
ration period is completed after tgyr (blue dashed vertical line). It is found
that the lower (metastable) level is re-occupied when the ion gyrates into
the laser beam and so we may neglect the interaction of the ion with the
laser during the previous gyration period. We determine the total number of
photons emitted at λ = 435 nm during a laser pulse by integrating Eq. 3.8
from 0 to texp and multiplying by Aef
N435(u) = Aef
∫ texp
0
~Ne(t)dt = Aef
∑
i
ai
wi
~ve [exp (witexp)− 1] , (3.19)
where again the ~vi and wi are the eigenvectors and eigenvalues of the matrix
CR′ = CR′(u) and where the coefficients ai are determined from the initial
condition. This function normalized to 1 s/texp is shown in Fig. 3.4 (right).
So far we have assumed that the ions were cold and that the laser is exactly
in resonance with the transition. If we want to determine the number of
photons during a real laser pulse we have to integrate over the (normalized)
ivdf f̂(v). With Eq. 3.18 the number of LIF photons is given by
NLIF (ν, ures) =
∫ ∞
−∞
f̂(v′)Nl (u (ν ′(ν, v′))) dv′ , where (3.20)
Nl(u) = N435 (u)−N435(0) . (3.21)
Taking into account that the optical system collects approximately 5 times
more background light than originates from the detection volume (cf. Sec. 2.2.2)
a signal to background ratio of
NLIF (νme, ures)
5N435(0)
= 1.6% (3.22)
is in reasonable agreement with the result found in Sec. 2.2.3 that only 1%
of the photons originates from a LIF process.
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Another question we want to address here is the apparent broadening of
the spectral line with increasing laser power. Goeckner and Goree treated
this problem in [19]. Their results, however, cannot be adapted directly to
the present situation since the broadening was computed for a laser with a
spectral width of 1 GHz.
Evaluating Eq. 3.20 for different values of u we can compute this broadening
effect (cf.Fig. 3.5). If the laser power is in the range Plas = 8 mW, as in
our case, NLIF (νulv/c, ures) has practically the same width as f̂ , even if the
temperature is as small as Ti = 0.5 eV. If the power were 1000 times higher,
however, a significant broadening (black dashed curve) would be observed.
The temperature deduced from a LIF measurement with such a powerful laser
would be about three times too high. We can compute the mean frequency
interval in which the LIF process is excited as
δνsat =

∫∞
−∞ f̂(v′)
(
νme
v′
c
)2
Nl (u (ν ′(ν, v′))) dv′
NLIF (ν, ures)

1/2
= 0.26GHz . (3.23)
The corresponding velocity interval is δvsat = cδν/νme = 170 m/s. In sum-
mary this means that (due to the extremely narrow band width of the laser)
saturation is actually occurring but that the broadening can clearly be ne-
glected.
3.5 Zeeman effect
According to the Zeeman effect, the energy levels of atoms/ions lose their
degeneration with respect to the magnetic quantum number MJ under the
influence of a magnetic field. In a magnetic field B this energy shift is given
by
∆E = µBBMJgJ , where µB =
e~
2me
. (3.24)
For the lower LIF-level (3d 4F9/2) the Landé factor
gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1) (3.25)
is gJ = 4/3, and for the upper level (4p 4D7/2) it is gJ = 10/7. According
to the selection rules only transitions with ∆MJ = 0,±1 are allowed. We
distinguish between pi-transitions (∆MJ = 0) and σ-transitions(∆MJ = ±1).
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Figure 3.6: Vertical Lines: Intensities of the Zeeman components of the LIF
process 3d 4F9/2 → 4p 4D7/2 → 4s 4P5/2according to Eqs. 3.26-3.27. Red
curve: simulated LIF signal for an ion temperature of Ti = 0.25 eV. Green
curve: measured LIF signal at a low discharge current (ID = 100 A), i.e. at
a low density and temperature.
When observing the emission from the plasma perpendicular to the magnetic
field lines (transverse observation), the lines from pi-transitions are (linearly)
polarized parallel to the magnetic field, while σ components are perpen-
dicularly polarized. In the case where we observe the lines parallel to the
magnetic field, the pi-component is suppressed and the σ-components are cir-
cularly polarized. Due to the symmetry between absorption and emission,
pi-components are also suppressed when exciting the LIF-process with the
laser.
We not only have to take into account whether a transition is allowed or not
but also the actual strength of the lines. Sobelman [60] gives the relative
intensities as follows:
I||,J→J−1 =

0 for ∆MJ = 0 (pi)
1
2(J +MJ)(J − 1 +MJ) for MJ →MJ − 1 (σ)1
2(J −MJ)(J − 1−MJ) for MJ →MJ + 1 (σ)
(3.26)
and
I⊥,J→J−1 =

J2 −M2J for ∆MJ = 0 (pi)
1
4(J +MJ)(J − 1 +MJ) for MJ →MJ − 1 (σ)1
4(J −MJ)(J − 1−MJ) for MJ →MJ + 1 (σ)
(3.27)
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The contribution of the different absorption lines to the LIF signal, i.e. the
product of Eq. 3.26 and Eq. 3.27, is computed in Fig. 3.6 for a field strength
of B = 0.085 T. The blue lines indicate the emitted contribution of pi com-
ponents.
We can now generalize Eq. 3.20 in order to study the convolution with the
ivdf
NZLIF (ν, ures) =
∫ ∞
−∞
f̂(v′)
∑
j
Ij⊥
I0⊥
Nl
Ij||
I0||
u (ν ′(νj, v′))
 dv′ , (3.28)
where νj = νme+ BµBh
(
gJ,mM
j
J,m − gJ,eM jJ,e
)
are the shifted frequencies of the
16 transitions (j = 1 . . . 16) shown in Fig. 3.6. The normalization constants
I0|| and I0⊥ have to be chosen in an appropriate way. Note that Eq. 3.28
can only be an approximation, since limB→0NZLIF = NLIF is not strictly
satisfied. For a more refined treatment the splitting of the levels, together
with the detailed transition rates between the different MJ states have to be
taken into account in the collisional radiative model.
For low ion temperatures indications for the Zeeman splitting were found in
the LIF-signal. The green curve in Fig. 3.6 shows the measured LIF signal
in discharge with the relatively small current of ID = 100 A. Assuming a
Maxwellian distribution with an ion temperature as small as Ti = 0.25 eV
NZLIF fits the LIF signal very well for a magnetic field of B = 0.085 T. This
is exactly the field we compute by Eq. 2.1. As with Eq. 3.23 we determine
the frequency interval that contributes to the LIF-signal
δνZee =

∫∞
−∞ f̂(v′)
(
νik
v′
c
)2∑
j
Ij⊥
I0⊥
Nl
(
Ij||
I0||
u (ν ′(ν, v′))
)
dv′
NZLIF (ν, ures)

1/2
= 1.5GHz .
(3.29)
In velocity units this corresponds to δvZee = 960 m/s.
The Zeeman effect is the strongest broadening mechanism (but less than
the Doppler broadening of course). When evaluating the ion temperature
we cannot neglect it. All the values for Ti evaluated in Chapter 4 are thus
corrected by 0.5 eV. However, due to the symmetry of the effect the mean
streaming velocity is not affected.
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3.6 Stark broadening
The electric fields also cause a splitting/broadening of the levels due to the
Stark effect. On a microscopic scale fluctuating electric fields are permanently
present in the plasma because of the charged particles in the neighborhood
of the atom/ion. The non-trivial quantitative study of this effect, i.e. the
broadening of spectral lines is addressed by Griem [21, 22]. According to him
a (non-hydrogen like) Stark broadened line has a Lorentz profile with a full
width at half maximum of (cf. also [1, 47])
∆λSfwhm ≈
[
1 + 1.75α
(
ne
1022m−3
)1/4 (
1− κ ri
λD
)]
2∆λe
ne
1022m−3 , (3.30)
where ri = 3
√
3/(4pine) is the mean distance between the particles and λD is
the Debye length (Eq. 4.13). κ = 0.75 in the case of neutral atoms and 1.2
in the case of singly ionized atoms. The parameters α, and ∆λe are given in
[21]. For typical densities in PSI-2 (ne = 1019 m−3) the Stark broadening is
in the range 0.01 pm (δvStark ≈ 5 m/s) and thus can be neglected completely.
Chapter 4
The plasma-wall transition:
measurements and modeling
4.1 Derivation of the basic equations
The particle velocities in most laboratory plasmas are moderate with respect
to the speed of light. Furthermore the mean distance between neighboring
particles is orders of magnitude larger than their de-Broglie wavelength. The
dynamics of a plasma can thus be described with sufficient accuracy in terms
of Newton’s mechanics. The challenge, however, is due to the complexity of
the interactions and the different temporal and spatial scales involved. As it
is hopeless to resolve the equations of motion of all the particles (1016−1021)
simultaneously, velocity distribution functions fα(~x,~v, t), i.e. densities in the
phase space, are introduced. Along a trajectory (of a particle following the
fields) this density can only change due to collisions:
dfα
dt
= ∂fα
∂t
+ d~x
dt
∂fα
∂~x
+ d~v
dt
∂fα
∂~v
=
(
∂fα
∂t
)
coll.
, (4.1)
where d~x/dt = ~v and where d~v/dt is given by the force on a particle
qα/mα
(
~E + ~vα × ~B
)
. α=(n,e,i) here stands for the particle species, i.e. neu-
tral particles, electrons, and singly or multiply ionized atoms.
Although methods like LIF are capable of measuring the velocity distribution
function (of atoms if they are not completely ionized) the solution of such a
kinetic six-dimensional partial differential equation (particularly when aim-
ing to treat the fields self-consistently and when taking into account the
collision operator (∂fα/∂t)coll.) is only possible in particular cases. It is thus
useful to compute moments Ψm(~x) from the velocity distribution function
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Ψm(~x) =
∫ ∞
−∞
~vmfα(~x,~v)d3v (4.2)
which depend only on the spatial coordinate ~x. Integrating both sides of
Eq. 4.1 over the velocity space after multiplying with increasing powers of ~v
a set of hydrodynamic equations is deduced:
Particle balance (Continuity)
∂nα
∂t
+∇ · (nα~uα) = Sα (4.3)
Momentum balance
mαnα
[
∂~uα
∂t
+ (~uα · ∇) ~uα
]
= qαnα
(
~E + ~uα × ~B
)
−∇ · pα −mα~uα (Sα + nανc,α) ,
(4.4)
Energy balance
3
2nα
dTα
dt
+ (pα · ∇) · ~uα +∇ · ~qα = Qα , (4.5)
where the symbols have the following meaning:
nα : particle density
~uα : streaming velocity
Sα : particle sources
mα : particle mass
qα : particle charge
~E : electric field
~B : magnetic flux density
pα = pαI + Πα : pressure tensor
νc,α : collision frequency
Tα : temperature (in energy units)1
~qα : heat flux
Qα : heat transfer / energy exchange rate
In order to achieve a completely equivalent description of Eq. 4.1 the list
of fluid equations would have to be infinite. Furthermore the mth equation
contains the (m + 1)th momentum. For this reason we need to close the
1Note that it is very common in plasma physics to specify temperatures in eV. This
is equivalent of redefining kB = 1. However, this convention is not always useful and
sometimes temperatures are given in Kelvin. As the unit indicates unambiguously which
convention is chosen here as often in the literature we accept this formal incorrectness.
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equations with an additional (e.g. thermodynamic) assumption. Instead of
the energy equation 4.5 it is common to assume polytropic changes of state,
so that
Tαn
1−γα
α = const. or equivalently ∇pα = γαTα∇nα . (4.6)
Due to the high heat conductivity the electrons are usually isothermal (γe=1).
On the other hand for the ions the polytropic index might be in the range
γi = 1 . . . 3.
Besides these fluid equations, Maxwell’s equations
div ~E = −∆Φ = ρ
0
= 1
0
∑
α
qαnα (Poisson’s equation) (4.7)
rot ~E = −d
~B
dt
(Faraday’s law) (4.8)
rot ~B = µ0~j + µ00
∂ ~E
∂t
(Ampère’s law) (4.9)
div ~B = 0 (4.10)
certainly must hold.
The complete set of Eqs. 4.3-4.5 and Eqs. 4.7-4.10 can only be solved analyt-
ically if significant simplifications are made. However, these or similar are
often solved by numerical codes like ‘B2’ developed by Bastiaan Braams in
his PhD thesis [7]. Often Monte Carlo codes like ‘Eirene’ are added in order
to simulate the distribution of neutral particles. Such a simulation was car-
ried out by Kastelewicz and Fussmann for PSI-2 [29]. Most of these codes are
optimized to the more complex geometry of a Tokamak, which is certainly
of great interest for fusion research. More details can be found for example
in the PhD thesis of David Coster [12].
A very common approximation is to neglect the electron’s mass which is at
least 1836 times smaller than that of the ions. For ~B = 0 and with ~E = −∇Φ
Eq. 4.4 simplyfies to
0 = ∇
(
eΦ
Te
− lnne
)
(4.11)
which is equivalent to Boltzmann’s relation
ne(Φ) = ne exp
(
eΦ
Te
)
. (4.12)
It is also a well known fact that, due to the high mobility of the electrons, a
plasma is able to screen any perturbation in the electric potential within a
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few Debye lengths
λD =
√
0Te
e2ne
. (4.13)
This is verified immediately when writing Eq. 4.7 in spherical coordinates
with a point charge Q being located at the point of origin
∆Φ = 1
r
d
dr
(
r2
dΦ
dr
)
= − 1
0
(
Qδ(r)−∑
α
qαnα
)
. (4.14)
Assuming quasi neutrality
0 =
∑
α
qαnα (4.15)
is satisfied in the average and that we can linearize Eq. 4.12 as ne(Φ) ≈
ne(1 + eΦTe ) Eq. 4.14 is solved by the Debye potential
Φ(r) = Q4pi0
e−r/λD
r
. (4.16)
For typical plasmas in PSI-2 this quantity is of the order 10 µm. For volumes
much larger than λ3D, quasi neutrality is fulfilled very well (for the sake of
simplicity we will write nα instead of nα). It should be noted, however, that
the assumption of quasi neutrality does not mean that the electric fields
vanish. A tiny violation of Eq. 4.15 can already cause extreme fields. In
particular, when there are gradients in the ion density electric fields are
needed to attach the electrons to the ions.
In the presence of magnetic fields charged particles are constrained to a gyro-
motion around the field lines. If the gyro frequency is much larger than the
collision frequency (i.e. if we are concerned with a ‘magnetized plasma’) the
plasma can move freely along the field lines. Perpendicular to the field lines,
however, the transport is strongly reduced and can only take place by means
of diffusion. We write Eq. 4.3 in cylindrical coordinates and assume the cross
field diffusion Γ⊥ = −D⊥∇⊥
D⊥
1
rn
∂
∂r
r
∂n
∂r
+ νi =
1
n
∂
∂z
(nu) =: µ , (4.17)
where quasi-neutrality n = ne = ni and ambipolarity Γi = Γe, i.e. equal
streaming velocities u = ui = ue were assumed. Defining
−k2⊥ ≡
1
rn
∂
∂r
r
∂n
∂r
(4.18)
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we are able to reduce Eqs. 4.3-4.4 to a set of one dimensional equations
∂
∂z
(nu) = µn = (νi − k2⊥D⊥)n (4.19)
0 = −∂pe
∂z
− enEz (4.20)
minu
∂u
∂z
= −∂pi
∂z
+ enEz −minu(νi + νcx + νel) , (4.21)
where the electron mass is neglected with respect to that of the ions. k⊥
can be computed from a given density profile ne(r). A common technique
to measure these profiles in PSI-2 are Langmuir probes. The ionization
frequency νi = nnRi(Te) is computed from the neutral particle density and
from the electron temperature. νcx = nnRcx(Ti) ≈ σcxnn
√
2Ti/mi and νel =
nnRel(Ti) ≈ σelnn
√
2Ti/mi are the frequencies for charge exchange and elastic
collisions, respectively. Fig. 4.1 shows the rate coefficients for ionization Ri
and for charge exchange Rcx as given by different authors. In the range
Te = 1 . . . 10 eV the values for Ri given in the literature agree very well. We
choose that given by [40, 59]:
Ri(Te) =
√
8
pimeT 3e
∫ ∞
Eiz
σi(E)E exp
(
−E
Te
)
dE with (4.22)
σi(E) =
pie2
4
(
e
4pi0
)2 1
E
( 5
3Eiz
− 1
E
− 2Eiz3E2
)
6 and Eiz = 15.76 eV. (4.23)
On the other hand the rate coefficients for charge exchange and elastic col-
lisions are far less reliable, the given values differing by almost one order of
magnitude. Since the cross sections found experimentally by Pullins et al. [52]
are in good agreement with theoretically computed ones and as this reference
is the most recent we adopt these values (σcx(1 eV) = 62.8× 10−20 m−2). For
elastic collisions we assume νel = 0.36νcx as this was already done in [50].
We now consider the situation when a magnetized plasma hits the surface
of a limiting wall or any solid obstacle with a size significantly larger than
λD. At surfaces ions and electrons recombine very efficiently so that walls
constitute a strong sink for the plasma. When electron and ion temperatures
are similar, the electrons, due to their much smaller mass, have a much
higher thermal speed vth,e =
√
2Te/me. If there were no further constraints,
the electron flux to the surface would be significantly higher than that of
the ions. As the plasma loses charge, electric fields soon build up, which
slow down the electrons and accelerate the ions. In the stationary situation
(which is usually attained on the sub-nanosecond timescale) an electrostatic
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Figure 4.1: Rate coefficients for ionization and for charge exchange ac-
cording to different authors: Pots[50], Lotz[41], Pullins[52], Hornbeck[26],
Lieberman[40], Hodgkinson[25] and Vestal[65]
potential is formed close to the surface as illustrated in Fig. 4.2. Electron
and ion fluxes must then be equal (Γe = Γi), so that no net current streams
onto the target. The space charge region in front of the surface is called
‘electrostatic sheath’ or just ‘sheath’ and has an extension of a few Debye
lenghts. Leaving the sheath at some point quasi neutrality will be fulfilled to
a high extent (but as we will see below not accurately). Although the position
of this point is not clearly defined, we will refer to this as the ‘sheath edge’
(s.e.) in the following. At the sheath edge we can expand the space charge
density ρ in terms of the electric potential Φ:
ρ(Φ) = ρse + (Φ− Φse) dρ
dΦ
∣∣∣∣∣
se
+ . . . , (4.24)
where ρse = 0 holds as presupposed. Inserting Eq. 4.24 into Poisson’s Equa-
tion 4.7, multiplying with the field strength E = −dΦ/dz, and integrating
over z leads to
0E
2 + (Φ− Φse)2 dρ
dΦ
∣∣∣∣∣
se
= 0. (4.25)
As E2 and (Φ− Φse)2 are positive,
dρ
dΦ
∣∣∣∣∣
se
= e d(ni − ne)
dΦ
∣∣∣∣∣
se
≤ 0 (4.26)
55
Figure 4.2: Illustration of sheath and presheath forming in front of a limiting
wall or another solid obstacle in a plasma.
must hold (cf. [54]).
This condition confirms theoretically the intuitive expectation that the elec-
tron density decreases faster than the ion density when approaching the wall
(i.e. with dropping electric potential, dΦ < 0). If this was not the case ni
and ne would not be monotonic. Such a potential could not be stable since
particles would be trapped in a potential minimum.
Inserting Eq. 4.19, into Eq. 4.20 and Eq. 4.21, with νi = νcx = νel = µ = 0
and Eq. 4.6, and multiplying by dz/dΦ leads to
dne
dΦ =
ene
Te
and dni
dΦ =
eni
miu2i − γiTi
. (4.27)
This in turn is inserted in Eq. 4.26 so that we obtain the Bohm criterion
Bohm [3] aforementioned
ui|s.e. ≥
√
Te + γiTi
mi
∣∣∣∣∣
s.e.
. (4.28)
Introducing the speed of sound
cs =
√
Te + γiTi
mi
. (4.29)
and defining the Mach number as the streaming velocity over the speed of
sound M = ui/cs this also reads
M |s.e. ≥ 1 . (4.30)
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A generalization for a plasma composed of multiple (positive) ion species
was given by Riemann in [54]. With the general definition of quasi neutrality
(Eq. 4.15) Eqs. 4.26-4.27 yield∑
i
qini
miu2i − γiTi
≤ e
2ne
Te
(4.31)
at the sheath edge. The index i here refers to the different ion species.
We can understand the ion velocity distribution fi(vi) as a number of groups
of ions with the same velocity vi and a vanishing temperature Ti = 0 but
with the same charge qi = e. Substituting the summation by an integral, we
obtain the so called kinetic (or general) Bohm criterion (cf. [54])∫ ∞
0
fi(vi)
v2i
dvi ≤ mi
Te
(4.32)
which was found originally by Harrison and Thompson [24].
However, in the following we will assume the fluid approach sufficiently ac-
curate and refer to Eq. 4.30 as the Bohm criterion. It says that a stationary
sheath can only exist if the ions arrive at the sheath edge at least with the
speed of sound. According to Bohm this acceleration is accomplished within
the so called ‘presheath’, a transition zone between the bulk plasma and the
sheath, where quasi neutrality is fulfilled to a high degree (although a weak
electric field persists). The extension of the presheath is much larger than
that of the sheath.
It should be noted that the physics of the presheath is far more complex than
that of the sheath since processes like ionization, collisions, and variations
and orientation of the magnetic field have to be taken into account. The
sheath in contrast is small enough that these processes can be neglected.
With µ = k⊥ = νi = νi = νi = ∂pi/∂z = 0 we obtain Boltzmann’s relation
ne(Φ) = nse exp
(
e(Φ− Φse)
Te
)
(4.33)
for the electrons (me ≈ 0) and we can describe the density of the ions by
ni(Φ) = nse
(
1− 2e(Φ− Φse)
mic2s
)−1/2
, (4.34)
which represents the conservation of energy. The Bohm criterion, Eq. 4.30,
was assumed here. We can then compute the devolution of the densities and
the potential in the sheath from Poisson’s equation 4.7
d2Φ
dz2
= −ense
0
(1− 2e(Φ− Φse)
mic2s
)−1/2
− exp
(
e(Φ− Φse)
Te
) . (4.35)
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Figure 4.3: Potential drop in front of a solid surface for an exemplary density
of nse = 4× 1017 m−3 and a temperature Te = 4.8 eV.
An approximate analytic solution of this equation, good for ratios |eΦw/Te| >
10, was found by Sheridan and Goree [58]. However, as the numerical solu-
tion of a one-dimensional differential equation is trivial, Fig. 4.3 shows the
numerical integration of Eq. 4.35.
It is then also possible to give the current density at any position z(Φ) in the
sheath
j(Φ) = ensecs − ense exp
(
e(Φ− Φse)
Te
)
ce
4 (4.36)
The first term of this equation is the ion flux, which is conserved within
the whole sheath and therefore equal to that at the sheath edge. ce =√
8Te/(pime) is the mean velocity of the electrons (cf. [62]) of the electrons,
which are assumed to be in thermal equilibrium within the whole sheath.
When introducing an electrode with a variable biasing to the plasma (e.g.
the tip of a Langmuir probe), the electrons in its vicinity screen this potential
perturbation from the rest of the plasma. Varying the biasing then changes
the size of the sheath but not the potential at the sheath edge. The current
drawn from the collector (in agreement with the convention the current flow-
ing into a Langmuir probe is counted negative IL(U) = −Atipj(U), where
Atip is the tip area) is then given by Eq. 4.36. When the electrode is at the
floating potential
58
Figure 4.4: Typical current-voltage characteristics measured in a PSI-2 dis-
charge. The electron temperature is obtained from the slope of the curve
around the floating potential Uf . nse can be derived from the ion satura-
tion current at the left wing of the curve. The sheath edge potential Φse is
determined by means of Eq. 4.37.
Uf =
Te
2e ln
[
2pime
mi
(
1 + γiTi
Te
)]
+ Φse , (4.37)
no net current j(Uf ) = 0 is drawn from the plasma.
Since Uf depends only weakly on the temperature ratio Ti/Te, one might
think that this relation would enable us to determine the electron tempera-
ture from the voltage measured at any electrically floating object exposed to
the plasma. Since the potential at the sheath edge plasma Φse with respect
to ground, is not known from this measurement, it is necessary to acquire
an entire current voltage characteristics (Eq. 4.36) by means of a Langmuir
probe. When biasing with a high negative voltage the second term in Eq. 4.36
vanishes and we can furthermore determine the electron density from the ion
saturation current
Isat = −Atipnseecs , (4.38)
an important plasma parameter. Fig. 4.4 shows such a typical characteristics
measured with the probe described in Sec. 2.3.
So far we have only treated the case where the biasing voltage is (signifi-
cantly) smaller than the sheath edge potential. Exceeding this voltage high
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currents can be drawn from the plasma, however, saturation also occurs the
ions this time being the particle species that screen the electrode.
The theory of Langmuir probes is an open field of research and the theoretical
description can become far more complex, when treating kinetic effects, when
taking into account the finite gyro radius of the ions, when being concerned
with particular probe head geometries or with non-Maxwellian electron ve-
locity distributions. For further details the reader is referred for example to
the review article written by Demidov [13] and the references therein.
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4.2 The presheath of a large target
4.2.1 Modeling
In order to find analytical functions that describe the plasma in the pre-
sheath of a large target we want to simplify Eqs. 4.19-4.21 further. First, we
assume electrons and ions to be isothermal so that ∂pe,i/∂z = Te,i∂ne,i/∂z.
We then add Eq. 4.20 and Eq. 4.21, assume n = ne = ni, replace ∂n/∂z
by means of Eq. 4.19, multiply by u/(nmic3s), with definition 4.29, and the
definition of the Mach number M = u/cs to obtain the relation
∂M
∂z
= µ
cs
1 + αM2
1−M2 , where α =
νt
µ
. (4.39)
νt = νi + νcx + νel is the total collision frequency.
The density n(M) as a function of the Mach number can be obtained from
Eq. 4.19, determining ∂n/∂z and then dividing this expression by n∂M/∂z.
Both sides of the equation obtained can be expressed by logarithmic deriva-
tives, so that we find
n(M) = n0
(
1 + αM2
)−α+12α , (4.40)
where n0 is the density in the bulk plasma. Knowing the density as a function
ofM we can directly determine Φ(M) from Eq. 4.20, which is a different way
of writing the Boltzmann relation,
Φ(M) = −Te2e
α + 1
α
ln(1 + αM2) . (4.41)
Note that the ions are accelerated by both, the electric field (enEz) and the
pressure gradient ∂pi/∂z in Eq. 4.21; the ratio of these forces is simply given
by the temperature ratio Te/Ti ≈ 2.
Assuming a constant neutral gas density nn, i.e. constant values α and µ,
we can integrate Eq. 4.39 in order to obtain an expression for z(M)
z(M) = cs
νt
(
1 + α√
α
arctan
(√
αM
)
−M
)
− z0 . (4.42)
z0 is chosen such that the Bohm criterion (Eq. 4.28) z(M = 1) = 0 is satisfied
at the target surface. We will also refer to this equation as the ‘collisional-
diffusive model’.
We have so far disregarded the fact that the target surface, a sink for elec-
trons and ions, is a strong source of neutral particles. A treatment of the
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problem taking into account all the mechanisms involved is only possible by
resolving the equations numerically. Another analytic solution of Eq. 4.39
can be found, however, if we neglect radial diffusion, charge exchange, and
elastic collisions (so that µ = νi and α = 1). If the target was infinitely
extended in y and x directions no particles could escape from the plasma
and that the total flux density
nnun + ncsM = 0 (4.43)
vanishes. Assuming furthermore a constant neutral particle velocity un, we
can then express nn by nM and using µ = νi = RinMcs/un, Eq. 4.40, and
the definition of the mean free path length for ionization
λi = un/(Rin0) (4.44)
we can solve Eq. 4.39
z(M) = −λi2
(
M2 − 1− 2 ln(M)
)
. (4.45)
Note that the Mach number falls to a value of 1/e at a distance of |z(1/e)| =
0.57λn to the target. The validity of this approach can be justified if λn is
much smaller than the target (and λcx and λel). This solution will also be
referred to as the ‘recycling model’.
4.2.2 Measurements
Measured ivdfs at different z positions to a large target are shown in Fig.
4.5. The spatial resolution in z-Direction was ∆z = 0.4 mm. (This is an
improvement by a factor of 100 with respect to [42, 44]!) In order to com-
pensate vignetting effects some of the curves were multiplied by the factors
shown in parenthesis in the legend. For the sake of comparability the ivdf
measured when the target was removed from the plasma is shown reduced
by a factor of 5. Two different target materials were used, boron nitride (Fig.
4.5(a)) and tungsten (Fig. 4.5(b)).
The black vertical lines indicate the speed of sound evaluated from the
current-voltage-characteristics measured by the collector in the center of
the target and from the ion temperature obtained from the LIF measure-
ment without target. Different values for the polytropic index were assumed:
γ = 1 (isothermal ions) and γ = 3 (adiabatic ions). Formally setting γ = 0
corresponds to the case, where the ions are cold. In contrast to Sec. 4.6 the
ivdfs found can be fitted very well by shifted Maxwellian distributions, their
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(a) Target material: boron nitride
(b) Target material: tungsten
Figure 4.5: Ion velocity distributions measured at different distances |z| to
a target made of (a) boron nitride or (b) tungsten. The spatial resolution
was ∆z = 0.4 mm. In (b) the density could not be measured directly at
the target surface; here the value measured by the Langmuir probe is given
instead.
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(a) Axial profiles of Mach number and density evaluated from the ivdfs shown in Fig.
4.5(a). The boron nitride target is located at z = 0. The solid lines show the model-
ing according to Eq. 4.42 and Eq. 4.40 with the parameters given in Tab. 4.1. A small
improvement is achieved applying a numerical modeling (dashed lines).
(b) As Fig. 4.6(a) but for the ivdfs measured in front of a tungsten target (Fig. 4.5(b)).
Figure 4.6: Evaluated Mach numbers and densities in front of a large target.
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(a) ne and Te profiles in front of the boron nitride target. The quantities are normalized to
their peak values nmax = 4.3×1018 m−3, Tmax = 3.1 eV and Smax = 1.7× 1022 m−3 s−1.
(b) ne and Te profiles in front of the tungsten target. The quantities are normalized to
their peak values nmax = 3.4×1018 m−3, Tmax = 2.6 eV and Smax = 3.7× 1021 m−3 s−1.
Figure 4.7: Radial profiles. Si represents source strength due to electron-
impact ionization. k⊥, a measure for the curvature of the radial density
profile, is defined by Eq. 4.18)
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shift increasing up to at least the speed of sound when approaching the tar-
get surface. A first important result is this experimental proof of the Bohm
criterion [3].
By fitting Maxwellian distributions to ion velocity distribution functions
(ivdfs) in Fig. 4.5 we obtain the data points for n and M shown in Fig.
4.6. For both, boron nitride and tungsten, the typical length λM , where the
final acceleration from Mach numbers around 0.5 to M = 1 takes place, is as
short as λM = 30 mm.
Computing λi for neutral atoms being released at thermal velocity according
to Eq. 4.44, we obtain values at least as large as λi = 63 cm (for Tn = 300 K).
For this reason we expect the collisional-diffusive model (Eq. 4.42) to describe
the n and M profiles much better than the recycling model (Eq. 4.45). In
order to compare these profiles to the model we have to analyze the radial ne
and Te profiles shown in Fig. 4.7. Applying the differential operator on the
right hand side of Eq. 4.18 we can determine the value for k⊥. The Te and
ne values are evaluated from the collector in the center of the probe. With
the parameters listed in Tab. 4.1 the solid curves in Fig. 4.6 are drawn. The
agreement with the experimental data is already quite good.
measured quantities
target material nse [m−3] Te [eV] Ti [eV] pn [mPa] k⊥ [m−1]
boron nitride 5.8× 1017 3.1 1.1 50 63.2
tungsten 9.7× 1017 2.63 0.5 59 35.1
adapted quantities
target material Tn [K] D [m2/s]
boron nitride 380 1
tungsten 600 1
related quantities
target material nn [m−3] νi [kHz] νcx [kHz] νel [kHz] α
boron nitride 9.5× 1018 4.1 13 4.7 83
tungsten 7.2× 1018 1.3 7.3 2.6 207
Table 4.1: Modeling parameters for the collisional-diffusive model (Eq. 4.42).
For reasons that are not quite clear up to now the radial density profile
changes when immersing the tungsten target in the plasma. For this reason
the k⊥ values for the two different targets differ significantly at the laser po-
sition (indicated by the red vertical lines in Fig. 4.7(a) and Fig. 4.7(b)).
Since the LIF diagnostic system is optimized for a high resolution and since
the view into the target chamber is limited, the z-interval covered by the
LIF measurements is relatively small (−80 mm < z < 0). However, we can
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obtain an approximate experimental value for the density in a distance of
about z = −800 mm simply by removing the target from the plasma. In
this case the plasma streams onto the neutralizer plate, which is as if the
target was shifted by +800 cm. The strong density increase by a factor of
more than 6 over this interval is even more pronounced in the experiment.
4.2.3 Numerical modeling
So far we have been unable to find an analytic solution for Eq. 4.39, which
takes into account all the processes involved: ionization, friction, diffusion
and recycling of neutral particles. It is not a trivial matter to find such a
solution, since we cannot make use of a conservation law like 4.43 and we
must compute the neutral particle density at a certain position z taking into
account the plasma conditions between z and the wall. However, Eq. 4.39
can be solved numerically by dividing the neutral particles into two fractions
nn = n(bg)n + n(r)n , those that collided with the walls of the vessel several
times and that constitute a constant background density n(bg)n and those
that originate directly from the target plate n(r)n . In the stationary case as
many neutrals are released from the target as ions move onto it, and so we
have Φn = −Φi. As a simplification we assume all the neutrals to start at
z = r = 0 and that their velocity un is constant. Their angular distribution
is furthermore assumed to be given by a cosine law
dΦn
dΩ = −Φi
cos θ
pi
, (4.46)
where we define the angle θ as illustrated in Fig. 4.8. If no collisions or
ionization take place we can compute the flux through the circular cross-
sectional area at the position z by
Φn(z) = −Φi
∫ 2pi
0
dφ
∫ θ(z)
0
dθ′ sin(θ′)cos(θ
′)
pi
= −Φi sin2 θ(z) . (4.47)
Note that with the target plate placed at z = 0, all three quantities z, dz
and un are negative. Furthermore a negative flux Φn means that a (positive)
number of particles dN = Φdt = −unnpia2dt passes from the right to the left
through the surface, where a is the radius of the plasma column. With the
angle θ given by θ(z) = arctan (a/(−z)),
dΦ = d
dz
[
sin2 (arctan [a/(−z)])
]
dz = − 2z
a2 + z2dz (4.48)
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Figure 4.8: Illustration of the different presheath models. The collisional-
diffusive model takes into account ionization and charge exchange processes
with the background neutral particles and cross-field diffusion of plasma from
the high density regions (blue). The recycling model assumes only ionization
of the particles originating from the target. The numerical model takes into
account all these processes and additionally radial losses of recycled neutrals
from the plasma.
particles escape from the plasma column per unit time from the interval
z . . . z + dz.
Taking also into account ionization and collision processes2, the density of
2Although a charge exchange reaction does not change the number of neutral particles
in first place, here it effectively does since the neutral particle after the reaction has a very
high velocity and escapes from the plasma volume almost immediately.
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n(r)n can be described by
dn(r)n = −
(
Rt
un
n(z) + 2z
a2 + z2
)
n(r)n (z)dz , (4.49)
with the total rate coefficient Rt = Ri + Rcx + Rel. Since n(z) depends
itself on n(r)n we cannot simply integrate this equation but have to solve it
(numerically) simultaneously to Eq. 4.39.
As shown by the dashed curves in Fig. 4.6 the numerically computed profiles
of Mach number and density are only slightly better than the analytical
formula (4.42). However, for increasing electron temperatures this correction
will become more and more important up to the point where Eq. 4.45 is
expected to describe the profiles well (cf. also Sec. 4.6).
4.2.4 Neutral gas temperature
Figure 4.9: Energy reflection coefficient according to Stangeby [62]. The
‘reduced energy’ , which for the conditions in PSI-2 is in the range 10−4, is
determined by formula 4.50
In view of the high frequency of charge exchange (and elastic collision) pro-
cesses, which produce neutral particles at energies in the range of some eV,
the assumed neutral gas temperatures in Tab. 4.1 seem to be very low. These
values can be justified assuming the energy reflection coefficients given by
Stangeby [62], which are reproduced in Fig. 4.9. The parameter  stands for
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the ‘reduced energy’
 ≡ 0.032534E0[eV ]m2
(m1 +m2)Z1Z2
√
Z
2/3
1 + Z
2/3
2
, (4.50)
where the index 1 refers to the projectile atoms and the index 2 to those of
the substrate. mα determines the atomic masses and Zα the atomic num-
ber. For an atom originating from a charge exchange reaction at the energy
Ecx = 1.5 eV colliding with the vessel made from stainless steel this value is
 = 1.5× 10−5 . Unfortunately, the smallest reduced energy for which en-
ergy reflection coefficients are available is  = 10−4 (red curve) and we have
to assume a quite large uncertainty for these coefficients. For this  value
for argon on stainless steel RE is as small as RE = 1 %. An atom has to
collide Ncw = ln (Ecx/Ecold) / lnRE ≈ 1 times with the walls in order to be
at an energy of Ecold = 1/40 eV. With a vessel diameter of dv = 40 cm the
characteristic time this atom is at that energy is then estimated by
τcx = Ncwdv/vth,i = 130 µs . (4.51)
The mean period of time an atom remains at a low energy until it participates
in a charge exchange reaction on the other hand is
τcold =
1
σcxn′vth,n
= 100 ms , (4.52)
i.e. almost three orders of magnitude longer. Here the density averaged
over the whole target chamber n′ = nVplasma/Vvessel was used. As a rough
estimation we can give a neutral gas temperature of
τcxTi + τcold300 K
τcx + τcold
≈ 350 K . (4.53)
For an energy reflection coefficient in the range of ten times larger (10%) this
value is a little higher but still remains below 400 K. However, this simple
estimation does not take into account the neutrals emitted from the surface.
The energy coefficient there depends significantly on the material. While
for argon on boron nitride it is significantly smaller than 1%, for argon on
tungsten it becomes approximately 15%. This might explain, why we had to
assume a significantly larger neutral gas temperature (Tn = 600 K) for the
modeling with the tungsten target.
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4.3 The presheath of a small target
4.3.1 Modeling
The case of a small target immersed in a magnetized plasma was addressed
by Hutchinson [27] in 1988 in order to deduce the Mach number from the
ratio of ion saturation currents measured on the two sides of a Mach probe.
Hutchinson assumes a set of equations similar to Eqs. 4.19-4.21. These are
applied to a geometry that corresponds to the present arrangement, i.e. a
cylindrical target immersed in a magnetized plasma. According to Hutchin-
son two regions can be distinguished (cf. Fig. 4.14(a)): (I) the region in
front of the target where the plasma is accelerated towards the target sur-
face, and (II) a zone beyond the field lines that touch the target edge where
the plasma streams unperturbed at a constant Mach number with a con-
stant density. The Mach number and density in region (II) are assumed to
be equal to M∞ and n∞ in (I), sufficiently far away from the surface. In
contrast to Eqs. 4.19-4.21 and in contrast to an alternative model set up by
Stangeby [61], Hutchinson also takes into account radial momentum trans-
port by means of the pressure tensor element pz,r = −η∂uz/∂r, where the
viscosity coefficient is taken as
η = αminiD . (4.54)
The parameter α ∈]0, 1] is left open for the beginning. Neither sources nor
collisional friction are considered, processes that were found important in
PSI-2 in Sec. 4.2. As the fluid equations are solved numerically anyway, no
principle difficulty occurs when we also take these forces into account. We
add the terms νini and (νcx+νel)miniv|| to the first two Eqs. in [27], following
in all other respects the author. The equations that have to be integrated
then read
dn˜
dz˜
= (1− n˜)M − (M∞ −M)[1− n˜(1− α)] + (ν˜i + ν˜t)n˜M
M2 − 1 (4.55)
dM
dz˜
= (M∞ −M)[1− n˜(1− α)]M − (1− n˜)− n˜ (ν˜i + ν˜tM
2)
n˜(M2 − 1) (4.56)
where n˜ = ni/n∞, ν˜i = νia2/D and ν˜t = νta2/D are dimensionless quanti-
ties. In order to pass from the dimensionless parameter z˜ to the real space
coordinate we have to multiply the former by csa2/D.
By integrating these equations and assuming ν˜i = ν˜t = 0 for the moment
the density at the sheath edge as a function of the unperturbed Mach num-
ber is found to be n˜se(M∞) = 0.3 exp(1.27M∞). As the temperatures and
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therefore the speed of sound are constant everywhere the ratio of ion satu-
ration currents on the front and backsides is equal to the densities Is1/Is2 =
nse(M∞)/nse(−M∞) and therefore the unperturbed Mach number can be
obtained from
M∞ = 0.4 ln(Is1/Is2) . (4.57)
4.3.2 Measurements
Figure 4.10: Ion velocity distributions measured by means of LIF at sev-
eral positions in front of the small target. The spatial resolution was
∆z = 0.4 mm.
With the measured ivdfs shown in Fig. 4.10 and the ion saturation currents
on both sides of the target Is1 = −10.1 mA and Is2 = −7.3 mA, we are now
able to compare this model with the experiment. The measured values for
M and n (obtained by fitting Maxwellian distribution functions in Fig. 4.10)
are plotted in Fig. 4.11 together with their computed values neglecting for
the moment collisions (ν˜i = ν˜t = 0). For a diffusion coefficient as high as
D = 20 m2/s an excellent agreement with the LIF-measurements is obtained.
Furthermore, the ratio of the ion saturation currents predicts perfectly the
unperturbed Mach numberM∞ = 0.13 assumed in Eqs. 4.55 and 4.56. More
moderate values around D = 7 m2/s are not incompatible with the error
bars, but values around D = 1.4 m2/s (Bohm diffusion) or D = 1 m2/s
(assumed in the case of the large target) are clearly inconsistent with the
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Figure 4.11: Axial profiles of Mach number and density in front of the small
target evaluated from the ivdfs shown in Fig. 4.10. The target is located at
z = 0. The solid lines show the modeling according to Eqs. 4.55-4.56. M0
and n0, the Mach number and density when the target is removed from the
plasma, are indicated by the dashed horizontal lines.
data. The high collision frequencies assumed previously cannot explain this
inconsistency either. Inserting νi = 8 kHz and νcx = 20 kHz, as estimated
from the measured neutral gas pressure of pn = 24 mPa (corresponding to
a density of nn = 4.3× 1018 m−3) leads to rather small changes in the com-
puted profiles but the very short decay length of the Mach number cannot
be reproduced this way.
It should be noted here that the ion gyro radius ρi = 10 mm is of the order
of the target diameter (r0 = 7.5 mm), violating the assumption (ρi  r0)
made by Hutchinson. Note that ions with a center of gyration in region (II)
may then penetrate region (I) about 2 mm in front of the target. As indi-
cated by the green curve in Fig. 4.11 the electric field force e
∣∣∣ ~E∣∣∣ exceeds the
Lorentz force evth,i| ~B| (of a thermal particle) there and the particle has a
high probability of being deflected towards the surface.
In order to investigate in more detail the influence of a finite ratio ρi/r0, in-
formation on the radial profiles of density and Mach number is required.
Measurements of such profiles – here for the case of the medium target
(∅ = 30 mm) – are shown in Fig. 4.12. For the sake of a simple and stable
adjustment, the laser beam and the detection volume were kept at a fixed
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Figure 4.12: Radial profiles of density and Mach number measured by means
of LIF.
position, while the target was moved in y direction (vertically).
The two dimensional normalized density and Mach number profiles found in
the experiments can be approximated by
n˜(z, r) = n˜(z, 0)− 1
(r/r0)2 exp
(
r−r0
λr
)
+ 1
+ 1 (4.58)
and
M(z, r) = M(z, 0)−M∞
(r/r0)2 exp
(
r−r0
λr
)
+ 1
+M∞ , (4.59)
where λr = 2.5 mm is the radial decay length. The functions n˜(z, 0) and
M(z, 0) are determined by Eq. 4.55 and Eq. 4.56.
4.3.3 Fields in front of the target
In order to maintain the axial density profile of the electrons an electric field
is required that balances the electron pressure gradient. In the stationary
case
0 = ∂
∂z
[
φ(z, r)− Te
e
ln n˜(z, r)
]
(4.60)
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must hold. With the additional condition that the radial electric field far
away from the surface vanishes, i.e. with φ(r,∞) = const., the potential is
defined (up to a constant which has no physical relevance) by the density
within the whole volume3:
φ(z, r) = Te
e
ln n˜(z, r) . (4.61)
It can easily be verified that for any density profile n˜(z, 0) given at the axis
Eq. 4.61 with Eq. 4.58 fulfills ∇ × (∇φ) = 0, a required condition for any
electrostatic potential.
If the potential is given everywhere we can directly compute the electric field
and the space charge density
~E(z, r) = −∇φ(z, r) and ρ(z, r) = −0∆φ(z, r) . (4.62)
Writing the Laplacian in cylindrical coordinates it becomes clear why we in-
troduced a factor (r/r0)2 in the denominator of Eq. 4.58. This factor assures
that | limr→∞∆φ| < ∞ so that the space charge density has no singularity
at r = 0.
Potential, electric field and space charge density are shown in Fig. 4.13. The
three contour plots on the left show the present situation4 (D = 20 m2/s)
whereas the plots on the right were computed assuming D = 1 m2/s. In
both cases the radial electric field becomes as large as Er = 500 V/m close
to the target surface. However, the extension of the region with such a high
field is much larger in the latter case.
3We can prove this by allowing an additional potential φ′ such that φ(z, r) =
(Te/e) ln n˜(z, r)+φ′(z, r). Eq. 4.60 then prohibits any axial dependence and the condition
φ(r,∞) = const. any radial dependence of φ′. φ′ can then only be a constant.
4Note thatD here only has the meaning of a fitting parameter and not of a real diffusion
coefficient
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Figure 4.13: Potential, electric field and space charge density in front of the
small target. Left: D = 20 m2/s (present case), right: if D was 1m2/s. Note
that the slope of the space charge density profile is very steep in front of the
target surface and that it reaches values around ρ = 1016 e/m3 there.
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(a) Particle trajectory in the zy-plane (b) Particle trajectory in the xy-plane
Figure 4.14: Motion of a collisionless ion approaching the target (solid blue
line). The red dashed line shows the trajectory if there was no potential
drop in front of the target. The dashed green line is a particle trajectory in
a potential computed with a parameter D = 1 m2/s.
4.3.4 Particle trajectories
One might think that the radial electric field should not cause any radial
transport, because the drift ~E × ~B/B2 points into poloidal direction. How-
ever, since the gyro radius is large with respect to the gradient length of
the field, we cannot describe the motion in terms of drifts. With ρ ≈ r0
we cannot even linearize the equations and we have to compute the actual
trajectory of the particle. For an arbitrary collisionless ion the equation of
motion is given by
d2~x
dt2
= e
mi
(
~E(~x) + d~x
dt
× ~B
)
. (4.63)
In Fig. 4.14 the trajectory of an exemplary ion is shown (blue solid line)
which hits the target surface under the influence of the electric field given by
Eq. 4.62. If there was no electric field the same particle would miss the target
(red dashed line). Computing the density profile according to Eqs. 4.55-4.56
with a parameter D = 1 m2/s the radial electric field has a much larger axial
extension and affects the ions even if they are still quite far away from the
target. The trajectory for this case is indicated by the dashed green line.
In the light of these results the very short decay lengths for Mach number and
density are far less surprising. If D was 1 m2/s the ion trajectories would be
completely disturbed and brisk exchange of particles between the two regions
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Figure 4.15: A number of particle trajectories were followed with (solid lines)
and without (dashed lines) the electric field. The particles started at a dis-
tance of |z| = 60 mm at different positions y with different gyro radii ρi.
Nc/Ntot is then the number of particles that hit the target over the total
number of particles started.
(I) and (II) takes place.
Let us regard now the particle balance for the cylindrical volume in front of
the target extended from the surface to a position zf far away from there
where the density is almost equal to that of region (II). For this volume
Φz + Φr = Φtarget (4.64)
must hold, where Φz = pir20csM∞n∞ is the particle flux through the front side
of the cylinder, Φr is the flux through the lateral surface. Finally, Φtarget =
pir20csnse is the flux onto the target surface. As the Mach number always
increases from M∞ to 1 and as the density always decreases from n∞ to nse
over the interval zf . . . 0 independently of the parameter D, we can directly
determine the total radial flux
Φr = pir20csn∞ (n˜se −M∞) , (4.65)
yielding a value of Φr = 2.8× 1017 s−1 particles per second in our case. As
we have seen in Sec. 4.2 the diffusive contribution ΦD is about D/D⊥ = 20
times smaller than this total flux Φr. The remaining flux Φr′ = Φr − ΦD is
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Figure 4.16: The ratio ΦE/Φz computed for different values of D.
then about
Φr′
Φz
= (1− 1/20) n˜se −M∞
M∞
= 1.9 (4.66)
times larger than the axial particle influx Φz.
In order to quantify the radial transport caused by the electric field a statisti-
cal treatment is required. Since the electron flux adapts itself automatically
to the flux of the ions in the stationary case, it is sufficient to simulate the
ions.5 We repeat the computation of the trajectory with test particles start-
ing at positions
~x =
 ρi sin θρi cos θ + y
−60 mm
 with the velocity ~v =
 ρiω cos θ−ρiω sin θ
vz
 , (4.67)
where ω = v⊥/ρi is the gyro frequency. With the help of Eq. 4.63 we follow
its trajectory until z = 0. If for the final position x21 + x22 ≤ r20 holds, the
particle hits the surface, otherwise it misses it. We then set the label lf = 1
otherwise it is lf = 0. An equivalent label li is introduced for the initial
position. The computation of the trajectory is then repeated (in total about
5Note that this radial transport of the ions is not ambipolar. However, as long as
parallel net currents carry away the incoming charge from the volume in front of the
target, the condition that no net currents flow on a global scale is satisfied.
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2 million times) for different values for θ, y, ρi, and vz. For a fixed value of vz
the raise in the number of particles hitting the target is shown in Fig. 4.15.
Summing over all particles j we can compute the ratio of radial flux caused
by the electric field ΦE to the axial influx
ΦE
Φz
=
∑
j f(vjz)f(v
j
⊥)yjvjz(l
j
f − lji )∑
j f(vjz)f(vj⊥)yjv
j
zl
j
i
, (4.68)
where f(v) ∝ exp(−(v/vth)2) and v⊥ = ωρi. As shown in Fig. 4.16
this ratio increases from ΦE/Φz = 0.35 to ΦE/Φz = 1 as D decreases
from D = 40 m2/s to D = 5 m2/s but it is still significantly smaller than
Φr′/Φz=1.9. So far, however, the particle simulation has not taken into ac-
count collisions and ionization nor temporal fluctuations of the potential.
We can estimate the frequency of ion-ion collisions νii from the general for-
mula for momentum exchange of charged test particles α with background
particles β
ναβ =
16
√
pi
3mα
(
1
mα
+ 1
mβ
)
q2αq
2
βnβ ln Λαβ
(4pi0)2
(
v2th,α + v2th,β
)3/2 (4.69)
which yields a value of about νii = 20 kHz. With the frequencies for charge
exchange and ionization given above we can estimate the mean time between
any of these collisions as τc = (νi + νcx + νel + νii)−1 = 18 µs. This yields a
Hall parameter of
H = ωτc = 4 . (4.70)
An ion thus, on average, does not even complete a single gyration cycle
between two collisions .
The collision processes were implemented in the particle simulation in
a simple way: During a time step ∆t the particle has a probability of
(νi + νcx + νel)∆t to collide with a neutral atom and a probability of νii∆t to
collide with an ion. After the collision the velocity vector of the ion points
in a random direction and has the length of the thermal velocity of the
collision-partner.
This simulation yields a slightly higher radial flux (cf. blue curve in Fig.
4.16) but does not explain the high value of Φr′/Φz=1.9 either. For this
reason the most likely explanation for the high radial transport is that
drift waves are excited in front of the target. These instabilities occur in
particular in regions with large density gradients as it was in our case.
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Nevertheless, a more elaborated simulation, taking into account all these pro-
cesses and computing the fields and the plasma streaming self-consistently,
would be desirable. Unfortunately that is beyond the scope of this thesis.
4.3.5 Macroscopic considerations
We can also describe the radial flux of ions in terms of macroscopic quantities
by means of the perpendicular conductivity σ⊥ as
Γr =
jr
e
= σ⊥
e
Er = −σ⊥
e
∂φ
∂r
. (4.71)
With the logarithmic relation between density and potential found before
(Eq. 4.61) we have
Γr = − σ⊥
e2
Te
1
n︸ ︷︷ ︸
D⊥
∂n
∂r
, (4.72)
which describes a flux. With the perpendicular conductivity given in [46]
σ⊥ =
miniνt
B2
(4.73)
where νt = νcx + νel + νi = 18 kHz again is the total collision frequency, we
can determine D⊥ as
D⊥ =
miTe
e2B2
νt (4.74)
For our conditions (Te = 4.2 eV and |B| = 85 mT) we obtain a value of
D⊥ = 4.5 m2/s. Due to the uncertainty of the neutral gas temperature
(which is required to derive νt) this value might have a significantly different
value. This diffusion coefficient is in agreement with the collisional particle
model, although still significantly smaller than D = 20 m2/s. In the previ-
ous section (Sec. 4.3.4) we saw that the electric field causes a radial transport
even without collisions. We can explain such an effect in the macroscopic
picture in terms of a polarization current
~jpol = χ⊥0
d ~E
dt
. (4.75)
where χ⊥ = min/(0B2) is the (radial) electric susceptibility of the plasma.
Although we excluded in our treatment an explicit time dependence of the
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Figure 4.17: Mach numbers measured by LIF and by the electrical collectors
on the two sides of the probe in comparison with the models developed by
Hutchinson and Stangeby.
electric field, a fluid element moving along the z axis at the velocity uz
effectively ‘sees’ such a time dependent field:
dEr
dt
= uz
∂Er
∂z
= −uz ∂
2φ
∂z∂r
. (4.76)
In the case where the collision frequency νeff is high, χ⊥ has to be replaced
by an effective susceptibility:
χeff⊥ =
min
0B2
exp
(
−ν
eff
ω
)
, (4.77)
although for our conditions the exponential factor in Eq. 4.77 gives only a
small correction of about exp(−1/15) ≈ 0.9. The radial flux density Γr
caused by this current is then given by
Γr = −χeff⊥ 0
∂2φ
∂z∂r
= −min
eB2
exp
(
−ν
eff
ω
)
uz
∂2φ
∂z∂r
. (4.78)
Dividing this by ∂n/∂r we obtain a formal Diffusion coefficient from D =
Γr/(∂n/∂r). However this value is not constant over z. In a distance of 20
mm it takes values D ≤ 10m2/s slowly decreasing for large z. However, over
the last few mm this value is diverging.
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We thus notice that there are two substantial radial fluxes driven by the
radial electric field. The first one is of a collisional nature and takes on the
structure of a diffusive flux. Conversely, in the case of the polarization cur-
rent, the collisions are rather damping the fluxes and the diffusion coefficient
associated with expression 4.78 is just a quantifying number.
Finally, one may argue that such radial fluxes are not admitted because of
the violation of ambipolarity. In fact, they are true ionic currents. There is,
however, no need to postulate ambipolar radial fluxes. The only requirement
that matters is div ~j = 0 in order to avoid infinite charge accumulation. This
condition can easily be satisfied by compensating axial electric currents.
4.3.6 Mach probes
In spite of the remaining problems we can answer here the important question
of whether one can rely on Mach probe measurements even if the transport
is not purely diffusive. Although the variation of the Mach number at dif-
ferent discharge regimes is relatively small, Fig. 4.17 shows that Eq. 4.57
(blue dashed curve) is satisfied fairly well. In contrast, the model given by
Stangeby [61] is underestimating the data considerably (black dashed curve).
Finally the question arises as to how this enhanced radial transport scales
with the probe radius. Since the cross section of the plasma column is about
5 cm we cannot investigate the case of a target in a homogeneous plasma
which is at the same time large with respect to the gyro radius. Measure-
ments in front of the medium probe (∅ = 30 mm), however, show a similarly
high D parameter as in the case of the small probe (∅ = 15 mm).
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4.4 Electrostatic sheath region
In order to perform measurements with Laser induced fluorescence on ions
in a plasma a couple of experimental difficulties have to be overcome. These
were described in Chapter 2. For a long time it seemed impossible to measure
a significant LIF signal with a diode laser in PSI-2 at all and so one of the
most fascinating observations was that with a well aligned arrangement this
signal could still be detected unambiguously even when the slit aperture was
as small as ∆z′ = 0.5 mm and when the space angle was reduced by a factor
of four at the same time. The spatial resolution then becomes as high as
∆z = 50 µm and the electrostatic sheath, which has an extension of several
Debye lengths λD = 15 µm (cf. Sec. 4.1), starts to become observable in the
experiments.
However, when measuring at such a high spatial resolution new difficulties
arise. First, the positioning accuracy of the belt-driven z-manipulator is not
much better than ∆z′ = 1 mm due to its principle of construction. For this
reason a second positioner with a 100 times higher accuracy was installed
on the detector head. Another point that we are concerned with is the
finite diameter of the laser beam. Even if the detection volume is adjusted
perfectly to the center of the beam, LIF photons from the edge of the beam
are collected from an interval of
∆z = rl
do
rlas = 100µm , (4.79)
where rl = 5 cm is the radius of the lens, do = 50 cm is the distance from the
detection volume to the lens, and 2rlas = 2 mm is the diameter of the laser
beam. For this reason the lens radius was reduced to rl = 2.5 cm by covering
it with an aperture plate. This is a well known measure in photography to
increase the depth of field.
Let us envisage now the behavior of the ion velocity distribution in the elec-
trostatic sheath. As discussed in Sec. 4.1 the ions fall practically collisionless
through the potential drop. The velocity of the particle v′ is then given by
the conservation of energy
1
2miv
′ 2 + eΦ(z) = 12miv
2 + eΦse , (4.80)
where v is its velocity at the sheath edge. Furthermore conservation of the
flux must hold and within the sheath and we can write
f(v′, z)v′dv′ = fse(v)vdv , (4.81)
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where fse(v) is the distribution function at the sheath edge. With vdv = v′dv′
we obtain
f(z, v′) = fse
(√
v′2 + 2e
mi
(Φ(z)− Φse)
)
. (4.82)
The maximum of the distribution function at the sheath edge is thus con-
served.
Fig. 4.19 shows fse(v) measured at the position z = −1 mm (orange curve).
It is fitted (red curve) by a smooth distribution function with f(v = 0) = 0.
The other curves (blue, magenta, cyan and black) are the distributions com-
puted from Eq. 4.82. A different representation of exactly the same distri-
bution function f(v, z) is shown underneath (Fig. 4.19, middle), but there
v is kept constant and z is varied. Such profiles would be expected when
measuring LIF with a spatial resolution of the order ∆z = 1 µm keeping the
wavelength constant and moving the detector. As mentioned at the begin-
ning, however, the real spatial resolution is about ∆z = 50 µm. We blur
these profiles artificially over this interval and compare them to the measure-
ments in the figure at the bottom. The peaks are less pronounced than in
the figure above, but they are clearly recognizable6. Thus, the existence of
the electrostatic sheath has been unambigously proved experimentally.
Figure 4.18: Evaluated Mach number and density profiles with (red and
green curves) and without (magenta and cyan colored curves) biasing of the
electric collector
6Note that during the measurement some positioning information was lost. The z
position of the blue and the black curve were corrected by −250µm.
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4.4.1 Biasing
Furthermore, we can consider Fig. 4.18 as a proof for the fact that the Debye
screening is working efficiently. Here the ivdf was measured in front of the
collector in the center of the probe while this was biased by U = −30 V.
With respect to the floating case Uf = −15 V the biasing has no effect at all
on the Mach number (cf. red and magenta colored curves). The density on
the other hand seems to be influenced by the biasing (blue and cyan colored
curves). However, the larger LIF signal could also be due to an increased
population of the metastable level caused by a slightly increased electron
temperature, i.e. by ohmic heating of the electrons when a current is drawn
from the plasma.
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Figure 4.19: Top: Ion velocity distribution fz(v) at different positions z in
the electrostatic sheath in front of the target. Middle: The same function
fz(v) as above but for different fixed values of v. Bottom: fz(v) is blurred
over an interval of ∆z = 50 µm and compared to measured LIF signals when
scanning the z position at a fixed wavelength.
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4.5 Oblique incidence
Figure 4.20: LIF measurements in the
magnetic presheath of a turnable tung-
sten target
So far we have only been concerned
with the case where the magnetic
field lines hit the target surface un-
der normal incidence. In the diver-
tor of a fusion device, however, it is
desirable to spread the power load
over a large area and so the case
where the field lines impinge on the
divertor tiles under shallow angles is
of particular interest. We want to
address this situation now, both ex-
perimentally and from the point of
view of modeling.
4.5.1 Modeling
The mathematical description of the situation changes significantly then.
The magnetic field, previously taken into account only indirectly (when esti-
mating the cross-field diffusion), now appears in the momentum equation. In
1982 Chodura [10] addressed this situation in terms of both a two-fluid and
a particle-in-cell model. According to him, in addition to the usual sheath
and presheath, a third region emerges in between when the magnetic field
hits the surface under non-normal incidence. This region will be called the
magnetic or ‘Chodura’ presheath in the following. When modeling this re-
gion it is useful to chose a coordinate system with one axis parallel to the
surface normal. Like Chodura we chose x. Assuming the plasma is extended
over a large region in y and z directions, we can make use of the symmetry
and neglect derivatives ∂/∂y = ∂/∂z = 0 (and also ∂/∂t = 0, assuming
stationarity). The magnetic field vector in this coordinate system is given by
~B = ~eBB , where ~eB =
 cosψ0
sinψ
 . (4.83)
As we have seen in Sec. 4.2, sources and collisional friction are important
for plasmas with conditions similar to those in PSI-2. So, in contrast to
Chodura, we want to take these terms into account in the modeling. The
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continuity equation then reads
(nux)′ = nνi ,
∂
∂y
(nuy) =
∂
∂z
(nuz) = 0 , (4.84)
where the abbreviation ′ := ∂/∂x is used. We express the electric field by the
density gradient (applying the momentum equation of the electrons Eq. 4.20
the electric field is e ~E = −γeTe(∇n)/n) in order to obtain the momentum
equation for the ions
ux~u
′ = e
mi
~u× ~B + c
2
s
ux
(u′x − νi)~ex − νt~u , (4.85)
where, as before, νt = νi+νcx+νel is the total collision frequency and ~ex is the
unit vector in x-direction. We can then integrate this equation numerically
by resolving with respect to ~u′ (writing Eq. 4.85 component-wise) and then
approximating ∂x by a finite element ∆x:
~u(x+ ∆x) = ~u(x) + ∆x~u′(x) . (4.86)
Before we can start this iteration it is necessary to find an adequate boundary
condition. In the sheath the motion of the particles is dominated completely
by the electric field so we can comfortably neglect the influence of the mag-
netic field there. All arguments for the derivation of Eq. 4.28 then still hold,
therefore the Bohm criterion ux|se ≥ cs must be fulfilled at the sheath edge.
However, the other components of the vector (uy and uz) are not determined
ab initio. Chodura found in his analysis another condition for a stable mag-
netic sheath, ux ≥ cs cosψ. This condition must hold at the edge of the
magnetic sheath where the plasma is still bound to the magnetic field lines
and where ~u and ~B are parallel. We write ~u as
~u = csMc~eB . (4.87)
Choosing νi = νt = 0 for the moment we can verify Chodura’s criterion for a
stable sheath. If we start the integration of Eq. 4.85 with values Mc ≥ 1 so-
lutions are always smooth (monotonically increasing), otherwise oscillations
are observed. This is independent of the angle ψ.
Applying this condition we are then also able to reproduce Fig. 7 in [10] by
integrating Eq. 4.85.
If we assume finite ionization and collision frequencies the situation changes
significantly. In Fig. 4.21 the critical Mach number Mc (the smallest value
found numerically for which the solution is not oscillating) is shown for dif-
ferent ionization and collision frequencies and for two different angles. It
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Figure 4.21: Critical Mach number Mc for different ionization and collision
frequencies. Note the different scales in the left figure (ψ = 60◦) and in the
right figure (ψ = 80◦)
turns out that a highly collisional regime requires high values of Mc, while
ionization has a stabilizing effect and Mc may be smaller.
We want to compare the computed profiles to the measurements now. Since
– here as before – the laser is launched into PSI-2 through the hollow cathode
it is to good approximation parallel to the magnetic field lines, and we have
to project ~u onto ~eB. The Mach number parallel to ~B is then
MB =
~eB · ~u
cs
. (4.88)
The distance zB from a point on a plane x = const. to the point where the
field line hits the target surface is zB = x/ cosψ.
4.5.2 Measurements
In Fig. 4.22 measurements with Laser induced fluorescence are shown where
the magnetic field lines and the laser hit the target under oblique inci-
dence. In the first case Fig. 4.23(a) the large circular boron nitride tar-
get (∅ = 100 mm) under a fixed angle of about ψ = 80◦ was used. The
lower part of the figure (Fig. 4.23(b)) shows measurements where a turn-
able rectangular tungsten plate (130×80 mm2) served as a target. During
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the measurements with this target the window was coated with sputtered
material from the target and so its transmission was not constant. As we
cannot correct this effect in a simple way, we confine ourselves to showing
only the Mach number here. Measurements at angles around 45◦ could not
be performed successfully, since the very strong light emission from the dis-
charge region was then reflected towards the detector and the background
signal increased more than an order of magnitude. The measurements with
ψ = 50◦ and ψ = 60◦ therefore have a large error bar.
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Figure 4.22: Ion velocity distributions measured at different axial positions
in front of a turnable target. The three figures represent the turning angles
10◦,70◦ and 80◦
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We observe that the streaming velocity becomes clearly supersonic in front
of target. The Mach number and the extension of this region furthermore
is increasing with increasing angles. Immediately in front of the surface the
Mach number is predicted fairly well (to about 15%) by the original Chodura
model (dashed lines). The size of the magnetic sheath and the profile of
the Mach number within this region, however, deviate strongly from the
computed values.
The attempt to fit the series of profiles with realistic ionization and collision
frequencies was not very successful. According to Fig. 4.21 the condition for
a non-oscillating magnetic presheath for an angle of ψ = 80 ◦, an ionization
frequency of νi = 3.3 kHz, and a total collision frequency of νt = 27 kHz is
a critical Mach number of Mc ≥ 3.5. Such high values were not found in
the experiment. The most likely explanation for this is that the finite size
of the target matters. In particular for angles around ψ = 80 ◦ the target
plate does not cover the whole plasma cross section and the symmetry along
the y and z directions can hardly be assumed anymore. Furthermore, if the
oscillation period of the solutions of Eq. 4.85 is larger than the zB-extension
of the target we may not be surprised to find sub-critical Mach numbers at
the edge of the magnetic sheath edge.
However, as a qualitative result, we can summarize that clearly supersonic
streaming velocities were found in a region of a few cm in front of the target,
as predicted by the modeling.
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(a) Axial profiles of Mach number and density in front of a boron nitride target under 80◦
incidence. Dashed red line: Theoretical Mach numbers determined from Eq. 4.85 according
to Chodura (νi = νt = 0). The dashed blue line indicates the edge of the target. Beyond
this position the LIF signal (but also background signal) increases significantly.
(b) Axial profiles of Mach number and density in front of a tungten target under oblique
incidence evaluated from Fig. 4.22. As above the dashed lines represent the Chodura
model. These lines also indicate the theoretical end of the magnetic presheath.
Figure 4.23: Plasma-Wall transition under oblique incidence.
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Figure 4.24: Change of the ion velocity distribution when approaching the
wall according to Emmert et al. [15].
4.6 Non-Maxwellian velocity distributions
Ions recombine with electrons at surfaces of a solid obstacle very efficiently.
As confirmed very well in previous sections, any obstacle can be assumed as
an absolute sink for the plasma. In the immediate vicinity of the surface
we can only find ions with positive velocities, i.e. velocity vectors directed
towards the surface. Negative components of the ivdf are suppressed com-
pletely, fw(v < 0) = 0.
As long as this part of the ivdf is not repopulated by collisions, we also ex-
pect non-Maxwellian velocity distributions at a certain distance to the wall,
i.e. on a length scale of the order of the mean free path length for ion-ion
collisions.
In the previous sections, where ion temperatures were moderate, the mea-
sured velocity distributions had a Gaussian shape even very close to the
surface. Here, however, we want to address measurements with a strongly
reduced gas inlet. Electron and ion temperatures are then significantly higher
and the mean free path length for ion-ion collisions increases strongly. As
shown in Fig. 4.25 the ivdfs become clearly non-Maxwellian under these con-
ditions.
A model for the change of the distribution function in front of a surface was
set up by Emmert et al. [15]. An important feature of this model is that ions
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Figure 4.25: Non-Maxwellian velocity distributions in front of a target.
Figure 4.26: Axial profiles of Mach number and density in front of the
medium size target evaluated from Fig. 4.25. MR and MH are the Mach
numbers predicted by the recycling model (Eq. 4.45) and by Hutchinson’s
model Eqs. 4.55-4.56.
96
are ‘born’ with a finite temperature. The source function S is given by
S(z, E) = S0h(z)2Ti
exp
(
qφ(z)
Ti
)
exp
(
−E
Ti
)
. (4.89)
Although at least questionable in general, in our case this assumption might
be justified, since thermalized ions may diffuse into the region in front of the
(medium size) target.
Assuming only singly ionized particles, Z = 1, the ion velocity distribution
according to Emmert et al. [15] is given as a function of the potential by
f(vz, φ, Te, Ti) = n0
√
mi
2piTi
exp (τψ0)H(vz, Te, Ti, ψ) , (4.90)
with the definitions
ψ = −eφ
Te
ψ0 = ψ − miv
2
z
2Tiτ
τ = Te
Ti
(4.91)
H =

1 + F (ψ) if v0 < vz
1 + F (ψ)− 2F (ψ0) if 0 < vz < v0
1− F (ψ) if vz < 0
(4.92)
F = erf
(√
τψ
)
+ 2√
piτ
exp (−(1 + τ)ψ)D
(√
ψ
)
(4.93)
D(x) =
∫ x
0
exp(t2)dt v0 =
√
2Tiψ
mi
. (4.94)
This function is shown in Fig. 6 in [15], which is reproduced in Fig. 4.24. For
the time being we observe that the velocity distribution becomes narrower
and higher when approaching the surface which is in qualitative agreement
with Fig. 4.25. However, a deeper analysis shows that we cannot explain
quantitatively the experiment with the Emmert model. The theoretical dis-
tribution function becomes so narrow that the Zeeman splitting should be-
come observable. We can compute the expected LIF signal superposing two
(or more accurately 16) shifted distribution functions similar to those in Fig.
3.6. As seen in Fig. 4.25 the agreement of f(φ = −1/2Te/e) (blue dashed
curve) with the measured ivdf close to the surface (blue solid curve) is poor.
However, as we had seen in Fig. 4.1 in Sec. 4.2, the rate coefficient for ion-
ization (Eq. 4.22) increases dramatically in the interval Te = 2 . . . 9 eV and
therefore we cannot neglect the recycling anymore. Assuming that the neu-
trals are in thermal equilibrium with the target material (T = 300 . . . 1000K),
i.e. that the velocity of the neutrals emitted from the surface is around
350 . . . 650m/s, the mean free path for ionization becomes as small as λn =
1.6 . . . 3 cm.
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In Sec. 4.2 we introduced a simple model for the situation when the mean
free path length is of the order or smaller than the target diameter. As
shown there the Mach number and density profiles depend only on λn. Such
profiles were plotted in Fig. 4.26 according to formula 4.45. As the ivdfs
in Fig. 4.25 are strongly non-Maxwellian, the experimental data points for
MLIF and nLIF are obtained by computing the moments7
n =
∫
f(vz)dvz u =
1
n
∫
vzf(vz)dvz Ti =
2
3 〈E〉 =
1
n
∫
mi(vz − u)2f(vz)dvz .
(4.95)
Another particularity of the measurements shown here is that, due to the
high electron temperatures, the total light emission of the plasma is orders
of magnitude higher than before. Under these conditions nonlinear effects
of the LIF detection were observed. The signal strength indicated by the
lock-in-amplifier depends on the background emission of the plasma. If the
detection volume is now moved between regions with different densities (and
therefore background light emission) the LIF signal is detected with different
sensitivities. The actual density might thus be significantly different than
that shown by the blue curve in Fig. 4.26. We can trust the measurement of
Mach number much more, however, since the evaluation of the mean velocity
does not depend on the sensitivity of the lock-in amplifier.
Although the measurements in Fig. 4.25 are not fully understood up to now,
we can note that the Hutchinson model is not able to describe the situation.
The Mach number, evaluated according to Eq. 4.57 from the ratio of ion sat-
uration currents is M0 = 0.35, while the Mach number found far away from
the surface is almost zero (cf. red dashed curve and red solid line).
Here as well as in previous sections the Mach number was found to be unity
close to the target surface as predicted by the (hydrodynamic) Bohm crite-
rion. In Sec. 4.1 we saw that the velocity distribution of the ions fi has to
fulfill another condition, the kinetic Bohm criterion, Eq. 4.32. An important
question is whether fi(vz) has actually a finite value for vz = 0 at the sheath
edge as we would infer from the measurements in Fig. 4.25. In this case the
integral in Eq. 4.32 does not converge and the kinetic Bohm criterion would
clearly be violated. In order to fulfill the kinetic Bohm criterion we must
assume fi(vz) = 0 for vz ≤ vc, where the critical velocity is vc = 2200 m/s.
vc is indicated by the dashed vertical line in Fig. 4.25.
7Note that for a non-Maxwellian distribution a temperature is strictly speaking not
defined. The evaluation of Ti is furthermore very sensitive to fluctuations in the wings of
the distribution. Before applying Eq. 4.95 the distributions are therefore smoothed.
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4.7 Particle and momentum fluxes –
Measurement of the ion temperature
In this section we want to analyze the measurements from the current-force
probe. The arrangement and the calibration were already described in detail
in Sec. 2.3.
4.7.1 Expected forces to the probe heads
First, we want to address theoretically the expected forces to the probe heads.
The force density ~F = d~F/dV is defined by the divergence of the momentum
flux tensor ←→P
~F = −∇ ·←→P , whose elements are given by (4.96)
Pij =
∑
α
Pαij =
∑
α
∫
mαvivjfαd
3v . (4.97)
The sum is taken over all particle species α and the integral extends over all
velocity space.
In order to compute the total force acting on the probe we integrate F
over a cylindrical volume. Its front side is identical to the probe surface
(to be precise, we select an area located slightly underneath the probe head
surface so that no plasma particles can pass it). For the moment we choose
the opposite surface to be identical with the sheath edge. The Gaussian
divergence theorem can then be applied:
~Fp = −
∫
∇ ·←→P d3x = −
∮ ←→
P · d~f = ApPzz~ez|se . (4.98)
This means that the pressure force ~Fp can be determined from the momentum
flux at the sheath edge. Momentum flux through the lateral surface (e.g.
due to diffusion or the gyration motion of the ions) is clearly negligible. The
distributions in Eq. 4.98 are assumed to be homogeneous in x and y and
symmetric in vx and vy directions (Pxz = Pyz = 0).
With the common definitions of density nα, streaming velocity uα, pressure
pα, temperature Tα and the random velocity, introduced as ~w = ~v − ~uα, the
z-component of the force can be written as
Fp = Ap
∑
α
∫
mα (uα + wz)2 fα(zse, vz)d3v = Ap
∑
α
(
mαnαu
2
α + pα
)
se
.
(4.99)
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no 0 1 2 3 4 5 6 7
ne1 [1018 m−3] 0.80 0.56 0.58 1.36 1.90 2.39 2.81 3.08
ne2 [1018 m−3] 0.44 0.37 0.39 0.84 1.17 1.54 1.75 1.95
Te1 [eV] 3.1 5.0 6.1 2.6 2.8 3.1 3.1 2.5
Te1 [eV] 2.5 4.0 5.2 2.2 2.3 2.5 2.6 2.1
Ti [eV] 1.3 3.2 4.0 0.8 0.9 1.2 1.5 0.7
Fp1/Ap [Pa] 1.23 1.55 2.00 1.64 2.50 3.58 4.55 3.51
Fp2/Ap [Pa] -0.57 -0.89 -1.20 -0.86 -1.30 -1.98 -2.48 -1.91
F1/Ap [Pa] 0.89 0.88 1.01 1.10 1.63 2.18 2.91 2.49
F2/Ap [Pa] -0.15 -0.16 -0.22 -0.28 -0.40 -0.56 -0.74 -0.64
Table 4.2: Quantities measured by the current-force probe and by LIF. The
values are rounded according to their errors.
Due to ambipolarity Γi = Γe and quasineutrality ni = ne = n, the streaming
velocities of electrons and ions are equal ue = ui, and as such the electron
streaming term in Eq. 4.99 can be neglected because of their small mass.
Applying the Bohm condition, ui = cs, the force on the plate becomes
Fp = Apnse
(
mic
2
s + Te + Ti +mi|un|cs
)∣∣∣
se
(4.100)
where we assumed equality of fluxes, |nnun| = |nsecs|, close to the target
surface. For the case γi = 1, and assuming the density falls from n∞ to
n∞/2 when approaching the target (and un = 0), this leads to the intuitively
expected result F = Ap (pi + pe), where pi and pe are the pressures far away
from the probe.
This must also hold if we chose a much larger cylindrical volume, provided
that the radial momentum transport, i.e. viscosity, can be neglected. How-
ever, as we have seen in Sec. 4.3 the radial transport of particles and momen-
tum is very high and so Eq. 4.100 is the most adequate formula to determine
the force on the probe.
Since all quantities can be measured with the present arrangement (nse, Te,
Fp by the current-force probe and Ti by means of LIF) we want to compare
the experimental results now and test the validity of formula 4.100
4.7.2 Measurements
Fig. 4.27 shows a typical measurement of the force sensor performed in PSI-2.
In order to calibrate Uoffs in Eq. 2.23 the discharge was turned off temporally.
The absolute value of the forces measured by the two pendulums (red and
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Figure 4.27: Measurement of the pressure forces F1 and F2 exerted on the two
heads of the current-force probe by the plasma. The discharge is temporally
switched off during 17 s ≤ t ≤ 22 s (green curve: discharge current).
blue curves) follow the discharge current (dashed green curve) in general very
well. However, when the plasma is switched on again, the force is slightly
higher than before switching off. This is due to the temperature decrease
of the cathode during the off period which causes a higher discharge voltage
and therefore a larger discharge power. In order to be able to compare the
data, the pressure force and the current-voltage characteristics are always
measured before switching off the plasma.
Tab. 4.2 shows the quantities measured by the current-force probe and with
LIF for eight different discharge conditions, where F1,F2,nse1,nse2,Te1 and
Te2 are determined by the former and Ti by the latter8. From this data the
pressure forces were evaluated and plotted in Fig. 4.28. Fig. 4.28(a) shows
the comparison of F/Ap with nse(mic2s +Te+Ti+ |un|csmi). The red and the
magenta colored curves and the blue and the cyan colored curves are clearly
different.
The most likely explanation for this is that the two probe heads affect each
other by an additional internal repulsive force Fint. Due to action = reaction
Fint affects the heads symmetrically and so the measured forces F1 and F2
are related to the actual pressure forces Fp1 and Fp2 by
F1 = Fp1 − Fint and F2 = Fp2 + Fint . (4.101)
8The ion temperature was measured when the probe was removed from the plasma.
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(a) Comparison of the plasma pressure forces Fp1 and Fp2 affecting the two heads (1) and
(2) determined from the electrical and the LIF measurements with the mechanical force
measurement of F1 and F2.
(b) Comparison of the sum forces Fp1 + Fp2 and F1 + F2.
Figure 4.28: Measurements with the current-force probe and with LIF.
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Figure 4.29: Ion temperature evaluated from the current-force probe and
those measured by LIF.
Note that Fp2 is negative since the force affects the second probe head in the
opposite direction to Fp1. We will discuss in Sec. 4.7.4 what might be the
reason for this repulsive force. Although a possible effect can be identified
there, up to now we cannot quantify accurately the value of Fint and so we
have to accept that we cannot say much about the individual forces Fp1 and
Fp2 for the moment. However, we can determine the total force on the two
heads by adding the signals
F ≡ Fp1 + Fp2 = F1 + F2 , (4.102)
since this total force is not influenced by Fint. Fig. 4.28(b) shows that in this
case the electrical, the LIF and the force measurements agree quite well.
4.7.3 Ion temperature
As aforementioned the motivation for investigating the current-force probe
was its possible application as an ion sensitive probe. If we knew Fp, Te
and Isat (and un) of a single probe head, we would be able to determine
unambiguously Ti from Eq. 4.100. However, as we lost the information about
the individual forces Fp1 and Fp2 we need to make an additional assumption,
Ti1 = Ti2 = Ti, in order to make use of the measured data. We express
the two forces in Eq. 4.102 by Eq. 4.100, substitute cs and Isat by means of
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Eq. 4.29 and Eq. 4.38 and obtain an equation that contains Ti as the only
unknown variable
F1 + F2 =
Ap
√
mi
eAc
[
|Isat1|
(
2Te1 + (1 + γi)Ti√
Te1 + γiTi
+ un1
√
mi
)
−
|Isat2|
(
2Te2 + (1 + γi)Ti√
Te2 + γiTi
+ un2
√
mi
)]
. (4.103)
Resolving this with respect to Ti yields extremely long expressions which are
not shown here for the sake of brevity. Here, it is only important to note
that the value of Ti can be determined unambiguously (e.g. numerically)
from Eq. 4.103.
In Fig. 4.29 this was done for the eight sets of Fj,Te,j and Isat,j shown in
Tab. 4.2 (y axis). The results are compared again with the Ti values mea-
sured by LIF (x axis). γi = 1.2 was chosen and a slightly larger escaping
velocity of the neutrals of the first head was assumed (un1 = 500 m/s and
un2 = 400 m/s) in order to fit the data. As seen in the figure, a reason-
able agreement is achieved between the two techniques. However, due to the
uncertainties of the different quantities the force depends on (e.g. γi), we
can hardly rely on this device as a robust diagnostics. Nevertheless, it was
shown that such a device could work in principle, given that the repulsive
force between the two heads is either suppressed and/or completely under-
stood. In contrast to other ion sensitive probes, like Katsumata probes [30],
Plug probes [13] or Retarding field analyzers [49]), the probe is not as sensi-
tive to strength and orientation of the magnetic field.
The mechanical properties of the pendulum can be studied with sufficient
accuracy to reconstruct changes of the force faster than the oscillation fre-
quency of the pendulum (about 100 ms). This was of particular importance
in [45] where a similar probe was tested in the tokamak ISTTOK in Lisbon,
since the duration of the plasma pulses in this device is about 30 ms only.
4.7.4 Forces between the two heads
We want to address now the question of what produces a repulsive force
between the two probe heads. Probably the first candidate that comes into
mind is an electrostatic repulsion due to charges that might accumulate on
the heads. Indeed in the electrostatic sheaths in front of the probe head
surfaces, a number of the order 1010 elementary charges accumulate. We can
compute the exact amount of charge integrating ρ over the sheath
Qs(ne, Te, Ti) = Ap
∫ w
se
ρ(Φ)dz = 0Ap (Ew − Ese) , (4.104)
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where in the last step Poisson’s equation (4.7) was applied. The electric field
at the sheath edge Ese is usually orders of magnitude smaller than that at the
wall Ew and can therefore be neglected. We can compute the electric field
at the wall analytically by multiplying Eq. 4.35 by dΦ/dz (choosing Φse = 0)
and integrating over z. An analytic expression for Qs is then obtained
Qs = Ap
√√√√2nse0
[
Te
(
exp
(
eUf
Te
)
− 1
)
+mic2s
(√
1− 2eUf
mic2s
− 1
)]
,
(4.105)
where the floating potential Uf = Uf (ne, Te, Ti) is given by Eq. 4.37 with
Φse = 0. The repulsive force between (only) these charges in the two sheaths
in front of the probe heads can be estimated by
Fes = η
Qs1Qs2
20A
(4.106)
which is basically the formula for the force between two capacitor plates. η
is a factor 0 < η ≤ 1 that takes into account the finite distance d between
the sheaths. If η was about 0.9 this could explain the observation very well.
However, this consideration is wrong. The positive charge contained in the
sheath can only be kept so close together, since (almost) the same amount of
negative charge is located in a thin layer underneath the probe head surface.
The dipole field created by these two layers has a very short range and should
be practically zero in a few mm distance. The amount of charge contained in
the probe head should be about Q = CPHUf ≈ 107 e, where CPH ≈ 0.2 pF
is the capacity of the probe head.
Since it was carefully checked that there was no mechanical interaction be-
tween the two pendulums, the most likely explanation is that plasma pen-
etrates into the small space between the heads (about 3 mm). Fig. 4.30(b)
(right) shows the probe head (actually a former version where the two heads
were in a distance of about 5 mm) in a xenon discharge. Between the heads
the light emission is even stronger than in the plasma bulk. Furthermore,
it was found that the rear sides of the probe were covered by a black-silver
coating (cf. Fig. 4.30(b) (left)), an indication that, in fact, material is trans-
ported into this volume.
From the measurements we can estimate that the internal force Fint is ap-
proximately proportional to Fp1 with
|Fint| = 0.3Fp1 . (4.107)
At first view this value seems to be surprisingly high. However, if we assume
as a simple model that the pressure in the space between the two probe
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(a) Coating of the probe heads. (b) Probe heads in a xenon discharge.
heads has an exponential decay p(r) = p0 exp
(
− ro−r
λp
)
, where r0 is the probe
radius, and that the pressure on the front side of the head is also p0, we can
compute the penetration length λp according to
0.3 =
2pi
∫ r0
0 p0 exp
(
− ro−r
λp
)
rdr
2pi
∫ r0
0 p0rdr
=
2λ2p
r0
(
exp
(
−ro
λp
)
− 1
)
+ 2λp
r0
(4.108)
which yields a value of about λp = 3 mm. In view of the large diffusion coef-
ficient found in Eq. 4.3 (D = 20 m2/s) this does not seem to be an unrealistic
value.
Chapter 5
Summary
In order to carry out the measurements shown in Chapter 4 a completely
new laser induced fluorescence (LIF) diagnostic system was arranged. The
experimental difficulties which had to be overcome to run this diagnostics
were described in Chapter 2.
Expectations concerning the possible spatial resolution of this new LIF di-
agnostics were clearly surpassed. While in [42, 44] the spatial resolution was
about ∆z = 50 mm, in Sec. 4.4 we saw that the LIF signal could still be
detected unambiguously at a spatial resolution three orders of magnitude
better, i.e. ∆z = 50 µm.
With this diagnostic improvement the ion velocity distribution was measured
as a function of the distance to a target surface under different conditions.
In all cases the streaming velocity ui attains at least the speed of sound cs
at the closest position to the surface. According to my knowledge this is the
first direct experimental proof of the Bohm criterion under fusion relevant
plasma conditions.
Another remarkable result is the short scale length on which the final ac-
celeration to the speed of sound takes place. In the case of the large tar-
get this characteristic length was about λM = 30 mm. Since this is much
shorter than the spatial resolution in [42, 44] it becomes clear, why Mach
numbers M = ui/cs of only about 0.5 were found there. A model, which
takes sources, charge-exchange and elastic collisions as well as cross-field dif-
fusion into account was finally able to explain the observation (cf. Sec. 4.2).
The agreement, however, could only be achieved by assuming a rather low
temperature (Tn ≈ 400 K) of the neutrals.
Motivated in particular by its relevance to fusion research, the plasma-wall
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transition in front of a turnable tungsten target (also large) was investigated
too (Sec. 4.5). Mach number and density profiles were measured for differ-
ent incidence angles of the magnetic field lines. As predicted by Chodura
[10], supersonic streaming velocities are found in the ‘magnetic presheath’
in front of the plate. While the Mach numbers in the immediate vicinity of
the surface are predicted fairly well by the Chodura model, the extension of
the ‘magnetic presheath’ was found to be significantly shorter. Numerical
calculations were carried out taking into account sources and collisions. In
contrast to the situation without these additional terms, the critical Mach
number at the edge of the magnetic presheath can then be different to unity.
Mach numbers around 3.5, as predicted for the estimated ionization and col-
lision frequencies, however, were not observed in the experiment.
In addition to the situation where practically the whole plasma streams onto
such ‘large’ targets, the plasma-wall transition in front of a ‘small’ target was
investigated. This situation has to be described by a significantly different
model, one, which takes into account the particle and momentum diffusion
into the plasma volume perturbated by the target.
The scale length, where the Mach number increases from M ≈ 0.5 to unity,
was found to be even smaller, λM = 5 mm. Since the closest position to
the target measured by Gulick et al. [23] was z = −5 mm this explains why
these authors were unable to observe this ‘sudden acceleration’, which led
them to infer a violated Bohm criterion.
The measured Mach numbers and densities were compared to the presheath-
model set up by Hutchinson[27]. An excellent agreement is achieved when
assuming a cross-field transport coefficient as high as D = 20 m2/s. It ap-
pears unrealistic to explain such a high value of D by true diffusion. Taking
into account ionization and collisional friction in the modeling the profiles
slightly change but a realistic diffusion coefficient of D = 1 m2/s is in clear
disagreement with the data. A Monte Carlo particle simulation as well as
simple fluid models showed that part of this enhanced cross-field transport is
driven by the radial electric fields that build up in front of the target. How-
ever, the computed flux is still too small to explain the profiles completely.
It is likely that dynamic effects, such as drift waves, have to be taken into
account as well.
Nevertheless it is shown in Sec. 4.3 that the Mach number can be derived
fairly well from the ratio of saturation currents (Eq. 4.57). However, cau-
tion has to be taken, when the mean free path length for ionization becomes
sufficiently small that recycling plays a dominant role. It was shown experi-
mentally in Sec. 4.6 that Eq. 4.57 might be violated under these conditions.
In Sec. 4.7 we saw that the forces F1 and F2 that affect the two probe heads
of the current-force probe can be measured in a plasma discharge. However,
we were not yet able to determine unambiguously the individual plasma
pressure forces Fp1 and Fp2 on the (the front side of) each head, due to an
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unknown internal force between them. Nevertheless, we could deduce the
ion temperature Ti from the sum force F1 + F2 = Fp1 + Fp2 (and the current
measurement) since this is not affected by this internal force. Although this
proof-of-principle as an ion sensitive probe was successful we cannot yet rely
on such a device as a robust diagnostics for Ti.
5.1 Outlook
Due to the extensive experimental preparations, the demanding vacuum con-
ditions, and the long acquisition cycles the LIF measurements were very time
consuming. For this reason only selected situations could be investigated. In
this section some examples are given what else could be done in future ex-
periments and what improvements could be made.
First, it would be interesting to measure the high transport coefficient of
D = 20 m2/s directly, instead of obtaining this quantity from a presheath
model. In order to do so it would be necessary to launch the laser beam
vertically into the target chamber through a window at the bottom of the
machine. Measuring the ion velocity distribution at different radial positions
the radial flux density Γ⊥ = nv⊥ and the radial density gradient ∇⊥n can
then be determined. The relation Γ⊥ = −D∇⊥n then yields directly the
value of D. If D is actually of the order 20 m2/s this effect should be clearly
observable.
Without any modifications of the experimental arrangement, the plasma-wall
transition can be investigated in a plasma composed of different ion species.
This would answer the question of whether the findings concerning the multi
ion-species Bohm criterion (Eq. 4.31) in [57, 71, 39] also hold for high density
plasmas.
The measurements in Sec. 4.7 with respect to the current-force probe could
be improved by modifying the probe heads such that the radial flux of plasma
into the space between the probe heads is avoided. Furthermore a completely
different target should be used for the measurements described in Sec. 4.4,
one, which is fixed rigidly to the target chamber.
Finally it would be desirable to reduce the Zeeman effect. As it is not possi-
ble to reduce the magnetic field significantly in PSI-2, the only possible way
to do so is to suppress either the ∆Mj = +1 or the ∆Mj = −1 components
(cf. Fig. 3.6). For this purpose it would be necessary to polarize the light
circularly.
Concerning the modeling of the plasma streaming onto a large target it would
be desirable to apply a two dimensional fluid code like ‘B2’ in combination
with a Monte Carlo model like ‘Eirene’. Such a comparison with the modeling
would also be a benchmark for these codes.
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i level Ei [eV] nI nII nIII
0 3s23p5[2P ]3/2 0.0000000 1.000 0.992 0.754
1 3s23p5[2P ]1/2 0.1774937 2.6 · 10−4 7.8 · 10−3 0.215
2 3s23p6[2S]1/2 13.4797506 2.1 · 10−8 5.7 · 10−7 2.1 · 10−5
3 3d 4D7/2 16.4065018 4.7 · 10−9 5.4 · 10−7 3.7 · 10−5
4 3d 4D5/2 16.4255753 3.8 · 10−9 4.1 · 10−7 2.8 · 10−5
5 3d 4D3/2 16.4441128 2.9 · 10−9 2.8 · 10−7 1.9 · 10−5
6 3d 4D1/2 16.4573765 1.6 · 10−9 1.5 · 10−7 10.0 · 10−6
7 4s 4P5/2 16.6438541 9.6 · 10−10 7.3 · 10−8 4.8 · 10−6
8 4s 4P3/2 16.7485275 1.1 · 10−9 5.8 · 10−8 2.8 · 10−6
9 4s 4P1/2 16.8124714 2.1 · 10−10 1.3 · 10−8 1.3 · 10−6
10 4s 2P3/2 17.1400261 8.1 · 10−10 4.8 · 10−8 2.4 · 10−6
11 4s 2P1/2 17.2658329 1.5 · 10−10 9.3 · 10−9 9.1 · 10−7
12 3d 4F9/2 17.6288548 8.9 · 10−10 1.1 · 10−7 8.7 · 10−6
13 3d 4F7/2 17.6946640 1.4 · 10−9 1.2 · 10−7 7.0 · 10−6
14 3d 4F5/2 17.7430897 8.7 · 10−10 7.3 · 10−8 5.0 · 10−6
15 3d 4F3/2 17.7757912 3.7 · 10−10 3.5 · 10−8 3.4 · 10−6
16 3d 2P1/2 17.9417496 3.2 · 10−10 2.9 · 10−8 2.3 · 10−6
17 3d 2P3/2 18.0606384 3.5 · 10−10 3.7 · 10−8 3.8 · 10−6
18 3d 4P1/2 18.2539501 9.3 · 10−11 1.1 · 10−8 1.4 · 10−6
19 3d 4P3/2 18.2880535 1.6 · 10−10 2.0 · 10−8 2.1 · 10−6
20 3d 4P5/2 18.3342800 2.5 · 10−10 3.0 · 10−8 3.2 · 10−6
21 4s′ 2D3/2 18.4265480 4.4 · 10−11 7.0 · 10−9 1.0 · 10−6
22 4s′ 2D5/2 18.4541130 6.6 · 10−11 1.0 · 10−8 1.4 · 10−6
23 3d 2F7/2 18.4958687 1.8 · 10−11 9.9 · 10−9 4.0 · 10−6
24 3d 2F5/2 18.6159420 6.2 · 10−11 2.1 · 10−8 4.4 · 10−6
25 3d 2D3/2 18.6565189 1.3 · 10−10 2.4 · 10−8 3.7 · 10−6
26 3d 2D5/2 18.7324390 1.4 · 10−10 3.0 · 10−8 4.6 · 10−6
27 3d′ 2G9/2 19.1160679 9.3 · 10−11 2.3 · 10−8 3.8 · 10−6
28 3d′ 2G7/2 19.1188602 7.4 · 10−11 2.0 · 10−8 3.4 · 10−6
29 4p 4P5/2 19.2229004 1.9 · 10−12 3.9 · 10−10 2.5 · 10−7
30 4p 4P3/2 19.2610836 1.2 · 10−12 2.4 · 10−10 1.6 · 10−7
31 4p 4P1/2 19.3053436 8.8 · 10−13 1.4 · 10−10 8.3 · 10−8
32 4p 4D7/2 19.4945335 1.6 · 10−12 3.5 · 10−10 2.4 · 10−7
33 4p 4D5/2 19.5490112 2.0 · 10−12 3.3 · 10−10 1.8 · 10−7
34 4p 4D3/2 19.6103058 9.5 · 10−13 1.6 · 10−10 1.1 · 10−7
35 4p 4D1/2 19.6425800 3.2 · 10−13 5.8 · 10−11 5.5 · 10−8
36 4p 2D5/2 19.6800480 2.4 · 10−12 3.8 · 10−10 1.9 · 10−7
37 4p 2D3/2 19.7622604 1.2 · 10−12 1.9 · 10−10 1.2 · 10−7
38 4p 2P1/2 19.8010845 6.5 · 10−13 1.1 · 10−10 6.3 · 10−8
Table A.1: Selected energy levels of the Ar+ ion according to [53]. For all
levels apart from 0,1,2 and 83 the notation introduced in Sec. 3 is used. The
levels marked in red are metastable and the underlined levels are those used
for LIF. The occupation densities for three different plasma conditions are
given, I: ne = 5× 1017 m−3, Te = 2 eV, II: ne = 1018 m−3, Te = 3.5 eV, and
III: ne = 1019 m−3, Te = 6 eV.
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i level Ei [eV] nI nII nIII
39 4p 2P3/2 19.8671551 8.9 · 10−13 1.5 · 10−10 9.9 · 10−8
40 4p 4S3/2 19.9674969 5.3 · 10−13 1.1 · 10−10 8.0 · 10−8
41 4p 2S1/2 19.9725361 3.1 · 10−13 5.5 · 10−11 4.9 · 10−8
42 4s′′ 2S1/2 20.7435455 4.3 · 10−12 2.3 · 10−9 4.6 · 10−7
43 4p′ 2F5/2 21.1270313 1.0 · 10−13 4.7 · 10−11 7.2 · 10−8
44 4p′ 2F7/2 21.1430740 1.3 · 10−13 5.8 · 10−11 8.4 · 10−8
45 4p′ 2P3/2 21.3517990 8.8 · 10−14 2.7 · 10−11 3.2 · 10−8
46 4p′ 2P1/2 21.4264889 3.1 · 10−14 1.1 · 10−11 1.6 · 10−8
47 4p′ 2D3/2 21.4924011 4.0 · 10−14 2.0 · 10−11 3.2 · 10−8
48 4p′ 2D5/2 21.4980488 5.4 · 10−14 2.7 · 10−11 4.4 · 10−8
49 5s 4P5/2 22.5148029 4.3 · 10−16 3.8 · 10−13 1.7 · 10−9
50 5s 4P3/2 22.5926628 5.3 · 10−16 5.3 · 10−13 1.7 · 10−9
51 5s 4P1/2 22.6830635 2.4 · 10−16 2.6 · 10−13 8.4 · 10−10
52 5s 2P3/2 22.7003765 5.2 · 10−16 4.2 · 10−13 1.5 · 10−9
53 4d 4D7/2 22.7728786 1.4 · 10−15 10.0 · 10−13 6.5 · 10−9
54 4d 4D5/2 22.7879772 1.1 · 10−15 7.9 · 10−13 4.9 · 10−9
55 5s 2P1/2 22.8025074 3.8 · 10−16 4.1 · 10−13 1.2 · 10−9
56 4d 4D3/2 22.8113575 8.3 · 10−16 5.9 · 10−13 3.4 · 10−9
57 4d 4D1/2 22.8368702 5.6 · 10−16 4.1 · 10−13 2.0 · 10−9
58 4d 4F9/2 22.9486465 1.2 · 10−15 9.7 · 10−13 6.5 · 10−9
59 4d 4F7/2 23.0145435 1.6 · 10−15 9.5 · 10−13 5.1 · 10−9
60 4d 4F5/2 23.0702877 9.8 · 10−16 6.2 · 10−13 3.6 · 10−9
61 4d 4P1/2 23.0823021 4.1 · 10−16 3.7 · 10−13 1.7 · 10−9
62 4d 4F3/2 23.1032829 5.5 · 10−16 4.1 · 10−13 2.5 · 10−9
63 4d 4P3/2 23.1193771 6.3 · 10−16 4.9 · 10−13 2.7 · 10−9
64 4d 2F7/2 23.1622372 1.9 · 10−15 1.0 · 10−12 5.3 · 10−9
65 4d 4P5/2 23.1715336 7.8 · 10−16 6.0 · 10−13 3.6 · 10−9
66 4d 2F5/2 23.2581120 1.0 · 10−15 6.2 · 10−13 3.6 · 10−9
67 4d 2P1/2 23.5488911 3.3 · 10−16 2.5 · 10−13 1.2 · 10−9
68 4d 2P3/2 23.6304226 4.0 · 10−16 2.9 · 10−13 1.8 · 10−9
69 4p′′ 2P3/2 23.8018131 7.8 · 10−15 1.2 · 10−11 2.4 · 10−8
70 4p′′ 2P1/2 23.8463135 4.1 · 10−15 6.5 · 10−12 1.4 · 10−8
71 4d 2D5/2 23.8740139 4.4 · 10−16 3.2 · 10−13 2.0 · 10−9
72 4d 2D3/2 23.8932476 3.3 · 10−16 2.4 · 10−13 1.5 · 10−9
73 5s′ 2D5/2 24.2841301 1.6 · 10−16 2.0 · 10−13 7.6 · 10−10
74 5s′ 2D3/2 24.2843933 2.1 · 10−16 2.7 · 10−13 8.3 · 10−10
75 4d′ 2G7/2 24.6226406 1.5 · 10−16 2.1 · 10−13 2.0 · 10−9
76 4d′ 2G9/2 24.6237736 1.7 · 10−16 2.3 · 10−13 2.3 · 10−9
77 4d′ 2P1/2 24.7282295 4.6 · 10−16 5.8 · 10−13 1.5 · 10−9
78 4d′ 2P3/2 24.7379761 1.5 · 10−16 1.8 · 10−13 9.8 · 10−10
79 4d′ 2D5/2 24.7571430 1.4 · 10−16 1.8 · 10−13 1.3 · 10−9
80 4d′ 2D3/2 24.7946091 2.4 · 10−16 3.0 · 10−13 1.2 · 10−9
81 4d′ 2F7/2 24.8140640 1.3 · 10−16 1.8 · 10−13 1.6 · 10−9
82 4d′ 2F5/2 24.8259697 1.1 · 10−16 1.6 · 10−13 1.3 · 10−9
83 Ar III (3s23p4[3P ]2) 27.6296501 8.2 · 10−8 8.3 · 10−5 0.030
Table A.2: Continuation of Tab.A.1.
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f i Aif [s−1] f i Aif [s−1] f i Aif [s−1] f i Aif [s−1]
0 8 3.1 · 107 10 48 2 · 105 24 44 3.7 · 106 36 59 5.2 · 106
0 10 2.3 · 109 10 33 1.1 · 107 24 48 5.7 · 106 36 56 3.8 · 106
0 9 3.8 · 106 10 30 3.8 · 104 24 45 2.1 · 106 36 54 4.1 · 106
0 11 9.5 · 108 10 45 5.3 · 107 25 43 2.1 · 107 36 52 1.3 · 108
0 1 5.3 · 10−2 10 46 1.8 · 107 25 41 3.9 · 105 36 50 2.1 · 106
0 2 1.4 · 108 10 35 6 · 105 25 48 5.5 · 106 36 66 3.7 · 107
1 11 1.9 · 109 10 36 8.2 · 107 25 47 6.6 · 107 36 65 2.6 · 106
1 10 4.5 · 108 10 29 7 · 104 25 46 2.9 · 107 36 64 2.9 · 108
1 9 7.3 · 106 10 41 2.1 · 107 25 45 6.7 · 106 37 62 4.7 · 106
1 2 6.7 · 107 11 40 3 · 105 26 48 4.6 · 107 37 60 2.1 · 106
1 8 5.9 · 106 11 31 4 · 105 26 47 4.6 · 106 37 57 7.5 · 106
3 36 1.5 · 106 11 30 2.1 · 103 26 45 6.7 · 106 37 56 1.1 · 106
3 33 4.1 · 106 11 34 2 · 105 26 44 8.1 · 106 37 55 9.9 · 107
3 29 3 · 107 11 41 8 · 107 26 43 1.7 · 106 37 52 3.6 · 107
3 32 1.1 · 107 11 39 6.4 · 107 27 44 2 · 107 37 72 1.5 · 108
4 36 1 · 106 11 35 1.6 · 104 28 43 2 · 107 37 68 4 · 107
4 30 2.2 · 107 11 38 1.9 · 107 28 44 9 · 105 37 67 3.7 · 107
4 39 2 · 105 11 45 9.9 · 106 29 64 3 · 105 37 66 3.4 · 108
4 29 1.1 · 107 11 37 3.9 · 107 29 63 3.7 · 107 38 61 1.1 · 106
4 32 1.2 · 106 11 47 8 · 105 29 62 2.4 · 107 38 52 2.6 · 107
4 37 2 · 105 11 46 4.2 · 107 29 60 1.8 · 106 38 72 2.3 · 108
4 40 3 · 105 12 32 1.5 · 107 29 65 5.2 · 107 38 68 5.2 · 107
4 33 4.8 · 106 13 36 3 · 106 29 56 3.1 · 107 38 67 3.4 · 108
4 34 6.3 · 106 13 33 1.1 · 107 29 54 1.3 · 108 39 61 1.5 · 106
5 29 1.5 · 106 13 32 9 · 105 29 53 2.3 · 108 39 60 6 · 105
5 35 8.2 · 106 14 32 1 · 105 29 50 2.5 · 107 39 56 1.8 · 105
5 36 4 · 105 14 34 1.4 · 107 29 49 9.8 · 107 39 55 6.9 · 107
5 31 1.9 · 107 14 33 2.5 · 106 30 63 5.2 · 106 39 54 2 · 105
5 40 7 · 104 14 37 1.2 · 106 30 62 2.1 · 106 39 50 7.7 · 106
5 37 3 · 105 14 36 6 · 105 30 61 1.1 · 108 39 71 4.4 · 108
5 33 1.6 · 106 15 35 1.7 · 107 30 60 9 · 105 39 68 1.7 · 108
5 34 3.7 · 106 15 34 2 · 106 30 56 1.8 · 108 39 67 4.1 · 107
5 30 1.6 · 107 15 37 2 · 105 30 54 1.4 · 108 39 66 2.3 · 107
6 34 2 · 106 15 33 2 · 105 30 51 6.4 · 107 40 63 9.3 · 107
6 38 2 · 105 15 36 1 · 104 30 50 1.7 · 107 40 62 2.1 · 107
6 30 3.1 · 106 15 41 2 · 105 30 49 4.4 · 107 40 61 9.8 · 107
6 31 2.1 · 107 16 41 1.7 · 106 30 65 4.9 · 107 40 56 1.8 · 105
6 37 1 · 105 16 40 1 · 105 31 63 6.3 · 107 40 54 6 · 105
6 35 4.3 · 106 16 39 2 · 105 31 62 1.5 · 107 40 52 7.4 · 106
Table A.3: Einstein coefficients for spontaneous emission according to [53]
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f i Aif [s−1] f i Aif [s−1] f i Aif [s−1] f i Aif [s−1]
7 36 2.9 · 106 16 38 8.8 · 106 31 61 4.2 · 107 40 51 2.9 · 107
7 34 1.2 · 106 16 37 7 · 105 31 57 2.6 · 108 40 50 1.5 · 107
7 40 4.8 · 107 16 46 5 · 106 31 56 5.7 · 107 40 49 1.5 · 107
7 30 5.8 · 107 16 45 9 · 105 31 52 1.2 · 107 40 65 1.4 · 108
7 33 1.6 · 107 17 41 1.1 · 107 31 51 1.3 · 107 41 72 1.8 · 108
7 29 7.8 · 107 17 40 3 · 105 31 50 4.1 · 107 41 68 1.9 · 108
7 37 9 · 105 17 39 2.4 · 106 32 60 3 · 106 42 70 1.6 · 108
7 39 1.6 · 106 17 38 5 · 105 32 59 2.3 · 107 42 69 6.7 · 107
7 32 1.2 · 108 17 47 6 · 105 32 58 3 · 108 43 82 1.5 · 108
7 44 2 · 105 17 46 1.7 · 106 32 54 1.8 · 107 43 81 3.9 · 106
8 30 1.4 · 107 17 48 4.4 · 106 32 53 7.7 · 107 43 80 3.2 · 107
8 35 1.3 · 107 17 45 7.4 · 106 32 49 1.2 · 108 43 79 7.7 · 106
8 37 1.1 · 106 17 43 4 · 105 32 65 5.9 · 106 43 75 3.9 · 108
8 31 8.5 · 107 18 40 3.7 · 106 32 64 2 · 106 43 74 1.4 · 108
8 40 3.9 · 107 18 45 6 · 105 33 64 6.2 · 106 44 82 1.3 · 107
8 33 8.2 · 107 18 35 6 · 105 33 62 2.7 · 106 44 81 1.5 · 108
8 39 2 · 106 19 41 2 · 105 33 60 5.2 · 107 44 79 2.2 · 107
8 34 5.7 · 107 19 35 4.5 · 105 33 59 2.8 · 108 44 76 4 · 108
8 41 3 · 105 19 40 5.6 · 106 33 56 1.7 · 107 44 75 1.5 · 107
8 29 1.5 · 107 19 45 1.6 · 106 33 54 2.8 · 107 44 73 1.4 · 108
8 45 5 · 105 20 40 1.1 · 107 33 53 4.8 · 106 45 79 1.4 · 108
8 38 3.2 · 103 20 48 1 · 105 33 49 1.3 · 107 45 78 2.2 · 108
8 36 1.3 · 107 20 44 6.1 · 106 33 65 9.3 · 106 45 77 7.1 · 107
9 37 2.1 · 106 21 41 9 · 105 34 62 8.7 · 107 45 73 4.1 · 107
9 31 9.7 · 106 21 48 4.4 · 106 34 60 2.5 · 108 46 80 1.2 · 108
9 35 1 · 108 21 47 4.1 · 107 34 57 2.7 · 107 46 74 3.4 · 107
9 39 2 · 104 21 46 8.5 · 107 34 56 1.5 · 107 47 82 2 · 108
9 40 2.4 · 107 21 45 1.1 · 107 34 54 7.2 · 106 47 79 2.5 · 107
9 38 1.8 · 104 21 43 6.6 · 107 34 52 3.1 · 106 47 78 3.6 · 105
9 41 3 · 105 22 43 7.1 · 106 34 51 9.8 · 107 48 82 3.4 · 107
9 30 2.2 · 107 22 69 1.4 · 107 34 50 3.9 · 107 48 81 2.3 · 108
9 34 5.7 · 107 22 48 5.8 · 107 34 66 2.7 · 106 48 79 1.5 · 108
10 39 4.7 · 107 22 47 1.2 · 107 35 63 5.5 · 107 48 78 7.6 · 107
10 34 1.1 · 106 22 45 8 · 107 35 62 1.8 · 108 48 73 6.5 · 107
10 31 4 · 105 22 44 7.9 · 107 35 61 6.5 · 106
10 40 1.1 · 106 23 48 1.4 · 106 35 57 2.3 · 107
10 47 3 · 105 23 44 8 · 105 35 56 7.7 · 106
10 38 8.9 · 107 23 43 5 · 105 35 51 8 · 107
10 37 5.9 · 107 24 43 7 · 105 36 60 7.6 · 106
Table A.4: Continuation of Tab.A.3
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λ uIS λ uIS
[nm] [mW/(cm2 sr µm)] [nm] [mW/(cm2 sr µm)]
0.300 0.24 0.800 102.20
0.310 0.39 0.900 102.40
0.320 0.62 1.050 97.70
0.330 0.92 1.150 86.60
0.340 1.30 1.200 79.50
0.350 1.77 1.300 69.20
0.400 6.50 1.540 35.40
0.450 15.55 1.600 33.30
0.500 28.70 1.700 29.60
0.555 45.60 2.000 10.59
0.600 60.10 2.100 9.05
0.655 76.10 2.300 6.09
0.700 87.40 2.400 4.97
Table A.6: Spectral radiance of the integrating sphere USS 1200, labsphere.
i ∑A [s−1] (M1) ∑A [s−1] (E2) τ [s]
12 3.135·10−2 1.984·10−1 4.35
13 2.455·10−2 2.000·10−1 4.45
23 8.386·10−2 7.173·10−1 1.25
28 1.304·10−1 3.343·10−2 6.10
27 1.812·10−1 2.291·10−2 4.90
Table A.5: Total magnetic dipole (M1) and electric quadrupole (E2) rate
coefficients of selected metastable levels according to Schef et al. [51]
Appendix B
Checklist for LIF measurements
• Adjust the optics well: Do not cherish the illusion to find the LIF
signal just by trying. Scanning the detector position (two dimensions)
and the laser wavelength (one dimension) takes too much time. Use a
Langmuir probe or any other object to adjust the excitation and the
detection volume. To do so it is very helpful to place a lamp at the
position where the photomultiplier is located. When adjusting the laser
wavelength use an emission spectrum from the plasma as reference.
Note that narrow band width interference filters are very sensitive to
the incidence angle of the light. As such the incidence angle must be
well adjusted. Due to this effect a lot of photons are lost, if the filter
is too close to the lens.
• Choose the right plasma volume: Search the LIF signal in a plasma
region where most of the light originates from the detection volume.
For PSI-2 Fig. 2.7 shows very clearly that it is much more favorable to
measure at the hot and dense edge of the plasma column than in the
center.
• Use a good detection optics: If aberration errors are large it is very
difficult to find the LIF signal.
• Avoid ground loops: Lock-in-amplifiers are very sensitive instru-
ments. A mass loop can very easily act as an antenna collecting the
modulation signal even if the signal generator is far away from the am-
plifier. In some cases it is also very helpful to use BNC cables wrapped
around a ring core in order to damp these signals.
• Measure the laser wavelength relative to a stable reference
line: In order to measure quantitatively the very small Doppler shift
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of the ions moving in the plasma it is necessary to know the wavelength
of the laser very accurately. Even drifts of the refractive index of the
air due to atmospheric pressure and/or temperature changes play an
important role.
• Minimize the Zeeman splitting/broadening As shown in Fig. 3.6
(for the present conditions) the Zeeman effect starts to play an impor-
tant role for magnetic fields around 90 mT. If the experimental con-
straints allow so, it might be favorable to measure at a lower magnetic
field.
• Choose an integration time at least 10 times larger than the
time constant of the LIA: If the integration time (the time where
the laser wavelength is kept constant) is shorter than 10 times the
time constant of the Lock-in-amplifier, stationarity is not reached and
a systematic error can effect the evaluation of the ivdf.
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