Here we study the normalized Laplacian characteristics polynomial (L-polynomial) for trees and specifically for starlike trees. We describe how the L-polynomial of a tree depends on some topological indices. For which, we also define the higher order general Randić indices for matching and which are different from higher order connectivity indices. Finally we provide the multiplicity of the eigenvalue 1 for starlike trees.
Introduction
Let Γ = (V, E) be a simple undirected graph on n vertices without isolated vertices and n v be the degree of a vertex v. If the a vertex u is incident to another vertex v, we denote it by u ∼ v, otherwise by u ≁ v. The normalized Laplacian matrix [6] of a graph Γ, denoted by L(Γ), is a n × n matrix whose entries are defined as: The characteristics polynomial of L (or L-polynomial) for Γ, is denoted by P L(Γ) (x) (or simply P L (x) whenever Γ is the only graph under consideration), is the polynomial det(xI − L). The zeros of P L (x) are the eigenvalues of L. In [7] authors described some properties of P L(Γ) (x). Here we prove some results P L (x) for trees, more specifically for starlike trees.
Definition: A tree is called starlike tree if it has exactly one vertex v of degree grater than two. A starlike tree with n v = r, 3 ≤ r ≤ n − 1, is denoted by T (l 1 , l 2 , . . . , l r ) where l i 's are positive integers with l 1 + l 2 + · · · + l r = n − 1 and T (l 1 , l 2 , . . . , l r ) − v = P l 1 ∪ P l 2 ∪ · · · ∪ P lr .
Where P l i is a path on l i vertices and which is connected to v.
From now onwards, without loss of generality, we write any T (l 1 , l 2 , . . . , l r ) such that 1
The equation (2) together with Sylvester's law of inertia (theorem (4.5.8) in [8] ) shows that the nullity of A equals to the algebraic multiplicity of eigenvalue 1 of L. In [1, 3] , the occurrence of eigenvalue 1 with higher multiplicity has been discussed. Thus the eigenvalue 1 becomes a special interest for us. Here we prove a result on algebraic multiplicity of eigenvalue 1 of L for starlike tree or equivalently the nullity of A for starlike trees.
For any real number α the general Randić index of a graph Γ is defined by B. Bollobás and P. Erdös (see [4] ) as:
Though in 1975, M. Randić who chose α = −(1/2) in (3) and which is now referred to as the Randić index or connectivity index [10] . In [5, 9, 11] some recent results on the general Randić index of graphs have been discussed. Here, in this paper we define more general, the k th order general Randić index for matching R (k) α (Γ) for any positive integer k. Later we describe relationship between general Randić indices with α = −1 and the L-characteristics polynomial of trees. In fact, for starlike trees we describe those relationships more precisely. Now we recall some properties of normalized Laplacian L: Theorem 1.1.
[6] Let Γ be a connected graph on n vertices and λ i (L) are the eigenvalues of L, then
3. Γ is bipartite if and only if for each λ i (L), the value 2 − λ i (L) is also an eigenvalue of Γ.
Matching and General Randić index for matching
Now we define some graph theoretic notations. Let e be an edge with end vertices i, j ∈ V . The strength of the edge e is s(e) = n i n j .
For any real number α the general Randić index is,
A matching M in a graph Γ is a set of edges such that no two have a vertex in common. The size of a matching is the number of edges in that set. k−matching is a matching of size k. The set of all k−matching in a graph Γ is denoted by M k (Γ). A matching is called perfect if it covers all the vertices of the graph. Now for any real number α the 2 nd order general Randić index for matching is defined by,
We computed the second order general Randić indices for matching for some known graphs:
Where the notations S n , P n , C n , K p,q and K n has their usual meaning. Theorem 2.1. For any Graph Γ and any real number α,
Proof. We have
Taking square both sides we get, For any real number α and positive integer k the k th order general Randić index for matching is defined by,
So if Γ is a graph on n vertices with a perfect matching then one can easily verify that
In particular if Γ is a tree with perfect matching then,
. . , l r ) be a starlike tree on n vertices. Suppose there are exactly m (m = 0) number of l i 's which are odd numbers. Then T has the maximum matching number
Proof. A matching in a starlike tree is maximal if we consider the matching in the following way: For each even l i , cover the corresponding P l i by a perfect matching. For odd l i 's, take one odd l i , and combine it with v 1 and take a perfect matching on P l i +1 . For the rest of all odd l i 's take a
matching. Thus there will be only m − 1 vertices left alone and hence
Now for a odd number x, the path P x has maximum matching number
number of matchings.
Thus
Again in a maximal matching of a starlike tree with l p 1 , l p 2 , . . . , l pm odd numbers one l p j is combined with v 1 and others left one vertex uncovered which may be a vertex of degree 1 or a vertex of degree 2. In each P lp j the the uncovered vertex have one position for degree 1 and
. . , l r ) be a starlike tree and i = |{l j : l j = 1}|. Then,
Proof. Here T has i edges of strength r, (r − i) edges of strength 2r, (r − i) edges of strength 2 and rest (n − 2r + i − 1) edges of strength 4.
The Normalized Laplacian characteristics polynomial
Suppose Γ = (V, E) be a graph on n vertices with i components. Let P L(Γ) (x) = a 0 x n + a 1 x n−1 + a 2 x n−2 + · · · + a n−1 x + a n be the characteristics polynomial of normalized Laplacian. Then a 0 = 1, a 1 = −n and a n−i+1 = a n−i+2 = · · · = a n = 0.
Let M be any n × n matrix with the characteristics polynomial c 0 x n + c 1 x n−1 + c 2 x n−2 + · · · + c n−1 x + c n , then we have
The above relation (11) is very useful to estimate the value of a i in a normalized Laplacian characteristics polynomial. Let Γ be a graph on n vertices. Suppose m(i 1 , i 2 , . . . , i k ) be a k × k principal minor of L which is formed by considering i 1 , i 2 , . . . , i k rows and columns respectively of L. Thus the construction of m(i 1 , i 2 , . . . , i k ) depends on the structure of the induced subgraph (say Γ ′ ) formed by the vertices i 1 , i 2 , . . . , i k . Sometime we also represent m(i 1 , i 2 , . . . , i k ) by m(Γ ′ ).
Theorem 3.1. Let Γ = (V, E) be any connected graph on n vertices. Then,
Proof. We have,
There are exactly n 3 number of such minors and each of which is of the form
Now note that the value of a minor m(i, j, k) depends on the structure of the induced subgraph formed by the vertices i, j, and k. There are four possibilities for such a subgraph: Case I: i, j, k are disjoint, then m(i, j, k) = 1. = n − 2 and C 2 = 1.
Theorem 3.2. Let T be a tree on n vertices. Then the coeffetients of P L(T ) (x) are given by,
and a tree doesn't contain a triangle, the first four expressions follow from the theorem (3.1).
Now, a 4 =sum of all 4 × 4 principal minors.
There are exactly n 4 number of such minors.
= m(i, j, k, l) be a 4 × 4 principal minor formed by (i, j, k, l)-th rows and columns. Note that here at least three a ij s are zero. The value of the above determinant depends on the structure of the induced subgraph formed by vertices i, j, k, l.
There are six different types of induced subgraphs are possible (see figure 1 ) to form by the vertices i, j, k, l. So in the first case (in figure 1 ) m(i, j, k, l) = 1. In the fourth case m(i, j, k, l) = 1 − (
(say, if i ∼ j and k ∼ l ) and in the fifth case m(i, j, k, l) = 1 − (
Now the term 1 n i n j occurs if the minor is formed with i th , j th rows and columns respectively.
We may choose other two rows and columns from (n − 2) vertices. Thus
. And the term 
Again by using a similar argument one can show that
Let A be a n × n matrix which can be partitioned as
where A 11 and A 22 are square matrices. Now if det(A 11 ) = 0 then the Schur Compliment of A 11 is defined to be the matrix
Lemma 3.1. (Schur Compliment Formula) Let A be a square matrix partitioned as above. If A 11 is non-singular then,
Lemma 3.2. (Continuant) For i = 1, 2, . . . , n; let A i be a tridiagonal matrix with the form
then the determinants of successive matrices satisfy the recurrence relation:
with the initial conditions,
. . , l r ) be a starlike tree and Γ ′ be a connected induced subgraph of Γ. Then
Case II. If Γ ′ is a path. Then m(Γ ′ ) is similar to a symmetric tridiagonal matrix with all principal diagonal entries are 1. Thus using the recurrence relation in lemma (3.2) the result follows. Case III. Let Γ ′ = T (m 1 , . . . m q ). We prove this for m 1 = · · · = m q−1 = 1, m q = k and this can be generalized for any set of m i 's by applying Schur Compliment Formula (lemma (3.1)) iteratively. Now m(Γ ′ ) can be written as
A 11 is a (q + 1) × (q + 1) matrix with (i, j) th entry is given by
A 12 is a (q + 1) × (k − 1) matrix with only one nonzero entry at (A 12 )(q + 1, 1) and
A 22 is a (k − 1) × (k − 1) symmetric tridiagonal matrix with all principal diagonal entries are 1. Now by lemma (3.1)
. . , l r ) be a starlike tree on n vertices with maximum matching number k and P L(T ) (x) = a 0 x n + a 1 x n−1 + a 2 x n−2 + · · · + a n−1 x + a n , then
Let m(i 1 , i 2 . . . , i p ) be a principal minor and T ′ be an induced subgraph formed by the vertices
Since T is a starlike tree, each component of T ′ is either a single vertex or a path or a star or a starlike tree. Let us consider any component T 
where C 0 , C 1 , · · · are determined by
Since here the maximum matching number is k, hence the result follows.
Corollary 3.1. Let T be a starlike tree on n vertices. If T has maximum matching number k,
Proof. Take r = n in theorem (3.3) and we get the required result. are the repeated eigenvalues.
