Fuzzy logic, neural networks, and neuro fuzzy technology are now regarded as effective methods for realizing intelligent industrial systems and consumer electronic products. Furthermore, a novel paradigm, 'chaos engineering', is expected to become another key technology for various applications such as nonlinear prediction of time series, nonlinear signal processing, filtering, diagnosis and comfortable home appliances.
Introduction
In recent years, intelligent industrial systems and consumer electronic products are widely and intensively developed. Fuzzy logic, neural network, and neuro fuzzy technology which integrates these approaches are now regarded as one of the effective methods of realizing such intelligent features. Furthermore, a novel paradigm, chaos theory [1] [2] [3] [4] [5] [6] or 'chaos engineering' [7] [8] [9] [10] [11] , is now expected to be another key technology for various applications such as nonlinear identification and prediction of time series [12] , diagnosis for complex systems [10] , and comfortable home appliances [13] [14] [15] . Chaos is also considered to have close relevance with biological information processing such as olfactory recognition [16] , memory dynamics in neural networks [17] [18] [19] , mental and physical condition [20] , and so on. Furthermore, chaos theory is closely related to the artificial life [21] , especially in terms of 'edge of chaos' [22, 23] .
We have developed a chaos simulator [15] which is a development tool and a research environment for applications of chaos engineering. This simulator consists of the following three modules such as generation module, analysis module, and identification and prediction module of chaotic signals. Furthermore, we have developed a kerosene fan heater with chaotic temperature control. In this paper, we describe the details of the chaos simulator and its application to consumer electronics.
Chaos and chaos engineering
The term 'chaos' means, in the scientific field, the complicated and noise-like phenomena originated from nonlinearity involved in deterministic dynamical systems [1] [2] [3] [4] [5] . Recently, there is a growing interest to discover the law of nature hidden in these complicated phenomena, and the attempt to utilize chaos theory for engineering purpose is now quickening. Chaos is not only an important research field in science, but also has potential to be applied in many fields such as information processing [16, 24, 25] , plant control [10] , analysis and estimation of biological phenomenal [16] [17] [18] 20] or even the prediction of economic market price [10, 11] . Furthermore, a medical instrument has been announced using chaos theory to identify the mental and physical condition by monitoring pulsation in human capillary vessels [20] .
Thus, this new interdisciplinary field called 'engineering chaos' [5, 6] or 'chaos engineering [7] [8] [9] [10] [11] , is now emerging as another key technology for various applications [7] [8] [9] [10] [11] 13, 14] . The term 'chaos engineering' is defined, by K. Aihara, as generic studies on technological foundations of chaos [7] . According to the research report [8] and a survey [9] on applications of chaos, survey papers on engineering chaos [5, 6] , recently published book [10] and journal [11] , potential application fields of chaos engineering are diverse as follows: (1) chaos computing; chaotic neural network [18] , computational universality and generalized shift map [25] , optimization such as traveling salesman problem [24] , artificial life [21] , edge of chaos [23] , antichaos and adaptation [22] . (2) Deterministic prediction based on nonlinear dynamics; nonlinear prediction of chaotic time series [10, 11, [26] [27] [28] [29] [30] [31] [32] . (3) Identification and modeling of chaos; monitoring and diagnosis of complex plants such as electric power network or nuclear reactor [10] , nonlinear digital filter applications such as voice synthesis, noise reduction and adaptive equalizer [28] . (4) Bio chaos; analysis and diagnosis of EEG [33] , MEG, cardiac and capillary chaos [20] , sensitivity and mental stress engineering. (5) Chaotic memory; memory dynamics of brain [16] and neural network [17, 18] . (6) Chaotic coding and decoding; image data compression [10, 11] , fractal image processing [10, 11] , chaotic cryptogram and chaotic signal communication [34] . (7) Chaotic pattern recognition; taste sensor [11, 35] , fractal image recognition and feature extraction [10, 11] . (8) Chaotic art; chaotic computer graphics, fractal computer graphics, chaotic music. (9) Utilization of chaotic fluctuation and application to consumer electronics; home appliances using chaos theory such as kerosene fan heater using chaotic fluctuation [12] [13] [14] [15] , washing machine, dish washer [36] . (10) Devices for generating chaotic signals; electrical and electronic circuits [37, 38] , optical laser system [10, 11, 19, 39] , artificial membrane [11, 35] . (11) Generation and control of chaotic signals in nonlinear engineering systems; control of chaotic signals [40] [41] [42] , suppression of chaotic vibrations in mechanical systems [2] and electrical systems, path planning and wandering of autonomous robot using chaos [43] , control of chaotic plant with two degree of freedom controller [44] .
Thus, there exist a number of research fields in chaos engineering. However, since this interdisciplinary field and the concept of chaos are relatively new to the typical engineers with traditional educational background, there exist few analysis software tool or package for a research and development of applications incorporating chaos technology. The motivation for us to develop chaos simulator is to provide a common and useful tool for this purpose and to promote research and development of chaos engineering. Figure 1 . Structure of the chaos simulator.
Chaos simulator
3.1 Overview Figure 1 illustrates the structure of chaos simulator. This simulator consists of following three modules, such as generation module of chaotic signals by deterministic rules, determination module whether observed time series is chaotic or not, and nonlinear system identification module based upon self generating neuro fuzzy model.
Generation of chaotic time series by deterministic rules
This module is used for generating chaotic time series by deterministic rules such as intermittent chaos [3, 45] logistic map [46] , etc. For example, let us consider the following intermittent chaos [45] defined by (1) . The trajectory of the map (x(t), x(t+1)) defined by (1) is shown in Fig. 2 , and the time series and the spectra are shown in Fig. 3 . From Fig. 3 , the spectra are proportional to 1/f [45] and its slope is dependent mainly upon the exponent z in (1), which is the parameter to control the intermittent period. Based upon this property, the designer can generate a time series such that its spectrum has a preferable slope as he desires. Based on this idea, the kerosene fan heater with chaotic fluctuation is developed, which is described in Section 4.
Determination whether observed time series is chaotic or not
Before discussing how to determine whether observed time series is chaotic or not, it is necessary and worthwhile to define the term 'chaos'. However, there are many possible definitions of 'chaos' [6] . For example, let us consider the following one dimensional map
where x n vI, n=0, 1, 2, · · · and F: I→I is a nonlinear transformation. According to Ono and Osikawa [48] , they enumerated the physically intuitive properties of chaos in (2) with continuous function F [6, 47] , (OO1) F has mixing property (which is closely related to the decay of the autocorrelation function defined by,
where οxπ= lim
and the lack of sharp spectral lines in the power spectrum), (OO2) There exists a homoclinic point, (OO2′) There is a sufficiently folded and simultaneously expanded structure, (OO3) There are periodic orbits with arbitrary long periods and (uncountably) many nonperiodic orbits which itinerate among themselves and periodic orbits, (OO4) There is some natural correspondence with some (one-sided) Bernoulli system, (OO5) The disorder parameter of the dynamical systems, the Kolmogorov entropy, is positive. Ono and Osikawa concluded that (OO1), (OO2), (OO2′), (OO4) and (OO5) are equivalent. Moreover (OO3) which is defined by Li and Yorke [48] is derived by them [6, 47] . There are other definitions of 'chaos' by Devaney [1] or Berge et al. [3] .
However, since it is not necessarily an easy task to check whether observed time series satisfies the above conditions, we adopt the Ott's definition [49] as a definition of 'chaos' in this paper which is stated as follows, (O1) F has sensitive dependence on initial conditions, (O2) The value of autocorrelation function converges to zero as the delay time L increases (C(L)→0 as L→∞), (O3) The sequence is nonperiodic.
The reason why we adopt the Ott's definition is that, for given observed time series, the conditions (O1), (O2) and (O3) can be checked respectively by the analytical methods such as Lyapunov spectrum analysis [33, [50] [51] [52] , auto correlation and FFT (fast fourier transform). We demonstrate these functions through following simple time series analysis. (5)- (7),
Frequency analysis. Let us consider following time series as expressed by
The sine wave x 1 (t) is periodic, therefore it is not chaos. r(t) in (6) is a uniform random number such that r(t)v[−1, 1], and x 2 (t) is not chaotic, either. On the other hand, x 3 (t) is famous logistic map for biological populations [46] , and it is chaos. These time series are shown in Fig. 4 , with 256 data, where x 3 (t) is normalized such that x 3 (t)v[−1, 1], and their power spectrum are shown in Fig. 5 .
The frequency analysis of the x 1 (t) ( Fig. 5 (a)) shows that it has a dominant peak, that is to say, x 1 (t) is periodic signal and does not satisfy the condition (O3). Therefore, we can say x 1 (t) is not chaos. However, since the power spectrum of x 2 (t) and x 3 (t) ( Fig. 5(b) ,(c)) are broadband, there is a possibility that both x 2 (t) and x 3 (t) are chaotic in this stage. In this case, we further proceed to the analysis based upon the autocorrelation function.
Autocorrelation.
According to the condition (O2), the value of autocorrelation of the chaotic signals drastically converges to zero as the lag time L increases. The autocorrelation of the finite length of time series is given by (8) ,
where N is a number of the data and L is a lag time. The autocorrelation of x 2 (t) and x 3 (t) are shown in Fig. 6 (N=256, L=0, · · · , 99). From Fig. 6(b) , the autocorrelation of x 2 (t) doesn't converge to zero. This is because the sine wave element in (6) has periodicity and thus autocorrelation value also has periodicity with respect to L. Therefore, since x 2 (t) does not satisfy the condition (O2), x 2 (t) is not chaos. On the other hand, because the autocorrelation of x 3 (t) drastically converges to zero as L increases, we can say that x 3 (t) is chaotic.
Embedding and Lyapunov spectrum analysis.
In order to evaluate the orbital instability of the observed time series, it is useful to calculate the Lyapunov spectrum [50, 51] or largest Lyapunov exponent [52] . To introduce the definition of Lyapunov spectrum, let us explain the embedding and the reconstruction of the dynamics [26, 33, 53] . Let us consider a general n-dimensional discrete time dynamical system defined as follows,
where X t vR n is a state vector and F: R n →R n is a C 1 map in the n-dimensional state space. In general, it is usually very difficult to observe all the elements of X t in experiments. In other words, one can usually measure only a single variable time series and do not know the explicit representation of nonlinear system dynamics as (9) . In such a case, we often use the method to reconstruct the orbit of the attractor in the ndimensional state space from single time series by the delay time vectors [26, 33, 53] . The reconstructed vector x t v is given as,
where (t) is an observed time series and is a delay time (Fig. 7) . Suppose that the attractor of the original dynamical system is a k-dimensional compact manifold, then by Takens [53] , the transformation defined by (10) from the original attractor to the reconstructed attractor is an embedding if inequality mΨ2k+1 is satisfied. By 'embed' we mean that there is a mapping, say , from the original manifold to the m-dimensional Euclidian space such that −1 exists for all points in the image of the manifold, and that both and −1 are continuously differentiable. In other words, the original manifold and its image have the same topology. In such a situation, there is a very close relation between the two dynamical systems. For example, limit sets are mapped into another by and −1 , therefore fixed points, limit cycles and chaotic attractors on one manifold correspond to fixed points, limit cycles and chaotic attractors on the other. Furthermore, the stability of those sets is preserved and because of the smoothness, ratios of characteristic exponents are also preserved [26, 32] . Now, let us consider a point x t on the reconstructed orbit of the attractor and a small ball of radius with the center of x t (Fig. 8) . Suppose that the points included in this small ball given as initial condition of the dynamical system. Then, after one iteration of the map, for example, this ball is transformed into an ellipsoid which is expanded in the direction of e 1 , while compressed in the direction of e 2 and e 3 . We define the Lyapunov exponent 1 , 2 and 3 as the natural logarithm of the mean expanding ratio in the direction of e 1 , e 2 and e 3 [50] [51] [52] is not preserved, the Gram-Schmidt procedure is used to orthogonalize the basis (e 1 , e 2 , e 3 ). Moreover, Sato et al. [52] proposed the algorithm to calculate the largest Lyapunov exponent max more precisely as in (11),
where x t is a point on the reconstructed trajectory at time t, and {x k } is a set of points in a small ball of radius centered at the point x t , and N k is a number of x k . After time step, x t and {x k } are mapped to x t+ and {x k+ }, respectively. In the chaos simulator, we implemented both of Sano and Sawada's algorithm for Lyapunov spectrum [51] and Sato, Sano and Sawada's algorithm for largest Lyapunov exponent [52] . To illustrate this function, let us present an analysis on a pulse wave of human capillary vessels. In Fig. 9 , we show a time series for a young man's pulse wave measured during a thirty-second interval, with a sampling rate of 19·5 milliseconds, where the amplitude of pulse values is normalized between −1·0 to 1·0. The number of samples is 1792. We take the delay time as 234 msec (19·5 msec×12), which is the first time that the autocorrelation of the pulse wave crosses the zero value. The Lyapunov spectrum for the embedding dimension m=2-6 is shown in Fig. 10 , and its value with m=6 is shown in Table 1 . From Fig. 10 , we can say that the largest Lyapunov exponent max for any dimension is small positive. Therefore, the observed pulse wave of human capillary vessels has the orbital instability which is one of the fundamental characteristics of deterministic chaos. This result follows the work of Tsuda et al. [20] . 
Nonlinear system identification by self generating radial basis function
Fuzzy logic, neural network, and neuro fuzzy technology are widely used for intelligent industrial systems and consumer electronic products. For example, fuzzy if-then rules are used to express skilled operator's experience and control engineer's knowledge. Also, artificial neural network is effective for pattern recognition, diagnosis, control, identification and prediction of nonlinear systems. However, although both fuzzy model and artificial neural network can be regarded as universal function approximators [54] [55] [56] [57] , cut and try simulations are inevitable to design fuzzy rules or determine the number of hidden units of neural network. Moreover, multilayer neural network with sigmoidal transfer function [58] is known with its very slow convergence property. On the other hand, the radial basis function (RBF) proposed by Powell [59] has very fast convergence property compared to the multilayer neural network with sigmoidal transfer function, since an arbitrary function can be approximated by the linear combination of locally tuned factorizable basis functions. In other words, as well as multilayer neural networks and fuzzy systems, RBF is also a universal function approximator for real-valued maps defined on convex and compact sets of R n [60] . This RBF model is also regarded as multi-layered neural network [27, 28, 60] (Fig. 11) or fuzzy model [29] (Fig. 12) .
To identify the nonlinear systems by RBF, several algorithms such as k-means clustering method [27] or Gram-Schmidt orthogonalization procedure [28] have been proposed. But in these methods, relatively large numbers of the basis functions are required since the tuning parameters are limited to only the coefficients of RBF.
To overcome the above problems, we have developed a self generating algorithm for radial basis function based upon the maximal absolute error selection method [30-32, 62,63] .
The self generating algorithm consists of the following two processes: (1) model parameter tuning process by gradient method for fixed number of the basis functions; (2) basis function generation procedure, which is invoked when the effect of parameter tuning is diminished, by which new basis function is generated in such a way that whose center is located at the point where maximal inference error occurs in the input space. By using this algorithm, we can adopt systematic approach instead of cut and try simulations for nonlinear model design, hence we can reduce the total turn-around time for the nonlinear identification and prediction of chaotic time series.
Identification problem with generalized radial basis function network. Let x=
r be inputs and y=(y 1 , · · · , y j , · · · , y s )vR s be outputs. The problem is to identify the nonlinear function y=f(x): R r →R s with the given N input/output data,
Also if sΨ2, output y j , j=1, · · · , s, are assumed to be normalized such that y j vY j = {y j |−1Ξy j Ξ1}, j=1, · · · , s, by dividing original y j by the max(|y j |), j=1, · · · , s, respectively.
In RBF model, output y j is given by (13) ,
where K is a number of RBF, a k vR 
and A ik (x i , a ik , b ik ) is an RBF for input x i where a ik , b ik are the center value and the width of RBF, respectively. Several functions are used as A ik , and in this paper we use Gaussian type RBF [27] [28] [29] [30] [31] 61] which is given by (15),
In this case, the model is equivalent to GRBF [61] or fuzzy model of class C Then
Let us introduce the following parameter vectors (17) when the number of RBF is K,
Then, given the N input/output data (12), the identification problem P(K) with K basis functions is defined as (18).
Identification problem P(K)
. (13), (14), (15) where y p j and * y p j are the jth output data and the jth inference output for pth input x p , respectively. Let optimal solution for Problem P(K) be ( * a K , * b K , * w K ) and the specified model error value be >0, then the overall identification problem is formulated as follows.
3.4.1.2 Overall identification problem. Given the N input/output data (12) and the specified model error >0, obtain the minimal number K of RBF and optimal solution ( * a
for Problem P(K) which satisfies the inequality (19) ,
Gradient method for problem P(K).
In order to solve the identification problem P(K), we derive the gradients of E K with respect to a ik , b ik , w jk , i=1, · · · , r, j=1, · · · , s, k=1, · · · , K, under the equality constraints (13)- (15) as (20),
By using the gradients (20), we can solve the identification problem P(K) by appropriate gradient methods such as steepest descent method, conjugate gradient method, and quasi-Newton method, etc. The learning algorithm by steepest descent method is given by (21) , where h is iteration number and is an optimal step size obtained by solving a one-dimensional search problem.
3 Self-generating algorithm for overall identification problem. When the decreasing rate of E K becomes relatively small during the tuning process for a fixed number of RBF, we generate new basis function. Although several generating strategies may be possible, we adopt such a strategy that a new basis function is generated in such a way that whose center is located at the point where maximum of absolute inference error occurs in the input space. The self-generating algorithm based on this idea is described as follows.
Step 1. Set the model error to be satisfied and stop criteria constant 1 for the parameter tuning process for the fixed number of RBF.
Step 2. Let h be the iteration number for the fixed number of RBF, and st be the total iteration number for the entire procedure. Let h=0, st=0.
Step 3. For N input/output data (12), compute (a
by learning rule (21).
Step
is satisfied, K is the least number of RBF which satisfies the inequality (19) for the overall identification problem. In this case, let (a
and terminate the procedure. If inequality (22) is not satisfied, go to Step 5.
Step 5. Let us define the decreasing rate of E K by (23).
If inequality (24)
is satisfied, go to Step 6 to generate a new basis function. If
holds, let h=h+1, st=st+1, and go back to Step 3.
Step 6. Let (x q , y q ) be an input/output vector such that the absolute inference error takes maximum at this point among the N input/output data (x 
Then, generate a (K+1)-th new radial basis function according to (27) ,
where b 0 is a given constant for the initial width of RBF. Let K=K+1, h=0, and go back to Step 3. The initial values for other model parameters are set identical which were obtained by the just previous procedure.
Application to the nonlinear prediction of chaotic time series.
In this section, we apply the self-generating algorithm to the nonlinear prediction of optical chaotic time series [39] . Let us consider the Ikeda map [39, 64] defined by (28) ,
where x and y are a real part and an imaginary part of electric field of a ring cavity [39] , respectively. The model generates a relatively simple strange attractor with a= 1·0, b=0·7 [64] . We apply two input and two output RBF models to identify the chaotic time series generated by (28) . The learning data are obtained by solving (28) with initial condition x(0)=y(0)=0. We set N=100, =0·05, 1 =0·01, and we assume initial vs for x(t) and x′(t).
number of RBF, K=0. By applying our method, the stop condition E K < is satisfied when K=10. The self-generating process of RBF in input space is shown in Fig. 13 . Thus, new basis functions are successively generated as if they are breeding cells in a living organism. In order to evaluate the prediction result, we computed correlation defined by (29) between original time series x(t) and predicted time series x′(t), t=1, · · ·, M,
where x m , x′ m are mean values of x(t), x′(t), t=1, · · · , M, respectively. Now we show the relation between and prediction time for x(t) and step ahead predicted time series x′(t) in Fig. 14 , and the same relation for y(t) and y′(t) in Fig. 15 when M=90. By these figures, gradually decreases with positive value for about 6 steps ahead for both x(t) and y(t). This indicates that the prediction of chaotic trajectory defined by (28) is valid for about 6 steps by our proposed self-generating RBF model.
Application to the consumer electronics
Now, let us explain the new kerosene fan heater we announced in June 1992, which is the first consumer electronic product in the world using chaos theory [13] [14] [15] . It is so far believed that to keep the desired temperature stable is good for the comfortableness. On the contrary, studies by Wyon [65] , or Rohles et al. [66] , where subjects were exposed to the appropriate temperature fluctuations, indicate that individuals actually prefer temperature swings about the optimal set point.
Based on this idea, appropriate temperature swing patterns are computed by the simple one dimensional map (1) described in Section 3.2, which produces the intermittent chaos [3, 45] . In this kerosene fan heater, three types of chaotic fluctuations with different spectrum are selected according to the temperature variation in the environment. These kinds of chaotic fluctuations are regarded as one of the earliest industrial application of chaos theory.
In order to prove the effectiveness of the chaotic fluctuations for temperature control, we have carried out experiments with about 30 subjects. Each subject entered the environment experimental room, and were requested to answer the comfortableness of the room temperature according to the PMV values [67] every five minutes. Figure 17 shows the relationship between thermal sensation and temperature swings. The line with white squares represents conventional room temperature and sensation with conventional control. The line with black squares represent fluctuated room temperature and sensation with chaotic control.
As you can see from Fig. 17 , sensation with appropriate chaotic control provides much more comfortableness compared with the conventional control.
Furthermore, the combustion rate is controlled by fuzzy logic in accordance with the temperature variation and the space of the room, and an economical preheating of . Thermal sensation vs temperature swings [13] .
the burner for a quick start is realized with a neural network by learning the user's way of using a kerosene fan heater in daily life.
Conclusion
We have developed a chaos simulator and applied it to the development of home appliances incorporating chaos technology. We plan to use this simulator to develop products such as home appliances with much more comfortableness, an equipment to diagnose mental and physical conditions, an adaptive equalizer for movable telecommunication terminals, etc. We are convinced that 'chaos engineering', combined with AI technology, neural networks, fuzzy logic, adaptive control theory and other conventional methodologies, is effective in the realization of intelligent products with easy operation, a humanfriendly interface, personal features which are acquired according to the particular user's preference and learning or adaptive mechanisms in the time varying environments.
