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E-mail address: scott.duvall@utah.edu (S.L. DuVallProbabilistic record linkage is a method commonly used to determine whether demographic records refer
to the same person. The Fellegi–Sunter method is a probabilistic approach that uses ﬁeld weights based
on log likelihood ratios to determine record similarity. This paper introduces an extension of the Fellegi–
Sunter method that incorporates approximate ﬁeld comparators in the calculation of ﬁeld weights. The
data warehouse of a large academic medical center was used as a case study. The approximate compar-
ator extension was compared with the Fellegi–Sunter method in its ability to ﬁnd duplicate records pre-
viously identiﬁed in the data warehouse using different demographic ﬁelds and matching cutoffs. The
approximate comparator extension misclassiﬁed 25% fewer pairs and had a larger Welch’s T statistic than
the Fellegi–Sunter method for all ﬁeld sets and matching cutoffs. The accuracy gain provided by the
approximate comparator extension grew as less information was provided and as the matching cutoff
increased. Given the ubiquity of linkage in both clinical and research settings, the incremental improve-
ment of the extension has the potential to make a considerable impact.
Published by Elsevier Inc.1. Introduction
Information in large healthcare databases is entered during the
course of patient care, through administration and billing pro-
cesses, and in research studies. Data may be entered by persons
with different roles, for different purposes, and with varying
amounts of detail. Records with missing information or with vari-
ations of a person’s name, address, and other personal information
can result in the creation of duplicate records where data for one
person is mistakenly placed in records thought to belong to differ-
ent people. When this occurs, the safety and wellbeing of patients
is put at risk. Previously recorded information that is not available
during the time of treatment has been associated with a longer
hospital stay, delayed care, additional services, and extra costs
[1–3]. While duplicate records are not the sole cause of missing
information, they can increase the time it takes to retrieve infor-
mation, increase the risk of providing an incomplete patient his-
tory, and ultimately impact patient care [4]. Duplicate records
are costly to ﬁnd and resolve [5]. Correctly identifying which re-
cords belongs to which patients is an important part of both care
delivery and research. Ensuring that patient information fromInc.
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).different records is gathered together correctly and provides an
accurate representation of the patient’s health history is an issue
central to healthcare’s current trend toward interoperability and
information exchange.
To discover which records are duplicates the demographic infor-
mation associatedwith each record is compared.When two records
have similar demographic information a determination canbemade
of how likely it is that the records belong to the same person. Fellegi
and Sunter formalized the probabilistic method commonly used to
make this determination [5–13]. In the Fellegi–Sunter (FS) method,
each demographic ﬁeld is assigned an agreement weight and a
disagreement weight. These weights are log likelihood ratios based
on the ability of ﬁeld values to discriminate between records and
the probability that the values contain errors. For example, sex has
poor discrimination because there are very few options. Last name
has high discrimination because there could be hundreds of thou-
sands of possible values. On the other hand, the reliability of last
names suffers because of alternate spellings,misspellings, and typo-
graphical errors that would very rarely be found in values of sex.
Once ﬁeldweights are determined, values in each ﬁeld in one record
are compared to the values in another record. When the values
match exactly, or are determined sufﬁciently similar in some cases,
the ﬁeld agreement weight is added to a score. Otherwise the ﬁeld
disagreement weight, which is often a negative number, is added.
This comparison is repeated for each ﬁeld until a ﬁnal score is calcu-
lated for the pair of records. The ﬁnal score determines whether a
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match. Possible matches can bemanually reviewed and reclassiﬁed
or automatically reassigned as matches for pairs scoring above a
threshold [10].
There are many active areas of research surrounding probabilis-
tic linkage [7], but the two addressed in this paper are incorporat-
ing approximate ﬁeld comparators in the FS method and
estimating optimal ﬁeld weights. Linkage methods compare pairs
of records to determine whether they match or not, so the ideal
output would be a binary decision. In fact, the FS method is opti-
mized when the third category – possible matches – is minimized.
A limitation of the FS method, though, is that each ﬁeld has only
two possible weights: one for agreement and one for disagree-
ment. This forces a binary decision for each pair of ﬁeld values –
an all or nothing agreement – in addition to the classiﬁcation from
a ﬁnal score of all ﬁelds.
To allow room for error, approximate comparators are used. An
approximate comparator is an algorithm that determines how clo-
sely two values match. For example, while Joe and Joseph do not
match exactly, a human reviewer and a good approximate compar-
ator should both be able to tell that these values are much more
likely to refer to the same person than values such as Joseph and
Bradley. Taking into account approximate matches is important be-
cause ﬁelds like ﬁrst name and last name have been shown to in-
clude misspellings and typographical errors in up to 25% of records
[8,14]. There are classes of approximate comparators that deal spe-
ciﬁcally with names, addresses, dates, and other string and numer-
ical values. Instead of binary output, approximate comparators
often have a range of output values. Rather than match or not a
match, output could be the number of days between two birthdays
or the number of letters that are different in two names.
Because the FS method assigns ﬁeld weights based on binary
agreement or disagreement, approximate comparators can only
be used when a cutoff is set to classify the comparison’s output
as a match or not a match. If two values are similar enough to score
above the cutoff, the ﬁeld agreement weight is given. Otherwise
the values are not counted as matches and the ﬁeld disagreement
weight is given. Using cutoffs ignores the additional information
gained from using approximate comparators because an exact
match is given the same weight as a partial match. Rule-based
methods can be developed to take advantage of partial agreement,
can be easier to implement, and may perform well [13,15,16] – but
rule-based systems also have limitations. The rules may be created
empirically, require maintenance, have no statistical justiﬁcation,
and be difﬁcult to repeat [9,13]. They may also have less discrimi-
nation than probabilistic systems [10,15]. Probabilistic systems are
thought to more closely resemble human judgment and skill in
evaluating discrepancies [11,13].
Approximate agreement has been addressed recently by
expanding the probabilistic method to include a third ﬁeld weight
for close agreement [12]. We propose a method that incorporates
the approximate comparator raw scores into the ﬁeld weights, cre-
ating ﬁeld approximate agreement weight functions. This method
avoids the loss of information encountered by classiﬁcation.2. Material and methods
2.1. Data
The enterprise data warehouse (EDW) of the University of Utah
Health Sciences Center contains demographic and clinical informa-
tion on 1.8 million patients. The EDW is linked to a genealogical re-
source called the Utah Population Database (UPDB) that allows
researchers to study the heritability of disease [17,18]. The UPDB
is also linked to vital records and clinical data sources that provideadditional demographic information including a history of name
and address changes. The additional information allows duplicate
records in the EDW to be identiﬁed that may not have enough data
to be found otherwise. One example where this commonly occurs
is when women marry, which often includes changing a last name,
phone number, address, and assigning the new spouse as next of
kin. The UPDB may contain links to a marriage certiﬁcate and an
updated driver license record showing the address change that
provide enough information to identify these types of records as
belonging to the same people.
In the current EDW–UPDB linkage, 118,404 EDW record pairs
were identiﬁed as potential duplicates. Records were counted as
duplicate when two or more records in the EDW were linked to
the same record in the UPDB. Because these records are linked only
after a rigorous process of both automated and manual review, the
increased certainty of links from the additional information pro-
vided by the UPDB, and the careful curation of the UPDB by a pro-
fessional staff, this duplicate set was used as a reference standard
for the study. A sample of 118,404 pairs was randomly selected
from the remaining portion of the EDW that did not contain dupli-
cate records.
2.2. Extension of the Fellegi–Sunter probabilistic method
Field weights in the FS method are log likelihood ratios formally
speciﬁed in terms of m and u, where m is the probability that the
ﬁeld values match in a duplicate pair and u is the probability that
the ﬁeld values match in a non-duplicate pair. The ﬁeld agreement
and disagreement weights are therefore:
log
m
u
 
and log
1m
1 u
 
ð1Þ
For the approximate comparator extension (ACE) of the FS
method, let d be the difference between ﬁeld values as measured
by an approximate comparator. The probabilities m and u become
functionsm(d) and u(d) deﬁned as the probability that the ﬁeld val-
ues differ by d in a duplicate or non-duplicate pair, respectively.
The agreement and disagreement weights are then replaced with
an approximate agreement function for each ﬁeld expressed as:
log
mðdÞ
uðdÞ
 
ð2Þ
Although not a necessity, a value difference of d = 0 corresponds
to a perfect match in all our measures.
In the process of linking, the approximate agreement weight
functions are substituted for the agreement and disagreement
weights. When ﬁeld values are compared, the difference between
the values is used to look up the appropriate weight from the ﬁeld
approximate agreement weight function. Weights from each ﬁeld
are summed to a ﬁnal score for the record pair.
2.3. Expectation maximization
Given a sample of record pairs where it is known which are
duplicate and which are not, it would be straightforward to esti-
mate m(d) and u(d) using the corresponding sample frequencies.
For example, we could estimate m(d) and u(d) for the last name
ﬁeld as:
mðdÞ ¼ # duplicate pairs with last name values differing by d
# total duplicate pairs
uðdÞ ¼ # non-duplicate pairs with last name values differing by d
# total non-duplicate pairs
ð3Þ
However, as it is unknown in advance which record pairs are
duplicates and which are not, this becomes a classical missing data
problem that can be addressed using the expectation maximiza-
tion (EM) algorithm [19]. EM has previously been used in record
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steps, an expectation step and a maximization step, that are used
to estimate optimal parameters for a model over several iterations.
In the expectation step, the model is run using the current param-
eter estimates. In the maximization step, the parameters are re-
estimated to maximize the likelihood of the observed output of
the model. The process continues until the parameters converge.
In record linkage, ﬁeld weights are assigned initial values and used
to obtain a preliminary classiﬁcation of whether record pairs are
duplicates. This classiﬁcation is in turn used to calculate new ﬁeld
weight estimates. The pairs are reclassiﬁed with the updated ﬁeld
weights and the process continues until the ﬁeld weight estimates
converge. In the ACE method, approximate agreement weight func-
tion values are estimated for each value of d. While different
approximate comparators may be used to compare different ﬁelds,
the same comparator used to estimate the approximate agreement
weight function for a particular ﬁeld should be used on that ﬁeld
during linkage. Interpolation and extrapolation can be used to
determine m(d) and u(d) values for d that are not observed.
2.4. Approximate comparators
The approximate comparator used in this study was the
Levenshtein edit distance [20]. It measures the number of inserts
and edits required to transform one string of characters into an-
other. For example, to change the name Alun into Allan requires
the insertion of an l and an edit that would change the u into an
a. The edit distance, and d in this case, would be 2. Although the
Levenshtein edit distance was used in this study, this extension
of the FS method allows for any approximate comparator to be
used in each ﬁeld.
2.5. Study
Record pairs were spilt into non-overlapping training and vali-
dation sets each consisting of 59,202 pairs from the duplicate setKnown 
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Fig. 1. Process diagram for the iterative trainingand 59,202 pairs from the non-duplicate set. Pairs in the training
set were used to estimate ﬁeld weights using EM. Field weights
were calculated for the FS and ACE methods independently to ob-
tain classiﬁers that were evaluated on the validation set.
Initial estimates for ﬁeld weights for the FS method were set as:
agreement weight = 2
disagreement weight = 1
and for the ACE method as:
approximate agreement weight function = {2, 1}
Field values having a d greater than the last index of the approx-
imate agreement weight function were handled by assigning the
least agreement value. This expanded the approximate agreement
weight function to {2, 1, 1, 1, . . ., 1}. Because the method for
estimating the approximate agreement weight function uses all
observed ﬁeld value differences, the ﬁrst iteration estimate pro-
vided weight values for all d. A missing ﬁeld value in either record
was given a ﬁeld weight of 0.
As shown in Fig. 1, the record pairs in the training set were ran-
domized so it was not known whether a pair was a duplicate. Next,
the initial estimates of the ﬁeld approximate agreement weight
functions were used in the ACE method to calculate a ﬁnal score
for each record pair, creating a distribution of ﬁnal scores for all
pairs. The approximate agreement weight function estimates were
then updated to maximize the likelihood of this distribution of ﬁ-
nal scores. Classiﬁcation and estimation continued until the
approximate agreement weight function values converged. This
training process was also used to get estimates of the agreement
and disagreement weights for the FS method.
Record pairs in the validation set were also randomized. The ﬁ-
nal estimates for the ﬁeld approximate agreement weight func-
tions from the training process were used to score validation set
pairs with the ACE method. Whether the method classiﬁed a pairKnown  
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and validation of ﬁeld weight parameters.
Table 1
Demographic ﬁelds used in linkage.
Demographic ﬁeld Set 1 Set 2 Set 3 Set 4 Set 5
First name U U U U U
Middle name U
Last name U U U U U
Mother’s maiden name U
Birth month U U
Birth day U U
Birth year U U
Sex U U
Social security number U U U U
Home phone U U U
Work phone U
Address U U U U
City U U
State U U
Zip code U U
Spouse’s ﬁrst name U
Spouse’s last name U
Field Value Difference (δ)
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Fig. 2. Distribution of d for values in the last name ﬁeld.
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status of the record pair to compute accuracy. This validation pro-
cess was repeated using the ﬁnal estimates of the agreement and
disagreement weights for the FS method.
The training and validation processes were repeated using ﬁve
different sets of ﬁelds for linkage shown in Table 1. This was done
in order to simulate instances when different amounts of demo-
graphic information are available on the records. In addition, the
calculations for the FS method were repeated for each set of ﬁelds
using approximate comparator cutoff values from 0, where only an
exact match received the agreement weight, to 5, where up to ﬁve
characters could differ in ﬁeld values and still receive the agree-
ment weight. This was done to determine whether the FS method
with an appropriate cutoff level could identify duplicate pairs as
well as the ACE method.
Whether a pair of records was a duplicate or not was blinded in
the training set, but was used to gauge accuracy after the record
pairs in the validation set were scored. This true classiﬁcation
was used to determine a record pair total score that minimized
the number of pairs in the validation set that were misclassiﬁed.
The mean score and variance were calculated for duplicate and
non-duplicate pairs and we used a Welch Two Sample T statistic
as a measure of separation between these two distributions. We
also tested the null hypothesis that the difference between dupli-
cate and non-duplicate distributions using the ACE method was
the same as when using the FS method against the alternative
hypothesis that they were not the same with a Student t-test.Field Value Difference (δ)
0 5 10 15 20 25
Fig. 3. Approximate agreement weight function for values in the last name ﬁeld.
Differences greater than 18 are marked with a dotted line to indicate the value for d
of 17 is repeated.3. Results
Fig. 2 shows the distribution of the Levenshtein edit distance for
values in the last name ﬁeld for duplicate and non-duplicate pairs.
These distributions were used to calculate the last name ﬁeld
approximate agreement weight function shown in Fig. 3. Edit dis-
tance distributions and approximate agreement weight functions
for all ﬁelds are available from the authors.
The ﬁeld weight parameters converged quickly for both the FS
and ACE methods, so only three iterations were used on the train-
ing set to estimate ﬁeld weights. Fig. 4 shows the distribution of re-
cord pair total scores for ﬁeld set 1 using the ACE method in each
iteration with a vertical line marking the estimated division of
duplicate and non-duplicate pairs used to recalculate ﬁeld weights.
The distribution of scores for the validation set is also shown with
duplicate and non-duplicate records identiﬁed.
The classiﬁcation accuracy for the FS method requiring exact
agreement in ﬁeld values to assign the agreement weight and the
ACE method is summarized in Table 2 for all ﬁeld sets. The ACEmethod misclassiﬁed at least 25% fewer pairs than the FS method
and showed a larger Welch’s T statistic for all ﬁeld sets.
The FS and ACE methods both performed very well when a lot of
information was available, as shown by the use of ﬁeld sets 1 and 2.
When less information was available both methods produced more
misclassiﬁed records, but with fewer ﬁelds the FS method ﬁeld
weights were not affected as much by different cutoff values and
created greater variance between the training and validation sets.
The ACE method created a smaller standard deviation for duplicate
records with less information, although it continued to have a
slightly larger standard deviation for non-duplicate records. The
difference between mean duplicate and non-duplicate scores when
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Fig. 4. Distributions of record pair total scores in each iteration with line marking estimated division of duplicate and non-duplicate pairs. Validation set is also shown with
true duplicate and non-duplicate pairs identiﬁed. Score distributions were plotted using Gaussian kernel density estimates with a smoothing bandwidth of 0.6.
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method for all ﬁeld sets. We can reject the null hypothesis that
the difference between duplicate and non-duplicate distributions
using the ACE method was the same as when using the FS method
for all ﬁeld sets with P values that are zero to machine precision.
These small P values reﬂect both the clear improvement in discrim-
inating duplicate and non-duplicate pairs in the ACE method and
the very large sample size used.
The ACE method also had fewer misclassiﬁed pairs and a higher
Welch’s T statistic than the FS method for all approximate compar-
ator cutoffs. Table 3 summarizes the ACE method’s improvement
over the FS method for ﬁeld set 1 using all cutoff levels. As thecutoff level increased, the difference between mean duplicate
and non-duplicate scores and the Welch’s T statistic both dropped.
The difference in distributions between duplicate and non-dupli-
cate pairs between the ACE method and FS method produced P val-
ues that were effectively zero for all cutoff levels.4. Discussion
The duplicate records used in this study were found using an
external resource containing demographic information from vital
records, genealogy, and health data. The external resource was
Table 2
Comparison of ACE method to FS method with cutoff of 0 (exact agreement) in all ﬁeld sets.
Set 1 Set 2 Set 3 Set 4 Set 5
ACE FS0 ACE FS0 ACE FS0 ACE FS0 ACE FS0
Misclassiﬁed pairs 101 137 103 138 868 1456 1089 1966 958 1752
Reduction in misclassiﬁed pairs (%) 26.27 25.36 40.38 44.61 45.32
xd  xr 69.01 59.75 67.56 59.09 42.43 36.31 31.77 27.59 35.90 30.54
Sd 15.63 14.96 15.26 14.58 15.28 15.73 8.59 9.96 10.92 11.94
Sr 6.12 4.48 6.00 4.46 1.82 0.97 1.48 0.90 1.60 0.91
Welch T 1000.44 930.91 1005.47 943.03 669.44 560.40 887.26 671.47 791.47 620.36
Student t* 98.27 92.04 67.60 76.67 80.08
ACE = Approximate comparator extension of the Fellegi–Sunter method.
FS0 = Fellegi–Sunter linkage method with exact agreement.
xd  xr = Difference between duplicate and non-duplicate score means.
Sd = Standard deviation of duplicate pair scores.
Sr = Standard deviation of non-duplicate pair scores.
The Welch’s T statistic was calculated using the Welch Two Sample t-test.
The Student t statistic was calculated using the Student t-test with 118,402 degrees of freedom.
* We are able to reject the null hypothesis that the difference between distributions under ACE is equal to that under the FS method with P values being zero to machine
precision.
Table 3
Comparison of ACE method to FS method with all approximate agreement cutoffs for ﬁeld set 1.
ACE FS0 FS1 FS2 FS3 FS4 FS5
Misclassiﬁed pairs 101 137 138 221 207 233 623
Reduction in misclassiﬁed pairs (%) 26.27 26.81 54.30 51.21 56.65 83.79
xd  xr 69.01 59.75 56.85 47.19 46.43 38.42 28.12
Sd 15.63 14.96 14.51 15.47 15.66 15.27 12.60
Sr 6.12 4.48 4.36 3.87 3.65 2.97 2.76
Welch T 1000.44 930.91 913.18 720.04 702.63 600.81 530.21
Student t* 98.27 130.84 229.31 236.36 325.23 469.98
ACE = Approximate comparator extension of the Fellegi–Sunter method.
FSi = Fellegi–Sunter linkage method with approximate agreement cutoff i.
xd  xr = Difference between duplicate and non-duplicate score mean.
Sd = Standard deviation of duplicate pair scores.
Sr = Standard deviation of non-duplicate pair scores.
The Welch’s T statistic was calculated using the Welch Two Sample t-test.
The Student t statistic was calculated using the Student t-test with 118,402 degrees of freedom.
* We are able to reject the null hypothesis that the difference between distributions under ACE is equal to that under the FS method with P values being zero to machine
precision.
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dard for validation of which record pairs were truly duplicates. The
linkage of the EDW to the UPDB was done using commercial soft-
ware based on the FS probabilistic method and any errors in this
linkage may bias this study’s method validation. In addition, both
the EDW and the UPDB resources were initially created by linking
multiple data sets and continue to be updated with new records
and new sources of data. Over the more-than-30 year history of
the UPDB and 15 years of the EDW, probabilistic and rule-based
linkage methods have been used, along with extensive manual re-
view, to add new data and to identify and resolve duplicate re-
cords. The linkage methods used in these data sets previously
may bias which types of records were identiﬁed in this study.
We believe that the additional context provided by the UPDB and
subsequent manual review of pairs classiﬁed as possible matches
allowed duplicate records in the EDW to be found with high accu-
racy and provides a fair assessment of linking techniques with the
FS method and the ACE method described in this paper.
The initial estimates for ﬁeld weights in the FS method and ﬁeld
approximate agreement weight functions in the ACE method were
chosen empirically. We experimented with several sets of values
and found that each converged to the true weight values in just a
few iterations. The different starting points had no effect on the
performance of the method, nor the speed at which the ﬁeld
weights converged. One advantage of using the EM algorithm for
getting the ﬁeld weights is that it proved robust over a range ofinitial estimates and converged to the true values very quickly.
Alternatively, rough initial estimates for ﬁeld weights can be de-
rived directly from the data [21].
Approximate comparators have limitations, especially when
matching values are quite different, like Peggy and Margaret and
when non-matching values are similar, like Evan and Bevan. The
extension described in this paper allows for any approximate com-
parator to be used – including algorithms that take into account
nicknames or values that are similar but should not match. The
Levenshtein edit distance used in this paper can be used as an
approximate comparator for any demographic ﬁeld, although it is
better suited for text and values with digits that do not have inher-
ent numeric value. This is because the edit distance, along with
other types of string comparators are calibrated to detect spelling
and typographical errors. Date of birth and other ﬁelds that may
be used in linkage like height and weight could beneﬁt from using
an absolute difference. Address ﬁelds could beneﬁt from speciﬁc
algorithms designed to take advantage of abbreviations of direc-
tion and street type (E vs. East and St vs. Street) [22].
The power of an approximate comparator to detect matches in
ﬁeld values can dramatically affect overall linkage accuracy. In this
study, the ACE method using the Levenshtein edit distance pro-
duced a larger difference between mean duplicate and non-dupli-
cate scores than the FS method. The application of ﬁeld
approximate agreement weights can produce a distribution of
scores with a larger variance than those produced using the FS
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ﬁeld sets 1 and 2 and with the non-duplicate pair scores in all ﬁeld
sets. Thus, it is important to use comparators appropriate for the
ﬁeld type.
Large variation in the approximate agreement functions for high
values of dwas due to the small number of observations where ﬁeld
values had such large edit distances. Although this variation did not
produce a signiﬁcant effect in this study, smoothing or curve ﬁtting
could mitigate this. Instead of using edit, normalized approximate
comparator scores can be used. For the Levenshtein edit distance,
normalization takes into account the string length and provides
the proportion of matching characters. Instead of the values John
and Josh receiving the same score as Angela and Angelina, d = 2, they
would receive d = 0.5 and d = 0.75, respectively.
In addition to using appropriate approximate comparators, the
FS method can be improved by using optimal cutoff levels, which
may vary, by ﬁeld. String values like names and addresses may
have higher cutoff levels than would be appropriate for phone
numbers and zip codes.
Finally, there are always more non-duplicate pairs than dupli-
cate pairs in the linkage process. This is because while each record
may link to one other record, it will fail to link to many more. In
this study, the duplicate and non-duplicate sets were the same size
– placing the prior probability of a record being a duplicate at 50%.
Although a random sample of non-duplicates was used, the linkage
results may vary when the prior probability of being a duplicate
differs.
5. Conclusion
The use of approximate comparators is an effective way to im-
prove linkage results when ﬁeld values contain misspellings, alter-
nate spellings, and typographical errors. The extension of the FS
linkage method introduced in this paper maintains the original
method’s statistical foundation and allows the use of approximate
comparators without having to choose a cutoff value. In this study,
the ACE method misclassiﬁed fewer pairs than the FS linkage
method. Given the ubiquity of linkage in both clinical and research
settings, the incremental improvement in using the ACE extension
has the potential to make a considerable impact.
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