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CONCURRENCY MEASURE IN COMMUTATION MONOIDS 
Receil’ed 27 October 1588 
The phenomenon ot concurrency is modelled by commurariciry. We define for any nonrmpty 
word over the action alphabet its concurrency dogrcr, a real number which rnci~sur~~ tht. ratu 01 
aimultaneollsnes~, when the icqucncc of actions rcprescntcd by the wmd oh pcrl‘ormrd. WC study 
this dcprcc and we show, in particular, that when a xord of length ~1 is chosen at random. as r! 
increases the degree tends with probability 1 to a fixed limit which is completely determined by 
the commutation system. 
1.~ phunomkne dc parall~lisme est tnod&sC par la commutatlwte. Nous BSSOC’LOII\ a shayue mot 
non vide .w I’alpt~abet d’actions son degrt’ de parall~lisme, un r&ef qua mesurr le rnux de 
simultanPitP, lorsque la suite d’actions que rrprkenre Ir mol est exkcurk Nou\ etudlonk ce drgrk 
et n~us montrons, en partkuher que, lorsqu’on chmsit au hazard un mot de Iongucur II, 31 n rend 
vcr~ l’mfirn. son de& de parall~liame tend avcc probab]litC I verb une limiti: ccrtaine yui esl con- 
plrtrmenr dktermin& par Ic systbrne dc ivrnrnutation. 
1. Introduction 
Cartier and Foata [2,8] introduced monoids generated by an alphabet ,4, equip- 
ped with a binary relation BCA XA, to study combinatorial problems related to 
rearrangements. Mazurkiewicz [lo] proposed the notion of trace language in such 
monoids for modelling concurrent systems. These monoids have been the subject 
of intensive studies, xc [3,4,7,11]. As a matter of fact, they appear to provide a 
powerful tool in studying parallelism and synchronization problems. More recently, 
in his dissertation, Viennot [ 121 discussed 5011~ related combinatorial properties and 
showed their relationship with other known problems in statistical physics. 
Franson’s quantitative approach [I, 91 is based on the possibility of shuffIing 
words representing behaviours of the concurrent processes. 
It seems quite natural to us that, if the commutativity offers the possibility of in- 
terchanging (and thus that of making concurrent) actions, then it should bc possible 
to measure numerically the concurrency in terms of the commutation structure 
defined by the system. It should be noted that in this first study we are not taking 
inlo account the capacity of the executing agent. In fact we are only concerned with 
the possibility of scheduling actions in a correct ordering that produces a maximal 
concurs-cncy. 
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In Section 2 we introduce preliminaries and notations used in the paper. The con- 
currency degree of a word is introduced in Section 3. We introduce and study the 
average degree for words of length n in Section 4. Section 5 is devoted to an asymp- 
totic study, where we prove that almost all sufficiently long words have the same 
concurrency degree. We conclude finally with the study of some simple examples 
in Section 6. 
2. Preliminaries and notations 
We recall briefly the basic definitions and properties. For a more detailed in- 
troduction the reader is referred to [3,4,7, 10, 11]. 
A commutat ion monoid (or system) is a finite alphabet A together with a binary 
relation OCA ×A which is supposed to be symmetric and irreflexive. We refer to 
A as the action alphabet. Whenever (a,b)eO, we write ab=ba and we say that a 
and b commute. 
Intuitively, when a and b commute the outcome is not altered if one changes their 
ordering in a sequence of actions involving an occurrence of ab or ha. Thanks to 
this property, we are authorized to consider the commuting a and b as concurrent; 
indeed, if the result of performing a does not affect that of b and vice versa, a and 
b can be performed simultaneously. According to this view, the irreflexivity of 0 is 
imposed by the fact that no two absolutely identical actions can be performed con- 
currently. 
The empty word is denoted by 1. A*, A ~ and A ~'' denote respectively the set of 
words, the set of nonempty words and the set of infinite words o~er A. For any 
w¢A* ,  lwl denotes its length, l fB  is a subset of A, then (w)tj is the word obtained 
from w by dropping the letters which are not in B and IwlB is the length of (w) B. 
The same notations hold for a letter a instead of the subset B. 
0 generates a congruence (see [3,4, 10]). Whenever two words w~ and w2 are 
equivalent with respect to this congruence, we write w l=  w,. This means that w~ 
and w 2 are the same in an operational sense. 
Throughout his paper we have a given commutat ion monoid S -  (A, 0). We sup- 
pose that A is of cardinality N. 
3. Concurrency degree 
Let w be any word over A. To w corresponds, in a topological-sort-way  directed 
graph Gw in the following way (see [3, 4]). Let w-.v~.\'2... &, with .v, e A, i -  1 . . . . .  17. 
The graph G,. has n nodes labelled by 1,2 . . . . .  n. There will be an edge from the 
node i to the node j iff i< j  and xi does not commnte with -V/. 
Example 3.1. Let A - { a, b, c, d } and 0 defined by ab = ba, be= cb, ac= ca, ad= da. 
For w = dcabadbac we have the graph (see Fig. l) from which we have dropped un- 
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necessary edges, such as (4, 7), which do not add any informat ion on the execution 
ordering. 
The depth of any w e A*, denoted by dep(w), is defined to be the number of  nodes 
on a longest path in Gw. The concurrency degree of a nonempty w, denoted by 
d(w),  is defined to be ]wl /dep(w).  In Example 3.1, we have four longest paths and 
dep(w) = 4. We thus have d(w) -  ~ This measurement is justi f ied by the fact that 
9 along 4 actions, it is possible to perform 9 actions and therefore, on the average 
actions can be per formed simultaneously. 
The graph Gw is a suitable schema which i l lustrates in an intuitive way the order- 
ing on the actions of  w. There is, however, another character izat ion f  dep(w) which 
seems more convenient for our purpose. This character izat ion is related to the Foata  
normal  form, which we recall briefly. For more details, see [2, 10]. 
A word w is said to be in normal fo rm if it is factorized up to the congruence = 
into zq u2...u,,, n_>0, such that 
(i) each ui is a nonempty product of letters commuting pairwisely, and 
(ii) if a is a letter in uj+j not appear ing in ui, then there is a letter b in ui which 
does not commute with a. 
For a formal proof  of  the existence and uniqueness of  such factor izat ion,  see [10]. 
We refer to each u i as a factor. Thus a factor  is a nonempty word u whose letters 
commute pairwisely. A letter a is said to commute  with a factor  u if it commutes 
with each of  its letters. 
The normal  form for w can be obtained in the fol lowing inductive way: 
(i) if w is a letter, then its normal  form is itself, and 
(ii) if w has the normal  form u I u2.. .uk, then the normal  form of  wa, a•A,  is 
J 
either UlUz...u/,.a if a does not commute with uk or else u luz . . .u i . . .u  k with 
u i -  u,a, where i is such that a commutes with u~,ua. 1, . . . ,u i  but not with ui l- 
In Example 3.1, we have w = (da)(cba)(da)(bc). We have the fact that the actions 
inside a factor may be per formed in any ordering but no change of  ordering is possi- 
ble between factors. It is not diff icult to see that dep(w) is the same as the number 
of  factors in the normal  form of  w. 
Some propert ies are studied in the fol lowing proposit ion.  
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Proposition 3.2. For any w, wl, . . . ,  wx. ¢ A ~ the fo l lowing statements hold: 
(i) 1 <d(w)<_N=card(A) ,  
(ii) d(w 1 ... wk)= ~f:. j dep(wi )d(wi ) /dep(w I ... wk) , 
(iii) d(w I ... wk) is lower-bounded by the (weighted) average o f  d(wl)  . . . . .  d(w k) 
weighted by dep(wl) . . . . .  dep(wk) respectively, 
(iv) d(w I ... wx)_>min{d(wl) . . . . .  d(wk) }. 
Proof .  (i) dep(w) is upper-bounded by iwl and lower-bounded by !w i /N .  
(ii) Obvious by the fact ]Wl...wx] [w~!+. . .+]w~l .  
(iii) Obtained by using the fact 
dep(wl ... w k) -< dep(wl ) + -.. + dep(wj, ). 
(iv) Easy consequence of (iii). L J 
4. Average degree 
For any positive integer n let 
n 1 
d(n) = ~57 ~ ,, " (1) 
w~,.1 dep(w) 
d(n) is then the average concurrency degree of words of  length n. It is the expected 
concurrency degree when all words of  length n have the same probability of  being 
chosen. 
On the other hand, the average relative depth of words of  length n, or the ex- 
pected value of  dep(w) /n  is defined similarly by 
1 
I (N) -  nN"  ,~ , ,  dep(w). (2) 
We have obviously 
1 <_d(n)<_N (3) 
and 
l/N<_l(n)<_ 1. (4) 
Morever if N_2 ,  the second _< in (3) and the first _< in (4) become <.  
Further properties are studied in the following proposition. 
Proposition 4.1. Let n, nj, ... ,n k be posit ive integel:9; we have 
(i) [ (~i  /" ] hi) is upper-bounded by the (weighted) average o f  I (n l ) , . . . , l (n~) 
weighted b.v nt, . . . ,  n~. respectively; in other words I is a convex funct ion,  
(ii) l(kn) <_ I(n), 
(iii) d(n) >_ 1/l(n). 
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Proof. (i) Let w I . . . . .  w k be words of  length nl . . . . .  nk respectively. We have 
dep(wl'"wk)/(~,~=l ni) <- ~,~=1 dep(wi) / (~=l ni). Taking expectations we get 
l(Wl "" Wk)<-- ~=l  nidep(wi)/(nl + "'" + nk). 
(ii) Apply (i) to nl = n2 . . . . .  n~ = n. 
(iii) The function f defined by f (dep)= 1/dep is convex. By Jensen's inequality 
[6, pp. 153-154], we have 
d(w) =E(1/dep(w))>_ 1/E(dep(w)) = 1/l(n). [] 
Example 4.2. Let A={a,b}  and ab=ba. The monoid is then commutative and 
dep(w) = max{]wla, I wlb} and consequently 
- -  -v n n (n ) / i  d(n)=-~ i~  max{ i ,n - i} ,  (5) 
and 
l(n) = - -  max{i, n - i}. (6) 
n2 n i=0 i 
By a truncation on the binomial sum l(n) simplifies to 
l (n )=½+(n- l \  / ,, 
L . . j ) /2  . (7) 
When n grows the second term on the left tends to 0. Whence 
lira l(n) = ½. (8) 
/ /400  
d(n) upper-bounded by 2 (inequality (3)) and lower-bounded by l/ l(n) (clause (iii) 
of  Proposit ion 4.1) tends thus to 2 as n--, oo. 
This simple example shows the difficulty of  getting simple expressions without use 
of  summations. Actually it does not seem that there exist such expressions for d(n) 
except in trivial cases. The asymptotic study of  degree thus appears to become a 
necessity. 
In the following section, it will be shown that every commutat ion monoid 
possesses a "concurrency degree" which is nearly common to all words of  suffi- 
cient length and, thus, the notion of  average behaviour will appear of  less im- 
portance. 
5. Asymptotic behaviour 
Before undertaking a systematic study of  the asymptotic behaviour, let us ex- 
amine the continuity of  d in a sense which will be discussed in the sequel. This study, 
as we shall see, leads us to an interesting result which characterizes entirely the con- 
currency of  a commutat ion system from a purely quantitative point of  view. 
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Consider the system of  Example 4.2. Is it possible to extend the notion of  concur- 
rency degree to infinite words? Let {w,,} be the sequence of increasing words defin- 
ed by Table 1. If n is odd, then d(w,,)- 2 and we set w,,+l = %,a k, where the integer 
k is chosen such that lw,,a a[,,= 3 Iw,,[/, and, therefore, d(w,,+ i ) -~-  if 17 is even, 
then d(w,,)= 4 and we set w,,, i = %, b~', where the integer k '  is chosen such that 
w,,tF'/,=lw,, and, therefore, d (w, , . i ) -2 .  {w,,} is an increasing sequence of 
words and has a limit .v in A ~'. A reasonable definition for d(x) would be the limit 
of  {d(w,,)} which does not exist, since d(w,,) fluctuates between i~ and 2. 
This simple example seems to give a serious blow to any attempt o define a con- 
currency degree for infinite words. Since an infinite word x is approximated by an 
increasing sequence of finite words, d(x) must be defined as the limit of  the degree 
sequence, in other words d must be continuous. Unfortunately this is not possible 
in general, since there are sequences for which the limit degree does not exist. Never- 
theless, as we shall see this remark does not constitute any drawback toward the 
study of concurrency degree for infinite words. 
It is well known that the real interval [0, 1] is one-to-one mapped onto A'", up to 
a set of  measure 0, by.f(x) = N-ary representation of  x. And thus we hope that the 
set {.veA~"ld(x) undefined} is of  measure 0. 
We now turn into a more careful analysis of  the example. By the weak law of large 
numbers [5, Chapter X], we have with probability 1 
Iwl,,/ l~ . . . .  ~ and !w! , , / ! , , i -~  as lw~-+~.  (9) 
Whence with probability 1 
d(w) -- I w I/dep(w) 
= 1/max{Iwl , , / Iw[,  Iw ~,/[wl}--'2. (10) 
Remark  5.1. Note that we have implicitly supposed that a and b have the same pro- 
bability of  appearing, an assumption which holds in this paper. The study is not, 
however, limited by this assumption. Suppose that a and b appear with probabilities 
c~ and ,6 respectively. Then, with probability 1 
max{fw ,,/ w], Iwll,/[w[}--,max{a, fl}. 
Whence 
d(w)-+ l /max{a,  fl}. 
The maximal concurrency is thus realized when a=f i -4 .  
Tab le  1 
n 1 2 3 4 5 -.. 
w,  ah aba  2 aba2h 2 uba2h2a ~' aba2b2a~b ~' ..- 
d(  w,, ) 2 ~ 2 ~ 2 . .  
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This convergence is more promising indeed; not only the probability of  significant 
fluctuations tends to 0, the concurrency degree tends to a certain limit with pro- 
bability 1. The rest of  this section is devoted to a proof  on the validity of  this claim 
for any commutat ion monoid. 
5.1. Markov  chain model  
Returning to the method of factorization introduced in Section 3, the process may 
be regarded as a random process in the following sense. At the nth step the state 
of  the normal form is ul u2 ... uA. A letter a is added with probability l /N ,  the next 
state will be 
(i) u lu2 . . .uka  if a does not commute with uk, or else 
(ii) Ul u2... u~... u k if a commutes with uk. 
It is a Markov chain whenever we take for the set of  states the countably infinite 
set of  all possible factorizations. The parameter of  interest is the number of  factors; 
its value is k at the nth step and it changes into k + 1 (case (i)) or else remains the 
same (case (ii)). 
Thus Markov chains seem to be very promising in a statistical evaluation of  dep 
and subsequently d. It should, however, be noted that generally neither the 
parameter k nor the last factor u k has sufficient information to evaluate pro- 
babilistically the future transitions of  the Markov chain. It means that we cannot 
reduce the study to that of  the last factor. The hugeness and complexity of  the set 
of  all possible factorizations and the nonhomogeneity of  the commutat ion structure 
involve a quite difficult computat ion in the Markov chain model. It would, 
therefore, be desirable to develop some more tools. 
5.2. Saturated factors  and renewal theory 
When the factorization ends with a factor Uk, its future depends generally not 
only on Uk but also on the previous factors. There are, however, exceptions to this 
rule. There are ending factors which " renew" the factorization process. 
Since the letters inside a factor are pairwisely commutable, we may identify fac- 
tors with commutative nonempty subsets of A. A factor u is said to be saturated 
if it is maximal in the inclusion sense. Thus the nonempty subset u of  A is saturated 
iff 
(i) x, yeu ,  x=t :y=xy=yx,  (11) 
(ii) xeA,  xCu= 3yeu such that xy-Cyx. (12) 
We say that the factorization process reaches a saturation if the last obtained factor 
is saturated. For the sake of homogeneity we assume that the first saturation is 
reached at the beginning of  the factorization. 
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Remark 5.2. (i) If A is commutat ive,  the only saturated factor is A itself, i f  0= 0, 
then saturated factors are singletons. 
(ii) It is possible to get a saturated factor B containing a given letter b by the 
fol lowing algor ithm. 
B :={b};  while 3xeA-B  s.l. VyeB,  xy~_vx 
do B:=B+{x} od 
(iii) When the factor izat ion process reaches a saturat ion,  it is regenerated, i.e. its 
future does not depend on the past. For a more formal discussion, let T i be the 
number  of  inserted letters between the ( i -  l)th and the ith saturat ions,  i -  1, 2, 3, . . . .  
Then { T,.} is a sequence of  mutual ly independent random variables with a common 
distr ibut ion.  If we set S,,= P" T,, the sequence {S,,} is a renewal process 
[6, pp. 184-190]. The event of  reaching a saturat ion will be considered as a recur- 
rent event in the factor izat ion process. In the sequel we shall use terms borrowed 
from renewal theory such as wailing time, interarrival, etc., see [5, Chapter  XII I] .  
(iv) According to (iii), when a saturat ion is reached the future of  the factor izat ion 
process does not depend on what has happened in the past. If we wish to decompose 
dep into the sum of the growth on the interarrivals, it will be necessary to know 
whether a saturat ion is persistent and if so whether the waiting time (i.e. T i in- 
t roduced in (iii)) is of  finite expectat ion. 
In Example 4.2, the only saturated factor is {a,b}; the factor izat ion reaches a 
saturat ion whenever it has met the same number of  a and b. This event is persistent 
but the expected waiting time is infinite, see [5, p. 315]. Thus the study is not reduci- 
ble to a finitely expected interval in this case. 
Example 5.3. Let (A, 0) be a commutat ion  monoid with a letter a which commutes 
with no other. The appearance of  a produces a saturat ion. At each step of  the fac- 
tor izat ion,  the probabi l i ty  of  reaching this event is l /N .  This recurrent event is thus 
persistent and the expected waiting time is N. 
Let w, u e A *, u is said to regenerate w if the insertion of  the last letter of  wu pro- 
duces a saturat ion; we suppose that 1 (the empty word) regenerates 1. 
We need also the fol lowing definit ion in the sequel: 
A commutat ion  system (A, 0) can be character ized by its conflict graph, which is 
an undirected graph G defined in the fol lowing way: A is the set of  nodes of  G; there 
will be an edge between a and b, a=/:b i f f  a and b do not commute.  
The fol lowing lemma provides a sufficient condit ion for the persistency of the 
recurrent event. The condit ion can informal ly  be interpreted as the absence of a 
"s t rong  commutat ion" .  
Lemma 5.4. I f  the conflict graph G of  a commutation system is connected, then the 
recurrent event is aperiodic and persistent and has a finite waiting time expectation. 
Concurrency measure in commutation monoids 231 
Proof. The keypoint is that for each node there exists a "path"  starting with that 
node and visiting all nodes (by passing possibly several times through a node); the 
length of the path is bounded by 2N. One may use the D.F.S, algorithm to obtain 
this path. 
We now prove that any w6A* can be regenerated by some word u of length 
<2N+N 2. If w is empty, let u= 1. Otherwise le t fbe  the last factor, fcontains a 
letter b. Let ul be the word corresponding to the above stated path starting with 
the node b in G. The letters of u 1 added one-by-one to the end of w, introduce lull 
new factors, ul may be viewed as a "bottle-neck" in wul; for the new steps of the 
factorization process cannot modify the factors of w. If the last factor v of Ul is 
saturated, then set u =u~, otherwise add an appropriate number of a letter com- 
muting with t) until its right place of insertion is v, and repeat he insertions as long 
as there is a letter which commutes with v. Let u be the obtained word from Ul by 
adding occurrences of letters necessary to saturate v. Then u regenerates w and, 
since the remaining process of factorization does not involve the factors of w, it is 
possible to get an upper bound for lu] independent of w. A rough evaluation of lu] 
yields 
lul<_R, (13) 
where 
R=2N+N 2. 
This means that at any step of the process, the probability p of reaching a recurrent 
event within the Rth forthcoming steps is not less than 1/N R which is positive. The 
event is, therefore, persistent of finite expected waiting time (see [5, pp. 328-329], 
it is also easy to see that the distribution of the waiting time is dominated by a 
geometric distribution). 
Note that it is always possible to increase the waiting time for the above-stated 
saturation by 1, since it is possible to increase the length of Ul by repeating one of 
its letters. Consequently the recurrent event cannot be periodic. {~ 
The next proposition shows that if the commutation system has a persistent recur- 
rent event with a finite expected waiting time, then with a high probability, the con- 
currency degree of a long word, chosen at random, is not far from a fixed real 
number which is determined by the system. We use in the sequel the subscript n to 
emphasize on the dependency on n; thus w n is a random word of length n and M, 
is the (random) recurrence number for w,. 
Proposition 5.5. Let ~ be a persistent recurrent event with a f in i te  expected waiting 
t ime I~. Denote by h the expected epth in an interarrival. I f  the word w, is chosen 
at random f rom A n, then as n-~ 0% 
d(w n) ~ l t /h  (14) 
with probabi l i ty 1. 
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Proof .  Let w, be a word of  length n. Decompose w,, into ~;i -..t2w,, u, where M,, is 
the number of  occurrences of  ;N in the factorizat ion of  w,, into a normal form and 
ui's are chosen in a way such that each ~J, terminates with a letter which generates 
tile event ;'A' in tile factor izat ion.  Each ~/ thus contr ibutes independently to the 
depth of  w and 
dep(w,,) = dep(t)l) + -.. ~ dep(uw,,) + dep(~;). (15) 
For a fixed M, ,  dep(u l )+ .-. +dep(~,,u,,) is the sum of M,, mutual ly independent 
random variables with a common distr ibution and expectation E(dep(ui))=h. It 
should be noted that h is finite since dep(u,) is bounded by ~)i which has the ex- 
pectat ion /~. 
By the (strong) law of  large numbers [5, p. 260], we get 
1 
depO) / )~h a.s., as M,  ,oo. (16) 
~/ln l ~i~,~L~ 
On the other hand, M,, is a random function of  n, and we have [5, p. 321] 
E(M,,/n) 1,/j* and Var(M,,/n) O( l /n ) .  
It follows that with probabi l i ty  1 
~1~,/11 -~ ] / / I ,  as  tl  "~ 0o,  (17) 
Putt ing together (16)-(18), and using tile fact that dep0))/n--~ 0 with probabi l i ty  1, 
we get 
dep(w,)  It 
, - with probabi l i ty  1, as n--,oo. (18) 
n 1/ 
Since t7>0, this yields (15). 
Remark 5.6, (i) In a first quantitat ive study of  concurrency the use of a weak con- 
vergence (convergence with probabi l i ty  1) seems to be adequate.  We used, however, 
in the proo f  of  Proposi t ion 5.5 a strong convergence (convergence almost sure) to 
be in agreement with Feller [5, p. 260]. 
(ii) Note that if G is connected, the persistent recurrent event is not unique. In 
fact, in this case there are infinitely many ways of  defining a persistent recurrent 
event. It is important  o see that Proposi t ion 5.5 asserts that the ratio/1/,17 does not 
depend on a part icular choice of a persistent recurrent event, since this ratio nmst 
be common to almost all infinite words. Therefore when G is connected, it will be 
legit imate to refer to l~/h as the concurrency degree of  the colnmutalion system 
S-  (A, 0) and since the monoid is completely characterized by the confl ict graph G, 
we let 
DEG(S ) - DEG(G)  = lt/h. (19) 
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We are now ready to state our central theorem which asserts that in any commuta- 
tion system there is a concurrency degree which is common to almost all infinite 
words. 
Theorem 5.7. Suppose that the conflict graph G o f  the commutat ion system 
S=(A ,O)  has k connected components G I=(A I ,E1)  . . . . .  Gk=(Ak,  Ek). Set ai= 
card(A i ) /N  fo r  i= 1 . . . . .  k. Let w n be a word o f  length n chosen at random. We 
have with probability 1 
d(wn)--* DEG(G),  as n -~ 0o, (20) 
where DEG(G)= DEG(S) is defined by 
DEG(G)  = min { DEG(G1 )/a~ . . . . .  DEG(Gk)/ak }. (21) 
Note that DEG(G,) is defined by Remark 5.6(ii). It is the concurrency degree of 
S i = (A i, Oi), where Oi = 0 f) (A i x Ai). 
Proof .  First we remark that any two letters chosen from A i and Aj ,  i~ j ,  commute 
and whence any w is congruent to any word of  the shuffle product of  
(W)A, .... , (W)A, . Consequently dep(w)= maxf:  i {dep((w)A,) } where (W)A ~ is a word 
over the alphabet A i and its depth is defined in the commutat ion monoid 
S i : (A i ,O i ) .  
Since G i is connected, Proposit ion 5.5 applied to (Wn)A~ yields 
dep((wn)A,) 
Iw, hi 
On the other hand 
dep(wn ) k 
- -  - -  max  
F/ i= l  
DEG(Gi) 
with probability 1, as n~oo.  (22) 
dep((w~)A,) ]w~ [A~ 
I Wn [A~ n 
(23) 
The second factor on the right tends to ai with probability 1 as n-~ oo. Combining 
(22) and (23) we get 
k DEG(Gi) 
d( w~) -~ min 
i -  1 O~ i
6. Examples 
The results obtained in Section 5 are important in that not only they show the ex- 
istence of a concurrency degree for a commutat ion system, but they provide power- 
ful tools (decomposition i to connected components, reduction of  statistics to an 
interarrival) as well for computing this degree. 
We conclude with some examples. 
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Example 6.1. Let A = {a, b,c} and 0 defined by ab=ba,  bc=cb.  The conflict graph 
is shown in Fig. 2. It has two connected components, they are both of  concurrency 
degree I. Whence, by Theorem 5.7, the concurrency degree of the whole system is 
{. This informally means that for almost all sufficiently large sequences of  ac- 
tions, ~ actions are being performed simultaneously on the average. 
Example 6.2. Let A = {a,b,c} and 0 defined by ab=ba.  G is then the graph shown 
in Fig. 3. c is a saturated factor; the event of  meeting an occurrence of  c is a persis- 
tent recurrent event. Then by Proposit ion 5.5, it suffices to study the parameters 
of  interest on an interval between two occurrences of  c (the first c is excluded and 
the second one is included in the interval). Let M be the length of  this interval, it 
has a geometric distribution 
P(M=m)=J (~)"  i, m:1 ,2 ,3  . . . . .  (24) 
with 
= E(M)  = 3. (25) 
It remains to find the expected epth in an interarrival. For an interarrival of  a fixed 
length m, we are in the situation of  Example 4.2 and from (6), we get the conditional 
expected depth 
l i t - -  2 \ / ,, I 
D'n=+(m+l)+(m-l) 1) ")/23// , m 1,2 . . . .  (26) 
or in terms of generating series 
z c,: /m 1 ~ , , , ,  
D(z) D.,z'" . - + +:,  S m~ j ) (Tz )  • (27) 
, , , - i  1 - : ,  2,1~--:,) z , , ,~  L~m 
And we have 
h= ~ J~ 7(-')m ,D,, JD(~). (28) 
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\ / 
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Fig. 3. 
Concurrency measure in commutation monoids 235 
The last summation on the right of (27) is decomposed into A(z)+ B(z) with 
and 
A(z) ~ (2n)! = (¼Z2) ", (29) 
,,>_1 n!(n- 1)! 
B(z)=z ~ (2n+ 1)! (¼z2),,. (30) 
,,_>0 n! n! 
These functions are calculated by elementary operations uch as shifting, change of 
variable and derivations, on the well-known generating function of the Catalan 
numbers C(z)= (1- l /1 -4zs- ) /2z  2. A straightforward calculation yields 
A(Z)=½Z2(1 Z2) 3/2, (31) 
and 
B(Z)_½Z( I _z2) - I2+½Z3(1  g2)  32  (32) 
Finally, we get from (26), (29), (30), 
h=2+ 1/,/5, (33) 
whence 
DEG = 3/(2 + 1/,/5)= 1.225884003552664 .... (34) 
Example 6.3. As the last example we compare the commutation system Sj and $2 
defined by the conflict graphs shown in Fig. 4. 
For GI we get, by Theorem 5.5, 
1431 4 DEGl=min 4, 3 2+ i-/~/5 2+ l/x/5 1.634512004736886 .... 
Each component of G2 corresponds to a noncommutative monoid and is thus of 
concurrency degree 1. By Theorem 5.7, 
DEG2= 2. 
Thus $2 is appreciably more concurrent than $1. 
Remark 6.4. Proposition 5.5 and Theorem 5.7 can be restated with suitable changes 
whenever the assumption of equally likely letters is dropped. This remark, of 
/ J~ , . ,  
f \ 
@ 
Fig.  4. 
f / 
¢Y 
J 
f ©t 
236 N. Saheb 
perhaps  minor  theoret i ca l  interest ,  p rov ides  an  adaptab i l i ty  to the theory  in view o f  
its app l i ca t ions  in real ist ic  s i tuat ions .  
The  computat ion  o f  the  concur rency  degree o f  the  commutat ion  sys tem S = (A, 0) 
w i th  a g iven  probab i l i ty  d i s t r ibut ion  seems to be o f  the  same complex i ty  as in the 
"usua l "  case. It seems also qu i te  in teres t ing  to recompute  DEG in the above  ex- 
amples  wi th  respect  to a g iven probab i l i ty  d i s t r ibut ion  Pa ,Pb ,  " "  and then  to d iscuss 
the obta ined  express ions  in te rms o f  Pa ,Pb ,  " "  cons idered  as parameters .  
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