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L'assemblage des nucléosomes est étroitement couplée à la synthèse des histones 
ainsi qu’à la réplication et la réparation de l’ADN durant la phase S. Ce processus implique 
un mécanisme de contrôle qui contribue soigneusement et de manière régulée à 
l’assemblage de l’ADN en chromatine. L'assemblage des nucléosomes durant la synthèse 
de l’ADN est crucial et contribue ainsi au maintien de la stabilité génomique. Cette thèse 
décrit la caractérisation par spectrométrie de masse (SM) des protéines jouant un rôle 
critique dans l’assemblage et le maintien de la structure chromatinienne. Plus précisément, 
la phosphorylation de deux facteurs d’assemblage des nucléosome, le facteur CAF-1, une 
chaperone d’histone qui participe à l'assemblage de la chromatine spécifiquement couplée à 
la réplication de l'ADN, ainsi que le complexe protéique Hir, jouant de plus un rôle 
important dans la régulation transcriptionelle des gènes d’histones lors de la progression 
normale du cycle cellulaire et en réponse aux dommages de l'ADN, a été examiné.  
 
La caractérisation des sites de phosphorylation par SM nécéssite la séparation des 
protéines par éléctrophorèse suivi d’une coloration a l’argent. Dans le chapitre 2, nous 
demontrons que la coloration à l’argent induit un artéfact de sulfatation. Plus précisément, 
cet artéfact est causé par un réactif spécifiquement utilisé lors de la coloration. La 
sulfatation présente de fortes similitudes avec la phosphorylation. Ainsi, l’incrément de 
masse observé sur les peptides sulfatés et phosphorylés (+80 Da) nécéssite des instruments 
offrant une haute résolution et haute précision de masse pour différencier ces deux 
modifications. 
 
Dans les chapitres 3 et 4, nous avons d’abord démontré par SM que Cac1, la plus 
grande sous-unité du facteur CAF-1, est cible de plusieurs sites de phosphorylation. Fait 
intéréssant, certains de ces sites contiennent des séquences consensus pour les kinases 
Cdc7-Dbf4 et CDKs. Ainsi, ces résultats fournissent les premières évidences que CAF-1 est 




phosphorylation identifiés a ensuite été évaluée. Nous avons démontré que la 
phosphorylation de la Ser-503, un site consensus de la DDK, est essentielle à la répréssion 
transcriptionelle des gènes au niveau des télomères. Cependant, cette phosphorylation ne 
semble pas être nécéssaire pour d’autres fonctions connues de CAF-1, indiquant que le 
blocage de la phsophorylation de Cac1 Ser-503 affecte spécifiquement la fonction de CAF-
1 aux structures hétérochromatiques des télomères. Ensuite, nous avons identifiés une 
intéraction physique entre CAF-1 et Cdc7-Dbf4. Des études in vitro ont également 
demontré que cette kinase phosphoryle spécifiquement Cac1 Ser-503, suggérant un rôle 
potential pour la kinase Cdc7-Dbf4 dans l’assemblage et la stabilité de la structure 
hétérochromatique aux télomères. Finalement, les analyses par SM nous ont également 
permi de montrer que la sous-unité Hpc2 du complexe Hir est phosphorylée sur plusieurs 
sites consensus des CDKs et de Cdc7-Dbf4. De plus, la quantification par SM d’un site 
spécifique de phosphorylation de Hpc2, la Ser-330, s’est révélée être fortement induite suite 
à l’activation du point de contrôle de réplication (le “checkpoint”) suite au dommage a 
l’ADN. Nous montrons que la Ser-330 de Hpc2 est phopshorylée par les kinases de point 
de contrôle de manière Mec1/Tel1- et Rad53-dépendante. Nos données préliminaires 
suggèrent ainsi que la capacité du complex Hir de réguler la répréssion transcriptionelle des 
gènes d'histones lors de la progression du cycle cellulaire normal et en réponse au 
dommage de l'ADN est médiée par la phosphorylation de Hpc2 par ces deux kinases. 
 
Enfin, ces deux études mettent en évidence l'importance de la                                          
spectrométrie de masse dans la caractérisation des sites de phosphorylation des                     
protéines, nous permettant ainsi de comprendre plus précisement les mécanismes de 
régulation de l'assemblage de la chromatine et de la synthèse des histones.  
 
           Mots-clés: CAF-1, protéines Hir, spectrométrie de masse, coloration                                
à l'argent,  sulfatation, phosphorylation, assemblage de la chromatine, réplication de l'ADN, 





Nucleosome assembly entails a controlled mechanism that is tightly coupled to 
DNA and histone synthesis during DNA replication and repair in S-phase. Importantly, this 
contributes to the prompt and carefully orchestrated assembly of newly replicated DNA 
into chromatin, which is essential for the maintenance of genomic integrity. This thesis 
describes the mass spectrometric characterization of proteins critical in the regulation of 
nucleosome assembly behind the replication fork and chromatin structure. More 
specifically, the phosphorylation of Chromatin Assembly Factor 1 (CAF-1), a nucleosome 
assembly factor that uniquely functions during replication-coupled de novo nucleosome 
assembly in S-phase and the Hir protein complex, a second nucleosome assembly factor 
that also contributes to the transcriptional regulation of histone genes during normal cell 
cycle progression and in response to DNA damage, was examined. 
We first demonstrated that characterization of protein phosphorylation by mass 
spectrometry (MS), which often relies on the separation of proteins by gel electrophoresis 
followed by silver staining for visualization, should be given careful considerations. In 
chapter 2, we report a potential pitfall in the interpretation of phosphorylation modifications 
due to the artifactual sulfation of serine, threonine and tyrosine residues caused by a 
specific reagent used during silver staining. Sulfation and phosphorylation both impart an 
80 Da addition of these residues making them distinguishable only with MS systems 
offering high resolution and high mass accuracy capabilities. 
 
Chapter 3 and 4 present the MS characterization of in vivo phosphorylation 
occurring on CAF-1 and Hir proteins, respectively. We first demonstrated that Cac1, the 
largest subunit of CAF-1, is phosphorylated on several novel residues containing the 
consensus sequences recognized by either Cdc7-Dbf4 (DDK) or cyclin-dependent kinases 
(CDKs). These results have provided the first evidence that CAF-1 is regulated by these 
two kinases in vivo. The function of all identified Cac1 phosphorylation sites was then 




Cac1 DDK-like site identified in our study, is essential for heterochromatin-mediated 
telomeric silencing. Cac1-Ser-503 did not appear to be required for other known functions 
of CAF-1, including DNA damage resistance and mitotic chromosome segregation, 
indicating that blocking Cac1 phosphorylation on Ser-503 sepcifically cripples CAF-1 
function at telomeres. Next, biochemical purifications identified a physical interaction 
between CAF-1 and Cdc7-Dbf4. Consistent with this physical interaction data, in vitro 
kinase assay studies showed that Cdc7-Dbf4 specifically phosphorylates Cac1 Ser-503 
thereby uncovering a novel role for Cdc7-Dbf4 in heterochromatin assembly and/or 
stability that is potentially mediated through CAF-1. Finally, MS analysis also showed that 
the Hpc2 subunit of the Hir protein complex is phosphorylated on several CDK- and DDK-
like consensus sites. Furthermore, MS quantification of a specific phosphorylation site, 
Hpc2 Ser-330, was shown to be highly induced following the activation of the DNA 
damage checkpoint in response to DNA damage. We show that Hpc2 Ser-330 is 
phopshorylated by checkpoint kinases in a Mec1/Tel1- and Rad53-dependent manner. Our 
preliminary data suggest that the ability of the Hir protein complex to regulate the 
transcriptional repression of histone genes during normal cell cycle progression and in 
response to DNA damage is mediated through the regulated phosphorylation of Hpc2 by 
these kinases.  
 
Finally, these two studies highlight the importance of mass spectrometry in 
characterizing protein phosphorylation events, which has yielded novel insights into the 
regulation of chromatin assembly by CAF-1 and histone synthesis mediated by Hir 
proteins. 
 
Keywords: CAF-1, Hir proteins, mass spectrometry, silver staining, sulfation, 
phosphorylation, chromatin assembly, DNA replication, telomeric silencing, histone gene 
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1.1. Introduction to chromatin structure and organization 
 
The organization of DNA into chromatin fibres is a truly elegant mechanism that 
eukaryotic cells have evolved to regulate genome function. Although once widely thought 
to be mainly required for storing 2 meters of genomic DNA in a confined nucleus of just 10 
µm in diameter, chromatin is also a fundamental regulator of many DNA-templated 
processes. In fact, changes in chromatin structure are at the basis of important functions of 
DNA such as gene transcription, DNA replication, DNA repair and silencing.   
 
Histones are highly conserved proteins that play a central role in modulating the 
structure and the dynamics of chromatin. During S-phase of the cell cycle these highly 
conserved proteins associate with DNA to form the first level of packaging of the genetic 
material. Consequently, cells that replicate their DNA are also faced with the challenge of 
accurately duplicating their chromatin structures in an efficient and organized manner. This 
complex regulation is achieved partly through the combined actions of histone post-
translational modifications (PTMs) and histone chaperones, whose function is to accurately 
escort histones with specific modification patterns from their point of synthesis to their 
delivery sites on newly replicated DNA. 
 
This thesis will describe chromatin structure and the complexity of its maintenance 
during DNA replication. More specifically, the first part of the introductory chapter will 
focus on our current understanding of chromatin assembly and will highlight the key 





1.1.1. The nucleosome 
 
In the 1970s, the first insights into the nucleosomal organization of DNA were 
provided. A combination of physical and molecular biology studies revealed the bead-like 
structure of the nucleosome and suggested that it is mainly composed of DNA that is 
wrapped around proteins (Olins, 2003). Subsequent elucidation of the crystal structure of 
the nucleosome confirmed the molecular details of this nucleoprotein complex (Luger, 
1997).   
 
The nucleosome is the fundamental structural and repetitive unit of chromatin. Each 
nucleosome is composed of about 165 to 200 base pairs of DNA wrapped around an 
octameric histone protein core. This DNA length, which also comprises the linker region 
that separates adjacent nucleosomes, varies between different eukaryotic organisms and cell 
types of the same organism. The actual nucleosomal core consists of 147 base pairs of 
DNA wrapped in approximately 1.7 circular turns (~ 86 bases pairs per turn) around an 
octamer composed of two copies of each of the four core histones (Figure 1.1). The histone 
octamer, created by the direct association of a tetramer containing two copies each of 
histones H3 and H4 with two histones H2A and H2B dimers, is shaped like a cylindrical 
disc with a diameter of 13 nm and a height of 11 nm. Each of the histone proteins contain a 
globular domain known as the histone fold, composed of three alpha helices which are 
connected by two loops. Pairs of core histones use their globular domains to associate with 
each other through a handshake-like interaction surface. In addition, each histone contains 
unstructured N- and/or C-terminal globular domain extensions, comprising between 20-35 
residues that are rich in basic amino acids and protrude outside of the nucleosomal surface. 
These exposed tails are critical for the folding of nucleosomes into higher-organization 














Figure 1.1 The crystal structure of the yeast nucleosome core particle. The DNA 
molecule is wrapped around the histone octamer about 1.7 times to form an overall disk-
like structure. The two strands of the DNA helix are coloured in dark and light blue. 
Histones are coloured as followed: H3: green, H4: yellow, H2A: red, H2B: pink 
(Khorasanizadeh, 2004) 
 
1.1.2. Histone post-translational modifications 
 
Years of research have documented a variety of post-translational modifications that 
are mainly clustered on the tails of histone proteins. The tails protrude outside of the 
nucleosome core particle where they are readily accessible to histone-modifying enzymes. 
These modifications include acetylation, methylation, phosphorylation, ubiquitylation and 
poly (ADP-ribosylation). It has been proposed that these covalent modifications constitute 
a « histone code » that is deciphered by various cellular machineries to influence chromatin 





One of the best characterized histone modifications is the acetylation of lysine 
residues (Kurdistani, 2003) which is associated with many functions. For example, 
mutational studies have provided evidence for the involvement of histone acetylation in 
transcription. Acetylation of lysine residues reduces the net positive charge of histone tails 
thereby weakening their affinity to DNA molecules. As a result, the genetic material is 
more accessible to transcription factors. Furthermore, acetylation can also regulate DNA 
replication and repair by specifically recruiting various replication and repair proteins that 
have modules that interact with acetylated residues. Such domains are termed 
bromodomains.   
 
Experimental evidence also supports the notion that specific acetylation patterns can 
regulate the deposition of histones onto DNA and the formation of the nucleosome itself.  
In proliferating cells, the bulk of histone synthesis occurs during S-phase of the cell cycle, 
when new molecules of histones H2A, H2B, H3 and H4, the four main core histones, are 
deposited onto replicating DNA by histone chaperones to form nucleosomes. Immediately 
after their synthesis, histones H3 and H4 are deposited onto DNA in a pre-acetylated form. 
Newly synthesized histone H4 molecules were shown by pulse-labelling to be acetylated on 
2 specific residues, lysines 5 and 12 (Chicoine, 1986; Sobel, 1995). This pattern of 
acetylation on new H4 molecules differs from those found in mature chromatin, in which 
H4 can be acetylated on one, two or three lysine residues, namely lysines 5, 8, 12 and 16. 
Even though acetylation of lysines 5 and 12 in new H4 molecules is evolutionary 
conserved, its function in chromatin assembly remains poorly understood. In yeast, 
acetylation of H4 lysines 5 and 12 is not essential for cell viability or nucleosome 
assembly. However, nucleosome assembly is severely hampered when H4 is 
simultaneously mutated at three residues, lysines 5, 8 and 12 in combination with mutations 
that prevent acetylation of the H3 N-terminal tail. This data suggests that a functional 
redundancy exists between H3 and H4 N-terminal tail acetylation sites (Ma, 1998). Finally, 
it has been proposed that acetylation of yeast histone H4 at lysine 91, within its core 




formation of chromatin structure (Ye, 2005). For histone H3, the acetylation pattern varies 
among different organisms. In budding yeast, new H3 molecules are preferentially 
acetylated on lysine 9 (Kuo, 1996) while in Tetrahymina, H3 is acetylated on lysines 9 and 
14. In Drosophila melanogaster, lysines 14 and 27 are the preferred sites of acetylation 
(Sobel, 1995).  
 
One recent and interesting finding is the highly abundant acetylation of newly 
synthesized H3 molecules on lysine 56, with levels that specifically peak during S-phase 
(Masumoto, 2005). In yeast, H3 lysine 56 acetylation plays a unique role in nucleosome 
assembly during DNA replication. Importantly, H3K56Ac acts through a mechanism that is 
non-redundant with other H3 and H4 acetylation sites and promotes replication-coupled 
nucleosome assembly by increasing the binding affinity of H3 molecules to histone 
chaperones such as CAF-1 (Li, 2008; Masumoto, 2005). Moreover, yeast cells that are 
defective in H3K56Ac are sensitive to DNA damaging agents that interfere with DNA 
replication (Driscoll, 2007; Han, 2007a; Han, 2007b; Masumoto, 2005). However, 
compared to the budding yeast Saccharomyces cerevisiae, H3K56Ac is much less abundant 
in human cells and whether H3K56Ac is involved in chromatin assembly in a mechanism 
that is similar to yeast remains an open question (Garcia, 2007). 
 
Histone acetylation is performed by enzymes known as histone acetyltransferases 
(HATs), which catalyze the addition of an acetyl group from acetyl coenzyme A (acetyl-
CoA) to the ε-amino group of lysine residues. Histone deacetylases (HDACs) catalyze the 
reverse reaction, namely the removal of acetyl groups from lysine residues. HATs can be 
divided into two groups: nuclear A-type HATs and cytoplasmic B-type HATs. A-type HAT 
enzymes have been implicated in gene transcription and DNA repair, whereas B-type 
HATs are involved in catalyzing the acetylation of newly synthesized histones (Brownell, 
1996). One of the first identified B-type HAT is the evolutionary conserved Hat1, which 
forms a complex with Hat2 and catalyzes the acetylation of H4 on lysines 5 and 12 (Ai, 




acetylation of H3 molecules in Saccharomyces cerevisiae is unclear, although it has been 
suggested that a new GCN5-dependent complex termed HATB3.1, which shows a strong 
preference for free histone H3, might be responsible for lysine 9 acetylation (Sklenar, 
2004). Finally, several groups have shown that Rtt109 is a member of a novel HAT family 
that acetylates H3K56 in a mechanism that requires both Asf1 and Vps75 chaperones 
(Driscoll, 2007; Fillingham, 2008; Han, 2007a; Schneider, 2006; Tsubota, 2007). In flies 
and humans, recent studies have shown that the Rtt109 homologue CBP/300 promotes 
H3K56 acetylation providing supporting evidence that acetylation of H3K56 by CBP/p300 
promotes assembly of newly synthesized histones into chromatin in higher eukaryotes as 
well (Das, 2009; Tang, 2008). 
1.1.3. Euchromatin and heterochromatin 
 
During most of the cell cycle, chromatin from eukaryotic genomes is packaged into 
two varieties of structures named euchromatin and heterochromatin. Each type of 
chromatin structure is formed by the presence of distinct chromosomal proteins and histone 
post-translational modifications. Euchromatin is considered an open structure with loosely 
spaced nucleosomes and constitutes active genes that are proficient for transcription and 
replicate early during S-phase. On the other hand, heterochromatin is a highly condensed 
and relatively inaccessible structure that comprises late-replicating genes and contains 
either transcriptionally silenced genes or genomic regions that are devoid of genes 
(Richards, 2002). In the eukaryotic genome, several regions are packaged into specialized 
heterochromatin structures that contribute to various epigenetic phenomena. One classic 
example is the inactivation of the X-chromosome in female mammals, where one of the 
two X-chromosomes is packaged into silent chromatin while the active X remains 
transcriptionally active despite being exposed to the same nuclear environment (Richards, 
2002). In yeast, regions near telomeres, mating type loci and ribosomal DNA repeats 
present many features of heterochromatin. For instance euchromatic reporter genes that are 




heterochromatic regions. This difference in gene expression reflects differences in 
chromatin structure (Rusche, 2003). Studies in fission yeast and metazoans have also 
established a role for heterochromatin in chromosome segregation, as mutations in factors 
that interfere with heterochromatin formation cause defects in cohesion and segregation of 
sister chromatids (Bernard, 2001). 
 
In the budding yeast Saccharomyces cerevisiae, the establishment of silent 
chromatin at the silent mating type loci, known as HMLα and HMRa, is determined by cis-
acting elements called silencers and trans-acting proteins complexes such as Rap1, Abf1 
and the Origin Recognition Complex (ORC). These bind to silencer DNA and help recruit 
Silent Information Regulator (Sir) proteins (Rusche, 2003). Sir2, Sir3 and Sir4 are essential 
for efficient silencing at both the HMLα and HMRa mating type loci and sub-telomeric 
regions, whereas Sir1 is specifically involved in silencing the mating type loci (Aparicio, 
1991). While numerous histone acetylation sites are present in active euchromatin regions, 
nucleosomes in heterochromatin regions are hypoacetylated (relative to euchromatin) at all 
lysine residues of histones H3 and H4 and it has been demonstrated that Sir proteins are 
preferentially recruited to hypoacetylated histones (Carmen, 2002; Suka, 2001). Of 
particular importance for gene silencing is the Sir2-mediated deacetylation of histone H4 
on lysine 16. Studies have suggested that deacetylation of H4K16 by Sir2, an evolutionary 
conserved NAD+-dependent histone deacetylase (HDAC), provides high-affinity binding 
sites for additional Sir proteins in adjacent nucleosomes and allows the spreading of the Sir 
complex along chromatin to form silent heterochromatin (Imai, 2000; Rusche, 2003; 
Tanny, 1999). Sas2 (Something about silencing 2), a histone acetyltransferase (HAT), 
counteracts the HDAC activity of Sir2 by acetylating H4K16. This creates a boundary that 
prevents heterochromatin from spreading into adjacent euchromatin regions (Kimura, 2002; 
Suka, 2002). In recent years, histone methylation has also emerged as an important mark 
that is associated with functionally specialized chromatin structures (Grewal, 2003). For 
instance, in fission yeast, flies and mammals, H3K9 methylation is associated with 




heterochromatin regions and are linked with transcriptionally active domains (Sims, 2003). 
Methylation of H4K9 by Clr4 in fission yeast and its orthologue SUV39H1 in flies and 
mammals directly binds to key structural components of heterochromatin known as HP1 
proteins (Swi6 in fission yeast) (Bannister, 2001; Lachner, 2001; Nakayama, 2001; Rea, 
2000). Once bound to K9-methylated H3 molecules, these proteins recruit histone 
modifying enzymes that create additional docking sites for Swi6/HP1 molecules, thus 
allowing the spreading of repressive chromatin (Hall, 2002) in a manner analogous to the 
spreading of Sir proteins in Saccharomyces cerevisiae heterochromatn. It has also been 
proposed that acetylation of H3K9 counteracts methylation of this site (the two 
modifications are mutually exclusive) and blocks the spreading of heterochromatin 
structures to adjacent regions (Litt, 2001). One striking observation is that, despite the 
divergence of the various proteins that are involved in heterochromatin formation and gene 
silencing from one organism to another, the molecular events that mediate the 
establishment and spreading of heterochromatin structures are highly conserved. In each 
case, the covalent modification of histones is necessary for recruitment of enzymes and 
structural proteins that polymerize and spread in a directional manner to form 
heterochromatin domains (Grewal, 2003; Moazed, 2001). 
 
Once the silenced state of chromatin is established, the specific patterns of histone 
modifications must be preserved, such that silenced chromatin structures are faithfully 
maintained during DNA replication in S-phase and inherited after each cell cycle division, 
thereby ensuring perpetuation of the integrity and stability of heterochromatin structures 
(Grewal, 2002; McNairn, 2003). During DNA replication, the transient disruption of pre-
existing heterochromatin structures raises the important question of how specialized 
chromatin states are reformed after replication. Several observations strongly suggest that 
some factors that function in DNA synthesis are also involved in epigenetic inheritance. 
For example, hypomorphic mutations in several different replication proteins reduce 
heterochromatin-mediated gene silencing in Saccharomyces cerevisiae and higher 




One particularly important protein in which specific mutations affect heterochromatin-
mediated silencing is the DNA polymerase processivity factor PCNA (Sharp, 2001; Zhang, 
2000). Furthermore, studies have also demonstrated that chromatin assembly factors whose 
function is specifically coupled to DNA replication contribute to the maintenance and 
inheritance of silenced chromatin. Consistent with this, mutations in genes coding for 
chromatin assembly factors such as CAF-1 cause defects in gene silencing in sub-telomeric 
regions and the silent mating type loci (Enomoto, 1998; Monson, 1997). Interestingly, 
CAF-1 is targeted to replication forks during S-phase by direcly binding to PCNA 
(Shibahara, 1999). Precisely how these two proteins participate in the process of chromatin 
formation remains poorly understood.  The following sections provide a detailed 
description of the process of DNA replication, followed by an overview of chromatin 
assembly events that occur behind the replication fork and how these processes work in 
conjunction to maintain chromatin structure in proliferating cells. 
1.2. Genome duplication 
 
The complete, accurate, and processive replication of DNA is vital for the 
maintenance of cell viability and genomic integrity in all organisms. As a result, eukaryotic 
cells have evolved molecular regulatory mechanisms to ensure that the duplication of the 
genetic material occurs with high accuracy and fidelity and, most importantly, takes place 
only once per cell cycle during S-phase (Bell, 2002; Waga, 1998).  
1.2.1. DNA replication 
 
DNA replication in eukaryotes is a complex process that involves the interaction of 
many evolutionary conserved proteins that act at chromosomal sites known as origins of 
replication. In Saccharomyces cerevisiae, each origin contains cis-acting “replicators”, 




elements. ARS contain multiple short functional elements, termed A1, B1, B2 and B3. The 
A1 element, which is highly conserved among all budding yeast origins, comprises an 11 
bp ARS consensus sequence (ACS) that is essential for DNA replication. The A1 and B1 
elements act together to create DNA binding sites for the origin recognition complex 
(ORC) and they are required for initiation of DNA replication (Rao, 1995). The remaining 
B elements are not essential but are collectively required as enhancers of origin efficiency 
(Rao, 1994; Theis, 1994). ARS are also present in other eukaryotes and humans; their 
sequences are however less well defined and can extend from 800 to over thousands of base 
pairs of DNA (Bell, 2002).  
 
In prokaryotes, replication initiates at a single origin of a circular genome. In 
contrast, initiation of DNA replication in eukaryotes occurs at multiple origins distributed 
along linear chromosomes. The use of numerous origins of replication is an elegant 
mechanism that cells have evolved to efficiently replicate the entire eukaryotic genome 
within the relatively short time span of S-phase (Hyrien, 2003). Despite years of study, few 
origins have been mapped and functionally dissected in mammals and several other model 
organisms. The only eukaryote where origins were mapped on a genomic scale is               
Saccharomyces cerevisiae. Using DNA microarray analysis, it was shown that the budding 
yeast genome, which comprises 16 chromosomes, contains about 332 origins of replication 
(Raghuraman, 2001; Yabuki, 2002). Replication origins were also mapped by analyzing 
ORC and MCM2 (a component of the replicative DNA helicase that is recruited to ARS 
prior to origin firing) binding sites and these studies identified about 529 potential origins 
of replication (Wyrick, 2001; Xu, 2006).  
 
Replication at multiple origins is controlled in a temporal order and individual 
origins are fired at different times throughout S-phase. Several observations have suggested 
a relationship between replication timing and the transcriptional potential of genes and/or 
the types of chromatin that flank the origins (Goren, 2003; McNairn, 2003). Most 




most heterochromatin is replicated late in S-phase. In both yeast and mammalian cells, this 
timing is established in early G1 phase, where origins are repositioned and modified in 
specific nuclear compartments (Goren, 2003; Li, 2001; Raghuraman, 1997). This temporal 
program, which coordinates origin firing within tanscriptionally active and inactive regions, 
may be important for the propagation of specialized chromatin features to daughter cells 
(Dillon, 2002; Flickinger, 2001). 
1.2.1.1. Replication initiation 
 
DNA replication from individual origins is generally bidirectional and tightly 
coordinated with cell cycle events. The basic mechanism of initiation of DNA replication in 
eukaryotic cells occurs in two steps. The origin licensing process, also known as the 
assembly of the pre-replicative multiprotein complex (pre-RC), is followed by the origin 
activation process (Figures 1.2, 1.3). Assembly of the pre-RC is initiated by DNA sequence 
specific binding of the origin recognition complex (ORC) to the replication origin (Bell, 
1992). At the end of mitosis and early G1, Cdc6 and Cdt1 are independently recruited to 
ORC-bound replication origins (Figure 1.2). ORC, Cdc6 and Cdt1 form a complex, and are 
collectively required for stable association of the minichromosome maintenance 2-7 
complex (MCM 2-7) helicase with the origin to form the pre-RC (Speck, 2007; Tanaka, 
2002). At the G1/S phase transition and throughout S-phase, the conversion of the pre-RC 
into the pre-initiation complex (pre-IC) is necessary before DNA synthesis can begin 
(Figure 1.2). The pre-IC contains additional proteins that activate the DNA helicase activity 
of the MCM 2-7 complex which then unwinds the two DNA strands as a pre-requisite for 
origin firing. These include Cdc45, Sld2, Sld3 and Dpb11 as well as S-phase cyclin-
dependent kinases (CDKs) and the Dbf4-dependent kinase (DDK or Cdc7-Dbf4) which 





















Figure 1.2 Initiation of DNA replication in eukaryotes. Replication origins are 
recognized by ORC. Cdt1, Cdc6 and the MCM helicase complex subsequently associate 
with origins in G1 to form pre-RCs. At this point, origins are “licensed” but not yet 
activated. In late G1, CDK and DDK become activated and in turn trigger origin activation 
by phosphorylating Sld2, Sld3 and the MCM proteins. This leads to the activation of the 
hexameric MCM helicase (MCM2-7), DNA unwinding and recruitment of other enzymes 
into the “replisome”. In order to prevent inappropriate pre-RC formation and re-replication 
in S, G2 and M phases, CDK also phosphorylate and inactivate certain components of pre-
RC and inhibit further re-licensing after origin firing. In vertebrates, another level of 
regulation to block re-replication is mediated through geminin, a protein that inhibits Cdt1 
and prevents the reloading of MCM proteins without interfering with ORC and Cdc6 






































    
Figure 1.3 The process of DNA replication in S-phase. The events taking place during 
DNA synthesis of the lagging strand are shown. Synthesis of the leading strand (not shown) 
requires only a subset of these events because it is synthesized in a continuous manner from 
a single primer, rather than in short fragments known as Okazaki fragments. These 
fragments need to be joined together by Okazaki fragment maturation enzymes whose 
action is only needed during lagging strand synthesis. a) The DNA helix is unwound by the 
MCM helicase and the resulting single stranded DNA (ssDNA) is coated with RPA 




RNA/DNA hybrid primer, displacing the RPA molecules as it travels along the template.  
c) The clamp loader RFC recognizes the completed primer-template junction, displaces Pol 
α/primase and catalyses the loading of the PCNA sliding clamp and DNA polymerases δ or 
ε. d) Through their binding to PCNA, pol δ/ε processively synthesise DNA from the 
RNA/DNA primer until they reach the 5’ end of the next Okazaki fragment. Similar events 
take place at the leading strand, however since DNA synthesis occurs in 3’-5’ direction, 
leading strand synthesis is continuous. e) The RNA/DNA primer of the previous Okazaki 
fragment is removed by FEN-1 and RNase H1. f) The single-stranded gap generated by 




Some evidence indicates that phosphorylation of the MCM protein complex by 
Cdc7-Dbf4 is required for Cdc45 loading, which is an essential step for origin activation 
(Sclafani, 2002; Zou, 2000). It has been hypothesized that phosphorylation of MCM 
proteins induces a conformational change in the MCM2-7 complex that activates the 
helicase and is a signal for Cdc45 binding to origins (Fletcher, 2003; Sclafani, 2002). The 
essential role of CDKs in promoting origin activation has also been determined. CDKs 
phosphorylate Sld2 and Sld3 which enable them to interact with Dpb11, a subunit of the 
DNA polymerase ε holoenzyme (Tanaka, 2007; Yabuuchi, 2006; Zegerman, 2007). CDK 
phosphorylation of Sld2 is absolutely required for replication initiation and for Cdc45 
loading onto origins (Masumoto, 2002). The GINS complex (consisting of Sld5, Psf1, Psf2 
and Psf3) is also required for loading of Cdc45 onto origins and replication initiation 
(Gambus, 2006; Takayama, 2003; Yabuuchi, 2006). The combined action of CDKs and 
DDK is required to load other components of the replisome and activation of the DNA 





1.2.1.2. Replication elongation 
 
Much of our knowledge of the steps taking place during DNA replication comes from 
the study of the simian virus 40 (SV40). In this system, DNA is replicated by the viral T 
antigen (T Ag) that acts in concert with other cellular proteins (Waga, 1998). After site-
specific recognition of the origin of DNA replication by T antigen, its intrinsic helicase 
activity unwinds the DNA double helix near the origin. This step is necessary for binding 
the heterotrimeric single-stranded DNA (ssDNA) binding protein, known as replication 
protein A (RPA) (Figure 1.3a). RPA binds to stretches of ssDNA to protect and stabilize 
DNA strands exposed during DNA replication or repair (Wold, 1997). In a subsequent step 
called primosome assembly, the DNA polymerase α/primase complex (pol α/primase) is 
loaded on DNA through a direct interaction with RPA (Walter, 2000) (Figure 1.3b). The 
pol α/primase complex contains four evolutionary conserved subunits (p180, p70, p58 and 
p48 in human cells). The p180 and p48 subunits harbour the polymerase and primase 
activity, respectively. Once the replisome is assembled, pol α/primase synthesizes de novo a 
short hybrid RNA-DNA primer that contains about 30 nucleotides (nts) (Figure 1.3b). DNA 
pol α is the only eukaryotic enzyme that can initiate synthesis de novo, i.e. without the help 
of a primer (Hübscher, 2002). The two activities of DNA pol α/primase, DNA primase and 
DNA polymerase, act sequentially to generate the RNA-DNA primer. Key to this reaction 
is the primase activity, which can lay down a short RNA primer that acts as a seed for DNA 
polymerase α. Next, replication factor C (RFC), a heteropentameric ATPase protein 
complex, binds tightly to the primer template junction and locally promotes the assembly of 
the primer recognition complex (Mossi, 1998). This consists in loading the ring-shaped 
DNA sliding clamp Proliferating Cell Nuclear Antigen (PCNA) and its subsequent 
association with the pol δ holoenzyme (Figure 1.3c). The PCNA ring is able to slide freely 
along the DNA and, in conjunction with the replicative DNA polymerase, promotes 
processive DNA synthesis on the leading strand for at least 5-10 kilobases (kbs) 




strand needs to be synthesized in the direction opposite from that of the replication fork. As 
a result, lagging strand synthesis is discontinuous and divided into short, 180 nts Okazaki 
fragments (Hübscher, 2001) (Figure 1.3d). In vitro in the SV40 system, Pol δ seems to be 
the main replicative polymerase and is able to support DNA synthesis of both the leading 
and lagging strands (Fukui, 2004; Hübscher, 2002; Waga, 1998). Although pol ε is not 
essential for SV40 DNA replication in vitro, it is essential for cellular DNA replication 
(Karthikeyan, 2000; Waga, 2001; Zlotkin, 1996). Even though more studies are required to 
delineate the precise function of  Pol ε in DNA replication, it has become clear that, in vivo, 
both Pol δ and Pol ε play essential roles as replicative DNA polymerases (Fuss, 2002). 
Recently, the first evidence for Pol ε to support DNA synthesis of the lagging strand was 
demonstrated (Pursell, 2007). In addition, Pol ε  plays a unique role in a checkpoint that 
signals DNA damage during replication (Fuss, 2002).  
 
Finally, the lagging strand is converted into a long continuous DNA product by a 
process called Okazaki fragment maturation. After the replicative DNA polymerase 
encounters an RNA primer at the 5` end of the previous Okazaki fragment, the primer is 
completely removed (Figure 1.3e) by two different nucleases, RNase HI and a 5`-3` 
endonuclease called Flap endonuclease 1 (FEN-1) (Hübscher, 2001; Waga, 1998). RNase 
HI cleaves the RNA primer at the 5`end of each Okazaki fragment leaving a single 
ribonucleotide which gets removed by FEN-1. PCNA also binds to FEN-1 and stimulates 
FEN-1 activity by at least 50-fold (Li., 1995). Recent biochemical and genetic studies 
strongly support the existence of a redundant pathway involving the participation of the 
helicase/endonuclease Dna2 with FEN-1 (Bambara, 1997; Hübscher, 2001). One 
hypothesis is that Dna2 displaces the RNA segment from the DNA template which then 
gets cleaved off by FEN-1. The gap created is then filled in by either pol δ or pol ε. The 
nicks left between adjacent Okazaki fragments are effectively ligated by another PCNA 
binding protein, DNA ligase 1 (Figure 1.3f). The superhelical strain that is caused by the 




replicated DNA molecules are decatenated by DNA topoisomerase II (Hübscher, 2001; 
Montecucco, 1998; Wang, 2002).  
 
As mentioned above, “lagging” strand synthesis requires several reactions that must be 
tightly coordinated with synthesis of the “leading” strand. This coordination depends, at 
least in part, on PCNA and is required in order to avoid synthesis of the lagging strand from 
falling behind by hundred of nucleotides from leading strand synthesis events (Hübscher, 
2001; Lee, 1998; Prelich, 1988). Furthermore, the DNA polymerase on the lagging strand is 
transferred from one Okazaki fragment to the other, rather than having new molecules 
being reloaded every 200bp, which also favours processivity of lagging strand DNA 
synthesis. Finally cells have evolved a looping back mechanism on the lagging strand that 
allows both strands to extend in the same direction and at similar rates. Studies using the 
bacteriophage T7 replication system have recently highlighted the importance of the 
primase-helicase T7-gp4 in limiting the speed of the leading strand polymerase. In fact, the 
looping of the lagging strand has been shown to allow the T7-gp4 primase-helicase to 
maitain contact with the nascent primer on the lagging strand as well as allowing the primer 
to be withing physical reach of the lagging strand replication complex. This mechanism of 
coordination provides efficient primer utilization and ensures adequate primer hand-off to 
the lagging strand T7 polymerase (Pandey, 2003).  
1.2.2. DNA repair 
 
The integrity of DNA is continuously challenged by DNA replication errors, 
metabolic products that damage DNA (e.g. oxidizing species) and genotoxic agents from 
the environment (e.g. chemical from tobacco smoke). Efficient detection of DNA damage 
and nucleotides misincorporated during DNA replication is particularly vital for dividing 
cells as replication and segregation of unrepaired DNA can seriously compromise genomic 




have evolved elaborate surveillance and repair mechanisms that rapidly recognize and 
repair damaged DNA at the replication fork (Dinant, 2008). 
1.2.2.1. Cell cycle checkpoint activation 
 
In response to DNA damage, cells trigger an evolutionary conserved signalling 
cascade involving proteins of the DNA damage checkpoint response. These are designed to 
detect damaged DNA and coordinate cell cycle progression with DNA repair. More 
precisely, activation of the DNA damage checkpoint results in a number of downstream 
biological consequences whereby cell cycle progression through the G1, S or M-phase is 
transiently delayed and ongoing DNA replication is slowed down, providing cells more 
time to repair DNA lesions (Paulovich, 1995; Weinert, 1988). In addition, various genes 
and proteins involved in the repair of DNA lesions are activated by transcriptional and 
post-transcriptional mechanisms and become localized to sites of repair (Brush, 1996; 
D'Amours and Jackson, 2001; Gasch et al., 2001). Chromatin also undergoes structural 
changes to allow access of the repair machinery to damaged sites. These changes are 
mediated by histone post-translational modifications or recruitment of non-histone proteins, 
such as ATP-dependent chromatin remodelling factors and histone chaperones, to sites of 
DNA damage (Escargueil, 2008; Osley, 2006; Polo, 2006). At the top of the signalling 
cascade is a specific group of checkpoint proteins called the phospho-inositol kinase-related 
proteins. These include the protein kinases ATM/ATR in humans and Mec1/Tel in yeast 
(Lowndes, 2000; Rouse, 2002). These kinases play a central role in all checkpoint 
responses as they can respond to DNA damage generated by ultraviolet (UV) irradiation, 
gamma irradiation, DNA alkylating agents such as methyl methanosulfonate (MMS) and 
the replication inhibitor hydroxyurea (HU) that acts by depleting deoxyribonucleoside 
triphosphates (dNTP) (Abraham, 2001; Foiani, 2000; Rhind, 1998). Two classes of 
checkpoint effector kinases, CHK1 and CHK2 in mammals (Chk1 and Rad53 in 
Saccharomyces cerevisiae) function downstream of the phospho-inositol related kinases. 




dependent manner. Once activated, they modulate the activities of key effector proteins of 
the DNA damage response (Lowndes, 2000; Rouse, 2002). In budding yeast, an additional 
kinase named Dun1 is activated by Rad53 in response to DNA damage. Dun1 is involved 
in the control of transcriptional regulation and is needed to increase dNTP pools (Zhou, 
1993).  
1.2.2.2. DNA repair mechanisms 
 
A number of highly sophisticated DNA repair pathways have evolved to cope with 
various types of DNA lesions. Single strand damages are repaired by three major damage 
repair pathways that include nucleotide excision repair (NER), base excision repair (BER), 
and mismatch repair (MMR). These processes function by excising a short stretch of the 
damaged DNA strand and then using the undamaged complementary strand to re-
synthesize the correct DNA sequence (Ataian, 2006). 
 
The NER pathway is specifically responsible for removing intra-strand helix 
distorting lesions such as UV-induced 6-4 photoproducts (6-4PPs) and cyclobutane 
pyrimidine dimers (CPDs). During NER, a large number of repair as well as replication 
proteins get sequentially deployed at the site of DNA damage to perform the incision as 
well as the gap-filling DNA synthesis and ligation steps. Incision is mediated by the 
Xeroderma pigmentosum G (XPG) endonuclease, a FEN-1 related nuclease that cleaves at 
the 3' side of the DNA lesion and is followed by an ERCC1-XPF mediated incision at the 
5` side of the lesion (de Laat, 1999). Similarly to FEN-1, XPG also interacts with PCNA 
(Gary, 1997). The DNA repair synthesis step is carried out by DNA polymerase δ or ε, 
which fill in the gap with the correct nucleotides in a PCNA-dependent manner.  
 
The BER pathway is mainly implicated in the repair of small non-distorting 
chemical alterations such as alkylation and oxidative damage to DNA bases (Zharkov, 




base and hydrolyzes the N-glycosydic bond to release the damaged base from the 
deoxyribose. This cleavage generates an apyrymidinic/apurinic (AP) site that is 
subsequently processed by an AP-endonuclease. The synthesis step in BER is carried out 
by a short patch (single base) or a long patch (2-7 nts) pathway. In short patch BER, the 
missing nucleotide is filled in by DNA polymerase β, which also interacts directly with 
PCNA (Kedar, 2002). On the other hand, long patch BER utilizes the replication elongation 
apparatus, where FEN-1, PCNA, DNA polymerase β or δ and DNA ligase 1 are required 
for filling the gap and sealing the nicks (Klungland, 1997). 
 
MMR targets mismatched bases and insertion-deletions mispairs (IDLs) that arise 
from replication errors (Iyer, 2005). Two distinct MutS-related heterodimeric complexes 
that have different mismatch recognition specificity can act to promote MMR. MSH2-
MSH3 recognizes mispaired bases, while MSH2-MSH6 targets IDLs. The process also 
requires MLH1 which interact with MSH2 and MSH3 as well as other components of the 
replication machinery, including PCNA. Several studies have highlighted the important 
function of PCNA in MMR (Genschel, 2003; Gu, 1998; Umar, 1996). Importantly, PCNA 
is not only required for the DNA repair synthesis process, where it forms part of the DNA 
elongation apparatus, but appears to play a critical role in the initiation step as well. Recent 
observations revealed that PCNA enhances the mispair binding specificity of MSH2-MSH6 
when a replication error is encountered (Flores-Rozas, 2000; Lau, 2003) This has led to the 
proposal that PCNA helps the MMR machinery mediate an efficient search for mismatches 
on newly replicated regions of DNA. 
 
Finally, when the damaged DNA cannot be repaired, a fourth mechanism known as 
DNA damage bypass or DNA damage tolerance allows completion of DNA replication 
without removal of the damaged base. Although the DNA polymerase δ and ε replicate 
DNA in a highly processive and accurate manner, they are unable of copying DNA 
containing lesions such as CPDs, damaged bases and AP sites. When the replication 




(TLS) polymerases are recruited to stalled replication forks. Despite the conformational 
constraints imposed by the damaged bases, TLS polymerases can accommodate distorted 
template structures within their active site and replicate past these lesions. However, in 
contrast to replicative polymerases, TLS polymerases function with reduced fidelity on 
damaged DNA templates and are therefore mutagenic (Waters, 2009). Interestingly, several 
studies have suggested that stalling of the replication machinery at sites of DNA damage 
triggers post-translational modification of PCNA (Hoege, 2002). More specifically, PCNA 
ubiquitination promotes polymerase switching, where the replicative enzymes pol δ and ε 
are replaced by TLS polymerases, such as pol η which specialises in the bypass of UV-
damaged CPDs (Kannouche, 2004; Stelter, 2003; Xiao, 2000). 
1.3. The role of PCNA in genome duplication and maintenance 
of chromatin structure 
 
Proliferating cell nuclear antigen (PCNA) is a member of the DNA sliding clamp 
family, whose structure and function are evolutionary well conserved from yeast to humans 
(Moldovan, 2007). Alignment of amino acid sequences of PCNA from different organisms 
shows a relatively low level of sequence conservation. Human and yeast PCNA share only 
35% amino acid sequence identity (Bauer, 1990). Nevertheless, crystallographic studies 
have shown that their three-dimensional structures are highly superimposable even with the 
homodimeric structure of the functional homologue of PCNA in bacteria, the β-subunit of 
DNA polymerase III (Krishna, 1994). The latter forms a homodimer and shows essentially 
no sequence similarity with PCNA in eukaryotes. In contrast to its functional equivalent in 
prokaryotes, eukaryotic PCNA forms a homotrimeric ring shaped complex with pseudo-
six-fold symmetry. Because PCNA contains a central cavity, it is capable of encircling 
double-stranded DNA and sliding freely along it. Replication factor C (RFC) catalyzes the 
loading of PCNA by transiently disrupting the PCNA ring and rapidly re-closing it when it 




to firmly tether DNA polymerases to the DNA template. In vitro, the presence of PCNA 
increases the processivity of DNA polymerases during elongation of DNA synthesis 
allowing it to synthesize long strands of DNA without dissociating from the template 
(Prelich, 1987; Prelich, 1988; Tan, 1986). Accordingly, PCNA is an important co-factor for 
DNA synthesis and essential for cell viability. 
 
Each PCNA monomer has two very similar globular domains that are linked by a 
long loop called the interdomain connecting loop (IDCL). Each monomer is arranged head-
to-tail to form a ring with two non-equivalent surfaces (Figure 1.4). The inner cavity of the 
ring is formed exclusively by α-helices and contains positively charged residues that 
interact with the negatively charged sugar-phosphate backbone of the DNA and facilitates 
its sliding along the DNA duplex. The outer surface is composed of β-sheets and is mainly 
responsible for mediating protein interactions (Moldovan, 2007). In addition to interacting 
with DNA polymerases, PCNA directly binds to a multitude of proteins (Table 1.1) that 
function concomitantly with replication and serves as a molecular platform for other factors 
that act in processes that are not temporally linked to DNA replication. These are involved 
in DNA repair,  cell cycle regulation as well as in the propagation of epigenetic information 
(Maga, 2003). PCNA is also crucially involved in the establishment of sister chromatid 
cohesion during S-phase (Moldovan, 2006).  
 
One of the most fascinating, yet poorly studied property of PCNA is its ability to 
imprint newly replicated DNA for subsequent DNA processing events such as new histone 
deposition and chromatin assembly. This is supported by the observation that PCNA shows 
little dissociation from established replication sites, suggesting that it remains topologically 
associated with DNA throughout replication of the DNA leading and lagging strands 
(Sporbert, 2002). Moreover, while investigating the mechanisms and control of chromatin 
duplication, Shibahara and Stillman discovered that PCNA indeed marks newly replicated 
DNA for chromatin assembly and that unloading of PCNA from replicated DNA by RFC 




the molecular histone chaperone CAF-1 is inhibited when PCNA is artificially removed 
from replicated DNA using RFC. CAF-1 and PCNA directly bind each other and, based on 
immunofluorescence, colocalise with newly replicated DNA during S-phase (Bravo, 1987; 
Krude, 1995; Shibahara, 1999). Genetic studies performed in yeast have also suggested that 
PCNA participates in epigenetic inheritance of heterochromatin structures by binding 
directly to CAF-1 (Zhang, 2000). Several other proteins whose function is associated with 
the maintenance and remodelling of chromatin structure also interact with PCNA. For 
instance, the DNA (5-cytosine) methyltransferase 1 (DNMT1) enzyme, which preserves 
epigenetic methylation patterns following DNA replication and repair, is targeted to the 
replication fork through PCNA binding via its PIP-box (PCNA interaction peptide) 
(Chuang, 1997). Another example is the histone deacetylase 1 (HDAC1) enzyme which 
deacetylates newly deposited histone proteins. Interestingly, HDAC1 is also recruited to 
sites of DNA replication through a direct interaction with PCNA (Milutinovic, 2002). 
Taken together, the observation that PCNA interacts with CAF-1, DNMT1 and HDAC1 
indicate that PCNA plays an essential role in coupling DNA replication to chromatin 
assembly and epigenetic inheritance. 
 














Figure 1.4 Crystal structure of human PCNA. a) Front view of the homotrimeric ring 
consisting of three subunits coloured in red, blue and green. Each subunit is composed of 
two domains (N- and C-terminal) that are connected by a long linker called the interdomain 
connecting loop (IDCL) coloured in yellow. Post-translationally modified residues are 
indicated with small (phosphorylated Tyr-211) and big (ubiquitinated and SUMOylated 
Lys-164) yellow spheres. b) Side view of human PCNA showing the front and back 
surfaces. The front side always points in the direction of DNA synthesis and all PIP-box 
containing proteins bind to the same surface on the front side of PCNA (Stoimenov, 2009). 
 
Most proteins that bind PCNA contain a conserved motif termed the PCNA-
interacting peptide (PIP) box with the consensus sequence Q-X-X-h-X-X-a-a, where « h » 
is a hydrophobic residue (L, I or M) and « a » is an aromatic residue (F or Y but also, more 
rarely H) and is occasionally N-terminally flanked by the KA-box motif (Warbrick, 1998a; 
Warbrick, 1998b; Xu, 2001). Exhaustive mutational and structural analyses have revealed 
key sites involved in mediating interactions between PCNA and PIP-containing proteins 
(Bruning, 2004; Eissenberg, 1997; Gulbis, 1996; Matsumiya, 2002; Shamoo, 1999). The 
PIP-box adopts a 310 helix structure, which allows insertion of the PIP box hydrophobic and 
aromatic residues into a hydrophobic cavity of PCNA situated beneath the IDCL. Residues 
N-terminal of the PIP-box form a short antiparallel β-zipper interaction where the 
conserved glutamine residue engages in numerous interactions with residues near the C-
terminus of PCNA. The C-terminal end of the PIP-box forms an extended β-sheet with the 
IDCL of PCNA, thereby stabilizing the overall base of the interaction. Remarkably, all PIP-
box containing proteins bind to the front side of PCNA (Figure 1.4b), which is the side that 
associates with DNA polymerases and faces the direction of DNA synthesis, suggesting the 
presence of regulatory mechanisms that spatially and temporally control the association of 
PCNA with different partners that play different roles in DNA metabolism. Several studies 
have indicated that affinity-driven competition (Bruning, 2004), proteolysis (Wang, 2006) 
and phosphorylation of PIP-box containing proteins (Henneke, 2003), as well as post-
translational modification of PCNA (Hoege, 2002), regulate the interaction of PCNA with 













DNA Pol δ  
h p12 KRLITDSY 
h p66 QVSITGFF 
h p125 KATQCQL* 
sc Pol32 QGTLESFF 
sp Cdc27 QKSIMSFF 
DNA Pol ε  
sc Pol2 QTSLTKFF 
DNA polymerases 
sc Dpb2 QMFLTKYY 
Flap-endonuclease h FEN-1 QGRLDDFF 
DNA ligase h DNA ligase 1 QRSIMSFF 
RFC  
h Rfc1 MDIRKFF 
sc Rfc1 MVNISDFF* 
 NMSVVGYF 
sc Rfc3 FASTRQIF 
Clamp loader 
sc Rfc4 Other# 
sc Mcm10 QHTLDVYI 
Replication factors 
sp Cdc24 QYLLIPFW* 
Replication 
licensing 
xp Cdt1 QMRVTDFF 
DNA replication 
Topoisomerase g Topo IIα QTTLPFK 
sc Rad18 ? 
E3 ubiquitin ligases 
sc Rad5 ? 
sc DNA Pol η SKNILSFF 
h DNA Pol η QTLESFF 
h DNA Pol ι KKGLIDYY 
(h) DNA Pol κ KHTLDIFF 
(h) DNA Pol λ SVPVLELF 
(m) REV1 ≠ 
DNA damage bypass 
TLS polymerases 








(sc) Ubc9 ? Prevention of sister 
chromatin recombination 
Helicase (sc) Srs2 ? 
(sc) Msh3 QPTISRFF 
MMR sensors 
(sc) Msh6 QSSLLSFF 
MMR transducer (sc) Mlh1 QIGLTDFA 
Mismatch repair (MMR) 
Exonuclease (h) EXO1 ? 
(h) UNG2 QKTLYSFF* 
(h) MPG FCMNISSQ (inverted) 
(h) NTH1 ≠ 
Glycosylases 
(h) MYH QQVLDNFF 
 (sc) Apn2 NKSLDSFF 
Endonucleases (h) APE1 not investigated 
 (h) APE2 QKNLKSYF 
DNA polymerases DNA pol β QLQKVHF 
Base excision repair 
(BER) 
BER organizer (h) XRCC1 ≠ 
Nucleotide excision  
repair (NER) 




(h) Tdt ≠ 
Poly (ADP-ribose) 
polymerase 












ATPase (sc) Mgs1 ? 








DNA methylase (h) DNMT1 QTTITSHF 











(sc) Eco1 QSKLQVN 
Acetyltransferases 
(h) ESCO1/2 QLIIDAGQ* 
Helicase (sc) Chl1 QDSINSEH* 
Sister chromatid 
cohesion 
Clamp loader (h) Ctf18 ? 
(h) CDK2 ≠ 
Kinases 
(h) EGFR ? 
(h) p21 QTSMTDFY 
(h) p57 SGPLISDFF CDK inhibitors 
(xp) Xic1 TTPITDYF 
CDK activator (h) Cyclin D1 ? 
Cell growth 
inhibiting factor 
(h) MCL1 QRNHETAF 
Cell growth 
promoting factor 
(h) p15 QKGIGEFF 
Phosphatase (h) Cdc25 ? 
(h) ING1b QLHLVNYV 
(h) Gadd45 ? 
(h) MyD118 ? 
(h) CR6 ? 
Pro-apoptotic 
factor 
(h) p53 QETFSDLW 
Cell cycle control and 
survival 




(h) RARα ≠ 
Transposition Transposase (d) Pogo QKKITDYF 
 
¶ Example of PIP-box sequences from different organisms.  
§ Due to the wealth of literature on PCNA binding proteins, a list of quotes can be retrieved 
at the following reference (Moldovan et al., 2007). 
* Binding through this PIP-box has not been confirmed experimentally.  
‡ PIP-box consensus sequences are marked in bold red.  
# Rfc4 binds PCNA through a mechanism that is different from PIP-box proteins.  
≠: Upon inspection, a PIP-box sequence could not be identified.  
?: PIP-box and interaction between PIP-box and PCNA has not been characterised. 
(h): Homo sapiens, (sc): Saccharomyces cerevisiae; (sp): Schizosaccharomyces pombe; (d): 




1.4. A general overview of chromatin assembly 
 
The duplication of chromatin structures involves three major reactions. First, pre-
existing (also known as parental) nucleosomes located ahead of replication forks are 
transiently disrupted by the advancing replication machinery. Second, parental histones are 
rapidly transferred onto either sister chromatids behind replication forks to regenerate 
nucleosomes. Third, the gaps in chromatin structure created by DNA duplication are filled 
in by the formation of new nucleosomes onto nascent DNA. Nucleosomes that are 
disrupted throughout the genome must be efficiently and accurately reassembled onto the 
duplicated DNA to propagate epigenetic information contained in modifications of parental 
histones. In addition, epigenetic marks must be copied from the parental histones to the 
new histones. Defects in these mechanisms can have detrimental consequences for the 
faithful transmission of epigenetic information from parental cells to daughter cells (Groth, 
2007). 
1.4.1. Replication-coupled chromatin assembly 
 
During DNA replication, the progressing replication fork triggers a localised 
disassembly of parental nucleosomes that allows the replication machinery to access DNA 
despite the nucleosomal barrier (Gasser, 1996). Although the molecular basis behind 
parental nucleosome disruption is poorly understood, mounting evidence argues that this 
process is facilitated by histone chaperones. Histone chaperones could act as transient 
histone acceptors that promote the transfer of parental histones, along with their epigenetic 
post-translational modifications, onto the nascent sister chromatids. Several lines of 
biochemical and genetic evidences have established a role for the evolutionary conserved 
H2A/H2B histone chaperone complex FACT in promoting DNA replication and 
transcription through nucleosomes (Formosa, 2008). Importantly, FACT was recently 




Tan, 2006). The function of MCM proteins in unwinding DNA in front of the replication 
fork places FACT in a key position in mediating nucleosome disruption and reassembly 
(Gambus, 2006; Takahashi, 2005).  
 
Behind the replication fork, nucleosomes are very rapidly and efficiently assembled 
as soon as approximately 150-400 bps of DNA emerges out of the replisome (Gasser, 1996; 
Sogo, 1986). The transfer of parental core histones onto either of the two nascent 
chromatids accounts for half of the nucleosomes that are assembled. This process, known 
as parental histone segregation, likely serves to propagate histone modification-based 
epigenetic information from parental histones to newly synthesized histones. The other half 
of the nucleosomes is assembled from newly synthesized and acetylated histones in a 
process known as de novo nucleosome assembly (often referred to as replication-coupled 
nucleosome assembly). This process occurs in a stepwise mechanism in which a tetramer of 
histones H3 and H4 is initially deposited onto DNA and two H2A-H2B heterodimers are 
added subsequently to complete the nucleosome. Parental and newly synthesized histones 
are distributed randomly between the two sister chromatids (Jackson, 1990; Sogo, 1986). 
Following this, formation of mature chromatin is achieved through a number of steps 
including nucleosome spacing and recruitment of histone H1 and non-histone DNA binding 
proteins (Adkins, 2004; Brown, 2003; Corona, 2004). 
 
In addition to being coupled to cell cycle progression, histone synthesis is tightly 
regulated and balanced with the rate of DNA synthesis. Core histones are synthesized 
during S-phase and exit from S-phase results in a rapid decrease in histone mRNA levels 
(Marzluff, 2002). In Saccharomyces cerevisiae, overexpression of pairs of H2A/H2B or 
H3/H4 genes leads to frequent mitotic chromosome loss, indicating that the stoichiometry 
between the histone pairs needs to be carefully controlled (Meeks-Wagner, 1986). 
Assembly of histones into nucleosomes is essential for viability and failure to synthesize 
core histones and assemble them into nucleosomes during DNA replication causes cells to 




in nucleosome assembly lead to genomic instability and sensitivity to DNA damaging 
agents (Emili, 2001; Game, 1999; Myung, 2003; Tyler, 1999). As stated earlier, several 
pathways of DNA repair necessitate synthesis of a short stretch of DNA and de novo 
nucleosome assembly coupled to the DNA synthesis step also appears to play an important 
role in restoring chromatin structure following DNA damage repair (Green, 2002; Lewis, 
2005; Lichten, 1995). Finally, de novo nucleosome assembly also occurs during 
transcription (Lewis, 2005; Lichten, 1995; Maldonado, 1999; Tyler, 1999). 
1.4.2. Histone chaperone 
 
Biochemical studies of histone-DNA interactions have provided key insights into 
the mechanism of de novo nucleosome assembly (Loyola, 2004; Tyler, 2002). Histones are 
highly enriched in positively charged basic amino acids, such as lysine and arginine. As a 
result, core histones have an intrinsically high affinity for the negatively charged phosphate 
groups of DNA. When mixed together in vitro at physiological ionic strength, histone and 
DNA associate together non-specifically and form insoluble aggregates which could 
potentially be detrimental to many aspects of cell physiology if they were allowed to occur 
in vivo. The assembly of newly synthesized histones into nucleosomes is mediated by 
histone chaperones which deposit histones at sites of DNA synthesis (DNA replication or 
repair). Histone chaperones generally contain acidic domains that interact with histones and 
shield part of their positive charge from DNA, allowing chromatin assembly to occur in a 




To date, chromatin assembly factor 1 (CAF-1) is the only known histone chaperone 




CAF-1 function is tightly coupled with DNA replication and DNA repair. CAF-1 was 
originally identified as a factor that supported chromatin assembly during in vitro DNA 
replication of the simian virus 40 (SV40) genome (Smith, 1989). Consistent with its role in 
de novo nucleosome assembly, CAF-1 is associated with newly synthesized histones H3 
and H4 that are acetylated on lysines 5, 8 and 12 of the histone H4 tail (Tyler, 1999; 
Verreault, 1996). In Saccharomyces cerevisiae, these modifications contribute to 
nucleosome assembly and cell viability (Ma, 1998). However, during in vitro replication of 
SV40, CAF-1 binding to histones H3 and H4 does not require acetylation of either histone 
and its ability to promote replication-dependent nucleosome assembly is not hampered by 
complete truncations of H3 and H4 N-terminal tails (Shibahara, 2000). Hence, the precise 
function of the acetylation of new histones in the context of CAF-1 dependent nucleosome 
assembly remains largely unknown. 
 
In most species, CAF-1 is composed of three polypeptide subunits corresponding to 
p150, p60 and p48 in humans and Cac1, Cac2 and Cac3 in budding yeast (Figure 1.5a). In 
addition, functional homologues have also been identified in Schizosaccharomyces pombe, 
Arabidopsis thaliana, Drosophila melanogaster, Mus musculus and Xenopus laevis, 
highlighting the evolutionary conservation of CAF-1  (Ridgway, 2000). All three CAF-1 
subunits associate with histones in vitro (Kaufman, 1995; Shibahara, 2000; Verreault, 
1996). In contrast to yeast, CAF-1 is essential for viability in human cells (Hoek, 2003; 
Nabatiyan, 2004). This difference is most likely due to the existence of another redundant 
histone H3/H4 chaperone in yeast, the Hir protein complex (Kaufman, 1998; Sharp, 2001). 
Although the four subunits of the Hir complex also exist in human cells, it appears to be 
dedicated to replication-independent nucleosome assembly whereas, based on genetic 
evidence, the yeast Hir complex can contribute to replication-coupled nucleosome 
assembly (Kaufman, 1998; Sharp, 2001). In human and mouse cells, CAF-1 localizes to 
essentially all replication foci during S-phase and deposits histones H3 and H4 behind 
replication forks in nascent euchromatic and heterochromatic DNA (Krude, 1995; 





During both DNA replication and repair, yeast and human CAF-1 are targeted to sites 
of DNA synthesis through a direct interaction between their largest subunits (Cac1 and 
p150, respectively) and PCNA (Green, 2003; Krawitz, 2002; Moggs, 2000; Sharp, 2001; 
Sharp, 2002; Shibahara, 1999; Zhang, 2000). As illustrated in figure 1.5b, the human p150 
subunit contains several domains that are important for CAF-1 function. The p150 subunit 
of CAF-1 contains two fundamentally distinct PIP-boxes termed PIP1 and PIP2, which are 
partially conserved through evolution and mediate direct interactions between CAF-1 
PCNA (Ben-Shahar, 2009). PIP2 is different from canonical PIPs since the highly 
conserved glutamine residue which, based on several crystal structures is involved in 
several interactions with PCNA, is replaced by a lysine (Figure 1.5c). Although PIP2 has 
low affinity for PCNA, it is nonetheless essential for replication-coupled nucleosome 
assembly in the SV40 system as well as for targeting CAF-1 to DNA replication foci during 
early and mid S-phase. Surprisingly, although PIP1 binds strongly to PCNA, it is 
dispensable for nucleosome assembly during DNA synthesis in vitro. An appealing 
hypothesis to explain these findings is that the intrinsic features of the CAF-1 PIPs might 
enable CAF-1 to deposit histones on replicating DNA without interfering with other 
PCNA-binding proteins during in vivo DNA replication.  
 
The acidic KER and ED domains of p150 were shown to mediate p150 interaction with 
newly synthesized and acetylated histones H3 and H4 (Kaufman, 1995). The p150 protein 
also contains a PEST region, a domain rich in proline (P), glutamic acid (E), serine (S) and 
threonine (T) residues. The presence of PEST domains in other proteins has been correlated 
with cell cycle dependent degradation (Rogers, 1986) and was therefore proposed to be 
involved in CAF-1 turnover (Kaufman, 1995), although the function of this turnover is 
currently unknown. The PXVXL motif in the N-terminal domain of p150 mediates CAF-1 
interaction with the heterochromatin protein 1 (HP1) family of proteins, which are 
structural components of pericentric and other forms of heterochromatin (Murzina, 1999; 




molecules to sites of heterochromatin replication (Quivy, 2004). In budding yeast, HP1 
does not exist. However the yeast homologue of human p150, known as Cac1, interacts 
with the heterochromatin related protein, silent information regulator 1 (Sir1) and the 
MYST family HAT, something about silencing 2 (Sas2), which deactylates H4K16 to 
create a flexible boundary between euchromatin and heterochromatin at telomeres 
(Meijsing, 2001; Sharp, 2003). The first 296 amino acids of human p150 are not required 
for PCNA-dependent nucleosome assembly during SV40 DNA replication in vitro 
(Kaufman, 1995). The C-terminal region of p150 is however crucial for binding to the p60 
subunit and is therefore necessary for chromatin assembly in vitro (Kaufman, 1995).  
 
In higher eukaryotes, a unique region of 36 residues, in the C-terminal region of p150 
is critical for p150 homodimerization (Quivy, 2001). Deletion of this region abolishes the 
formation of p150 dimers and abrogates its ability to promote chromatin assembly in vitro. 
Furthermore, expression of human p150 acts in a dominant negative fashion in early 
Xenopus laevis embryos. The presence of both human and Xenopus p150 in the same cells 
results in severe cell cycle progression defects during the rapid cleavage stages of Xenopus 
laevis early development and eventually leads to early embryonic lethality. However, 
expression of a form of human p150 containing a deletion of the dimerization domain does 
not affect Xenopus laevis embryo development. In a Xenopus laevis extract that carries 
DNA repair-coupled nucleosome assembly, human p150 interferes with Xenopus laevis 
p150 in a dimerization domain-dependent manner (Quivy, 2001). In human cells, 
expression of a dominant negative inhibitor of CAF-1 activity triggers DNA damage and 
activates the intra S-phase checkpoint, which leads to DNA replication and S-phase arrest 
(Ye, 2001). These results highlight the importance of CAF-1 in replication-coupled 
nucleosome assembly in vivo and provide insights into its dimerization properties and the 


















































Figure 1.5 CAF-1 is composed of three evolutionary conserved subunits. a) The 
different subunits of CAF-1 are schematically illustrated and their respective names are 
indicated. b) The domain organization of the three CAF-1 subunits in human is shown. In 
the p150 subunit, the PIP boxes (PIP1 and PIP2) are in red. The PXVXL consensus motif 
for binding to HP1 is in purple. The KER and ED domains, rich in charged residues, are in 
orange and green, respectively. p150 can dimerise through residues 639-676 in yellow and 
binding to p60 is mediated through residues 642-938 in grey. The region required for 
chromatin assembly in vitro spans residues 296-938 represented in purple. The PEST 
domains in p150 and p60, which are thought to be important for protein turnover, are 
illustrated in pink. The 7 WD repeats of p60 and p48 are represented in light grey.                  
c) Amino acid sequence alignment of PIP-box-containing PCNA binding proteins with the 
PIP-box sequences from CAF-1. The CAF-1 PIP-box sequence is evolutionarily conserved. 
h: Homo sapiens; m: Mus musculus; sc. Saccharomyces cerevisiae; x: Xenopus laevis; sp: 
Schizosaccharomyces pombe. The conserved hydrophobic and aromatic residues are 
highlighted in blue, the conserved glutamine is in green and basic residues are highlighted 
in red. 
 
The middle subunit of CAF-1, p60, is a member of the WD repeat family of proteins. 
The WD repeats are regions of approximately 40 amino acid residues containing a 
conserved tryptophan-aspartate (WD) di-peptide. WD repeats are generally involved in 
mediating protein-protein interactions (Neer, 1994; Smith, 1999b). The p60 subunit has a 




(Kaufman, 1998, 1995). Similarly to p60, the evolutionary conserved p48 subunit of CAF-1 
is also a member of the WD repeat protein family and is able to accommodate many 
interactions with various proteins. Both p48, and another highly related protein known as 
p46, are often referred to as RbAp48 and RbAp46 because they were initially discovered as  
Retinoblastoma (Rb) binding proteins in vitro (Qian, 1995; Qian, 1993). The RbAp46/48 
proteins bind directly to helix 1 in the histone fold of histone H4. Helix 1 binds directly to 
nucleosomal DNA and adopts a dramatically different conformation when bound to 
RbAp46/48 than when H4 is part of nucleosome (Luger, 1997; Murzina, 2008). 
Interestingly, in a broad range of species, RbAp46/48 are part of many multi-protein 
complexes involved in histone modification, nucleosome assembly and ATP-dependent 
nucleosome remodelling (Barak, 2003; Cao, 2002; Kuzmichev, 2002; Taunton, 1996; 
Zhang, 1997; Zhang, 1999). For instance, in human cells RbAp46, but not the highly 
related RbAp48, is the histone H4 binding subunit of the Hat1 complex, a type-B histone 
acetyltransferase that acetylates newly synthesized H4 to promote chromatin assembly 
during DNA replication (Verreault, 1998). Both RbAp46 and p48 are intrinsic subunits of 
enzymes that deacetylate histones and contain HDAC1 and HDAC2 as catalytic subunits. 
In addition, RbAp46/48 are found in the ATP-dependent nucleosome remodelling complex 
NuRF, the nucleosome remodelling and histone deacetylase complex NuRD, the Sin3 
deacetylase complex and the Polycomb repressor complex PRC2 that promotes epigenetic 
silencing by methylating histone H3. The Rb tumour suppressor also functions in 
transcriptional repression by recruiting HDACs that contain RbAp46/48 (Nicolas, 2001). 
This has led to the proposal that RbAp46/48 generally act as histone binding subunits and 
simply target ATP-dependent chromatin remodelers, and enzymes that acetylate, 
deacetylate or methylate histones to their histone substrates. 
 
The p150 and p60 subunits of CAF-1 are both phosphorylated in vivo (Keller, 2000; 
Marheineke, 1998; Martini, 1998; Smith, 1991). Human CAF-1 isolated from mitotic cells 
does not support replication-dependent nucleosome assembly in vitro and this correlates 




restores its ability to promote DNA synthesis-coupled nucleosome assembly (Keller, 2000).  
Active CAF-1 can be isolated from G1, S and G2 phase cell nuclei where the p60 subunit is 
found in moderately phosphorylated and hypophosphorylated forms. Both p150 and p60 
are phosphorylated by CDK2 and dephosphorylated by protein phosphatase 1 (PP1) in vitro 
(Gerard, 2006; Keller, 2000). Experiments using synthetic and natural inhibitors of either 
CDKs or protein phosphatases suggest that the G1/S-phase specific cyclin/CDK2 kinases, 
which are required for the initiation of DNA replication in isolated cell nuclei (Krude, 
2000; Krude, 1997), are also required for CAF-1 dependent nucleosome assembly coupled 
to DNA synthesis in vitro. CAF-1 activity during DNA replication in human cell extracts is 
also dependent on PP1 activity (Keller, 2000). These results provide functional evidence of 
the requirement for continuous cycles of reversible protein phosphorylation events for 
efficient CAF-1 activity in vitro. In addition, in vitro data have also shown that the p150 
subunit of CAF-1 interacts directly with and is phosphorylated by Cdc7-Dbf4 (Gerard, 
2006), a kinase that is essential for initiation of DNA replication (Bell, 2002). 
Phosphorylation by Cdc7-Dbf4 has been reported to disrupt the p150 dimer, stabilizing the 
monomeric form of p150, and promoting its interaction with PCNA. Thus, according to this 
hypothesis, the phosphorylation of p150 would target CAF-1 to sites of DNA synthesis 
through PCNA binding. This phosphorylation might contribute to coordinate CAF-1 
function with other PCNA-dependent processes when DNA replication is proceeding. 
 
Yeast genetic assays using reporter genes to monitor gene silencing in sub-telomeric 
chromosomal regions, the silent mating type loci and the rDNA locus revealed that cells 
lacking any of the CAF-1 subunits have subtle defects in heterochromatin-mediated 
transcriptional silencing (Enomoto, 1998, 1997; Kaufman, 1997; Monson, 1997; Smith, 
1999a). The residual silencing observed in cac∆ mutant strains suggests that CAF-1 is 
partially redundant with other factors that participate in heterochromatin formation, such as 
the Hir proteins and Asf1. Significantly, yeast cells lacking CAF-1 and either Hir proteins 
or Asf1 exhibit more pronounced growth and silencing defects than cells lacking CAF-1 




the in vivo importance of CAF-1 in the maintenance of gene silencing and the inheritance 
of epigenetic chromosomal states were also obtained in higher eukaryotes. The expression 
of a dominant negative truncated form of mammalian CAF-1 increases by more than 500-
fold the frequency at which transcriptional gene silencing can revert to an active state. 
Endonuclease protection assays further revealed that reversion to the active state correlates 
with increased accessibility to chromatin structure (Tchenio, 2001). Moreover, studies in     
Saccharomyces cerevisiae demonstrated that CAF-1 dependent transcriptional silencing is 
strongly dependent on PCNA. Two classes of hypomorphic mutations in PCNA showed 
reduced silencing of reporter genes integrated near telomeres (Zhang, 2000). One class of 
PCNA mutations crippled silencing to the same extent in the absence or presence of CAF-1 
(Sharp, 2001), indicating that those PCNA mutations exert their effects by impairing the 
ability of CAF-1 to promote silencing. These silencing defective PCNA mutants showed 
reduced binding to CAF-1 in vitro and significantly impaired the association of Cac1 to 
chromatin in vivo. In contrast, a second group of PCNA mutations synergistically reduced 
silencing in cells lacking CAF-1, implying that those mutations impaired a pathway that 
functions in parallel with CAF-1 to promote silencing. Consistent with this, the residual 
(CAF-1 independent) silencing observed in these PCNA mutants, was dependent on Asf1 
and Hir1, which functionally overlap with CAF-1 to promote gene silencing in a PCNA-
dependent manner (Sharp, 2001). 
 
CAF-1 is also involved in the response to DNA damage. Eukaryotic cells need to 
remodel chromatin structure in order to allow repair machineries to access potentially lethal 
DNA lesions. Following repair of UV-induced DNA lesions, chromatin structure needs to 
be restored and, therefore, new histone H3 and H4 molecules are incorporated at sites of 
DNA damage during repair in a process that is dependent on both NER and CAF-1 (Polo, 
2006). Accordingly, both in vitro and in vivo experiments have established a role for CAF-
1 in promoting chromatin assembly during the processes of NER and single strand break 
(SSB) repair (Gaillard, 1996; Green, 2003; Martini, 1998; Okano, 2003). Remarkably, 




cells outside of S-phase (Martini, 1998). This is consistent with the observation that CAF-1 
isolated from G1 and G2 is able to promote nucleosome assembly in vitro (Keller, 2000; 
Marheineke, 1998). Importantly, CAF-1 is recruited to sites of UV-induced DNA damage 
in a PCNA-dependent manner and depletion of PCNA from a cell-free system during repair 
disrupts CAF-1-dependent chromatin assembly in vitro (Moggs, 2000). Genetic studies 
performed in budding yeast revealed that cac∆ mutant strains display a mild sensitivity to 
UV-irradiation, highlighting the necessity for CAF-1 in survival of UV-induced DNA 
damage (Game, 1999; Kaufman, 1997). Interestingly, deletion of CAC1 increases the UV 
sensitivity of nucleotide excision repair mutants (rad1∆ and rad14∆) and recombinational 
repair mutants (rad51∆), but does not increases the UV sensitivity of rad6∆ or rad18∆ 
mutant strains (Game, 1999). Both Rad6 and Rad18 are involved in tolerance of UV-
induced DNA lesions because they are necessary for error-free and error-prone DNA lesion 
bypass (Lawrence, 1994; Prakash, 1993). Thus, one proposed hypothesis is that CAF-1 
promotes rapid nucleosome assembly during the Rad6/Rad18-dependent DNA damage 
bypass of UV-induced lesions. 
 
In a manner that is dependent upon PCNA, CAF-1 also plays a role in nucleosome 
assembly following repair of DNA double-strand breaks by either homologous 
recombination or non-homologous DNA end joining (Linger, 2005; Nabatiyan, 2006). 
Yeast CAF-1 mutants display mild sensitivity to a variety of double-strand DNA damaging 
agents. In yeast, a systematic screen for viable gene deletions revealed that cac2∆ mutants 
are sensitive to the alkylating agent MMS. Likewise, mutations in the genes encoding 
Arabidopsis thaliana subunits of CAF-1 (fas1 and fas2) also confer MMS sensitivity 
(Takeda, 2004). Finally, deletion of genes encoding Saccharomyces cerevisiae CAF-1 lead 
to an increase in the frequency of both spontaneous and MMS-induced gross chromosomal 
rearrangements (GCRs), which are initiated by double-strand DNA lesions that likely occur 




1.4.2.2. The Hir proteins 
 
In Saccharomyces cerevisiae, the histone regulator (HIR) genes HIR1, HIR2, HIR3 
and HPC2 encode proteins that were originally identified as transcriptional repressors of 
histone genes (Osley, 1987; Sherwood, 1991; Xu, 1992). Indeed, the Saccharomyces 
cerevisiae Hir proteins tightly regulate histone gene transcription during cell cycle 
progression by repressing transcription of six of the eight histone genes (HTA1-HTB1, 
HHT1-HHF1 and HHT2-HHF2) outside of the G1/S phase, when the demand for histone 
synthesis is low (Osley, 1987). In addition, Hir proteins are required to repress transcription 
from the HTA2-HTB2 locus when multiple copies of HTA-HTB genes are present or in 
response to inhibition of DNA replication (Moran, 1990; Osley, 1987; Recht, 1996; 
Sherwood, 1991; Sherwood, 1993). Although the molecular mechanism by which Hir 
proteins repress histone gene transcription is not clear, it likely involves the modulation of 
specialized chromatin structures that regulate accessibility to histone gene promoters 
(Dimova, 1999; Prochasson, 2005). 
 
In yeast, mutations in HIR genes have essentially no effect on silencing of reporter 
genes integrated near telomeres or the silent mating type loci. In addition, cell proliferation 
is not affected when any of the HIR genes is mutated and the chromatin structure of HIR 
single mutants is essentially the same as in wild-type cells (Kaufman, 1998). However, 
cells lacking both Hir proteins and CAF-1 exhibit a more accessible chromatin structure at 
a number of chromosomal loci as well as severe silencing defects, elevated rates of Ty1 
retrotransposition and sensitivity to the DNA alkylating agent MMS (Kaufman, 1998; Qian, 
1998). cac∆ hir∆ double mutant cells also exhibit a prolonged delay through G2/M phase 
of the cell cycle. This delay arises from alterations in peri-centromeric chromatin structures 
that impair kinetochore function and activate the mitotic spindle assembly checkpoint 
(Sharp, 2002). Even though the function of the spindle checkpoint is to minimize 
misegregation,  cac∆ hir∆ double mutants experience a dramatic increase in the frequency 




proteins and CAF-1 demonstrates that, in the absence of CAF-1, the Hir proteins become 
important for efficient chromatin assembly which, in turn, is important for 
heterochromatin-mediated transcriptional silencing, pericentric chromatin function and 
chromosome segregation. Thus, in Saccharomyces cerevisiae, CAF-1 and Hir proteins are 
genetically redundant. Intriguingly, although none of the Hir proteins contains any obvious 
PIP-box sequences, specific mutations in PCNA block the contribution of Hir proteins to 
silencing of sub-telomeric reporter genes (Sharp, 2001), suggesting that in yeast, Hir 
proteins may promote nucleosome assembly in a PCNA-dependent manner. 
 
Several lines of evidence suggest that, like CAF-1, the Hir proteins bind histones 
H3 and H4 and promote their assembly into nucleosomes (Kaufman, 1998; Sharp, 2001). 
Furthermore, in higher eukaryotes, HIRA, a homologue of yeast Hir1 and Hir2, also binds 
to core histones (Lorain, 1998). Sequence comparison of mammalian HIRA, yeast Hir1 and 
Hir2, and the subunits of CAF-1 Cac2 (yeast) and p60 in higher eukaryotes showed that 
they form a distinct sub-family of WD-repeat proteins that are highly related to each other 
(Kaufman, 1998; Lamour, 1995; Wilming, 1997). Furthermore, HIRA forms a complex 
with UBN1 and Cabin 1, the homologues of yeast Hpc2 and Hir3, respectively 
(Banumathy, 2009; Tagami et al., 2004). Interestingly, HIRA and UBN1 are needed for the 
formation of senescence-associated heterochromatin foci (SAHF), where chromatin 
undergoes dramatic remodelling through the formation of domains of facultative 
heterochromatin (Banumathy, 2009). Taken together, these observations suggest that HIRA 
might have some role in chromatin assembly and histone gene regulation. 
 
The role of Hir proteins in replication-dependent nucleosome assembly is however 
not conserved in human cells. Unlike CAF-1, HIRA does not localise to DNA replication 
foci and promotes nucleosome assembly independently of DNA synthesis in Xenopus 
laevis extracts (Ray-Gallet, 2003). In mouse, HIRA is essential for proper embryonic 
development (Roberts, 2002). Overexpression of HIRA leads to transcriptional repression 




of the cell cycle (Hall, 2001; Nelson, 2002). In human cells, HIRA is an in vivo substrate of 
the S-phase specific cyclin-Cdk2 kinase (cyclin A or E) (Hall, 2001). Consistent with the 
notion that HIRA may not function in nucleosome assembly during S-phase, HIRA 
associates exclusively in vivo with histone H3 and H4 dimers that specifically contain the 
histone variant H3.3 (Loppin, 2005; Nakayama, 2007; Tagami, 2004). Unlike H3.1 and 
H3.2, H3.3 is not only expressed during S-phase, but also in the G1 and G2 phases of the 
cell cycle in Chinese hamster ovary cells (Wu, 1982).The replication-independent 
chromatin assembly pathway promotes deposition of histone H3.3/H4 to transcriptionally 
active loci throughout the cell cycle as a mechanism to fill in gaps in chromatin left after 
the passage of the transcription machinery and nucleosome displacement (Ahmad, 2002a, 
b; McKittrick, 2004; Ray-Gallet, 2003; Tagami, 2004). In addition, replication-independent 
deposition of H3.3 may serve to activate gene expression by replacing H3 histone 
molecules that are methylated at lysine 9 (H3K9me), a metabolically stable modification 
that is associated with heterochromatin formation and gene repression (Ahmad, 2002a, b; 
Nakayama, 2007). 
 
Taken together, these current data indicate that in yeast, where only one form of 
histone H3 exists, both CAF-1 and Hir proteins function in replication-dependent 
nucleosome assembly. The genetic evidence does not however rule out the possibility that 
the yeast Hir complex may also promote nucleosome assembly in a replication-independent 
manner. Although the yeast and mammalian Hir complexes are both involved in aspects of 
chromatin assembly, there has been significant divergence in the specialized role of HIRA 
in higher eukaryotes. While CAF-1 is still involved in replication-dependent nucleosome 
assembly, HIRA has become specialized in replication-independent nucleosome assembly 
and specifically associates with the H3.3 variant. This loss of redundancy between HIRA 
and CAF-1 in higher eukaryotes is consistent with the severe phenotypes that are observed 
following genetic perturbation of CAF-1 induction (Hoek, 2003; Nabatiyan, 2004; Roberts, 




1.5. Mass spectrometry as a tool to study protein 
phosphorylation 
 
The major aim of the research conducted during the course of this Ph.D. thesis was to 
understand the regulatory mechanisms that control the process of chromatin assembly 
during DNA replication. More specifically, the focus of this thesis is centered on the 
identification as well as the analysis of post-translational modifications, such as 
phosphorylation, of factors implicated in the process of nucleosome formation and 
chromatin assembly. To achieve these ends, we employ mass spectrometry as a tool to 
characterize proteins of interest. In recent years, mass spectrometry has become a powerful 
tool used in molecular and cell biology. More specifically, mass spectrometry is currently 
the only available method that allows the systematic characterization of molecular 
alterations at the protein level (Walther, 2010).  The following sections describe the overall 


























































Figure 1.6 General workflow of a typical mass spectrometry experiment. Samples can 
be prepared differently according to the specific application. The typical workflow consists 
of several steps. First, proteolytic digestion (1); second, separation of peptides by liquid 
chromatography and electrospray ionization (ESI) (2); third, MS analysis (3); fourth, 
peptide fragmentation and MS/MS analysis (4); fifth, data analysis including protein 
identification, quantification and characterization of post-translational modifications (5) 






1.5.1. Mass spectrometry principles  
1.5.1.1. Sample preparation 
 
One of the most prominent challenges in mass spectrometry is to resolve and detect 
peptides in complex mixtures. In fact, the quality of the MS analysis is crucially dependent 
on the amount of sample introduced into the mass spectrometer as well as on its level of 
purity (Granvogl, 2007; Washburn, 2001). This is particularly true for low abundant 
peptides, such as phosphorylated peptides. As a result, mass spectrometry, although being a 
highly robust and sensitive method for the analysis of proteins and peptides, often requires 
simplification of the sample mixture (Granvogl, 2007).  
 
The most widely used method to separate proteins is sodium dodecyl sulfate 
polyacrylamide gel electrophoresis (SDS-PAGE), which can be performed in one (1D) or 
two (2D) dimensions. When phosphorylation sites are to be mapped on a specific protein, 
immunoprecipitation using a set of expression vectors yielding FLAG- or TAP-tagged 
proteins can be effectively used in conjunction with SDS-PAGE to obtain thorough 
sequence coverage of the protein in question and identify a number of in vivo 
phosphorylation sites (Goshe, 2006). 
 
In 1D-electrophoresis, SDS molecules bind and impart a negative charge (through 
the SDS sulfate group) to the proteins. This is done in a constant proportion to the 
molecular mass of the protein. Upon application of an electric field, proteins will separate 
based on their ability to fit within the pores of the polyacrylamide matrix. Short proteins 
will migrate faster than larger ones, thereby resolving proteins based on their individual 
molecular weights (Liebler, 2002). Occasionally, a phosphoprotein will exhibit an altered 
electrophoretic migration compared to its non-phosphorylated counterpart. One explanation 
is that the negatively charged phosphate group on the protein might disrupt uniform binding 




phosphoprotein (Gafken, 2006). As a result, 1D-electrophoresis can sometimes resolve 
modified proteins from non-modified ones, even when the mass difference between the two 
isoforms is as low as 80Da. Alternatively, in 2D-electrophoresis, proteins are initially 
separated in the first dimension based on their isoelectric point (pI) by preparative 
isoelectric focusing (IEF) and then in the second dimension on the basis of their molecular 
weight (Hanash, 2000; Rabilloud, 2002). Multi-dimensional gel separation of proteins is 
ideally suited for more complex protein mixtures and provides higher resolution for the 
separation of modified proteins. One example is phosphorylation, which not only alters the 
molecular weight of the protein but also affects its pI (Mann, 2003). Nonetheless, some 
problems encountered with 2D-electrophoresis have limited the use of this technique. 
These include large amount of sample handling, low reproducibility and the incompatibility 
of some proteins such as low abundance, hydrophobic, acidic and basic proteins, with the 
first dimension (Liebler, 2002).  
 
Following electrophoresis, separated proteins can be visualized by use of several 
MS-compatible staining methods. Conventional staining techniques include fluorescent 
stains as well as Coomassie brilliant blue (CBB) and silver stains. The latter two are most 
popular due to their ease of use, simple protocols and high sensitivity. CBB can typically 
detect 30 ng per gel band (Candiano, 2004; Neuhoff, 1988; Wang, 2007) whereas silver 
staining can reach detection limits in the range of 1-10 ng (Graham, 2005; Shevchenko, 
1996). In order to improve the possibility of detecting and characterizing post-translational 
modifications, proteins should be at least visible by CBB staining. Hence, several 
picomoles (or ~1µg) of the target protein should be isolated (Mann, 2003). Prior to MS 
analysis, stained bands of interests are excised and proteins are proteolytically digested 
inside the gel to generate peptides. These are subsequently extracted from the gel and 
analyzed by ESI-MS. 
 
Trypsin is by far, the most commonly used protease in proteomics applications. 




are followed by a proline residue (Liebler, 2002). The use of trypsin offers several 
advantages. First, the biological distribution of lysine and arginine residues in most proteins 
is such that the resulting tryptic peptides are of appropriate mass for MS analysis (Olsen, 
2004). Furthermore, trypsin digestion ensures that at least one basic amino acid (either 
lysine or arginine), with high proton affinity, is retained within the peptide sequence. This 
is particularly important for peptide ionization in positive-ion mode and is ideal for 
sequencing by collision induced dissociation (CID) (Swaney, 2010). Finally, trypsin can be 
used directly to digest proteins within the gel matrix. 
1.5.1.2. Chromatographic separation of peptides 
 
Depending on the complexity of the sample, peptides can then be analyzed 
differently. One of the most effectively used approaches to analyse peptide mixtures is high 
performance liquid chromatography (HPLC) (Domon, 2006; Yates, 2004). The principle 
behind this system is that a very heterogeneous mixture of peptides is converted to a more 
homogeneous mixture, which is more easily analysed by the mass spectrometer (Liebler, 
2002). In a typical MS experiment, the HPLC system is directly coupled to the mass 
spectrometer via the electrospray ionization (ESI) source. This setup introduces a fast and 
reliable way of probing complex mixtures of peptides because it allows the sample to be 
directly and continuously analysed by the MS instrument as it elutes from the 
chromatographic column. The separation of peptides is generally accomplished using 
reverse-phase (RP) HPLC containing C18 material (Shen, 2002a). In RP-HPLC, the amount 
of organic solvent present in the mobile phase, usually acetonitrile (ACN), is increased over 
time to elute peptides of progressively higher hydrophobicity. One advantage of RP-HPLC 
is that the mobile phase is compatible with ESI and can therefore be easily coupled to the 
mass spectrometer (Shen, 2002a). Typically, the HPLC separation is used in nano scale 
(nanoLC-MS/MS), where capillary columns are used instead of the traditional large-bore 
HPLC columns (Liebler, 2002). The use of long and narrow capillary columns (typically 




flow rates (in the order of 100-600 nL/min). This greatly improves the loading capacity, the 
sensitivity, the reproducibility as well as the dynamic range of LC-MS analysis (Shen, 
2002b). 
 
Finally, the use of combined separation methods is alternatively used to separate 
complete proteomes. In contrast to purified proteins, these generate highly complex peptide 
mixtures that are best analyzed by two-dimensional (2D) nanoLC-MS/MS analysis 
(Fournier, 2007). The 2D chromatography method generally features a strong cation 
exchange (SCX) column that is added prior to the RP-HPLC column. The complex sample 
is initially loaded onto the SCX column and eluted using a series of increasing salt 
concentrations to elute peptides based on their net positive charge. Each fraction is 
subsequently loaded onto the RP column and directly eluted and applied to the mass 
spectrometer using ESI (Link, 1999; Wolters, 2001). This multidimensional separation 
approach addresses the limited peak capacity imposed by the one-dimensional approach 
and increases the resolving power as well as the sensitivity of the analysis (Fournier, 2007; 
Liu, 2002). 
1.5.1.3. Mass spectrometry instrumentation 
 
Since its establishment more than 100 years ago, mass spectrometry has become one 
of the most comprehensive and versatile tool used for the characterisation of biomolecules 
(Cañas, 2006). In addition to their enhanced sensitivity and selectivity, MS instruments 
now provide rich structural information of compounds such as proteins and peptides with 
high accuracy and in a very short time. The principle of MS consists of separating, 
detecting and accurately measuring ions in the gas phase based on their mass-to-charge 
(m/z) ratio (Aebersold, 2003). Basically, mass spectrometers are composed of three 
essential parts. The first part is the ionization source which converts the sample into ions. 
The second part, the mass analyzer, resolves every m/z peptide ions, induces their 




analyzed based on their m/z ratio. The third part, the detector, detects the resolved ions and 
in combination with sophisticated softwares provides qualitative as well as quantitative data 
for analysis (Watson, 2007). Finally, the typical MS instrument delivers a full spectrum of 
precursor ions, also known as an MS spectrum, which provides data for measuring the mass 
(or m/z) and the abundance of each peptide ion, as well as a «product» ion spectrum, also 
known as the MS/MS spectrum. This allows the sequence of the peptide to be elucidated 
and post-translational modifications to be identified (Steen, 2004; Watson, 2007).  
1.5.1.3.1. Electrospray ionization (ESI) source 
 
Many types of ionization methods for proteins have been developed in mass 
spectrometry. These include fast atom bombardment (FAB), plasma desorption (PD) and 
thermospray (Cañas, 2006). However, the development of a new ionization technique 
called electrospray ionization (ESI) by Fenn in the late eighties proved to be one of the 
most important breakthrough in the field (Fenn, 1989). The versatility of various mass 
analyzers with ESI sources and its ability to be continuously coupled to the HPLC and the 
MS instrument makes ESI extensively used in biological research today (Aebersold, 2003). 
 
ESI is characterized as a «soft» ionization technique because it is capable of 
ionizing large bio-molecules without fragmenting them therefore allowing intact molecular 
ions to be produced (Fenn, 1989). In ESI, a solution containing the analyte is introduced 
through a capillary column upon which a high voltage (2-5 kV) is applied. The electric 
field gradient between the end of the capillary and the atmospheric inlet on the instrument 
creates a spray of charged droplets (Taylor cone) (Figure 1.7). The charged droplets 
become smaller as the solvent evaporates. This desolvation process is facilitated by a 
heated capillary or with the assistance of an inert heated carrier gas such as nitrogen. As the 
droplets evaporate and become smaller, the charge density increases. Once the droplets 
have reached Rayleigh`s limit, which is the point where the charges within the confined 




creates smaller droplets that undergo the same process until only the charged ions remains 
and all the solvent is removed. Once the analyte is free of solvent, it moves to the mass 

























Figure 1.7 The electrospray ionization (ESI) process. a) Schematic diagram of an ESI 





ESI is unique in its ability to produce a distribution of multiply charged ions for the same 
species, such that the m/z of the ions is within the mass range of many analyzers (Cech, 
2001). Finally, one important development in ESI is nano-ESI, which uses smaller flow 
rates (in the orders of nL/min). Nano-ESI offers higher ionization efficiency by at least two 
orders of magnitude than conventional ESI (Shen, 2002b; Wilm, 1996). Overall, these 
features provide higher sensitivity and minimize sample loss.  
1.5.1.3.2. Q-q-LIT and LTQ-Orbitrap mass analyzers 
 
In the past two decades, major technical developments have taken place in the field 
of mass spectrometry. These have mainly been focused on designing high performing mass 
spectrometers that offer three main characteristics. The first is sensitivity with the growing 
need for instruments that are capable of obtaining data on femtomole levels or less. The 
second is high resolution with instruments that can reliably distinguish peptide ions with 
very similar m/z values. The third characteristic is mass accuracy, which is particularly 
important when identifying peptides by comparing them with theoretical database values. 
There are four main mass analyzers widely used in proteomics, including the linear ion trap 
(LIT), the triple quadrupole (Q-q-Q), the time of flight (TOF) and the Fourier transform ion 
cyclotron resonance (FT-ICR). The mass analyzer is the part of the mass spectrometer in 
which an electric and/or magnetic field is used to separate ions in the gas phase. In order to 
answer specific needs during analysis, mass spectrometers are often today constructed with 
more than one mass analyzer. These are termed hybrid mass spectrometers and combine 
different performance characteristics (Table 1.2), offered by different types of analyzers, 
into one mass spectrometer to produce a highly versatile scientific tool (Aebersold, 2003; 
Cañas, 2006; Domon, 2006). During the course of this Ph.D. thesis, two hybrid 
instruments, the Q-q-LIT and the linear trap quadrupole (LTQ)-Orbitrap, containing each 





Table 1.2 Performance comparison of different instruments commonly used in mass      
spectrometry-based proteomics (Yates, 2009). 
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10,000 2-5 ppm Attomole 1 x 106 Moderate 
LTQ-Orbitrap 
CID, ETD, MSn, 
quantification 
100,000 2 ppm Femtomole 1 x 104 Moderate 
LTQ-FTICR 
CID, ETD, MSn, 
quantification 
500,000 < 2 ppm Femtomole 1 x 104 Slow 
 
LIT: linear ion trap; Q-q-Q: triple quadrupole; Q-q-LIT: triple quadrupole linear ion trap; 
Q-TOF : quadrupole time-of-flight; LTQ-Orbitrap: linear trap quadrupole-orbitrap; LTQ-
FTICR: linear trap quadrupole-Fourier transform ion cyclotron resonance; CID: collision 
induced dissociation; ETD: electron transfer dissociation; MRM: multiple reaction 
monitoring; P: precursor ion scan; p: product ion scan; NL: neutral loss scan. 
 
First, the Q-q-LIT is a popular hybrid MS instrument that combines the capabilities 
of two quadrupole mass filters with a linear ion trap (Hopfgartner, 2004). A typical triple 
quadrupole instrument has the first (Q1) and third quadrupole (Q3) made up of four parallel 
rods which form a hyperbolic or cylindrical inner surface (Figure 1.8). Opposite rods are 
electrically connected where each set has a direct current (DC) and an alternating current 
(AC) or a radiofrequency voltage (RF) applied. By adjusting the voltages, ions of a given 
m/z value will have the correct trajectory to fly through the quadrupole. Ions that have 
unstable trajectories will collide with the rods. In that manner, ions that may be entering at 
the same time are separated by continuously varying the applied voltage. The middle 




only voltage is applied in the second quadrupole and therefore does not function as a mass 
filtering device because all ions are allowed to pass through the quadrupole. The fragment 
ions emerging from Q2 are analyzed in Q3 before finally reaching the detector. Triple 
quadrupoles can perform very selective scan modes such as precursor ion scanning, 
constant neutral loss scans and multiple reaction monitoring (MRM), which are generally 







Figure 1.8 Main components of a triple quadrupole linear ion trap (Q-q-LIT) hybrid 
mass spectrometer (Cañas, 2006). 
 
 
In the Q-q-LIT, the third component can be either employed as a RF/DC mass filter 
(Q3) or as a linear ion trap (Figure 1.8). In the trap, ions are trapped radially and axially by 
the RF and DC voltages respectively and may remain held inside for various periods of 
time. After a brief cooling period, the m/z of ions are scanned before they are mass-
selectively ejected into the detector. One advantage of the LIT is that ions that are held in 
the linear ion trap can be subjected to enhanced MS (EMS) scan and undergo ion-trap 
fragmentation to generate an enhanced product ion (EPI) MS/MS scan (Hager, 2004; 
Hopfgartner, 2004). Combining the specificity of the quadrupole and the sensitivity of the 
ion trap into one instrument, the Q-q-LIT mass spectrometer provides improved 
performance and enhanced sensitivity. Furthermore, the ability to interconnect triple-
quadrupole and ion trap MS scans on a chromatographic timescale is especially beneficial 





Second, the LTQ-Orbitrap, recently invented by Alexander Makarov, is one of the 
most efficient hybrid mass analyzer used for proteomics applications (Makarov, 2006a; 
Scigelova, 2006). The LTQ-Orbitrap bears similarity to the FT-ICR instrument in terms of 
performance characteristics, but at a much lower cost, making the LTQ-Orbitrap a 
widespread instrument in proteomics. This hybrid instrument combines three main 
elements: a quadrupole linear ion trap, a c-trap and an orbitrap (Figure 1.9). Positioned at 
the front end of the instrument, the linear ion trap first accumulates ions, isolates and 
fragments them. The LTQ is able to perform MS3 scans with very high sensitivity, but 
relatively low resolution and mass accuracy. Accumulated ions are transferred into the C-
trap, an RF-only quadrupole that stores and collisionally cools ions prior to their injection 
into the orbitrap (Makarov, 2006a, b). The orbitrap mass analyzer consists of an outer 
barrel-like electrode and an inner spindle-like electrode that form an electrostatic field 
(Scigelova, 2006). Ions are pulsed tangentially into the electric field between the electrodes, 
where they orbit around the central electrode in circles (Makarov, 2006b). Similarly to the 
FT-ICR, the orbitrap is used as a mass analyzer by sensing the axial frequency of ion 






Figure 1.9 Main components of a LTQ-Orbitrap hybrid mass spectrometer             
(Yates, 2009). 
As a result, the LTQ-Orbitrap provides excellent mass accuracy (2-5 ppm), high resolving 




and sensitivity of the LIT, the LTQ-Orbitrap has the advantage of reducing the rate of false 
positive identifications as well as facilitating the unambiguous identification of low 
abundant post-translational modifications in complex samples (Makarov, 2006a; Scigelova, 
2006).  
1.5.1.3.3. Peptide fragmentation under low energy collision 
 
As mentioned earlier, to determine the identity of a peptide, the peptide itself must 
get fragmented along its backbone. This fragmentation process generates an MS/MS 
spectrum that basically contains a list of all m/z ratios corresponding to different peptide 
fragments. The difference between each m/z value corresponds to the mass of one amino 
acid (Steen, 2004). The type of fragment ions that get produced depends on the 
decomposition process. The most common gas-phase dissociation technique used to 
generate fragment ions from peptides is collision induced dissociation (CID), a low energy 
regimen. The process typically involves isolating a particular peptide ion, which then gets 
fragmented as it collides with an inert gas such as nitrogen, helium or argon at low pressure 
(Steen, 2004). In CID, the fragmentation mainly occurs at the peptide amide bond where 
two types of fragments are generated (Figure 1.10). The first fragment, where the charge is 
retained on the N-terminus of the peptide, is termed a «b-ion». The second fragment, where 
the charge is retained on the C-terminus part of the peptide is termed a «y-ion». Connecting 
the fragments with increasing size in the MS/MS spectrum, either from the N- or the C-
terminus (b and y ions series, respectively), allows for the complete amino acid sequence of 
the peptide to finally be deduced. In addition, a-ions, corresponding to the loss of a C=O 
group from b-ions, can sometimes be produced. However, this is most often observed only 
















Figure 1.10 Nomenclature of peptide fragmentation patterns with collision induced 
dissociation (CID). Cleavage along the peptidic bond generates two ions containing the          
C-terminal (y-ions) end and the N-terminal (b-ions) ends  (Steen, 2004). 
 
Since the CID technique will fragment a peptide at its weakest bonds, some labile 
side chain modifications, such as phosphorylation, can be cleaved by this dissociation 
technique because the phosphodiester bond is more labile than the amide linkage. As a 
result neutral loss fragments are also frequently generated under CID and observed in 
MS/MS spectra (Cañas, 2006). How this feature can be used to detect phosphopeptides and 
identify the exact site of modification will be discussed in more details in future sections. 
1.5.1.3.4. Database searching using MS/MS spectral data 
 
There are two ways in which peptides can be sequenced. First, MS/MS spectra can 
be manually interpreted. This de novo sequencing approach is usually performed without 
prior knowledge of the peptide or protein primary structure. Specialized softwares (i.e., 
PEAKS) have been developed to facilitate assignment of peptide sequences without 
database correlation (Ma, 2003). However, accurate manual sequencing can be difficult and 




mass accuracy of the fragment ions. In addition, searching and assigning every MS/MS 
spectra by hand is very challenging and time consuming as mass spectrometers can collect 
thousands of spectra per analysis (Liebler, 2002; Steen, 2004). As a result, database 
searching has become a valuable tool in mass spectrometry. There currently exist many 
different programs for database searching including MASCOT (Perkins, 1999), SEQUEST 
(Eng, 1994) and OMSSA (Barnsnes, 2009). These database searching algorithms perform 
an in silico digestion of the protein or the complete proteome to be investigated and finds 
peptides with theoretical masses corresponding to masses measured by the MS instrument. 
The algorithm then correlates experimental MS/MS spectra with theoretical spectra 
generated in silico. Based on the probability that a match is not random, each of these 
programs uses their own scoring system to then evaluate how well the experimental and 
theoretical spectral data match (Liebler, 2002; Steen, 2004). These scores help discriminate 
between true and false peptide assignments. The search space is typically limited by 
parameters such as mass tolerance, enzyme specificity, number of missed cleavages and 
post-translational modifications. These parameters help to minimize the rate of false 
positive identifications and increase the confidence level of each peptide assignment. 
 
Overall, database searching tools have the advantages of being fast and offer high-
throughput analysis of peptides and proteins. Furthermore, only partial interpretation of the 
spectrum is enough for database searching. It is therefore possible to sequence and identify 
peptides of very low abundance. Nevertheless, further manual validation of search results, 
especially for low abundant and modified peptides (such as phosphopeptides) is highly 




1.5.1.3.5. Relative quantification of peptide abundance 
 
There is an increasing requirement in mass spectrometry for rapid, highly 
reproducible and accurate quantification strategies that allow protein (or peptide) 
abundance changes to be determined in complex biological samples. These changes, which 
can result from genetic, environmental or chemical perturbations, are currently measured 
using two distinct approaches (Figure 1.11): differential isotopic labelling and label-free 
quantification (Bantscheff, 2007).  
 
The differential isotope labelling technique (Figure 1.11a) is based on the theory 
that the chemical and physical properties of an isotope-labelled peptide are identical to its 
unlabelled native counterpart (Bantscheff, 2007). The two peptides behave identically 
during their chromatographic separation. However, due to the differential isotope labelling, 
the two peptides will differ in mass. The mass spectrometer can recognize the difference in 
mass between the labelled and unlabelled peptides and compare their signal intensities to 
achieve accurate quantification. Isotope labels can be incorporated either in vitro, by using 
light or heavy versions of isotope-tagging reagents or in vivo, by the incorporation of 
isotope-labelled amino acids through metabolic labelling (Gstaiger, 2009). Although 
isotope-labelling techniques are thought to measure abundance with high accuracy, they 
still face several limitations. These include increase in sample complexity, requirement for 
higher sample concentration, incomplete labelling and comparison is often limited to only 2 
or 3 different sample conditions. Finally, the cost of reagents in labelling experiments is 
quite expensive (Bantscheff, 2007; Gstaiger, 2009; Patel, 2009). 
 
The label-free quantification method (Figure 1.11b) is based on the comparison of 
peptide precursor ions intensities across different samples. In this approach, the ion 
chromatogram of each peptide is extracted and their mass spectrometric peak areas are 




measured from ESI is directly proportional with peptide ion concentration, therefore 
allowing relative abundance changes in peptides to be calculated (Zhu, 2010). Compared to 
the labelling approach, the label-free method has several advantages (Bantscheff, 2007; 
Gstaiger, 2009; Patel, 2009; Zhu, 2010). First, this method is less time consuming as well 
as less expensive since the labelling step is omitted. In addition, there is no limit in the 
number of experimental samples that can be compared and unlike introducing a label, the 
sample complexity is not affected. The label-free approach also provides higher dynamic 
range in terms of quantification. Nevertheless, label-free quantification can still be 
challenging, particularly during analysis of very complex mixtures.  
 
Two main experimental parameters affect the analytical accuracy of the 
quantification and the measurement of ion intensities. First, high mass accuracy MS 
instruments are required in order to minimize assignment of intensities to co-eluting 
peptides with similar m/z values. Second, reproducibility of the LC-system must be 
maintained to allow corresponding peptides from different samples to be easily paired. 
Also, run to run analysis can result in differences in peak intensities even between identical 
samples. This can be caused by experimental variations such as sample preparation, sample 
injection as well variation in MS performance. To account for these kinds of variations, 
normalization is often required. Several bioinformatics softwares, such as our in-house 
Mass Sense and Peptide cluster label-fee softwares, which allow automated comparative 
analysis of different samples to be performed simultaneously have been developed (Jaitly, 
2007). These automated bioinformatics platforms computationally map peptides based on 
their m/z, charge state, retention time and intensity and align them across different samples 


























Figure 1.11 General approach of quantitative mass spectrometry. a) Isotope-labelling 
approach. Proteins or peptides are differentially labelled with heavy or light isotopes. This 
can be done by in vitro chemical or in vivo metabolic labelling. After enzymatic digestion, 
labelled peptides are combined, separated and analysed by mass spectrometry. Differential 
labelling produces a characteristic mass shift that is used to calculate and quantify the 
intensity ratio of isotope-labelled peptide pairs. b) Label-free approach. Different samples 
are subjected to individual LC-MS/MS analysis. MS spectra are then computationally 
aligned to quantify and compare peak intensities for peptide pairs across different 







One disadvantage of both the isotope-labelling and label-free approaches is that 
these methods are somehow biased toward the detection of high abundance peptides. These 
quantitative methods are also more suited for easily observable intensity changes (Gstaiger, 
2009). Recently, targeted MS analysis, which allows the selective detection and 
quantification of pre-determined low abundant peptides, has been introduced to overcome 
the challenges of analyzing peptides that fall below the detection limit of conventional 
shotgun MS analysis (Lange, 2008; Yocum, 2009). This process, also known as multiple 
reaction monitoring (MRM) has allowed the detection of yeast proteins that are expressed 
at less than 50 copies per cell in whole cell lysates. This number can even be lowered to 10 
copies per cell for fractionated proteins (Picotti, 2009, 2008). This sensitive technique is 
also ideally suited for the quantification of low abundant post-translational modifications 
(Lange, 2008; Unwin, 2005; Yocum, 2009). Its application in profiling protein 
phosphorylation is further explained in details in section 1.5.2.4. 
1.5.2. Methods to detect protein phosphorylation 
 
One of the most studied regulatory post-translational modification of proteins is the 
phosphorylation of serine, threonine and tyrosine residues.  Regulation by phosphorylation 
can alter various functional properties of the substrate protein such as enzymatic activity, 
sub-cellular localization, stability, binding specificity, protein interaction and DNA 
interaction (Salazar, 2009; Swarup, 1998). Radiolabel studies suggest that approximately 
one third of all eukaryotic proteins are phosphorylated at one time or another 
(Zolnierowicz, 2000). The variety is enormous and as a result, a broad range of cellular 
processes such as cell cycle control, DNA replication, transcription and signal transduction 
are regulated by phosphorylation events (Salazar, 2009). 
 
Mass spectrometry has a particular strength in its ability to characterize protein 
phosphorylation.  The effectiveness of mass spectrometry lies in its ability to sequence 




phosphopeptides in one single analysis (Mann, 2002). However, even with its excellent 
sensitivity and high resolving power, MS analysis of phosphoproteins is still an inherently 
difficult task. One reason is that phosphoproteins of interest are generally of low 
abundance. As a result, phosphopeptides are grossly underrepresented and selectively 
suppressed in the presence of high abundant unmodified peptides. Second, phosphopeptides 
are negatively charged and therefore have lower ionization and detection efficiencies than 
their unphosphorylated counterparts in positive mode ESI-MS (Aebersold, 2001; Mann, 
2002; Steen, 2006). To overcome these drawbacks, several strategies for detecting and 
characterizing phosphoproteins by MS have been developed (Figure 1.12).  
1.5.2.1. Enrichment techniques 
 
Enrichment strategies are often used to isolate and concentrate the fraction of 
phosphorylated peptides in the sample to be studied (Mann, 2002; Yates, 2009). Two of the 
major methods used to capture phosphopeptides include immobilized metal affinity 
chromatography (IMAC) and metal oxide affinity chromatography (MOAC) (Figure 1.12) 
(Dunn, 2010). The IMAC approach exploits the high affinity that negatively charged 
phosphopeptides exhibit towards positively charged metal ions (Fe3+ and Ga3+) (Posewitz, 
1999). These are complexed with metal binding ligands such as the iminodiacetate (IDA) 
and nitrilotriacetate (NTA), with Fe3+- NTA being the most frequently employed complex 
used to enrich phosphopeptides (Dunn, 2010). One challenge encountered in IMAC is the 
high level of non specific binding of peptides containing acidic residues such as glutamic 
acid and aspartic acid. In order to overcome this problem conversion of the carboxylic acid 
group of amino acids to methyl esters by reaction with methanolic acetyl chloride is often 
performed, thereby reducing nonspecific binding by at least two orders of magnitude 
(Ficarro, 2002). However, incomplete esterification also occurs and some carboxylic 
residues remain unmethylated. This has been shown to lead to an increase in sample 
complexity originating from peptides with different degrees of methylation and 




increasing the selectivity of IMAC is by extraction at low pH. Using a strong acid like TFA 
before enrichment, protonates the carboxylic residues of peptides and therefore reduces 
their non specific binding (Kokubu, 2005). 
 
Alternatively, the use of the MOAC method for enriching phosphopeptides has been 
growing in the past years mainly because it offers high selectivity and recovery without 
requiring a methyl esterification step (Dunn, 2010). Extraction of phosphopeptides with 
titanium dioxide (TiO2) as the metal oxide resin is currently the most popular method used 
(Thingholm, 2006). Although not a lot is known about the surface chemistry and binding 
properties of TiO2. Several investigations have shown that the bidentate binding of TiO2 to 
phosphate is pH dependent (Connor, 1999). Also, TiO2 possesses strong Lewis acid 
properties and high coordination numbers, which in combination, may be a possible 
explanation for the affinity of phosphate molecules to metal oxides (Grün, 1996). Under 
acidic conditions, the positively charged surface of TiO2 exhibit outstanding selectivity and 
enrichment behaviour towards phosphopeptides over non-modified acidic peptides. Mainly, 
the use of additives such as lactic acid and 2,5-dyhydroxybenzoic (DHB) acid have been 
shown to improve the selectivity of enrichment (Jensen, 2007; Larsen, 2005; Sugiyama, 
2007; Thingholm, 2006). Lactic acid and DHB are known as displacer molecules that 
compete with the non-modified acidic peptides for TiO2 binding while virtually unaffecting 
the enrichment of phosphopeptides (Larsen, 2005). Finally, compared to IMAC, which has 
higher affinity for multi-phosphorylated peptides, TiO2 exhibits higher selectivity toward 
mono-phosphorylated peptides (Larsen, 2005). 
 
 Summing up, IMAC and TiO2 are generally performed off-line using tips or micro-
columns (Hsieh, 2007; Posewitz, 1999). However, automated on-line enrichment coupled 
to ESI-MS can also be performed. In addition to obtaining fast and more reproducible data 
acquisition, this online method also simplifies the enrichment procedure and minimizes 
sample loss (Pinkse, 2004; Wang, 2006). The IMAC and TiO2 enrichment steps also have 




MS (Corthals, 2005). However, TiO2 has shown to be more tolerant against salts, 
detergents and denaturing components than IMAC. Compared to IMAC, TiO2 also provides 
much greater benefits for the enrichment of phosphopeptides in terms of phosphate affinity 
as well as chemical and physical stability (Jensen, 2007).  
1.5.2.2. Chemical derivatization 
 
Enrichment techniques decrease sample complexity and consequently, significantly 
improves the detection of phosphopeptides by MS.  Still, due to the chemical features of the 
phosphate group, MS analysis of phosphorylated peptides remains limited. As mentioned 
previously, the presence of the negatively charged phosphate group decreases the ionization 
efficiency of the modified peptides. Additionally, due to the labile nature of phosphoserine 
and phosphothreonine residues, MS-based sequence identification of phosphopeptides is 
often impeded (Mann, 2002). The problem principally occurs during the process of peptide 
fragmentation. Upon collision with the chemically inert gas, peptide ions become 
particularly weakened at protonated amide linkages (Dongré, 1996). The amide bonds then 
randomly dissociate along the peptide backbone, producing fragment ions that allow 
MS/MS interpretation of the amino acid sequence (McLafferty, 2001; Steen, 2004). 
However, in the presence of phosphoserine or phosphothreonine residues, the phosphoryl 
group competes with the amide linkage for the preferred site of protonation. As a result, 
cleavage is often directed towards the phosphoryl group rather than the amide bond. The 
fragmentation results in a dominant loss of H3PO4, such that fragments generated from 
amide bond cleavage along the peptide backbone are negligible. Consequently, MS/MS 
spectra of phosphorylated peptides often do not contain sufficient information to allow 
confident assignment of amino acid sequence and determination of exact site of 
phosphorylation (Carr, 1996).  
 
One way by which interpretation of MS/MS spectra becomes more straightforward 




group. The phosphate moiety can be chemically modified through a β-elimination reaction 
which occurs when phosphorylated residues are exposed to strong alkaline conditions 
(Byford, 1991; McLachlin, 2003). Strong bases such as NaOH or Ba(OH)2 are used to 
cleave the phosphodiester bond of phosphoserine and phosphothreonine residues 
converting them to their respective dehydroalanine and dehydrobutyric acid analogs 
(Figure 1.12). This derivatization results in a mass shift of -18Da (compared to the 
unmodified residue) than can be detected by MS/MS and directly used to locate the exact 
site of phosphorylation. Alternatively, the α,β-unsaturated residue generated can also act as 
a Michael acceptor and react with a variety of thiol-based nucleophiles such as 
dithiothreitol (DTT) or ethanedithiol (EDT) (Jaffe, 1998). The free sulhydryls can then be 
coupled to a biotinylated affinity tag allowing purification of the phosphoprotein (Figure 
1.12) (Oda, 2001). The appropriate mass shit can then be detected by MS/MS.  
 
One weakness of this strategy is the low reactivity of phosphothreonine compared to 
phosphoserine and the non-reactivity of phosphotyrosine residues which, because of its 
stable aromatic ring, cannot undergo β-elimination (Ahn, 2001). In addition, O-
glycosylated and sulfated serine and threonine residues can also undergo β-elimination. 
This can yield to false positive identifications because the end product is identical to 
phosphorylated serine and threonine residues (Medzihradszky, 2004; Reinders, 2005). 
Finally, another complication arises as incomplete derivatization and side reactions of 
cysteine and methionine residues which increase the complexity of the sample and affect 





























Figure 1.12 Overview of common approaches used for phosphopeptide analysis by 
mass spectrometry. The top panel describes IMAC and TiO2 strategies for the specific 
enrichment of phosphopeptides (Dunn, 2010). The bottom panel describes the chemical 
derivatization approach. Under strong basic conditions, phosphoserine and 
phosphothreonine residues undergo a β-elimination reaction. Due to the loss of phosphoric 
acid, an α,β-unsaturated bond is formed where the specific products are dehydroalanine and 
dehydroaminobutyric acid, respectively. The α,β-unsaturated bond can then undergo 
Michael addition with a thiol group and a biotin tag for enrichment on avidin column 
(Mann, 2002). 
 
1.5.2.3. Fragmentation methods for phosphopeptide identification 
 
Taking advantage of the chemical labile nature of the phosphoester bond of 
phosphorylated residues, various mass spectrometric methods for detecting 




containing phosphoserine and phosphothreonine residues commonly undergo a gas-phase 
β-elimination reaction which results in a neutral loss of phosphoric acid (H3PO4; 98 Da) 
from the precursor ion (DeGnore, 1998; Mann, 2002). Doubly and triply charged 
phosphopeptides would show a noticeable loss of 49 and 32.66 Da in the MS/MS spectrum. 
When fragmentation along the peptide backbone is not negligible, amino acid sequence 
interpretation often shows a spacing of 69 Da due to dehydroalanine or a spacing of 83 Da 
due to dehydroaminobutyric acid, pin-pointing the exact site of the phosphorylated serine 
and threonine residues, respectively (Cañas, 2006; Mann, 2002). Phosphotyrosine residues 
are generally more resistant to this loss (Aebersold, 2001). In fact, when tyrosine residues 
are phosphorylated and undergo CID, an increased mass shift of 80 Da, which is the mass 
of a phosphate group, can be observed on the corresponding tyrosine fragment. 
Consequently, phosphotyrosine with a molecular weight of 243Da can be identified (Cañas, 
2006). Occasionally, a neutral loss of a phosphate molecule (HPO3; 80 Da) can also occur, 
but is less common (DeGnore, 1998; Thingholm, 2009). Compared to the loss of H3PO4, 
loss of HPO3 does not generate a mass shift that allows the identification of the exact site of 
phosphorylation. Alternatively, electron transfer dissociation (ETD) is a recently introduced 
method that fragments peptides by transferring electrons from fluoranthene radical ions 
generated in a chemical ionization source to the protonated peptide (Syka, 2004). This 
reaction induces fragmentation along the peptide backbone by specifically cleaving the Cα-
N bond, producing complementary c- and z-type fragment ions instead of the typical b- and 
y-type ions generated by CID. One important advantage of ETD over CID is that labile 
post-translational modifications, such as phosphorylation, are preserved, allowing the 
complete amino acid sequence and site of phosphorylation to be deduced with relative ease 
(Mikesh, 2006). 
 
Phosphopeptides can also be selectively targeted using the neutral loss as an 
indicator. Using ion trap hybrid mass spectrometry, the fragment ion originating from the 
neutral loss can also be selected for further fragmentation by a process called data-

























Figure 1.13 Example of a phosphopeptide analyzed by data-dependent neutral loss 
MS
3
. a) MS/MS spectrum of a phosphopeptide presenting a strong neutral loss of 
phosphoric acid (H3PO4) and negligible fragmentation along the peptide backbone. b) MS
3 
spectrum generated from the isolation and activation of the prominent neutral loss fragment 
generated in a. Unambiguous identification of the peptide sequence and phosphorylation 
site is possible due to the abundant peptide bond fragmentation (Beausoleil, 2004). 
 
One advantage of this method is that the fragmentation of the product ion resulting 




detection of dehydroalanine and dehydroaminobutyric acid. One disadvantage is that 
sometimes low abundant phosphopeptides do not provide interpretable MS3 spectrum, 
instead this technology is well suited for relatively higher abundant phosphopeptides. This 
is attributed to insufficient trapping of ions over several MS stages (Beausoleil, 2004). In 
order to circumvent this problem, an alternative method called pseudo-MS3 or multistage 
activation (MSA) was developed (Schroeder, 2004). In MSA, the neutral loss ion product is 
activated by CID while fragments from the precursor ion are still in the trap, in a single MS 
stage. The resulting spectrum contains fragments from the precursor and the neutral loss 
product. One advantage of MSA is that the analysis time per peptide is reduced since the 
ion trap does not require a refilling step for the MS3 scan. Finally, MSA generates 
information rich spectra with increased signal intensity and a greater number of structurally 
diagnostic ions (Schroeder, 2004; Ulintz, 2008). 
1.5.2.4. Multiple reaction monitoring (MRM) 
 
MS-based analysis of peptides in general, including phosphopeptides, is usually 
conducted in data-dependent acquisition (DDA) mode, where the mass spectrometer 
continuously repeats a cycle consisting of a full scan MS spectrum followed by the 
selection and fragmentation of the most abundant m/z ratios. Depending on the type of 
instrument used, the number of selected precursor ions that get fragmented can vary 
between 1 and 10 (Wolf-Yadlin, 2007). One main disadvantage of this technique lies in the 
inconsistent reproducibility of the method (Elias, 2005). Affected by the complexity of the 
sample and coupled by variability in automated peak selection, phosphopeptide 
identification and quantification often suffer. 
 
Multiple reaction monitoring (MRM), using a triple quadrupole linear ion trap (Q-q-
LIT) instrument, is ideally suited for obtaining maximum sensitivity and reproducibility for 
the targeted identification and quantification of proteins of interest. Knowing the mass, 




of interest, specific precursor ions (proteotypic peptides) that generate specific fragment 
ions, known as MRM transitions, can be monitored (Cox, 2005). The transitions are 
designed such that the first mass resolving quadrupole (Q1) is set to transmit only an ion of 
specific m/z for its subsequent fragmentation by CID in the second quadrupole (Q2). The 
third quadrupole (Q3) is then set to transmit a specific fragment ion (Figure 1.14). These 
are termed Q1 and Q3 transition masses (Yocum, 2009). In the case of phosphopeptide 
analysis, an MRM transition of 98 Da is used to monitor loss of phosphoric acid from a 












Figure 1.14 Schematic representation of the MRM technique using a Q-q-LIT 
instrument. Proteins are digested and introduced into the mass spectrometer by LC-ESI. 
The mass spectrometer is programmed such that precursor ions are sequentially and 
selectively transmitted through Q1, fragmented following collision induced dissociation 
(CID) in Q2. Finally, the third quadrupole (Q3) selectively transmits the appropriate 
fragment ion (Gstaiger, 2009). 
 
The detection of two ions is required to generate an MRM signal, making it very 
selective, as it is highly unlikely that isobaric molecules that may co-elute with the target 
peptide will also generate an identical fragment mass (Cox, 2005). It is also possible to 
further confirm the identity of a phosphopeptide detected by MRM by designing the MS 
instrument in such a way to obtain MS and MS/MS spectra for each potential candidate. As 
the signal corresponding to a specific MRM transition reaches a pre-defined threshold, 
several linear ion trap scans can be triggered, including an enhanced resolution scan as well 




of the targeted phosphopeptide as well as its sequence and the location of the 
phosphoylation site (Cox, 2005). Several MRM transitions can be monitored 
simultaneously in a single experiment. It becomes therefore possible to probe for several 
phosphopeptides from a known protein sequence. The time taken to analyse each transition 
is termed dwell-time. The time taken to analyze all transitions is termed cycle-time. Both 
affect the sensitivity of the analysis. At the cost of decreasing the productivity of the 
analysis (i.e., a decrease in the number of transitions that can be monitored simultaneously), 
a more sensitive measurement is usually obtained by increasing the dwell-time. Other MS 
parameters, such as the collision energy, can be adjusted to generate optimal peptide 
fragmentation and maximise the transmission of the desired product ions (Yocum, 2009). 
 
In summary, the main advantage of the targeted MRM method lies in its throughput 
as well as in its increased specificity, reproducibility and sensitivity (Unwin, 2005). The 
fact that only specific ions with defined m/z values are fragmented and only specific 
fragments are allowed to reach the detector means that there is very little chemical 
background. The enhanced signal-to-noise (S/N) ratio allows for a more sensitive detection 
of low levels phosphopeptides as well as the ability to accurately quantify them over a 













1.6. Research objectives 
  
Using mass spectrometry as a tool to identify and characterize protein 
phosphorylation, the major aim of the research conducted during the course of my Ph.D. 
was to understand the regulatory post-translational mechanisms that control the process of 
chromatin assembly during DNA replication and repair. My studies were mainly centered 
on the phosphorylation of CAF-1 and Hir proteins.  
 
Initially, within the context of protein phosphorylation analysis by mass 
spectrometry (MS), the silver staining procedure, which is frequently used for visualizing 
gel-separated proteins prior to MS analysis, was evaluated. The goal of this project was to 
follow up on a previous study that was focused on indentifying and characterizing the 
phosphorylation of another protein involved in chromatin assembly namely, proliferating 
cell nuclear antigen (PCNA). Our data indicated to us that PCNA peptides which were 
initially believed to be phosphorylated in vivo were instead artifactually sulfated during 
sample preparation. As phosphorylation and sulfation of proteins both impart a mass shift 
of 80 Da on serine, threonine and tyrosine residues, distinction between these two types of 
modifications by MS is quite challenging. The data collected in chapter 2 highlight 
important pitfalls with silver staining in the assignment of protein phosphorylation. Based 
on the propensity of the sulfation artifact, the silver and Coomassie staining techniques 
were compared with each other. In order to avoid that phosphorylation sites be                        
mis-identified, MS instruments, such as the LTQ-orbitrap, which provides higher resolution 
and better mass accuracy, should be used and, more importantly, silver staining should be 
completely avoided for accurate identification of phosphorylation sites. Hence, Coomassie 






Chromatin assembly factor, CAF-1, plays an important role in de novo nucleosome 
assembly by specifically bringing histones H3 and H4 molecules to newly synthesized 
DNA, as opposed to non-replicating DNA. CAF-1’s unique ability to promote nucleosome 
assembly onto newly synthesized DNA is achieved through a direct physical interaction 
between its largest subunit and PCNA. As highlighted in the introduction, CAF-1 has been 
identified as a phosphoprotein in vivo. Furthermore, in vitro studies have revealed that 
CAF-1 phosphorylation is controlled by cyclin/CDK2 (CDK) and Cdc7-Dbf4 (DDK). The 
goal of this project, presented in chapter 3, was to understand more clearly how 
phosphorylation regulates CAF-1 function during DNA replication. In order to do so, we 
used a combination of SDS-PAGE followed by LC-MS/MS analysis of 
immunoprecipitated CAF-1 from yeast to show that the largest subunit, Cac1, is 
phosphorylated on novel serine and/or threonine residues. In the second part, we set out to 
assess the functional significance of specific phosphorylation sites identified in CAF-1. 
This was achieved by performing phenotypic assays using mutated versions of Cac1 as well 
as kinase assays to further confirm the protein kinase that phosphorylates specific residues 
on Cac1 in vitro. 
 
Finally, as mentioned, the Hir protein complex in yeast plays a dual role in the 
nucleosome assembly pathway. In addition to binding to histones H3 and H4 and 
promoting their assembly into nucleosomes, Hir proteins contribute to histone gene 
regulation during normal cell cycle progression and DNA repair by transcriptionally 
repressing histone genes when demand for histone synthesis is low. Recent studies have 
demonstrated that the DNA damage checkpoint kinase, Rad53, prevents the accumulation 
of excess histones in response to DNA damage or replication stress during S-phase 
(Gunjan, 2003). In chapter 4, we set out to determine if Hir proteins are a direct target of 
phosphorylation by the DNA damage checkpoint kinases. For this specific goal, we used a 
targeted quantitative MS approach to determine if the level of Hir protein phosphorylation 
is specifically altered during activation or inhibition of the DNA damage checkpoint 




complex in order to gain insights into how phosphorylation might be implicated in 
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Sulfation and phosphorylation are post-translational modifications imparting an 
isobaric 80 Da addition on the side chain of serine, threonine, or tyrosine residues. These 
two post-translational modifications are often difficult to distinguish because of their 
similar MS fragmentation patterns. Targeted MS identification of these modifications in 
specific proteins commonly relies on their prior separation using gel electrophoresis and 
silver staining. In the present investigation, we report a potential pitfall in the interpretation 
of these modifications from silver-stained gels due to the artifactual sulfation of serine, 
threonine, and tyrosine residues by sodium thiosulfate, a commonly used reagent that 
catalyzes the formation of metallic silver deposits onto proteins. Detailed MS analyses of 
gel-separated protein standards and Escherichia coli cell extracts indicated that several 
serine, threonine, and tyrosine residues were sulfated using silver staining protocols but not 
following Coomassie Blue staining. Sodium thiosulfate was identified as the reagent 
leading to this unexpected side reaction, and the degree of sulfation was correlated with 
increasing concentrations of sodium thiosulfate up to 0.02%, which is typically used for 
silver staining. The significance of this artifact is discussed in the broader context of 












Protein phosphorylation represents one of the most important post-translational 
regulatory mechanisms controlling cell function and cell signaling. Over the years, 
significant efforts have been devoted to the identification of phosphorylation sites in a wide 
range of proteins. A number of important studies have identified several thousand sites in 
large scale phosphoproteome experiments (Olsen, 2006; Rikova, 2007; Villen, 2007). More 
than 500 known eukaryotic kinases phosphorylate proteins on serine, threonine, or tyrosine 
residues, and it is estimated that one-third of all proteins are phosphorylated at some stage 
of their life cycle (Mann, 2002; Walsh, 2006; Zolnierowicz, 2000). Changes in the 
phosphorylation status of many receptors, transcription factors, protein kinases and several 
other substrates regulate a diverse array of biological processes including signal 
transduction, gene expression, growth, motility, proliferation, apoptosis, and differentiation 
(Bonenfant, 2003; Hunter, 2000; Mann, 2002; McLachlin, 2001).  
Sulfation is another type of post-translational modification of serine, threonine, and 
tyrosine residues. In contrast to protein phosphorylation, the significance of sulfation in 
modulating protein function and biological processes is poorly understood (Strott, 2002). 
Since the first report of its occurrence in fibrinogen (Moore, 2003), only 275 tyrosine 
sulfated proteins have been reported in the UniProt database (Monigatti, 2006). Tyrosine 
sulfation is mediated by two Golgi membrane-associated protein tyrosylsulfotransferases, 
TPST1 and TPST2, which use 3-phosphoadenosine 5′-phosphosulfate as the sulfate group 
donor (Monigatti, 2006; Moore, 2003; Yu, 2007). Consequently many secretory proteins 
and Golgi membrane-anchored proteins are sulfated on tyrosine residues, including the 
chemokine receptor CCR5, the adhesion molecule P-selectin glycoprotein ligand 1 (PSGL-
1), and coagulation factor VIII (Kehoe, 2000; Monigatti, 2006; Yu, 2007). Generally 




Although sulfation was primarily identified on tyrosine residues, a recent report by 
Medzihradszky et al. (Medzihradszky, 2004) indicated that this modification was also 
found on serine and threonine residues of several eukaryotic proteins, suggesting that its 
cellular function and distribution are more significant than originally suspected. However, 
in contrast to protein phosphorylation, there is no known consensus motif recognized by 
sulfotransferases and no dynamic turnover has been described for sulfation (Kehoe, 2000).  
Studies of the functional consequences of protein phosphorylation and sulfation 
along with the identification of novel substrates are important to refine our knowledge of 
their potential roles in disease progression. In recent years, mass spectrometry (MS) has 
become a powerful tool in large scale quantitative proteomics investigations because of its 
high throughput and high sensitivity capabilities (Baldwin, 2004; Witze, 2007). The 
identification of protein post-translational modifications is typically achieved following 
either one- or two-dimensional gel electrophoresis prior to MS analysis (Mann, 2003). Gel 
electrophoresis provides unparalleled separation of intact proteins, thus enabling the 
resolution of complex cell extracts into bands or spots of minimal complexity. Compared 
with gel-free analysis of complex protein extracts, gel separation enhances the accuracy of 
protein assignment and maximizes the dynamic range of protein identification and their 
modifications. Furthermore many detergents and buffer components that are often 
necessary to solubilize proteins but are incompatible with MS can be conveniently removed 
by gel electrophoresis (Shevchenko, 2006). Protein bands or spots separated by gel 
electrophoresis are commonly visualized by silver staining, which provides relatively high 
sensitivity (∼1–10 ng) compared with Coomassie Blue staining (∼200–300 ng) (Graham, 
2005; Shevchenko, 1996). However, undesirable side reactions of silver staining reagents 
that result in modifications, such as lysine formylation have recently been reported (Metz, 
2006; Osés-Prieto, 2007; Richert, 2004; Shevchenko, 2006). Obviously this artifact can 
lead to ambiguous interpretation given that formylation can be mistakenly assigned to  




In this study, we report another potential pitfall in the analysis of post-translational 
modifications in proteins extracted from silver-stained gels. Sulfation of hydroxylated 
amino acid residues is caused by a side reaction of sodium thiosulfate (Na2S2O3), a 
commonly used agent that catalyzes the reduction of silver nitrate (AgNO3) into metallic 
silver as a prerequisite for protein staining. Detailed analyses of both protein standards and 
E. coli protein extracts separated by gel electrophoresis revealed that several serine, 
threonine, and tyrosine residues exhibited a +80 Da mass shift when analyzed after staining 
with silver but not with Coomassie Blue. High precision mass measurements combined 
with tandem MS analyses were performed using in-gel digests to confirm that the silver 
staining-specific modification corresponded to sulfation rather than protein 
phosphorylation. The extent of sulfation was correlated with increasing concentrations of 

















2.3. Experimental procedures 
2.3.1. Material and reagents 
 
Enolase from the yeast Saccharomyces cerevisiae was purchased from Sigma-
Aldrich. Bacterial proteins were extracted from BL-21(DE3) E. coli cells purchased from 
Stratagene. ERK1 samples were prepared from human HEK293 cells transfected with 
pcDNA3-HAERK1-GST using the calcium phosphate method (12 × 10-cm plates for each 
condition). The pcDNA3-HAERK1-GST vector expresses the hamster ERK1 cDNA with a 
hemagglutinin tag epitope at the N-terminus and a GST sequence at the C-terminus. The 
day after transfection, the medium was changed to a serum-free medium, and the cells were 
starved for 24 h. Then the cells were stimulated for 15 min with 10% serum. After 
stimulation, the cells were washed twice with PBS, frozen in liquid nitrogen, and stored at 
−80°C until analysis. Cells were lysed for 30 min at 4°C in 0.5 ml of lysis buffer (50 mM 
Tris, pH 7.4, 100 mM NaCl, 5 mM EDTA, 1% Triton, 40 mM β-glycerol phosphate, 50 mM 
NaF, 1 mM orthovanadate, 0.1 mM PMSF, 1 mM leupeptin, 1 mM pepstatin) per dish. The 
cellular extracts were cleared by centrifugation for 10 min at 10,000 × g. The supernatants 
were then incubated with 75 µl of glutathione-Sepharose beads for 1.5 h. The beads were 
washed four times in TNET buffer (50 mM Tris-HCl, pH 7.4, 100 mM NaCl, 5 mM EDTA, 
0.5% Triton X-100) and boiled twice in Laemmli buffer for 5 min at 95°C to elute the 
retained ERK1 protein. The concentration of the protein extract was determined using the 
micro-BCA protein assay kit from Pierce. ACN and methanol (MeOH) were purchased 
from Fisher Scientific. Acetic acid was purchased from Fluka Biochemika (Oakville, 
Ontario, Canada). Formic acid (FA) was purchased from EMD Chemicals Inc. (Gibbstown, 
NJ). Sequencing grade modified trypsin was purchased from Promega (Madison, WI). All 




2.3.2. Protein separation by SDS-PAGE 
A total of 2 µg of yeast enolase, 1 µg of ERK1, and 1 µg of E. coli protein extract 
were subjected to electrophoresis through a 4–12% NuPAGE bis-Tris polyacrylamide gel 
(Invitrogen) under denaturing conditions. After electrophoresis, proteins were fixed within 
the polyacrylamide gel by incubating the entire gel in 5% (v/v) acetic acid in a 1:1 (v/v) 
water:ethanol solution. For silver staining, the gel was first sensitized for 1 min using an 
aqueous solution of 0.02% sodium thiosulfate (Na2S2O3) unless otherwise indicated. 
Staining was performed by incubating the gel in 0.1% (v/v) silver nitrate (AgNO3) in water 
for 25 min at 4 °C. Finally the gel was developed in 3% (w/v) sodium carbonate (Na2CO3, 
pH 11.4) containing 0.05% formalin (v/v) in water. The staining was then stopped with a 
solution of 5% (v/v) acetic acid in water. For Coomassie Blue staining, proteins were fixed 
after gel separation and stained in a one-step procedure by incubating the entire gel in 0.1% 
(w/v) Coomassie Brilliant Blue R-250 in a 1:8:11 (v/v/v) acetic acid:methanol:water 
mixture for 1 h at room temperature. The gel was finally rinsed three times in a 1:4:5 
(v/v/v) acetic acid:methanol:water solution at room temperature to visualize protein bands.  
2.3.3. Destaining and in-gel digestion 
 
  Protein bands were excised from the gel and destained in 200 µl of destaining 
solution composed of 30 mM potassium hexacyanoferrate (K3Fe(CN)6) and 100 mM 
Na2S2O3 in a 1:1 ratio for all silver-stained gel bands. For Coomassie Blue-stained gels, the 
destaining process was performed by incubating the gel pieces in 200 µl of a 1:1 (v/v) 
water:ACN solution. Proteins were then reduced with 10 mM DTT in 50 mM ammonium 
bicarbonate (NH4HCO3), pH 8.5 at 56°C for 1 h and alkylated using 55 mM iodoacetamide 
in 50 mM ammonium bicarbonate, pH 8.0 at room temperature for 1 h in the dark. Proteins 
were digested with trypsin in 50 mM ammonium bicarbonate, pH 8.0 at 37 °C for 4 h. 








Dried enolase peptides were dissolved in 20 µl of a freshly prepared saturated 
barium hydroxide (Ba(OH)2) solution. The mixture was incubated at room temperature for 
15 min, and the reaction was terminated by adding 1 µl of 100% FA. The reaction mixture 
was evaporated in a SpeedVac, and the dried peptides were redissolved in 30 µl of 0.2% FA 
in water prior to MS analysis. 
 
2.3.5. Mass spectrometry analysis 
All MS analyses were performed using an LTQ-Orbitrap hybrid mass spectrometer 
with a nanoelectrospray ion source (ThermoElectron, San Jose, CA) coupled to a nano-flow 
LC system (Eksigent, Dublin, Ireland) equipped with a Finnigan AS autosampler (Thermo 
Electron, San Jose, CA). Protein digests were separated using a 10-cm-long, 150-µm-inner 
diameter analytical column and a 4-mm-long, 360-µm-inner diameter trap column packed 
in house with 3-µm C18 particles (Jupiter 300 Å, Phenomenex, Torrance, CA). The mobile 
phase consisted of 0.2% FA in water (solvent A) and 0.2% FA in ACN (solvent B). The 
pump flow rate was set to 0.6 µl/min, and peptide elution was achieved using a linear 
gradient of 5–40% B for the first 53 min followed by a rapid increase to 60% B for the next 
3 min. The conventional MS spectra (survey scan) were acquired at high resolution 
(M/∆M, 60,000 full-width half-maximum) over the acquisition range of m/z 400–1600. Full 
scan MS2 and MS3 spectra were analyzed in the linear trap. Peptides were analyzed in data-
dependent mode where for each 1-s survey scan the three most intense precursor ions with 
intensity above 10,000 counts were selected for MS2 sequencing with a total duty cycle of 
2.5 s. Product ions arising from a neutral loss of 80 Da from the precursor ion were 




spectra from the same precursor ion, a dynamic exclusion window of 0.5 Da was applied 
for 90 s. Mass calibration used either an internal lock mass (protonated (Si(CH3)2O))6; m/z 
445.12057) or external calibration using Calmix (caffeine, MRFA, and Ultramark) and 
typically provided mass accuracy within 5 ppm for all nano-LC-MS experiments.  
2.3.6. Database searching 
MS data were analyzed using the Xcalibur software (version 2.0 SR1). Peak lists 
were then generated using the Mascot distiller software (version 2.1.1, Matrix Science, 
London, UK) where MS processing was done using the LCQ_plus_zoom script. Database 
searches were performed using the search engine Mascot (version 2.1, Matrix Science). For 
all protein analyses, searches were conducted using the NCBInr database containing 
3,310,354 entries (NCBInr March 3, 2006). The error window for experimental peptide 
mass values and MS2 fragment ion mass values were set to ±0.02 and ±0.5 Da, 
respectively. The number of allowed missed cleavage sites for trypsin was set to 1, and 
phosphorylation (Ser, Thr, Tyr), oxidation (Met), deamidation (Asn, Gln) and 
carbamidomethylation (Cys) were all selected as variable modifications. No fixed 
modification was included in the search. Manual inspection of all MS2 and MS3 spectra for 
modified peptides was performed to validate assignments.  
2.3.7. Peptide detection and clustering 
 
Raw data files (.raw) generated from the LTQ-Orbitrap acquisition software were 
converted into text files representing all ions according to their corresponding m/z values, 
retention time, peak width, intensity, and charge state using an in-house peptide detection 
software (Jaitly, 2007). Intensity values above a user-defined intensity threshold (10,000 
counts) were considered for further analysis. Segmentation analyses were performed across 




m/z, charge, and time within a user-defined tolerance (±0.05 m/z and ±1 min). 
Normalization of retention time is then performed on the initial peptide cluster list using a 
dynamic and nonlinear correction. A moving average time window interpolation scheme is 
used to compute the time shifts for each peptide across the different data sets. For replicate 
LC-MS injections, this alignment confines the retention time distribution to less than ±0.1 
min (<0.3% relative standard deviation) on average. The generated unique list of peptide 
clusters allowed the direct comparison of peptide abundance between samples in different 



















2.4.1. Evaluation of staining protocols on the occurrence of protein 
sulfation artifact 
 
In a previous study, silver staining was found to introduce chemical modification 
artifacts on various proteins. More specifically, staining procedures requiring the use of 
formaldehyde resulted in ε-formylation of lysine residues (Osés-Prieto, 2007). In the course 
of preliminary gel electrophoresis experiments on protein standards, we encountered 
another chemical modification artifact associated with the gel staining protocol. To 
illustrate this problem, we analyzed yeast enolase using electrophoresis through an SDS-
polyacrylamide gel, which was then stained with either silver or Coomassie Blue                   
following standard protocols (see “Experimental Procedures”). Bands were excised from 
the gel and digested with trypsin, and the resulting peptides were analyzed by                               
nano-LC-MSn on an LTQ-Orbitrap mass spectrometer. The acquired data were then 
searched against a yeast database using the search engine Mascot to identify modified 
peptides. In total, Mascot identified eight peptides showing an addition of 80 Da in the 
silver-stained enolase sample: 16GNPTVEVELTTEK28, 33SIVPSGASTGVHEALEMR50, 
89AVDDFLISLDGTANK103, 186IGSEVYHNLK195, 244IGLDC(carb)ASSEFFKDGK258 
(C(carb) represents carbamidomethylated cysteine), 259YDLDFKNPNSDK270, 
313TAGIQIVADDLTVTNPKR330, and 359AAQDSFAAGWGVMVSHR375. This 
modification potentially can be assigned to either phosphorylation or sulfation. Analyses of 
all CID tandem mass spectra showed the presence of an abundant fragment ion 
corresponding to a loss of 80 Da from the precursor ion. However, because no fragment 
ions generated from cleavages along the peptide backbone were observed after the neutral 
loss, positive identification of the peptide sequence and the modification site was not 
possible. This is mainly explained by the fact that phospho- and sulfoester bonds are more 




problem, a subsequent MS3 experiment was performed by isolating and fragmenting the 
precursor ion [M + 2H − 80]2+. Consequently extensive backbone fragmentation of the 
modified peptides was achieved, thus enabling sequence assignment of the modified 
peptides. However, upon inspection the fragmentation pattern of these modified peptides 
appeared to be similar to that of the unmodified peptide counterpart, making it impossible 
to confirm the modification site. The MS2 and MS3 spectra of the eight enolase peptides 
exhibiting a mass shift of 80 Da are presented in Figure A1 (Appendix A).  
A manual inspection of the LC-MS chromatogram obtained for the Coomassie Blue-
stained enolase sample revealed no peptide ion exhibiting an 80 Da shift. Figure 2.1 
illustrates the comparison of the abundance for all eight modified peptides obtained from 
the silver- and Coomassie Blue-stained enolase samples. To confirm that the complete 
absence of these modified peptides in the Coomassie Blue staining-derived samples was not 
due to variations in gel loading or mass spectrometry performance, the intensity of four of 
the unmodified yeast enolase peptides (68NVNDVIAPAFVK79, 331IATAIEKK338, 
339AADALLLK346, and 347VNQIGTLSESIK358) was compared between the two conditions 
(Figure 2.1). Unmodified enolase peptides were equally detected in both samples. In 
contrast, peptides bearing a +80 Da mass shift in silver-stained samples were not detected 
in Coomassie Blue-stained samples. This comparison suggests that the presence of this 
artifact is specific to the silver staining procedure. 
  Phosphorylation and sulfation of proteins both impart a mass shift of 80 Da on 
serine, threonine, and tyrosine residues. However, because the mass difference between 
these two types of modification is only 0.0095 Da, the distinction between sulfation and 
phosphorylation cannot be achieved using low resolution mass spectrometers. For 
unambiguous assignment of these modifications, we relied on the LTQ-Orbitrap MS 






Figure 2.1 Intensity distribution of sulfopeptides and unmodified peptides from silver- 
and Coomassie Blue-stained yeast enolase. 
Mass measurements obtained for all eight modified peptides are listed in table 2.1. 
The observed and calculated mass values for each peptide ion were compared for the 
anticipated phosphopeptide and sulfopeptide counterparts. The mass measurements 
obtained for the eight modified peptides (∆M, +80 Da) were in closer agreement with those 
expected for sulfated peptides. For example, the exact mass value for the peptide 
16GNPTVEVELTTEK28 (+80 Da modification) eluting at 31.5 min is 1495.6718 Da. The 
mass difference between the observed and theoretical values for the sulfated or 




the average mass difference between the observed and theoretical values was 1.5 ± 0.5 ppm 
for sulfation compared with −4.3 ± 1.4 ppm for phosphorylation. To provide additional 
evidence that the +80 Da mass shift on each of these modified peptides is due to sulfation, 
the difference between the modified peptide and its unmodified counterpart was also 
calculated. In all cases, the average difference between the modified and unmodified 
peptides was 79.9549 ± 0.0014 Da confirming the presence of a sulfated moiety (79.9568 
Da) and not its phosphorylated counterpart (79.9663 Da).  
Table 2.1 Identification of sulfopeptides from yeast enolase 
Peptide sequence 














IGsSEVYHNLKc 22.4 1238.5602 1238.5590 1.0 79.9528 
IGSEVsYHNLKc 27.1 1238.5600 1238.5590 0.8 79.9526 
IGSEVYHNLK 21.0 1158.6074 1158.6022 4.5 --- 
GNPsTVEVELTTEKc 31.5 1495.6718 1495.6702 1.1 79.9538 
GNPTVEVELTTEK 28.5 1415.7180 1415.7134 3.2 --- 
YDLDFKNPNsSDK  29.1 1534.6248 1534.6236 0.8 79.9546 
YDLDFKNPNSDK 27.4 1454.6702 1454.6666 2.5 --- 
AVDDFLISLDGsTANK  43.4 1657.7514 1657.7494 1.2 79.9560 
AVDDFLIsSLDGTANK  44.0 1657.7528 1657.7494 2.1 79.9574 
AVDDFLISLDGTANK 42.7 1577.7954 1577.7926 1.8 --- 
TAGIQIVADDLTVsTNPKR  36.4 1991.0022 1990.9982 2.0 79.9542 
TAGIQIVADDLsTVTNPKR  40.4 1991.0016 1990.9982 1.7 79.9536 
TAGIQIVADDLTVTNPKR 36.7 1911.0480 1911.0414 3.5 --- 
AAQDsSFAAGWGVMVSHRc 40.2 1868.7964 1868.7924 2.1 79.9563 
AAQDSFAAGWGVMVSHR 38.9 1788.8401 1788.8356 2.5 --- 
IGLDC(carb)ASsSEFFKDGK  36.3 1752.7354 1752.7324 1.7 79.9548 
IGLDC(carb)AsSSEFFKDGKc 37.7 1752.7344 1752.7324 1.1 79.9538 
IGLDC(carb)ASSEFFKDGK 35.3 1672.7806 1672.7756 3.0 --- 
sSIVPSGASTGVHEALEMRc 35.8 1919.8738 1919.8706 1.7 79.9562 
SIVPSGAsSTGVHEALEMR 36.4 1919.8740 1919.8706 1.8 79.9564 
SIVPsSGASTGVHEALEMR 37.0 1919.8732 1919.8706 1.4 79.9556 




adifference between observed and calculated masses,                                                                          
b Mass difference between modified and unmodified peptide (phosphate, 79.9663; sulfate, 
79.9568),                                                                                                                                                       
c
 Sulfate site has not been confirmed by β-eimination. Sulfated residues are in bold.                                                               
The rows with dashes correspond to the unmodified peptides. sS, sulfated serine; sT, 
sulfated threonine; C(carb), carbamidomethylated cysteine; RT, retention time. 
2.4.2. Sulfation artifacts on serine, threonine and tyrosine residues 
Manual inspection of all sulfated peptides identified in the silver-stained enolase 
sample (Figure 2.1) indicated the presence of closely eluting sulfopeptide isomers. For 
example, the reconstructed ion chromatogram for the sulfopeptide 
33SIVPSGASTGVHEALEMR50 at m/z 960.94+2 shows three distinct chromatographic 
peaks eluting within 2 min from each other (Figure 2.2a). Interestingly this peptide contains 
three serine residues and a threonine residue that can be potentially sulfated. This was also 
observed with other sulfopeptides such as 259YDLDFKNPNSDK270 (one serine residue) 
and 244IGLDC(carb)ASSEFFKDGK258 (two serine residues) where one and two 
chromatographic peaks appeared, respectively. It is noteworthy that peptides containing 
other hydroxylated residues, such as threonine and tyrosine, also showed                           
additional peaks. For example, 186IGSEVYHNLK195, 313TAGIQIVADDLTVTNPKR330, 
and 359AAQDSFAAGWGVMVSHR375 all comprised isomeric elution doublets. On the 
other hand, not all peptides containing more than one modified residue (serine, threonine, 
or tyrosine) presented multiple chromatographic peaks. This was the case for peptides 
259YDLDFKNPNSDK270 and 16GNPTVEVELTTEK28.  
Confirmation of the identity of the sulfopeptide isomers was obtained from detailed 
examination of MS2 and MS3 spectra. For example, sulfopeptides 
33SIVPSGASTGVHEALEMR50 at m/z 960.94+2 eluting at 35.8, 36.4, and 37.0 min are 
presented in Figure 2.2a. The MS2 spectra extracted from the three corresponding peptides 
all showed a prominent loss of SO3 [M + 2H − 80]




spectra of the sulfated fragment ions all showed identical fragmentation patterns confirming 
the presence of sulfopeptide isomers of 33SIVPSGASTGVHEALEMR50 (Figure 2.2c). 
a)                                                                   b) 








Figure 2.2 Identification of modified peptides from yeast enolase. a) Reconstructed ion 
chromatogram of m/z 960.94 from silver and Coomassie Blue stained gel bands. The ion 
was undetectable in the Coomassie Blue stained band. b) Reconstructed ion chromatogram 
of m/z 911.96 following β-elimination using Ba(OH)2 of sulfopeptide shown in a. c) First 
generation (MS2) product ion spectrum of m/z 960.94 (left) and second generation (MS3) 
product ion spectrum of m/z 920.85 (right) obtained from precursor m/z 960.94. d) MS2 
product ion spectrum of two isomeric β-elimination peptides eluting at 38.4 and 39.3 min. 
The prompt dissociation of the sulfate group from the modified peptide during low 
energy collisional activation precludes the precise localization of the modified residue(s). 





corresponding cleavage products using LC-MS2 as described previously for sulfation 
(Medzihradszky, 2004), phosphorylation (Oda, 2001b; Thompson A.J., 2003), and O-
glycosylation (Greis, 1996; Wells, 2002). The alkaline hydrolysis of phosphoester or 
sulfoester bonds leaves readily traceable β-elimination products that correspond to the 
dehydrated form of the modified residues (i.e. dehydroalanine and dehydroaminobutyrine 
for modified serine and threonine, respectively).  
Prior to nano-LC-MS, peptides derived from a silver-stained enolase gel band were 
subjected to the β-elimination reaction using an aqueous solution of Ba(OH)2. Data 
obtained for the β-elimination products of the sulfopeptide 33SIVPSGASTGVHEALEMR50 
are presented in Figure 2.2b,d. The corresponding peptide ion at m/z 911.96+2 eluted at 
three different chromatographic retention times: 37.7, 38.4, and 39.3 min (Figure 2.2b). 
Interestingly the elution profile of the β-elimination product peptide is similar to that of its 
sulfated counterpart (Figure 2.2a). However, after β-elimination, all three peptide isomers 
eluted 2 min later than their sulfated counterparts. This trend is consistent with the notion 
that loss of the sulfate group caused by β-elimination favors the formation of a more 
hydrophobic counterpart (Chalmers, 2004) (e.g. the conversion of a sulfated serine into 
dehydroalanine). The MS2 spectra of the two main peptides eluting at 38.4 and 39.3 min 
yielded characteristic y-ions that enabled a straightforward identification of the modified 
residues (Figure 2.2d). Indeed the form of the peptide ion 33SIVPSGASTGVHEALEMR50 
eluting at 38.4 min generated a fragment ion at m/z 1211.5 (y11) corresponding to the 
dehydroalanine conversion of a sulfated Ser-8 residue. In contrast, the peptide ion eluting at 
39.3 min did not generate a fragment at m/z 1211.5. Rather a peak at m/z 1229.5, assigned 
to an unmodified serine at y11, was detected. The exact sulfation site was assigned to Ser-5 
due to the presence of a fragment ion at m/z 1426.6 corresponding to the dehydroalanine 
generated after β-elimination. Unfortunately the modified peptide eluting at 37.7 min did 
not yield an MS2 spectrum of sufficient quality for unambiguous identification of the 
remaining site, thus leaving either Ser-1 or Thr-9 as possible modification sites. It is 




This is because of the fact that β-elimination on pTyr is inefficient and does not lend itself 
to the identification of these modified residues (Chalmers, 2004). In addition, β-elimination 
of serine residues flanked by specific amino acids (such as pSer-Pro) is not favored, and 
pThr is 20 times less susceptible than pSer to undergo this reaction (Byford, 1991; Li, 
2003). Therefore, the site of modification was inferred on other potential sulfated serine, 
threonine, and tyrosine residues when MS2 spectra were not available. These results show 
that the silver staining-induced sulfation artifact affects serine, threonine, and tyrosine 
residues randomly.                                                                                                                       
2.4.3. Sodium thiosulfate gives rise to protein sulfation artifacts 
Na2S2O3 is a reducing agent used to sensitize proteins prior to metallic silver 
deposition on the side chains of amino acids. This pre-treatment of the gel greatly improves 
the silver staining method by increasing the sensitivity and the contrast of the stain 
(Chevallet, 2006). Because this chemical is the only potential source of sulfate used in the 
procedure, we investigated its effect on sulfation of serine, threonine, and tyrosine residues 
during silver staining. Yeast enolase was subjected to gel electrophoresis and then stained 
with silver using increasing concentrations of Na2S2O3 (0–0.02%). MS analysis of the 
tryptic digests of yeast enolase revealed a linear relationship between the abundance of 
sulfopeptide artifacts and the concentration of Na2S2O3 used during the sensitizing step 
(Figure 2.3).   
The eight sulfopeptides described previously (Table 2.1) all showed increasing 
levels of sulfation that were correlated with the Na2S2O3 concentration (Figure 2.3). On the 
other hand, the intensity of four unmodified yeast enolase peptides was not affected by 
increasing Na2S2O3 concentration. In the complete absence of Na2S2O3, no enolase 
sulfopeptide was detected. This result indicates that Na2S2O3, which is also used later 
during the destaining process prior to MS analysis, does not contribute to the formation of 




introduced on serine, threonine, and tyrosine side chains during the silver staining process 
is caused by sodium thiosulfate. The omission of thiosulfate prevents the formation of this 
artifact but has a major drawback. Decreasing the amount of Na2S2O3 markedly reduces the 











Figure 2.3 Influence of sodium thiosulfate concentration on the abundance of silver 
stained-induced sulfopeptides. Peptides identified from product ion spectra are shown 






2.4.4. Sulfation artifact caused by silver staining of phosphorylated 
ERK1 
We found that proteins extracted from silver-stained gels undergo artifactual 
sulfation that can potentially be mistaken for genuine phosphorylation. To demonstrate the 
impact of this artifact on the interpretation of real phosphorylation sites and to investigate 
further how these two types of modifications can be distinguished from each other, we 
analyzed ERK1 samples. ERK1 is a mitogen-activated protein kinase that is strongly 
activated in response to various extracellular stimuli and plays a pivotal role in mediating 
signal transduction (Roux, 2004). Activation of ERK1 is achieved through its 
phosphorylation on two conserved residues, Thr-202 and Tyr-204, that are located within 
its activation loop (Butch, 1996). Therefore, ERK1 provides an adequate model protein to 
distinguish sulfation artifacts from real phosphorylation events within a single protein. 
ERK1 samples isolated from HEK293 cells were separated by SDS-PAGE and then stained 
with either silver or Coomassie Blue. Protein bands were excised, digested with trypsin, 
and analyzed by MS. We obtained sequence coverage of 59% (23 peptides) and 69% (26 
peptides) for silver- and Coomassie Blue-stained ERK1, respectively. Among the 23 
peptides detected in the silver-stained band of ERK1, we identified seven peptides bearing 
a +80Da modification (Table 2.2). The precise mass of each detected peptide                             
was measured and compared with the calculated mass values for the corresponding 
phospho- and sulfopeptides. The mass of five peptides (157YIHSANVLHR166, 
167DLKPSNLLINTTCDLK182, 213APEIMLNSK221, 311MLTFNPNKR319, and 
361LKELIFQETAR371) were in close agreement with the expected mass for sulfopeptides. 
Interestingly one additional peptide exhibiting a +80 Da mass shift, 
192IADPEHTGFLTEYVATR208, eluted at 28.5 and 30.7 min.  
These two species correspond to phosphorylated and sulfated analogs, respectively 
(Figure 2.4a). As shown in table 2.2, the peptide eluting at 28.5 min had a measured mass 




Conversely the peptide eluting at 30.7 min was assigned to a sulfopeptide (−1.4 ppm) and 
not to the corresponding phosphopeptide because of the larger mass difference (−5.7 ppm). 
MS/MS analyses of the peptide eluting at 28.5 min showed an abundant fragment ion at m/z 
1077.762+ corresponding to the loss of 98 Da (−H3PO4) from the precursor ion together 
with low intensity fragment ions enabling the sequence assignment and the identification of 
the phosphorylation site on Thr-202 (Figure 2.4b). Phosphorylation at this residue 
represents one of two known phosphorylation sites (Thr-202 and Tyr-204) that can be 
independently phosphorylated in ERK1 (Ballif, 2005). The observed fragmentation pattern, 
particularly the loss of 98 Da, is characteristic for phosphopeptides and is generally seen 
when serine and threonine residues are phosphorylated. Figure 2.4c shows the MS/MS 
spectrum of the sulfopeptide eluting at 30.7 min where an abundant loss of 80 Da (−SO3) 
from the precursor ion at m/z 1086.782+ is observed instead of the 98-Da loss (H3PO4) 
commonly detected for phosphopeptides. In addition, no fragment ion allowing the 
sequencing of the peptide was detected in striking contrast to the phosphopeptide 
fragmentation. Hence the sulfopeptide required a subsequent MS3 analysis for proper 
sequence assignment (Figure 2.4d). The five remaining sulfopeptides also produced a 
neutral loss of 80 Da from the precursor ion. These are presented in Figure A2 (Appendix 
A). We performed β-elimination by alkaline hydrolysis using Ba(OH)2 to identify the exact 
residues that were sulfated. The assignment of sulfation sites based on these analyses is 
shown in Table 2.2. Results obtained using the phosphoprotein ERK1 demonstrate that 
differentiation between the sulfation artifact and real phosphorylation is relatively 
straightforward using instruments that provide high mass accuracy. Otherwise manual 
validation of the MS/MS spectra along with the detection of the signature [M + 2H − 98]2+ 






Table 2.2 Identification of modified peptides from ERK1 
Peptide sequence 














APEIMLNsSK 28.2 1081.4799 1081.4784 1.4 79.9563 
APEIMLNSK 26.5 1001.5236 1001.5215 2.1 --- 
MLsTFNPNKR 31.6 1199.5462 1199.5427 2.9 79.9587 
MLTFNPNKR 27.3 1119.5875 1119.5859 1.4 --- 
YIHsSANVLHR 23.8 1288.6003 1288.5982 1.6 79.9564 
YIHSANVLHR 20.6 1208.6439 1208.6414 2.1 --- 
LKELIFQEsTAR 35.2 1426.7165 1426.7126 2.7 79.9587 
LKELIFQETAR 33.2 1346.7578 1346.7558 1.5 --- 
DLKPSNLLINTsTC(carb)DLK 42.6 1923.9315 1923.9281 1.8 79.9585 
DLKPSNLLINTTC(carb)DLK 35.5 1843.9730 1843.9713 0.9 --- 
IADPEHDHTGFLsTEYVATR 30.7 2250.9819 2250.9851 -1.4 79.9558 
IADPEHDHTGFLpTEYVATR 28.5 2250.9907 2250.9946 -1.7 79.9646 
IADPEHDHTGFLTEYVATR 30.9 2171.0261 2171.0283 -1.0 --- 
                                                                                                                                                                                                                                           
a Difference between experimental and calculated masses                                                                        
b Mass difference between modified and unmodified peptide (phosphate, 79.9663; sulfate, 
79.9568) Modified residues are in bold. The rows with the dashes correspond to the 
unmodified peptides. sS, sulfated serine; pT, phosphorylated threonine; sT, sulfated 
threonine; C(carb), carbamydomehtylated cysteine; RT, retention time           
 
                                                                                                                             
2.4.5. Sulfation artifacts in silver-stained bacterial proteins 
To determine whether the sulfation artifact occurs in a broad range of proteins, 
protein extracts from E. coli were resolved by SDS-PAGE and stained either with silver or 
Coomassie Blue. The most prominent bands at 45 (band 1) and 33 kDa (band 2) were 
excised from silver- and Coomassie Blue-stained gels and digested with trypsin prior to 
LC-MS/MS analyses (Figure 2.5a). Mascot search results provided a list of all the 




MS2 spectra containing a neutral loss of 80 Da from assigned and unassigned mass spectra. 










Figure 2.4 Identification of modified peptides derived from ERK1. a) Reconstructed 
ion chromatogram of m/z 1126.50 from silver-stained gel bands. b) First generation product 
ion spectrum (MS2) of m/z 1126.50 eluting at 28.5 min. c) First generation product ion 
spectrum of m/z 1126.50 eluting at 30.7 min. d) Second generation product ion spectrum 
(MS3) of m/z 1086.78 obtained from precuror 1126.50 eluting at 30.7 min. 
Some of these assignments were based exclusively on peptide mass fingerprints and 
the presence of a neutral loss of 80 Da in the MS2 spectra. In addition, others were obtained 
from their MS3 spectra, thus enabling sequencing of the peptide and a more direct 
confirmation of the identity of the protein of origin (Figure A3, Appendix A). Analysis of 
a)                                         b) 




the silver-stained band at ∼45-kDa molecular mass revealed the presence of nine 
sulfopeptides (Figure 2.5b-e). It is noteworthy that no sulfopeptide was detected from the 
Coomassie Blue-stained gel of the corresponding band. All detected sulfopeptides 
corresponded to elongation factor Tu (EF-Tu), an abundant 43-kDa protein that plays an 
essential role in protein biosynthesis (Lippmann, 1993). However, to our knowledge, no 
EF-Tu sulfation in bacteria has been reported thus far. To compare EF-Tu sulfation in 
silver- and Coomassie Blue-stained samples, all unique peptide identifications with Mascot 
scores above 25 were clustered together. All the observed changes are represented in a 
scatter plot (Figure 2.5b). The comparison of peptides from silver- and Coomassie Blue-
stained bands indicated that 84% (1115) of all 1329 ion clusters (including unmodified EF-
Tu ions) showed less than a 2-fold change in abundance between the two conditions, 
whereas 15% (205) of these same ion clusters showed, on average, a change in abundance 
of 56-fold. This inconsistency in peptide detection for unaffected peptides across the two 
conditions can be explained by the fact that reproducible cutting of gel bands at equal 
molecular weights cannot be fully achieved without variations because of manual handling 
of the gels. Nevertheless because the vast majority of peptides are reproducibly detected in 
both samples and unmodified EF-Tu peptides are equally present in both conditions, the 
abundance of EF-Tu sulfopeptides in silver- and Coomassie Blue-stained samples can be 
efficiently compared. A comparison of the proportion of sulfated and unmodified peptides 
from EF-Tu indicated that less than 1% (nine) of total peptides was identified as EF-Tu 
sulfopeptides in the silver-stained sample. For instance, the reconstructed ion 
chromatogram for the sulfopeptide VGEEVEIVGIKETQK at m/z 869.36+2 that eluted at 
32.9 min and displayed a prominent loss of 80 Da in the silver-stained sample was 
completely absent in the Coomassie Blue-stained condition (Figure 2.5c-e). Accurate mass 
measurements further confirmed that all modified residues bearing a +80-Da shift 
corresponded to sulfation artifacts. Finally the analysis of silver and Coomassie Blue 
staining-derived samples for the gel band at 33 kDa also identified several proteins with 














Figure 2.5 Identification of sulfopeptide artifacts from silver and Coomassie Blue 
stained gels of E. coli cell lysate (TCL). a) Silver (left lane) and Coomassie Blue (right 
lane) stained gels. b) Scatter plot distribution of ion intensities for the peptides identified 
from silver and Coomassie band 1 (shown in a). c) Reconstructed ion chromatogram of m/z 
869.36 from silver and Coomassie Blue stained sample. d) First generation (MS2) product 
ion spectrum of m/z 869.36. e) Second generation (MS3) product ion spectrum of m/z 
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Figure 2.6 Identification of sulfopeptide artifacts from silver and Coomassie Blue-
stained gel band 2 (33 KDa identified in figure 2.5a) from E. coli cell lysates. b) Scatter 
plot distribution of ion intensities for the peptides identified from silver and Coomassie 
blue stained band. c) Reconstructed ion chromatogram of m/z 943.96 from silver and 
Coomassie Blue stained sample. The m/z 943.96 was undetectable in the Coomassie-blue 
stained band. d) First generation (MS2) product ion spectrum of m/z 943.96. e) Second 
generation (MS3) product ion spectrum of m/z 904.16 obtained from precursor m/z 943.96. 
 a)                                                                                   b)                                                           
 





In this study, we report the identification of sulfation as a chemical modification artifact 
introduced during silver staining of proteins separated by polyacrylamide gel 
electrophoresis. The analysis of enolase, ERK1 and proteins from bacterial cell lysates 
derived from silver-stained gels all showed several peptides presenting a +80 Da 
modification on serine, threonine, and tyrosine residues. Sulfated peptides were not found 
in samples derived from Coomassie Blue-stained gels. The occurrence of this artifact is of 
particular concern for studies requiring the identification of protein phosphorylation sites 
using silver-stained gels and appropriate staining procedures must be used to avoid 
ambiguous assignment.  
To identify and characterize post-translational modifications of specific proteins, most 
proteomics laboratories require high resolution separation methods, such as one- or two-
dimensional polyacrylamide gel electrophoresis in combination with mass spectrometry. 
Sensitive gel staining methods enabling the detection of proteins present at low nanogram 
levels are also necessary for most proteomics applications (Gharahdaghi, 1999). For this 
purpose, silver staining is a versatile and MS-compatible method providing low nanogram 
detection sensitivity (Shevchenko, 1996). We have shown that sulfation of specific residues 
does occur during the silver staining procedure due to sodium thiosulfate, a reducing agent 
used to sensitize the gel prior to the addition of silver nitrate, thus enhancing the sensitivity 
and contrast of the staining (Rabilloud, 1990). Formaldehyde, an alternative reagent 
commonly used in silver staining, generates intramolecular cross-links, leading to low 
peptide recovery for MS analysis. Formaldehyde also gives rise to formylation artifacts on 
lysine residues (Osés-Prieto, 2007).  
The chemistry of silver staining is well understood and is mediated through the binding 




subsequent reduction to free metallic silver under alkaline conditions (Granvogl, 2007; 
Patras, 1999; Rabilloud, 1990). In addition, the terminal sulfur atom of sodium thiosulfate 
has a high affinity for soft metals such as silver and forms a reactive metallic intermediate 
(Herrmann, 1986). Accordingly we propose that, during the staining procedure, the 
interaction of silver ions with sodium thiosulfate might activate this reducing reagent prior 
to subsequent nucleophilic reactions with free hydroxyl groups of serine, threonine, and 
tyrosine residues. A proposed mechanism is presented in Figure 2.7. As a result, this 
reaction would promote the chemical modification of residues through sulfation while 








Figure 2.7 Proposed mechanism for sulfation of hydroxylated amino acids in silver-
stained gels. Sodium thiosulfate reduces silver ions to form a reactive metallic intermediate 
that is then subject to nucleophilic attack by the lone electron pairs of hydroxylated residues 
(shown here for Ser). The thiosulfate intermediate can reduce a second silver ion proximal 
to acidic residues to produce Ag2S necessary for visualizing the gel-separated protein and 




It is noteworthy that sulfation appears to preferentially modify specific hydroxylated 
amino acids among all available Ser, Thr, and Tyr residues. For example, yeast enolase 
contains a total of 64 hydroxyamino acids (32 serine, 19 threonine, and 13 tyrosine 
residues), but only 14 (eight serine, five threonine, and one tyrosine residues) were 
detectably sulfated following silver staining (Table 2.1). This could be explained in part by 
the local environment influencing the nucleophilic substituents and hence the reactivity of 
the hydroxyl group of serine, threonine, and tyrosine side chains such as observed 
previously for ε-methyl-Lys residues of calmodulin (Zhang, 1993). Moreover the 
occurrence of protein sulfation from silver staining is likely influenced by the binding of 
silver ions to individual amino acids. Indeed previous reports indicated that silver ions bind 
predominantly to sulfhydryl and carboxylate moieties (Granvogl, 2007; Rabilloud, 1990), 
suggesting that Ser, Thr, and Tyr proximal to Asp, Glu, Met, and Cys residues may have a 
higher propensity to be sulfated. We examined the distribution of six residues on either side 
of the sulfated amino acid identified in enolase and ERK1 using WebLogo (Crooks, 2004). 
These analyses revealed that a higher frequency of acidic residues was found proximal to 
the modified site (Figure 2.8). Obviously these consensus motif analyses are limited to the 
linear sequence immediately next to the modified residues and additional neighboring 
amino acids might contribute to sulfation depending on the local protein conformation, 
notwithstanding the fact that silver staining is usually performed after electrophoresis in the 
presence of SDS. The requirement of proximal sulfhydryl or carboxylate moieties for the 
sulfation of neighboring hydroxylated residues also suggests that proteins rich in basic 
amino acids would be less susceptible to undergo protein sulfation.  
Sulfation also changes the polarity of hydroxylated residues, rendering them more 
susceptible to form ionic interactions with nearby ionizable moieties. In most cases that we 
examined, we noticed that sulfopeptides generally eluted 1–5 min later than their 
unmodified counterparts (Table 2.1 and Table 2.2). This observation suggests that 
sulfopeptides are generally more hydrophobic than their unmodified peptides under the 




explained by the formation of salt bridges between the sulfonyl group and adjacent basic 
moieties (N-terminal NH2; internal His, Lys, or Arg; and/or C-terminal Lys or Arg 
residues) similar to those observed previously for phosphopeptides (Marcantonio, 2008). 
The extent of the retention time shift could also be influenced by secondary structural 




Figure 2.8 Distribution of 6 residues on either side of the sulfated amino acids 
identified in enolase and ERK1 using weblogo. 
We also evaluated the degree of modification on yeast enolase by comparing the 
relative abundance of the sulfopeptides with their corresponding unmodified counterparts. 
We determined that the population of modified peptides represents ∼2% of the unmodified 
peptides based on average intensity ratios, suggesting that protein sulfation is a relatively 
low yield side reaction under the present silver staining conditions (0.02% sodium 
thiosulfate). Analyses of E. coli extracts also revealed that only the most abundant proteins 
identified by Mascot showed peptides bearing this modification. Taken together, these 
results indicate that the extent of sulfation artifacts detectable from silver-stained gels 
depends not only on the amino acid distribution but also on the relative proportion and 
abundance of a given protein within a band or spot. Consequently protein sulfation should 
be taken into consideration when analyzing silver-stained bands or spots derived from 
partially purified samples obtained by immunoaffinity or conventional protein purification.  
Protein sulfation caused by silver staining can also be problematic when trying to 




nature of protein phosphorylation in vivo can result in purified samples where less than 1–
2% of the protein is phosphorylated (Reinders, 2005). Consequently protein sulfation 
caused by silver staining can possibly interfere with the identification of genuine 
phosphorylation sites. Phosphopeptide isolation methods using IMAC or TiO2 media are 
also likely to enrich indiscriminately isobaric sulfopeptides and phosphopeptides from in-
gel tryptic digests, thus rendering their distinction even more challenging. A case in point is 
the identification of modified residues from ERK1 where we identified seven peptides 
bearing the +80 Da modification, but only one (Thr-202) was a genuine phosphorylation 
site located within the activation loop of the kinase. The observation of these low 
abundance modified peptides could easily have been erroneously assigned to 
phosphorylation in the absence of further structural validation. The possibility of obtaining 
accurate mass measurements together with first and second generation fragment ion spectra 
within the same LC-MS analysis was essential for the correct assignment of modified 
peptides. The use of a lock mass on the Orbitrap instrument enabled mass measurements 
within 5 ppm of the calculated values thus making it possible to distinguish between 
sulfation and phosphorylation as shown here for two isobaric ERK1 modified peptides. 
Obviously identification based on mass measurements would not be possible with lower 
resolution and mass accuracy instruments, and proper differentiation between these two 
isobaric modifications would rely only on distinct fragmentation patterns.  
The fragmentation behavior of phosphopeptides and sulfopeptides has been studied 
extensively over the past years (DeGnore, 1998; Medzihradszky, 2004; Medzihradszky, 
2007; Nemeth-Cawley, 2001; Syka, 2004). Cleavage of the phosphoester bond leading to a 
loss of H3PO4 through β-elimination is observed under collisional activation except for 
phosphorylated Tyr residues that typically retain this modification. Characteristic fragment 
ions displaying a +80 or a −18 Da shift compared with the unmodified peptide serve as 
hallmark ions to identify the modification sites of phosphopeptides containing serine and 
threonine residues. In contrast, sulfopeptides examined as part of this study all exhibited an 




fragment ions. Although this fragmentation feature can be used to identify potential 
sulfopeptides, the sequence of the corresponding peptide could only be revealed following 
second generation product ion spectra (MS3). However, the prompt loss of SO3 from the 
precursor ion leaves an intact serine or threonine residue with fragmentation features 
identical to that of the unmodified peptide (data not shown). Although collisional activation 
dissipates sufficient vibrational energy in the product ions to favor dissociation of the labile 
SO3 group, a recent study indicated that sulfopeptides are also more susceptible to undergo 
this neutral loss during electron capture dissociation (ECD) compared with their 
corresponding phosphopeptide analogs (Medzihradszky, 2007). This loss was less 
prominent using electron transfer dissociation (ETD), although several fragments ions were 
shown to eliminate SO3 (Medzihradszky, 2007; Syka, 2004). Interestingly the replacement 
of the sulfate proton with an alkali ion such as Na+ appeared to stabilize the prompt loss of 
SO3, thereby favoring the identification of the modification site in ECD or ETD 
experiments (Medzihradszky, 2007). However, ECD or ETD product ion spectra of 
modified peptides display c- and z-fragment ions bearing the intact sulfated or 
phosphorylated moieties and could lead to misassignment of phosphopeptides during the 
analysis of in-gel digests of silver-stained bands.  
Finally the mistaken assignment of artifact sulfopeptides as real phosphorylated 
peptides is greatly dependent on the type of MS system used to perform the analysis. It is 
noteworthy that collisional activation of sulfopeptides performed using the LTQ-Orbitrap 
and Q-TOF instruments generated product ion spectra that greatly differ in their peptide 
fragmentation patterns. For example, MS2 spectra acquired on the LTQ-Orbitrap are 
dominated by an abundant neutral loss of SO3 (−80 Da). Sequence assignment of the 
modified peptide therefore requires an additional step of isolation and fragmentation (MS3). 
On the other hand, MS2 spectra of sulfopeptides obtained from a Q-TOF instrument display 
extensive fragmentation along the peptide backbone in addition to the neutral loss of SO3 
Figure A4 (Appendix A). Search engines such as Mascot use probability scores to match 




databases. Consequently sulfopeptides analyzed on the ion trap will have very low scores 
and will remain unassigned after database searching. The possibility of identifying silver 
stain-induced sulfopeptide artifacts and misassigning them as phosphopeptides is greatly 
reduced when analyses are performed on the LTQ-Orbitrap.  
In view of the frequent occurrence of sulfation artifacts and the wide use of colloidal 
silver as a stain compatible with MS identification of gel-separated proteins, users must be 
aware of this specific problem to avoid misinterpretation of results. This is particularly true 
for the identification of low abundance phosphopeptides or genuine sulfopeptides that can 
be isolated from in-gel digests of silver-stained bands where the sulfation artifacts can be 
easily misidentified as the more common isobaric modification. Alternate stains such as 
Coomassie Blue or SYPRO dyes that do not require thiosulfate reagents could be used to 
minimize this artifact when characterizing phosphopeptides or sulfopeptides from in-gel 
digests. The accessibility of MS equipment providing high accuracy mass measurements 
(<5 ppm) combined with sensitive multistage fragment ion spectra is critical to obtain 
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Chromatin Assembly Factor 1 (CAF-1), is an evolutionarily conserved protein that 
plays an important role in de novo nucleosome assembly by directly depositing newly 
synthesized histones H3 and H4 behind DNA replication forks. CAF-1 is composed of 
three polypeptide subunits termed Cac1, Cac2 and Cac3 in yeast. Although phosphorylation 
of some CAF-1 subunits has been previously reported, the sites of modification and their 
physiological significance are not known. This study reports a comprehensive identification 
of phosphorylation sites in CAF-1 purified from Saccharomyces cerevisiae. We identified 
five phosphorylation sites in the Cac1 subunit, including Ser-503 that is evolutionary 
conserved and is phosphorylated by Cdc7/Dbf4 in vitro. Site-directed mutagenesis 
experiments indicated that Ser-503 phosphorylation is important for heterochromatin-
mediated silencing of reporter genes integrated into sub-telomeric regions. In contrast, a 
lack of Cac1 Ser-503 phosphorylation has no effect on other known functions of CAF-1 
such as DNA damage resistance or the role of pericentric chromatin in mitotic chromosome 
segregation. These results demonstrate that phosphorylation of Cac1 Ser-503 separates its 














In eukaryotic cells, genomic DNA is tightly packaged within the nucleus into a 
structure known as chromatin. Chromatin assembly largely depends on histone chaperones 
involved in depositing histones onto DNA to form nucleosomes. Each nucleosome is 
composed of 147 base pairs of DNA wrapped nearly twice around an octamer of histone 
proteins containing two molecules each of the histones H2A, H2B, H3 and H4 (Luger, 
1997). Formation of this nucleoprotein complex has a profound influence on a variety of 
biological processes important for genome function, including gene expression, DNA 
damage resistance and the maintenance of genomic integrity. Proliferating cells are faced 
with the dual challenge of not only of correctly replicating their DNA, but also of faithfully 
duplicating chromatin structures that need to be transmitted to daughter cells. The process 
of chromatin assembly has profound implications for the transmission of epigenetic marks, 
such as histone modifications, from parental cells to daughter cells. Duplication of 
chromatin structure is carried out as replication of DNA is proceeding during S-phase of the 
cell cycle (Krude, 2001). A crucial protein whose function is tightly linked to DNA 
replication is Chromatin Assembly Factor 1 (CAF-1), a protein composed of three 
evolutionarily conserved subunits termed p150, p60 and p48 in human cells and Cac1, 
Cac2 and Cac3 in yeast. CAF-1 plays a unique role in de novo nucleosome assembly by 
directly depositing newly synthesized histones H3 and H4 containing specific acetylation 
patterns onto nascent DNA behind replication forks (Kaufman, 1995; Krude, 1995; 
Marheineke, 1998; Verreault, 1996). In vitro and in vivo studies demonstrated that CAF-1 
plays an important role in replication-coupled nucleosome assembly and is essential for 
viability of human cells (Hoek, 2003; Nabatiyan, 2004). Unlike in human cells, CAF-1 is 
dispensable for viability in budding yeast. Hence, Saccharomyces cerevisiae is a valuable 
model organism to study CAF-1 mutations without compromising cell viability. In 
Saccharomyces cerevisiae, disruption of genes encoding the CAF-1 subunits results in 




heterochromatic regions, notably sub-telomeric regions, rDNA repeats and the silent mating 
type loci (Enomoto, 1998, 1997; Game, 1999; Kaufman, 1997; Linger, 2005; Monson, 
1997). A synergistic reduction in silencing of reporter genes integrated near telomeres 
(hereafter termed telomeric silencing), increased sensitivity to MMS and proliferation 
defects are observed when CAC gene mutations are combined with mutation in any of the 
genes encoding the four subunits of another nucleosome assembly factor known as the Hir 
protein complex. This suggests that CAF-1 and the Hir protein complex act in redundant de 
novo assembly pathways (Kaufman, 1998; Qian, 1998; Sharp, 2002). Consistent with this, 
defects in chromatin structure are more prominent in cells lacking both CAF-1 and Hir 
proteins than in single mutants.  
 
In both yeast and human cells, CAF-1 preferentially promotes nucleosome assembly 
onto newly replicated DNA, as opposed to non-replicating DNA. This specificity is 
achieved through a direct interaction between human p150 (yeast Cac1) and a replication 
factor known as Proliferating Cell Nuclear Antigen (PCNA) (Krawitz, 2002; Shibahara, 
1999). PCNA is a homo-trimeric ring-shaped protein that is essential for tethering DNA 
polymerases to sites of DNA synthesis during replication and repair (Moldovan, 2009). 
Several biochemical and genetic studies in yeast and human cells have firmly established 
that the interaction between the largest subunit of CAF-1 and PCNA is necessary for its 
role in replication-coupled nucleosome assembly. In addition, critical surfaces of p150 and 
PCNA have been identified as essential for CAF-1 function in DNA replication and DNA 
repair-coupled nucleosome assembly (Moggs, 2000). For example, specific PCNA 
mutations that reduce heterochromatin-mediated silencing in yeast also weaken PCNA 
binding to CAF-1 in vitro and significantly decrease the association of Cac1 with chromatin 
in vivo (Zhang, 2000). Furthermore, a recent study has found that the p150 subunit of    
CAF-1 contains two distinct PCNA interacting peptides termed PIP1 and PIP2 (Ben-
Shahar, 2009). PIP2 presents a single amino acid substitution from the PIP consensus 
sequence present in many other proteins. The highly conserved glutamine residue present in 




single amino acid difference from the consensus, PIP2 binds weakly to PCNA in vitro but, 
in spite of this, PIP2 is essential for CAF-1 mediated replication-dependent nucleosome 
assembly in vitro and for targeting CAF-1 to DNA replication foci in vivo. This suggests 
the existence of another level of regulation that controls the affinity of CAF-1 PIPs for 
PCNA and, ultimately, the function of CAF-1 in vivo.  
 
Human p150 is directly phosphorylated in vitro by Cdc7/Dbf4, a conserved protein 
kinase that is essential for initiation of DNA replication. Phosphorylation of p150 increases 
its affinity for PCNA and thereby promotes replication-dependent nucleosome assembly in 
vitro (Gerard, 2006). In addition, several lines of evidence support the notion that reversible 
protein phosphorylation regulates the function of CAF-1 both in vivo and in vitro. First, 
based on metabolic labelling with [32P] orthophosphate, the p150 and p60 subunits of   
CAF-1 are phosphorylated in vivo. Second, the activity of S-phase specific kinases 
(Cdc7/Dbf4 and cyclin A/E-dependent kinases) and phosphatases promote the nucleosome 
assembly activity of CAF-1 in vitro (Gerard, 2006; Keller, 2000). Moreover, 
phosphorylation of CAF-1 is induced in response to UV irradiation of human cells 
(Martini, 1998).  Although these studies are interesting, neither the sites of phosphorylation 
nor their in vivo function were established.  
 
In order to obtain a more complete understanding of how phosphorylation controls 
CAF-1 activity in vivo, we set out to identify CAF-1 phosphorylation sites in a genetically 
tractable organism, the budding yeast Saccharomyces cerevisiae. We have mapped multiple 
phosphorylation sites on the Cac1 subunit of CAF-1 by mass spectrometry. We found that 
some of these sites contain consensus sequences phosphorylated by either cyclin-dependent 
kinases (CDKs) or Cdc7/Dbf4 (hereafter abbreviated DDK for Dbf4-dependent kinase). We 
demonstrate that DDK associates with Cac1 in vivo and directly phosphorylates Cac1       
Ser-503 in vitro. Mutational analysis revealed that the phosphorylation of a specific DDK 
site, Cac1 Ser-503, by substituting it into an alanine residue significantly reduces epigenetic 




demonstrate that phosphorylation of Cac1 Ser-503 is not needed for other CAF-1 functions. 
We therefore propose that phosphorylation of Cac1 Ser-503 by DDK contributes to sub-




3.3. Material and methods 
3.3.1. Strains and plasmids 
    To create the pRS315 plasmid containing the wild-type and mutant alleles of 
CAC1, a 2.1Kb fragment containing the CAC1 promoter, full-length ORF and                                    
a FLAG3 tag was amplified from genomic DNA of a W303 yeast strain using                                          
the primers (5’-AAACTGCAGCGGCTTGCATATATATGCTCACG-3’) and (5’-
TAAGAATGCGGCCGCCGCCCCGGGTTATCGCGATTTATC-3’), in which the 
endogenous CAC1 gene was previously tagged at its C-terminus with three FLAG epitopes. 
The PCR product was digested with Not1 and Pst1 and cloned into the vector pRS315 (ARS 
CEN6 LEU2). The entire CAC1 gene was sequenced to verify that there were no PCR-
induced mutations. All the pRS315/cac1-FLAG3 mutant plasmids were generated using the 
QuickChange site-directed mutagenesis kit (Stratagene) following the manufacturer’s 
instructions. Plasmids for E. coli expression of His-tagged Cac1 and Hst3 fragments were 
generated as follows. A PCR product encoding residues 226 to 607 of Cac1 was inserted 
between the NcoI and NotI sites in-frame with the C-terminal His6 tag of the pET28a(+). A 
PCR product encoding residues 46 to 377 of Hst3 was inserted between the NcoI and NotI 
sites in-frame with the C-terminal His6 tag of the pET28a(+). 
3.3.2. Yeast strains                         
The PKY618 strain (W303 MATα cac1∆::hisG hir1∆::HIS3 ADE2-VR URA3-VIIL) 
used in this study was kindly provided by Dr. Paul Kaufman (University of Massachusetts) 
(Krawitz, 2002). The S288C strains expressing Cac2-TAP or Cdc7-TAP were retrieved 
from the yeast TAP fusion library available from Open Biosystems. Strains expressing 
cac1-FLAG3 phosphorylation site mutants were generated by introducing pRS315 plasmids 
containing the wild-type and mutant CAC1 alleles into PKY618. The strain co-expressing 




containing the wild-type CAC1-FLAG3 allele into the CDC7-TAP Open Biosystems strain. 
Standard yeast manipulations were performed as described (Amberg, 2005). 
3.3.3. Purification of yeast CAF-1 
For Cac2-TAP purification, exponentially growing yeast cells (4L at approximately 
1.8 x 107 cells/ml) were harvested by centrifugation and washed twice with ice-cold water. 
All further steps were carried out on ice. The pellet was resuspended in an equal volume of 
lysis buffer (25mM Tris-HCl pH 7.5, 25mM NaCl, 0.01% NP-40, 1mM EDTA) with 
EDTA-free protease inhibitor cocktail (Roche), 1mM Pefabloc and 1X phosphatase 
inhibitors (2mM imidazole, 1.15 mM sodium molybdate, 1 mM sodium orthovanadate, 4 
mM sodium tartrate dihydrate) The resuspended cells were frozen in liquid nitrogen and 
lysed in a freezer mill using 4 cycles with 2 min of grinding and 2 min of cooling per cycle. 
The resulting cell lysate powder was thawed out on ice, incubated with 250 U of benzonase 
on ice for 30 min and the extract was clarified by centrifugation at 20,000 rpm for 30 min. 
The supernatant was then incubated with 250 µl of IgG-Sepharose beads for 2 h. The beads 
were recovered by centrifugation, extensively washed with lysis buffer followed by several 
washes with TEV cleavage buffer (10mM Tris-HCl, pH 7.5, 25mM NaCl, 0.01% NP-40, 
1mM DTT) containing 1X phosphatase inhibitors (2mM imidazole, 1.15 mM sodium 
molybdate, 1 mM sodium orthovanadate, 4 mM sodium tartrate dihydrate). In order to elute 
the proteins, the beads were incubated with 150 U of TEV protease, at 16oC for 2 h in TEV 
cleavage buffer. Eluted proteins were subsequently incubated with calmodulin binding 
buffer (10mM Tris-HCl pH 7.5, 25mM NaCl, 0.01% NP-40, 1mM magnesium acetate, 
1mM imidazole, 2mM calcium chloride and 10mM 2-mercaptoethanol) supplemented with 
EDTA-free protease inhibitor cocktail (Roche) containing calmodulin-agarose beads for 2 h 
at 4oC. After incubation, the beads were extensively washed with calmodulin binding buffer 
and eluted with SDS-PAGE sample buffer. Purified proteins were resolved by SDS-PAGE 




3.3.4. Recombinant proteins 
Recombinant Saccharomyces cerevisiae Cdc7 and Dbf4 were co-expressed in 
baculovirus-infected Sf9 cells and the holoenzyme was purified as previously described 
(Weinreich, 1999). Cac1-His6 (residues 226-607) and Hst3-His6 (residues 46-377) were 
expressed in Arctic Express (DE3)RIL to enhance solubility. Expression plasmids were 
transformed into Arctic Express (DE3)RIL and colonies that formed on LB medium plates 
containing 25 µg/ml kanamycin and 20 µg/ml gentamycin were selected. Liquid cultures 
(100ml LB containing 25 µg/ml kanamycin and 20 µg/ml gentamycin) were inoculated 
from single colonies and grown up to early exponential phase (OD600 ~0.3) at 30°C. 
Cultures were transferred to 16°C for about an hour. When the temperature of the culture 
had reached 16°C, protein expression was induced by addition of 1mM IPTG. Incubation at 
16°C was resumed for 48 h and cells were harvested by centrifugation. Recombinant His-
tagged proteins were purified using nickel-NTA spin columns (Qiagen) according to the 
manufacturer’s instructions, except that 50 mM imidazole was present in the wash buffers.  
3.3.5. In-gel trypsin digestion 
Coomassie Blue stained protein bands were excised from the gel and incubated with 
shaking in a 50% acetonitrile (ACN) destaining solution. Proteins were then reduced with 
DTT and alkylated with iodoacetamide prior to in-gel digestion with 200 ng of trypsin for   
4 h at 37oC, as previously described (Gharib, 2009). The resulting peptides were then 
extracted from the gel using a solution containing 5% TFA and 50% ACN, dried in a 




3.3.6. In-solution trypsin digestion and phosphopeptide enrichment 
Proteins were denatured using 1% SDS. Ammonium bicarbonate was added to the 
denatured proteins to a final concentration of 50 mM. Proteins were reduced with 0.5 mM 
TCEP for 20 min at 37oC, alkylated using 50 mM iodoacetamide for 20 min at 37oC, and 
excess iodoacetamide was quenched with 5 mM DTT. A solution of 50 mM ammonium 
bicarbonate was added to dilute SDS to 0.1% and the mixture was subjected to digestion 
with 200 ng of trypsin for 4 h at 37oC. After proteolysis, the digest was acidified with TFA 
and evaporated to dryness in a Speed-Vac. Phosphopeptide enrichment was performed 
using TiO2 micro-columns containing 1.25 mg of material (GL Sciences, Tokyo, Japan). 
Sample loading, washing and elution steps were performed by centrifugation at 5000 rpm 
and 4oC. Briefly, micro-columns were first equilibrated with 10 µL of 3% TFA/70% ACN. 
The peptide mixture was redissolved in 50 µL of 250 mM lactic acid in 3% TFA/70% ACN 
and loaded onto the TiO2 column. The column was washed with 10 µL of 250 mM lactic 
acid in 3% TFA / 70% ACN followed by a second washing step with 30µl of 3% TFA / 
70% ACN. Phosphopeptides were eluted from the TiO2 column with 30 µL of 1% NH4OH, 
pH 10. The eluate was acidified with 1 µL of TFA prior to MS analysis.  
3.3.7. LC-MS/MS analysis  
 
All MS analyses were conducted using an LTQ-Orbitrap XL hybrid mass 
spectrometer equipped with a nanoelectrospray ion source (Thermo Fisher Scientific, San 
Jose, CA) and coupled to a nano-flow LC system (Eksigent, Dublin, Ireland) and a 
Finnigan AS autosampler (Thermo Fisher Scientific). The chromatographic separation was 
performed using a trapping column (4 mm length, 360 µm i.d.) and an analytical column 
(10 cm length, 150 µm i.d.) packed in house with 3 µm C18 particles (Jupiter 300Å, 
Phenomenex, Torrance, CA). Peptides were eluted using a linear gradient of 5-40% ACN 
containing 0.2% FA for 53 min, followed by a rapid increase to 60% ACN in 3 min. The 




high resolution MS scan, the three most abundant ions with an intensity above 10,000 
counts were selected for MS2 sequencing by the LTQ-Orbitrap XL (60,000 full-width half-
maximal resolution; acquisition range of 400-1600 m/z). Product ions corresponding to the 
loss of a phosphate group (i.e. a neutral loss of 98 Da) from the precursor peptide were 
subsequently selected for MS3 fragmentation. For all nano-LC-MS experiments, an internal 
mass lock (protonated (Si(CH3)2O))6 with m/z 445.120025) or an external calibration 
mixture (Caffeine, MRFA and Ultramark) were used for mass calibration and provided 
mass accuracy within 5ppm. MS data were analyzed using the Xcalibur software (version 
2.0 SR1). Peak lists were then generated using the Mascot distiller software (version 2.1.1, 
Matrix science) where MS processing was performed using the LCQ_plus_zoom script. 
Searches of the NCBInr database containing 3,310,354 entries (NCBInr March 3 2006) 
were conducted using the Mascot search engine (version 2.1, Matrix Science, London, 
U.K.). The database searches were narrowed to yeast and allowed up to 2 missed cleavage 
sites for trypsin. The mass tolerance threshold for experimental MS precursor ions and MS2 
fragment ions was set to ±0.02 and ±0.5 Da, respectively. All searches were conducted to 
allow the following variable modifications: +80 for phosphorylation (Ser, Thr or Tyr), +16 
oxidation (Met), +1 for deamidation (Asn and Gln), and + 57 for carbamidomethylation 
(Cys). Finally, all MS2 and MS3 spectra ascribed to phosphopeptides by the computer 
search algorithm were manually verified and validated.                    
 
3.3.8. Proliferation, telomeric silencing and DNA damage sensitivity 
assays 
Yeast strains were grown to saturation and then diluted to a concentration of              
1 x 107 cells/ml. Cells were spotted on plates in 5-fold serial dilutions. For viability tests, 
cells were plated on rich medium (YPD) and minimal medium lacking leucine (to select for 
plasmids encoding CAC1-FLAG3) and then placed at either 18°C or 30°C for 2-5 days. To 




near the telomere on the left arm of chromosome VII was used as described (Gottschling, 
1990). Serial dilutions were spotted on media lacking leucine and supplemented with 5-
fluoroorotic acid (5-FOA) and then grown at 30oC for 4 days. For DNA damage sensitivity 
experiments, cells were spotted on rich media containing 0.01% methyl methanesulfonate 
(MMS) or plated on YPD and then irradiated with 100J/m2 (254 nm) in a UV crosslinker 
(Stratalinker 2400, Stratagene). Colony formation was monitored after 2-5 days at 30°C. 
For cell cycle analysis, asynchronous yeast cells were grown to saturation at either     18 or 
30°C. Approximately 1 x 107 cells were collected and prepared to measure DNA content by 
flow cytometry (Hasse, 2002). 
3.3.9. Co-immunoprecipitation of Cdc7-TAP and Cac1-FLAG3  
Exponentially growing yeast cells (1L) were harvested by centrifugation and 
washed twice with ice-cold water. Extracts were prepared and TAP purification conducted 
as described above, except that the TEV protease cleavage step was omitted. The Lysis/IP 
buffer was composed of 100mM Hepes-KOH pH 7.5, 110mM potassium acetate, 5% 
glycerol, 0.1% Tween-20, 10mM 2-mercaptoethanol, 1mM MG132 and EDTA-free 
protease inhibitor cocktail (Roche), 1mM Pefabloc and phosphatase inhibitors (2mM 
imidazole, 1.15 mM sodium molybdate, 1 mM sodium orthovanadate, 4 mM sodium 
tartrate dihydrate). To immunoprecipitate Cdc7-TAP, IgG-Sepharose beads were added to 
the cleared lysate and incubated for 4 h at 4oC. Beads were collected by centrifugation, 
washed five times with Lysis/IP buffer and resuspended in SDS-PAGE sample buffer for 
immunoblotting. Mouse anti-FLAG and rabbit anti-CBP antibodies were used at a 1/2500 
dilution to detect Cac1-FLAG3 and Cdc7-TAP. 
3.3.10. In vitro kinase assay 
Extracts from bacterial cells expressing either Cac1-His6 (226-607) or                   
Hst3-His6 (46-337) were prepared in 1X kinase buffer (50 mM Tris-HCl pH 7.5, 10 mM 




buffer supplemented with 50µM ATP and radiolabelled [γ-32P] ATP (10µCi). Reactions 
were incubated for 30 min at 37oC with gentle agitation. Reaction products were resolved 
by SDS-PAGE, Coomassie stained for visualisation of protein bands and exposed to 
autoradiographic film. For MS analysis of Cac1 phosphorylation by DDK, kinase assays 
were performed using purified yeast Cac1-His6 (226-607) produced in E. coli. The Ni-NTA 
beads containing Cac1-His6 (226-607) were washed 3 times in 1X kinase buffer 
supplemented with 50µM ATP only. The phosphorylation reaction was carried out for 30 
min at 37oC with gentle agitation. Reaction products were then processed for in-solution 
digestion, phosphopeptide enrichment and MS analysis as described above. 
3.3.11. Chromatin binding assay 
 
Chromatin fractionation of control (cac1∆ hir1∆) cells or FLAG3-tagged CAC1 
wild-type, cac1-S503A and cac1-S503D cells was performed as followed. Exponentially 
growing cells were harvested by centrifugation and washed twice with ice-cold water. Cells 
were resuspended in DTT/Tris buffer (0.1 mM Tris-HCl pH 9.4, 10 mM DTT) and 
incubated with shaking at 30oC for 15 min. Cells were harvested at maximal speed in a 
tabletop centrifuge and resuspended in sorbitol/HEPES buffer (1.2M Sorbitol, 20mM 
HEPES pH 7.4) and 0.5 mg of zymolyase was added per gram of yeast cells. Cell wall 
digestion was carried out at 30oC with gentle shaking. To monitor cell wall digestion, 10 µl 
aliquots were removed and mixed with 990 µl of 1% SDS. The percentage of lysed cells 
was monitored by measuring absorbance at OD600. When cell lysis reached approximately 
95%, the digestion was terminated by adding cold Sorbitol/PIPES/MgCl2 buffer (1.2M 
sorbitol, 20mM PIPES pH 6.8, 1mM MgCl2). Spheroplasts were collected by centrifugation 
in a tabletop centrifuge at maximum speed for 5 min, resuspended in ice-cold NIB buffer 
(0.25 M sucrose, 60 mM KCl, 15 mM NaCl, 5 mM MgCl2, 1 mM CaCl2, 15 mM MES pH 
6.6, 0.8% Triton-X100, 1mM Pefabloc) and incubated in ice-cold water for 20 min for 
lysis. Lysed spheroplasts were harvested by centrifugation at 4000 x g for 5 min and 




(10mM Tris-HCl pH 8.0, 0.4 M NaCl, 30 mM NaButyrate, 1mM Pefabloc), incubated on 
ice for 15 min and total nuclear extracts were fractionated into soluble and insoluble 
fractions by centrifugation 4000 x g for 5 min. The supernatant and the insoluble 
chromatin-enriched pellet were boiled in an equal volume of 2X SDS-PAGE sample buffer. 
The association of Cac1-FLAG3 with chromatin was monitored by probing immunoblots 




3.4. Results and discussion 
3.4.1. Purification of yeast CAF-1 and identification of in vivo 
phosphorylation sites by mass spectrometry 
 
To investigate the regulation of CAF-1 by phosphorylation in Saccharomyces 
cerevisiae, we purified CAF-1 from asynchronous cells and determined sites of 
modification by mass spectrometry. CAF-1 was purified by tandem affinity purification 
(TAP) from a strain expressing a Cac2-TAP fusion protein. The Cac2-TAP fusion protein 
was previously shown to be functional. The cell lysate was first incubated using IgG-
Sepharose beads, and retained proteins were subsequently released from the resin by 
cleavage with TEV protease prior to a second round of affinity purification using 
calmodulin-agarose beads. Purified proteins were resolved through an SDS-polyacrylamide 
gel followed by Coomassie Blue staining (Figure 3.1a). Rather than silver staining, 
Coomassie Blue was used to avoid artifactual sulfatation of serine and threonine residues 
that can be mistakenly assigned to phosphorylation (Gharib, 2009).  Cac1, Cac3 and 
PCNA, a known interaction partner of CAF-1, were co-purified with Cac2-CBP, 
confirming that the whole complex was effectively isolated. In order to identify CAF-1 
phosphorylation sites, bands corresponding to Cac1, Cac2-CBP and Cac3 were excised, 
digested with trypsin and analyzed by LC-MS/MS using an LTQ-Orbitrap XL mass 
spectrometer. The high resolution and mass accuracy (<5 ppm) of this instrument, 
combined with fmole level peptide sequencing capability, facilitated unambiguous 
identification of post-translational modifications. In total, 76% of the total amino acid 
sequence was covered and five phosphorylation sites were identified on the Cac1 subunit 
(Figure 3.1b). Similar MS analyses performed on the Cac2 subunit provided 64% of the 
total amino acid sequence coverage (Figure 3.2a).  We did not identify any phosphorylation 
site on Cac2. This is unexpected given that its human homologue, p60, is known to be 




1998). LC-MS/MS analyses of the Cac3 subunit provided 55 % amino acid sequence 
coverage and demonstrated phosphorylation of Ser-13 (Figure 3.2b). For the first time, our 
analyses established that the Cac1 and Cac3 subunits of Saccharomyces cerevisiae CAF-1 

















Figure 3.1 Cac1 is phosphorylated on Ser-94, Ser-238, Ser-501, Ser-503 and Ser-515 in 
vivo. a) Coomassie Blue-stained gel of CAF-1 affinity-purified from of asynchronous cells 
expressing Cac2-TAP. The protein bands corresponding to the Cac1, Cac2-CBP and Cac3 
subunits are indicated. b) Amino acid sequence coverage obtained for Cac1. Tryptic 
peptides identified by MS/MS are shown in bold and phosphopeptides are in red. 


































Figure 3.2 Cac3 Ser-13 is phosphorylated in vivo.  Amino acid sequence coverage 
obtained for a) Cac2 and b) Cac3. Peptides extracted from gel bands were analyzed by 
reversed-phase HPLC nanoelectrospray tandem mass spectrometry on an LTQ-Orbitrap 
hybrid mass spectrometer. Identified peptides are marked in bold. Observed 







Interestingly, MS/MS analysis revealed that phosphorylation of Cac1 Ser-238 
(Figure 3.3a) and Ser-503 (Figure 3.3b) occur in the previously established DDK consensus 
sequence [S/T][D/E] (Cho, 2006). MS/MS also showed that phosphorylation of Cac1 Ser-
515 (Figure 3.4a) occurs at a canonical CDK phosphorylation motif [S/T]PX[R/K] (Brown, 
1999), whereas Cac1 Ser-94 (Figure 3.4c) may represent a partial CDK consensus sequence 
[S/T]P. We also identified phosphorylation of Cac1 Ser-501 (Figure 3.4b), a site that is 
located within a sequence context that has not been attributed to any known kinase. 
However, the fact that Cac1 Ser-501 is adjacent to Ser-503 raises the possibility that Ser-
501 may also be a DDK-dependent site. Inded, in vitro studies have shown that, possibly by 
mimicking an acidic residue, a phospho-Ser/Thr can prime the phosphorylation of a 
neighbouring serine or threonine by DDK (Cho, 2006; Montagnoli, 2006). Taken together, 
our data constitute the first evidence that yeast Cac1 is a potential in vivo target of at least 
two types of kinases that regulate important cell cycle events: CDKs and DDK.  
 
For this study, we decided to focus on the DDK-like phosphorylation sites that we 
identified. Both Ser-238 and Ser-503 are conserved throughout the Saccharomyces genus 
(Figure 3.5a). On the other hand, alignment of Saccharomyces cerevisiae Cac1 with 
homologous proteins from other related fungi proved more difficult because of rapid 
evolutionary divergence in the amino acid sequences of Cac1 proteins. In spite of this, by 
aligning the conserved K/E/R and E/D domains of the proteins, we were able to locate 
regions that correspond to Saccharomyces cerevisiae Cac1 Ser-238 and Ser-503. These two 
phosphorylation sites appear to be conserved in species such as Candida glabrata, Candida 
albicans and Schizosaccharomyces pombe (Figure 3.5b). In most cases, the corresponding 
serine or threonine residues are also followed by an aspartate or a glutamate, consistent 
with the DDK consensus sequence. Although serine is the preferred phosphorylation target, 
recent studies have shown that threonine can also be phosphorylated by DDK (Baker, 2010; 
Cho, 2006). In species where the phosphorylated Ser-238 and Ser-503 is not conserved at 
the same position, a serine or threonine residue, either preceded or followed by an acidic 




phosphorylation on DDK-like sites is evolutionary conserved and are consistent with a 
previous report showing that the p150 subunit of human CAF-1 is directly phosphorylated 






















Figure 3.3 Cac1 is phosphorylated on DDK-like consensus sites. Identification of in vivo 
phosphorylation sites on Cac1 by mass spectrometry: a) Ser-238 and b) Ser-503. Residues 


































Figure 3.4 Other Cac1 phosphorylation sites identified by mass spectrometry. Mass 
spectra showing Cac1 phosphorylation sites: a) Ser-515, b) Ser-501 c) and Ser-94. 
































Figure 3.5 Conservation of Cac1 Ser-238 and Ser-503 throughout the Saccharomyces 
genus and other related fungi. a) Alignment of Cac1 homologues from Saccharomyces 
cerevisiae, S. bayanus, S. mikatae and S. paradoxus generated using the ClustalW software.                         
b) Alignment of Cac1 from Saccharomyces cerevisiae (Q12495), C. glabrata (Q6FN62), 
C. albicans (Q5AFV4) and Schizosaccharomyces pombe (Q1MTN9) using the ClustalW 
software. Residues are defined as follows: identical (light grey), conserved (dark grey), 
basic (blue) and acidic (red). All phosphorylatable residues (Ser, Thr, Tyr) are shaded in 
green. The phosphorylation sites identified by MS (Saccharomyces cerevisiae Cac1 Ser-









3.4.2. Cac1 Ser-503 phosphorylation contributes to telomeric silencing, 
but not other functions of CAF-1 
 
              Mutations in Cac1 cause defects in telomeric silencing as well as sensitivity to 
DNA damaging agents such as ultraviolet radiation (UV) and the alkylating agent methyl 
methane sulphonate (MMS) (Enomoto, 1998, 1997; Game, 1999; Kaufman, 1997; Linger, 
2005; Monson, 1997). We therefore sought to determine whether loss of Cac1 
phosphorylation of any of the identified five phosphorylation sites contributes to telomeric 
silencing or DNA damage resistance. In order to address this, we mutated phosphorylated 
residues into alanine or aspartic acid to block phosphorylation or mimic constitutive 
phosphorylation, respectively. The mutations were generated into a low copy (ARS CEN 
LEU2) plasmid carrying the CAC1 gene expressed from the CAC1 promoter. Each mutant 
plasmid was then introduced into a strain where the chromosomal copies of CAC1 and 
HIR1 were both deleted (cac1∆ hir1∆ cells). The rationale behind the use of that strain is 
that the diversity and severity of phenotypes resulting from inactivation of CAF-1 are more 
pronounced in cells lacking any of the subunits of the HIR protein complex than in wild-
type cells (Kaufman, 1998). Our experiments indicated that none of the mutations that we 
tested conferred an increased sensitivity to either UV radiation or MMS (Figure 3.6a). 
Next, we evaluated the effect of Cac1 mutations on telomeric silencing using a strain that 
carried a URA3 gene integrated proximal to the telomere on the left arm of chromosome 
VII (TEL VII-L). This strain has been used extensively in studies of telomeric silencing 
(Gottschling, 1990; Kaufman, 1998). In this assay, a defect in silencing leads to de-
repression of URA3 near TELVII-L and causes cell death in the presence of 5-fluoro-orotic 
acid (5-FOA), a chemical that kills cells expressing the URA3 gene. On the other hand, cell 
survival in the presence of 5-FOA is an indication that the URA3 gene is properly silenced.  
 
           As expected, cac1∆ hir1∆ cells carrying an empty vector did not grow on 5-FOA 




telomeric silencing in our five phosphorylation site mutants with the degree of silencing 
observed in cac1∆ hir1∆ cells expressing wild-type Cac1 from a plasmid. We found that 
only the Cac1 S503A mutant reduced telomeric silencing to the level observed in cac1∆ 
hir1∆ double mutants. In contrast, none of our remaining four Cac1 alanine or aspartic acid 
mutants showed any detectable defect compared to the degree of telomeric silencing typical 
of cac1∆ hir1∆ cells expressing wild-type Cac1. We tried to establish whether the 
disruption of telomeric silencing was due to the loss of phosphorylation on Cac1 S503 by 
measuring the silencing of URA3 TELVII-L in hir1∆ cells expressing a Cac1 S503D 
phosphomimetic mutant. Remarkably, cells expressing wild-type Cac1 and Cac1 S503D 
grew equally in the presence of 5-FOA, showing that the Cac1 S503D mutant protein was 
proficient in silencing URA3 near TELVII-L (Figure 3.6a). The fact that the Cac1 S503D 
mutant promotes normal telomeric silencing argues that the silencing defect imparted by 
the Cac1 S503A mutation is due to a loss of phosphorylation on that residue rather than a 
structural change due to the serine-to-alanine mutation. The Cac1 S503A mutant was 
expressed at the same level as wild- type Cac1, showing that the silencing defect caused by 
alanine mutation is not due to altered expression levels of Cac1 (Figure 3.6b).  
 
          To address whether the Cac1 S503A mutation caused other phenotypes, we examined 
another known function of CAF-1. CAF-1 and Hir proteins both contribute to the formation 
of peri-centric chromatin which, in turn, plays an important role in kinetochore-microtubule 
attachment and mitotic chromosome segregation. As a result of checkpoint activation, due 
to perturbations in microtubule attachment, cac1∆ hir1∆ cells display a severe proliferation 
defect that is largely due to a delay in progression through G2/M phase (Sharp, 2002). This 
phenotype is exacerbated at low temperature, which impairs microtubule dynamics. We 
investigated whether cac1-S503A hir1∆ mutant cells displayed a slow proliferation 































































Figure 3.6 Phosphorylation of Cac1 Ser-503 is needed for telomeric silencing but not 
other functions of CAF-1.  a) The Cac1 S503A mutation cripples telomeric silencing but 
does not impair cell proliferation or DNA damage resistance. Five fold serial dilutions of 
cac1 hir1∆ mutant cells were plated on rich medium (YPD) or minimal medium lacking 
leucine to monitor cell proliferation and –LEU+5FOA medium to assay silencing of URA3 
near TEL VII-L. Sensitivity to the alkylating agent methyl methane sulphonate (MMS) was 
monitored on YPD plates containing 0.01% MMS. Sensitivity to DNA damage induced by 
UV radiation was assayed by irradiating cells plated on YPD with UV at 100J/m2. All the 
plates were incubated for 2-4 days at 30oC.  b) Mutation of Ser-503 into alanine does not 
alter Cac1 expression. Protein extracts were prepared under denaturing conditions from         
5 x 106 negative control cells (cac1∆ hir1∆) or cells expressing FLAG3-tagged wild-type 
Cac1, Cac1-S503A and Cac1-S503D. Immunoblots were probed using an antibody against 
the FLAG epitope tag. c) cac1-S503A hir1∆ mutant cells do not grow slowly at 18oC. Cells 
were grown to exponential phase, and five-fold serial dilutions plated on minimal medium 
lacking leucine for 4 days at 18oC. d) cac1-S503A hir1∆ and cac1-S503D hir1∆ cells 
progress normally through the cell cycle at both 18oC and 30oC. Asynchronous cells were 
grown to exponential phase at 18oC and 30oC and DNA content was measured by flow 
cytometry. CAC1 wild-type hir1∆ and cac1∆ hir1∆ cells are shown as control. 
 
In contrast to cac1∆ hir1∆ cells, cac1-S503A hir1∆ mutants formed colonies at 18oC 





in cell cycle progression, we measured DNA content by flow cytometry on asynchronous 
cells cultured at 30oC and 18oC. At 30oC, the cell cycle profiles of hir1∆ cells expressing 
wild-type Cac1, Cac1 S503A or Cac1 S503D were indistinguishable (Figure 3.6d, bottom 
panel). As previously reported, cac1∆ hir1∆ mutants showed an accumulation of cells with 
G2/M DNA contents at 18oC (Figure 3.6d, top panel). However, even at 18oC, cac1-S503A 
hir1∆ and cac1-S503A hir1∆ mutants showed FACS profiles similar to those observed in 
wild-type CAC1 hir1∆ cells without any delay in progression through G2/M (Figure 3.6d, 
top panel). This result demonstrates that phosphorylation of Cac1 Ser-503 is important for 
telomeric silencing, but not for proliferation at cold temperature (18oC). This result also 
implies that the Cac1 S503A mutation is not a null mutation. Thus, a lack of Cac1 Ser-503 
phosphorylation does not disrupt all functions of CAF-1, but specifically cripples telomeric 
silencing.  
 
3.4.3. DDK directly phosphorylates Cac1 in vitro 
Since Ser-503 is located within a potential phosphorylation site for DDK, we sought 
to determine whether Cac1 might be a direct substrate of DDK. We first examined whether 
an interaction occurred between Cac1 and DDK in vivo by performing a co-
immunoprecipitation experiment on whole cell extracts prepared from cells co-expressing 
wild-type Cac1-FLAG3 and Cdc7-TAP. A one-step (no TEV protease cleavage) 
immunoprecipitation was carried out using IgG-Sepharose beads to pull-down Cdc7-TAP. 
An immunoblot using anti-FLAG revealed that the immunoprecipitate contained Cac1-
FLAG3, indicating that DDK and Cac1 form a complex in vivo (Figure 3.7a, left panel). 
The specificity of Cac1-FLAG3 detection with the FLAG monoclonal antibody was 
confirmed by performing a co-immunoprecipitation experiment on whole-cell extracts 
prepared from control cells that express Cdc7-TAP alone. Without TEV protease cleavage 
both the CBP and the protein A domains remain fused to Cdc7-TAP. It is important to note 




in the same sample. As we observed with many other TAP-tagged proteins, the protein A 
moiety of the TAP tag sufficiently refolds after SDS-PAGE and immunoblotting to give 
rise to a signal with the FLAG monoclonal antibody. This gives rise to bands denoted as 
Cdc7-TAP in both strains (Figure 3.7a, left panel). Consistent with this explanation, we 
observed a single band associated with Cdc7-TAP when blotting with an α-CBP antibody 






























Figure 3.7 DDK interacts with Cac1 in vivo and directly phosphorylates Cac1 Ser-503 
in vitro. a) Cdc7-TAP physically interacts with Cac1-FLAG3. Whole cell extracts from 
yeast expressing the indicated tagged proteins were incubated with IgG–Sepharose beads to 
pull-down Cdc7-TAP. The precipitates were then probed using antibodies against FLAG 
(left) and CBP (right). The top arrow indicates the band that corresponds to Cac1-FLAG3.  
b) In vitro kinase assay show specific phosphorylation of Cac1 by DDK. Lysates from E. 
coli strains expressing Cac1-His6 (226-606) or Hst3-His6 (46-377) as a control were 
incubated with (+) or without (-) HA-Cdc7/Dbf4 in the presence of radiolabeled [γ-32P] 
ATP. Reaction products were resolved through an SDS-polyacrylamide gel, stained with 
Coomassie Blue and visualized by autoradiography. c) HA-Cdc7/Dbf4 directly 
phosphorylates Ser-503 in vitro. Recombinant Cac1-His6 (226-606) was incubated with 
HA-Cdc7/Dbf4 and ATP. The reaction product was digested with trypsin and 
phosphopeptides were enriched using a TiO2 column. The phosphopeptide enriched sample 
was then analyzed by MS/MS. 
Given that Cac1 and DDK physically interact with each other in vivo, combined 
with the fact that a DDK-like phosphorylation site on Cac1 is essential for telomeric 
silencing, prompted us to investigate whether Cac1 might be a direct substrate of DDK in 
vitro. A truncated form of Cac1 was expressed in E. coli and used as a substrate for the 
recombinant yeast DDK in the presence of radiolabelled [γ-32P] ATP. Results indicated that 
DDK was able to phosphorylate Cac1-His6 (226-607) in a bacterial whole-cell lysate 
(Figure 3.7b). As a negative control, we examined the in vitro phosphorylation of Hst3-





the expected molecular weight for Hst3-His6. These phosphorylation assays were 
performed using whole bacterial cell lysates that express histidine-tagged Cac1 or Hst3. In 
such conditions, the minimal [S/T][D/E] sequence required for phosphorylation by 
Cdc7/Dbf4 would be present in many bacterial proteins. Therefore, under these condtions, 
one might expect the appearance of additional radiolabelled bands resulting from 
phosphorylation of bacterial proteins that contain [S/T][D/E] sequences. Moreover, because 
of their polar and charge nature, [S/T][D/E] dipeptides would frequently be present on the 
surface of proteins. Nonetheless, our results clearly indicate that DDK phosphorylates Cac1 
with no striking phosphorylation of bacterial proteins. Indeed, only three major distinct and 
sharp bands corresponding to phosphorylated Cac1-His6 (226-607) and autophosphorylated 
Cdc7 and Dbf4 are observed. The three minor bands below Cac1 were confirmed by MS to 
be Cac1 degradation products. These results demonstrate that, in vitro, Cac1 is 
phosphorylated by DDK with a considerable degree of specificity, which is consistent with 
Cac1 being a physiologically relevant substrate of DDK in vivo. We addressed whether 
Cac1 Ser-503 is directly phosphorylated by repeating the kinase assay using recombinant 
DDK, Cac1-His6 and cold ATP. The reaction products were digested with trypsin and 
phosphopeptides enriched using titanium dioxide (TiO2) chromatography. The 
phosphopeptide enriched fraction was analysed by tandem mass spectrometry to identify 
phosphorylation sites. Our analysis detected a single phosphopeptide corresponding to the 
sequence 501SNSDLQAQTASQSQSPEKK518 (Figure 3.7c). Careful analysis of the MS/MS 
spectrum revealed the presence of a neutral loss of 98 Da, corresponding to H3PO4 from the 
phosphorylated residue. The spectrum also showed a characteristic +80 Da shift on 
fragment ion y17
2+, confirming that Ser-503 is phosphorylated. These results clearly showed 
that Cac1 Ser-503 is directly phosphorylated by DDK in vitro. Our analysis has also 
identified Ser-248 as being a direct target of Cdc7-Dbf4 in vitro. Although this site was not 
identified in vivo in our analyses, future studies should focus on determining whether Cac1 
is phosphorylated on that specific residue as well understanding the importance of Cac1 





In the present study, we report the unambiguous identification of multiple in vivo 
phosphorylation sites on the Cac1 subunit of Saccharomyces cerevisiae CAF-1. Two of 
these phosphorylation sites, Ser-238 and Ser-503, are conserved across the Saccharomyces 
genus and are located within consensus sequences recognized by DDK, a kinase that plays 
a key role in the initiation of DNA replication. For the first time, we show clear evidence 
that yeast CAF-1 interacts with DDK in vivo and is specifically phosphorylated by this 
kinase in vitro. Importantly, we demonstrate the DDK phosphorylates Cac1 Ser-503, a 
residue whose phosphorylation is essential for CAF-1-dependent telomeric silencing in 
vivo. In contrast a mutation that abolishes Cac1 Ser-503 phosphorylation had no effect on 
DNA damage resistance or cell cycle progression and cell viability at 18˚C. These results 
indicate that phosphorylation of Cac1 Ser-503 is not as crucial for the role of CAF-1 in 
peri-centric chromatin as it is in telomeric heterochromatin.  
 
These findings raise the important question of how Cac1 phosphorylation 
contributes to epigenetic silencing in yeast. Although this question remains largely 
unanswered, several possibilities can be proposed. First, phosphorylation might mediate 
protein-protein interaction between CAF-1 and factors that coordinate nucleosome 
assembly. In human cells, phosphorylation of p150 by DDK favours CAF-1 interaction 
with PCNA. We found that blocking phosphorylation of Ser-503 does not significantly 
reduce the association of CAF-1 with chromatin (Figure 3.8). In this assay, the association 
of CAF-1 with chromatin partially depends upon PCNA (Zhang, 2000). Therefore, our 
result suggests that phosphorylation of Cac1 Ser-503 is not essential for CAF-1 to bind 
PCNA. However, given that telomeric silencing is sensitive to subtle changes in 
heterochromatin structure (Kaufman, 1998), we cannot exclude the possibility that the 
interaction between Cac1 S503A and PCNA is sufficiently weakened to disrupt telomeric 
silencing without having deleterious effects on other CAF-1 functions. Unfortunately, our 
attempts to conduct chromatin immunoprecipitation (ChIP) of CAF-1 at the sub-telomeric 























Figure 3.8 Mutation of Cac1 Ser-503 does not impair the association of CAF-1 with 
chromatin. a) Schematic representation of the chromatin fractionation assay. b) Chromatin 
association of CAF-1. Spheroplasts were prepared from control (cac1∆ hir1∆) cells or cells 
expressing FLAG3-tagged wild type Cac1, Cac1-S503A and Cac1-S503D. Aliquots of total 
nuclear extract (TNE), supernatant (Sup) and Chromatin associated proteins (Chr) were 
resolved through an SDS 4-12% polyacrylamide gel and immunoblots were probed with an 
antibody against the FLAG epitope. 
 
A second possibility is that Cac1 Ser-503 phosphorylation might promote the 
incorporation and/or retention of Sir proteins (Sir2, Sir3 and/or Sir4) which are key 
components of heterochromatin at telomeres and other loci. In Saccharomyces cerevisiae, 





but also with Rtt106. Rtt106 is another yeast chaperone that binds to newly synthesized 
histones H3/H4 (Huang, 2005). In fact, Rtt106 directly binds to Cac1 (Huang, 2005), an 
interaction that may help coordinate the actions of CAF-1 and Rtt106 in heterochromatin 
assembly. Based on ChIP assays and fluorescence microscopy, the association of Sir 
proteins with telomeric heterochromatin is severely perturbed in cells lacking CAF-1 and 
Rtt106. It is conceivable that Cac1 Ser-503 phosphorylation may promote telomeric 
silencing by regulating the  interaction between CAF-1 and Rtt106. Regardless of the 
underlying molecular mechanism, our study has uncovered a novel role for DDK in 
heterochromatin assembly and/or stability.  Future studies will be necessary to provide 
additional insights regarding the molecular function of DDK-mediated CAF-1 
phosphorylation, the spatiotemporal regulation of this phosphorylation, and how these 
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4. Preliminary phosphorylation analysis of the yeast Hir 
protein complex during normal cell cycle progression 














Histone proteins play a crucial role in the packaging of DNA and chromatin 
structure contributes to efficient chromosome segregation. As mentioned in chapter 1, the 
majority of histone synthesis is restricted to the S-phase of the cell cycle and is tightly 
coordinated with the rate of DNA replication (Osley, 1991). Both the time and the level of 
histone biosynthesis are critical during this phase of the cell cycle because new histones 
must be rapidly assembled into nucleosomes behind the replication fork, whereas excess 
histones can have harmful consequences for cells. Consistent with the notion that the 
stoichiometry of histones and DNA need to be carefully controlled, over-expression of the 
yeast gene pair encoding either histones H2A/H2B or H3/H4 results in non-specific binding 
of these highly basic proteins to chromatin and leads to frequent mitotic chromosome loss 
(Meeks-Wagner, 1986). Alternatively, failure to synthesize core histones during DNA 
replication causes cells to arrest in G2, which is accompanied by a loss of cell viability 
(Han, 1987; Kim, 1988). In Drosophila melanogaster, improper production of histone 
mRNAs results in abnormal oogenesis and developmental arrest during the early embryonic 
stages (Berloco, 2001; Sullivan, 2001). 
 
Cells have evolved multiple mechanisms to control the level of histone transcripts 
and prevent the harmful effects of excess histone proteins (Osley, 1991). As cells enter S-
phase, histone mRNA levels increase approximately 35-fold and return to baseline levels at 
the end of S-phase (Harris, 1991). In metazoans, the main regulatory system that restricts 
histone synthesis to S-phase acts at the post-transcriptional level and includes the regulation 
of histone mRNA processing and mRNA stability (Harris, 1991). In higher eukaryotes, 
replication-dependent histone mRNAs uniquely contain a highly conserved stem-loop 
structure at their 3’-end that is recognized by the stem-loop binding protein (SLBP). The 
cleavage of the pre-mRNA by a U7 snRNP-guided endonuclease is dependent on SLBP 




(Dominski, 2002, 1999; Sanchez, 2002). At the end of S-phase, and in response to 
genotoxic agents that interfere with and slow down replication, a dedicated exonuclease 
(3’hExo) recognizes the 3’ stem-loop and then triggers rapid degradation of excess histone 
mRNAs (Dominski, 2003). In the budding yeast Saccharomyces cerevisiae, histone mRNA 
3’-ends contain a poly(A) tail instead of a stem-loop (Butler, 1990; Fahrner, 1980). 
Although both SLBP and the exonuclease are absent, the stability of histone mRNAs in 
yeast is strongly regulated as histone mRNAs clearly increase during S-phase of the cell 
cycle even when they are transcribed from a constitutive promoter (Lycan, 1987; Xu, 
1990). In yeast, a downstream sequence element, referred to as DDE, has been shown to 
influence the 3`-end processing and cell cycle regulation of histone mRNAs. This sequence 
lies approximately 110 nts downstream of the 3`-end of the histone coding sequence and 
appears to influence the accumulation of histones through the binding of specific protein 
factors (Campbell, 2002). Furthermore, genetic and biochemical evidences have shown that 
polyadenylation of histone mRNAs is mediated by the PolyA polymerase Trf4/Trf5 and are 
subsequently degraded by the nuclear exosome RRP6 (Canavan, 2007; Reis, 2007). These 
enzymes control the regulation of histone mRNA during the yeast cell cycle. 
 
In addition to post-transcriptional regulation, both yeast and human cells have 
evolved mechanisms to control histone genes at the transcriptional level (Osley, 1991). 
Core histone genes are transcriptionally repressed under conditions where the presence of 
excess histones would be deleterious, i.e., during G1, G2 and following replication arrest 
during S-phase. Yeast genetic screens designed to identify repressors of histone gene 
transcription outside of S-phase, and during delayed replication caused by hydroxyurea, 
have identified four functionally related proteins, known as Hir1, Hir2, Hir3 and Hpc2 
(Osley, 1987; Sherwood, 1993; Xu, 1992). The Hir proteins promote histone gene 
repression outside of S-phase by acting through a negative (NEG) cis-acting sequence 
found in three of the four divergent histone gene promoters, namely HTA1-HTB1, HHT1-
HHF1 and HHT2-HHF2 (Osley, 1986; Osley, 1987). The role of Hir proteins in histone 




Hir2 is known as HIRA. The N-terminal domain of HIRA shares homology with 
Saccharomyces cerevisiae Hir1 while the C-terminal domain of HIRA is most similar to 
yeast Hir2 (Kirov, 1998; Lamour, 1995). The structural similarity between HIRA and 
Hir1/Hir2 suggests that HIRA is a functional homologue of both Hir1 and Hir2 in higher 
eukaryotes. Interestingly, over-expression of HIRA inhibits DNA synthesis and causes cell 
cycle arrest in S-phase (Hall, 2001). Furthermore, over-expression of HIRA also represses 
replication-dependent histone mRNAs in human cells (Nelson, 2002). These results are 
consistent with the notion that, like Hir1 and Hir2 in yeast, HIRA is a repressor of histone 
gene transcription in humans. 
 
The ability of Hir proteins to repress replication-dependent histone genes needs to 
be suppressed in S-phase because cells that replicate their DNA need an abundant supply of 
newly synthesized histones to ensure their rapid and efficient deposition behind replication 
forks. On the other hand, the ability of Hir proteins to repress histone genes needs to be re-
established in G2, M and G1 in order to prevent accumulation of excess histones (Gunjan, 
2005). The molecular mechanisms that disable and restore Hir-dependent histone gene 
repression during normal cell cycle progression or upon replication arrest induced by 
genotoxic agents are poorly understood. Importantly, Hir proteins do not appear to be 
selectively targeted for degradation during DNA replication in S-phase. Several studies 
have shown that the abundance of Hir proteins remains fairly constant throughout the cell 
cycle (Blackwell, 2004; De Lucia, 2001; Sherwood, 1993). These results suggest that the 
function of Hir proteins may be regulated by post-translational modifications and/or by 
their association with other proteins.  
 
Cyclin-dependent kinases (CDKs) are a family of protein kinases that play a pivotal 
role in the cell cycle control system. As the cell progresses through the cell cycle, the 
kinase activity of CDKs cyclically fluctuates and directly affects the phosphorylation status 
of various intracellular proteins that regulate and initiate major events of the cell cycle, 




cycle control machinery and histone gene transcription in S-phase has been established in 
mammalian cells (Ma, 2000; Zhao, 2000). The transcription activator of histone genes 
NPAT co-localizes with the G1/S-phase specific CDK, cyclinE-Cdk2, at histone gene 
clusters in vivo (Ma, 2000; Zhao, 2000). Importantly, the phosphorylation of NPAT by 
cyclinE-Cdk2 is crucial for activation of replication-dependent histone gene expression at 
the G1/S phase transition (Gao, 2003; Ma, 2000; Ye, 2003; Zhao, 1998, 2000). Also, 
phosphorylation of NPAT by cyclinE-Cdk2 and its association with histone gene clusters is 
inhibited in a p21- and p53-dependent manner in response to DNA damage (Su, 2004). As 
a result, histone mRNA levels are down-regulated and the deleterious effects of 
synthesizing excess histones in the absence of DNA replication are thereby prevented. 
Human HIRA was also found to be an in vivo substrate of S-phase specific CDKs, such as 
cyclinA-Cdk2 and cyclinE-Cdk2 (Hall, 2001). These findings suggest that the cyclin-
dependent kinases which promote passage through S-phase may exert a dual function in the 
control of histone gene transcription. G1/S-phase CDKs can activate transcription factors 
that promote histone gene transcription, such NPAT, but they can also block the action of 
histone gene repressors such as HIRA. Clearly, cyclin-dependent kinases appear to play a 
pivotal role in regulating histone gene transcription during normal cell cycle progression 
from G1 into S-phase. 
 
Upon DNA damage or delayed replication caused by genotoxic agents, the 
checkpoint response pathway is activated, thereby arresting cell cycle progression and 
providing additional time for cells to efficiently repair damaged lesions (Paulovich, 1995). 
DNA damage results in an abrupt decrease in DNA synthesis and, consequently, the 
demand for histone synthesis and nucleosome assembly is drastically reduced (Gunjan, 
2003). In the yeast Saccharomyces cerevisiae, the DNA damage checkpoint kinase Rad53 
plays a dual role in preventing the accumulation of excess histones following DNA damage 
during S-phase. First, Rad53 associate with and triggers the degradation of excess histones 
that accumulate in response to the sudden decline in rates of DNA synthesis that follows 




of histone genes when S-phase cells are treated with genotoxic agents that interfere with 
DNA replication, such as MMS and HU (Paik, In preparation). A plausible hypothesis is 
that, following a sudden decline in rates of DNA synthesis, the accumulation of excess 
histones may provide a stress signal that histone genes should be repressed by Rad53 (Paik, 
In preparation). An attractive possibility is that the ability of Hir proteins to repress histone 
genes following DNA damage and replication arrest in S-phase is re-established by Rad53-
dependent phosphorylation of Hir proteins. 
 
In this chapter, I was principally interested in understanding how phosphorylation 
might regulate the function of Hir proteins during normal cell cycle progression and upon 
replication arrest following DNA damage. Since, to our knowledge, Hir protein 
phosphorylation was never reported in yeast, we decided to use a mass spectrometry-based 

















4.2. Material and methods 
4.2.1. Purification of Hir3-TAP 
The S288C strain expressing the HIR3-TAP tagged gene was retrieved from the yeast 
TAP-Fusion library available from Open Biosystems. Exponentially growing yeast cells 
(4L) were harvested by centrifugation and washed twice with ice-cold water. Hir3-TAP 
purification was then performed as described in section 3.3.3 for Cac2-TAP with the 
exception of the composition of the buffers used, which are different for Hir3-TAP.  
- Lysis buffer: (20mM Tris, pH 7.0, 300mM NaCl, 10% glycerol, 0.1% NP-40, 1µM 
β-mercaptoethanol) supplemented with EDTA-free protease inhibitor cocktail 
(Roche), 1mM Pefabloc and 1X phosphatase inhibitors (2mM imidazole, 1.15mM 
sodium molybdate, 1 mM sodium orthovanadate, 4 mM sodium tartrate dihydrate). 
- TEV cleavage buffer: (10mM Tris-HCl, pH 7.0, 100mM NaCl, 10% glycerol, 0.1% 
NP-40, 1µM β-mercaptoethanol) supplemented with 1X phosphatase inhibitors 
(2mM imidazole, 1.15 mM sodium molybdate, 1 mM sodium orthovanadate, 4 mM 
sodium tartrate dihydrate). 
- Calmodulin binding buffer: (10mM Tris-HCl, pH 7.0, 100mM NaCl, 10% glycerol, 
0.1% NP-40, 1mM magnesium acetate, 1mM imidazole, 2mM CaCl2, 10mM β-
mercaptoethanol) supplemented with EDTA-free protease inhibitor cocktail 
(Roche). 
The protein complex was eluted from the calmodulin beads with SDS-PAGE sample 





4.2.2. Purification of Hpc2-TAP from asynchronous, MMS and MMS + 
caffeine treated cells 
 
The S288C strain expressing the HPC2-TAP tagged gene was retrieved from the 
yeast TAP-Fusion library available from Open Biosystems. Overnight cultures were diluted 
in 4L YPD to OD660 ~ 0.5 and incubated at 30
oC until cells reached an OD660 ~ 1.0, 
corresponding approximately 2 x 107 cells/ml. For asynchronous cultures, cells were 
harvested. For MMS treated cultures, exponentially growing cells were then treated with 
0.035% MMS and incubated at 30oC for 2 h. This concentration of MMS was selected 
because it activates the DNA damage response in all cells, but is not cytotoxic. Following 
exposure to MMS, half of the cultures were subsequently incubated with 0.5% caffeine for 
30 min at 30oC to inhibit the checkpoint kinases. All cultures were then harvested, washed 
with ice-cold water and cell pellets were stored at -80oC. All further steps were carried out 
on ice. Cell pellets were thawed out, resuspended in an equal volume of lysis buffer (20mM 
Tris, pH 7.0, 300mM NaCl, 10% glycerol, 0.1% NP-40, 1µM β-mercaptoethanol) 
supplemented with EDTA-free protease inhibitor cocktail (Roche), 1mM Pefabloc and 1X 
phosphatase inhibitors (2mM imidazole, 1.15 mM sodium molybdate, 1 mM sodium 
orthovanadate, 4 mM sodium tartrate dihydrate) and frozen as popcorn in liquid nitrogen. 
Cells were then lysed by mechanical disruption in a Freezer Mill using 4 cycles with 2 min 
of grinding and 2 min of cooling per cycle. The resulting cell lysate powders were then 
thawed on ice, incubated with 250 U benzonase (an enzyme that hydrolyses nucleic acids 
even at very low temperature) on ice for 30 min and clarified by centrifugation at 20 000 
rpm and 4°C for 30 min. The supernatants (40 ml/condition) were then incubated with 250 
µl of IgG-Sepharose beads for 3 h. The beads were recovered by centrifugation, extensively 
washed with lysis buffer, and proteins were directly eluted in SDS-PAGE sample buffer. 




4.2.3. In-gel trypsin digestion 
Proteins were digested as described in section 3.3.5. 
4.2.4. LC-MS/MS analysis 
All MS analyses performed on the LTQ-Orbitrap XL hybrid mass spectrometer 
were conducted as described in section 3.3.7. 
4.2.5. MRM analysis 
The Multiple Reaction Monitoring (MRM) assay of Hpc2 tryptic peptides was 
performed on a 4000 Q-Trap mass spectrometer (AB/MSD Analytical Technologies, 
Thornhill, ON, Canada), equipped with a Nanospray II interface. The chromatographic 
separation was performed using a trapping column (4 mm length, 360 µm i.d.) and an 
analytical column (10 cm length, 150 µm i.d.) packed in-house with 3-µm C18 particles 
(Jupiter 300Å, Phenomenex, Torrance, CA). The flow rate was set to 0.6µL/min and 
peptides were eluted using a linear gradient from 5-40% ACN containing 0.2% FA for 53 
min, followed by a rapid increase to 80% for 3 min. The 784.90 →735.90 MRM transition 
was monitored with a 25 ms dwell-time to detect the phosphorylated 
328SSSASAILPKPTTTK342 Hpc2 peptide in asynchronous, MMS and MMS + caffeine 
treated cells.  The sequence of the peptide and the site of phosphorylation were confirmed 









4.3.1. Purification of the Hir protein complex from yeast and 
identification of in vivo phosphorylation sites by mass spectrometry 
 
In previous studies, HIRA, the human homologue of yeast Hir1 and Hir2 was found 
to be a cyclin-Cdk2 substrate that is specifically phosphorylated during S-phase of the cell 
cycle (Hall, 2001). In order to better understand how phosphorylation might regulate Hir 
proteins in yeast, we purified the Hir protein complex from asynchronous yeast cells for 
subsequent mapping of phosphorylation sites by mass spectrometry. The Hir3-TAP 
complex was purified following the standard two-step tandem-affinity purification (TAP) 
strategy (Puig, 2001). In order to follow the purification steps, the nitrocellulose membrane 
was probed with a CBP antibody that detects Hir3-TAP. Figure 4.1a shows that TAP-
tagged Hir3 was efficiently isolated and enriched following IgG and Calmodulin affinity 
purification. The eluate was then analyzed by SDS polyacrylamide gel electrophoresis and 
stained with Coomassie Blue to visualize the purified Hir protein complex. Previous reports 
have shown that Hir1 and Hir2 co-migrate together during SDS-PAGE (Green, 2005; 
Prochasson, 2005). Therefore, as expected, 3 bands corresponding to the approximate 
molecular weights of Hir1/Hir2, Hir3 and Hpc2 were detected (Figure 4.1b).  
 
To further examine phosphorylation sites present on Hir proteins, bands 
corresponding to Hir1/Hir2, Hir3 and Hpc2 were excised, digested with trypsin and 
analyzed by LC-MS/MS using the LTQ-Orbitrap XL mass spectrometer. Mass 
spectrometry confirmed that Hir1 and Hpc2 co-purified with Hir3-TAP (Figure 4.1c). 
However, unexpectedly, we note that very low sequence coverage (18%) was retrieved for 
Hir1 and that peptides from the Hir2 subunit were not detectable at all in our LC-MS/MS 
analysis (Figure 4.1c). This may be because the TAP purification was performed at high 




destabilized the complex resulting in low recovery of some of the subunits. Nonetheless, 
LC-MS/MS analysis on the Hpc2 subunit provided 64% sequence coverage and confirmed 
the phosphorylation of four novel sites, notably Ser-47, Ser-265, Ser-307 and Ser-435. 
MS/MS spectra are shown in figure 4.2a-d and the identified phosphopeptides are listed in 
table 4.1. These results provided the first evidence that Hpc2 is phosphorylated in vivo.  
 


















Figure 4.1 Purification and detection of the Hir protein complex using the tandem-affinity 
purification strategy. a) Western blot probed with a CBP antibody to monitor the 
purification of Hir3-CBP (CBP is a portion of the TAP tag) FT: flowthrough; TCL: total 
cell lysate. b) Purified proteins were analyzed by SDS-PAGE and stained with Coomassie. 
The protein bands corresponding to Hir1, Hir2, Hir3-CBP and Hpc2 are indicated.                       
c) Amino acid sequence coverage obtained for each Hir protein is indicated in the table. 
Protein ID % coverage 
Hir1 18% 
Hir2 --- 
Hir3 39% 
Hpc2 64% 
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