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Abstract: The existence of 2-dimensional KAM tori is proved for the perturbed generalized nonlinear
vibrating string equation with singularities utt = ((1 − x2)ux)x − mu − u3 subject to certain boundary
conditions by means of infinite-dimensional KAM theory with the help of partial Birkhoff normal form, the
characterization of the singular function space and the estimate of the integrals related to Legendre basis.
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1 Introduction
The KAM (Kolmogorov-Arnold-Moser) theory was used to find the quasi-periodic solutions for hamil-
tonian partial differential equations (PDEs), originally by Kuksin [7, 8, 9] and Wayne [10]. Among those
PDEs, the nonlinear wave (NLW) equation
utt − uxx + V u+ f(u) = 0, f(u) =
∑
k≥3
fku
k (1.1)
has been investigated by many authors.
In KAM theory some parameters are needed to overcome resonances arising in the small divisors.
Kuksin [7] assumed that the potential V = V (x; ξ) depends on an n-dimensional parameter vector ξ
and showed that there are many quasi-periodic solutions for NLW for “most” parameters ξ′s. See also
[12, 10, 13]. See Po¨schel [4] for constant-value potential V (x) ≡ m with m > 0 and −1 < m < 0 and
[14] for V (x) ≡ m ∈ (−∞,−1)\Z and [16] for any prescribed nonconstant potential V ∈ L2[0, π]. When
V (x) ≡ 0 which is called completely resonant, Berti and Procesi [18] proved the existence of 2-dimensional
tori and the existence of any dimensional KAM tori was proved in [15] .
In the above papers, the potentials V are regular. In physics and mechanics the potentials sometimes
contain some kind of singularity. As an example, let us consider the Legendre potential,
VL(x) = −1
2
− 1
4
tan2 x, x ∈ [−π
2
,
π
2
]. (1.2)
Since
lim
x→±pi
2
VL(x) = −∞,
the endpoints x = ±pi2 are actually singular.
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It is well-known that the singular differential expression
A˜ := − d
2
dx2
+ VL(x), x ∈ [−π
2
,
π
2
], (1.3)
is in limit-circle case and is of deficiency index (2, 2). The expression A˜ is a self-adjoint operator in the
domain
D(A˜ ) =
{
u(x) ∈ L2
[
−π
2
,
π
2
] ∣∣∣ u(±π
2
)
= 0
}
.
Introducing the change of variable 
y = sinx, x ∈
[
−π
2
,
π
2
]
,
z =
u√
cosx
,
the operator A˜ with its domain can be written as
A = − d
dy
(1− y2) d
dy
, y ∈ [−1, 1] (1.4)
with
D(A ) =
{
z(y) ∈ L2[−1, 1]
∣∣∣ lim
y→±1
z(y)
√
cos arcsiny = 0
}
=
{
z(y) ∈ L2[−1, 1]
∣∣∣ lim
y→±1
z(y)(1− y2) 14 = 0
}
,
(1.5)
In convention, we still write z(y) = u(x), y = x. The operatorA has pure point spectrum σ(A ) = σp(A ).
And the property
(A u, u) =
∫ 1
−1
− d
dx
[
(1− x2) d
dx
u(x)
]
u(x)dx =
∫ 1
−1
(1− x2)
∣∣∣ d
dx
u(x)
∣∣∣2dx ≥ 0
yields
σ(A ) ⊂ [0,∞).
To ensure the singular differential operator’s strict positive definiteness, we use the notation
A = A +m (m > 0). (1.6)
Let λ2j and φj(j = 1, 2, . . .) be the eigenvalues and eigenfunctions of A,respectively. Here λj > 0(j =
1, 2, . . .).
Write
u(t, x) =
∑
j≥1
qj(t)√
λj
φj(x) (1.7)
Inserting (1.7) into the following equation utt −
(
(1− x2)ux
)
x
+mu+ u3 = 0, x ∈ [−1, 1].
lim
x→±1
u(x)(1 − x2) 14 = 0
we have
q¨j + λ
2
jqj +
√
λj〈u3, φj〉 = 0. (1.8)
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This is a hamiltonian system
q˙j =
∂H
∂pj
= λjpj
p˙j = −∂H
∂qj
= −λjqj − ∂G
∂qj
, j = 1, 2, ..., (1.9)
where the hamiltonian H is
H = Λ+G =
1
2
∑
j≥1
λj(p
2
j + q
2
j ) +
1
4
∑
i,j,k,l
Gijklqiqjqkql, (1.10)
Gijkl =
1√
λiλjλkλl
∫ 1
−1
φiφjφkφldx. (1.11)
Denoting the invariant 2× 2-dimensional linear space by E:
E = {(u, v) = (q1φ1 + q2φ2, p1φ1 + p2φ2)} =
⋃
I∈P2
T (I),
where P2 = {I ∈ R2 : Ij > 0 for j = 1, 2} is the positive quadrant in R2 ,
T (I) = {(u, v) : q2j + p2j = Ij for j = 1, 2},
then our main theorem is as follows.
Theorem 1.1. Consider the nonlinear hamiltonian partial differential equation with boundary condition utt − ((1 − x
2)ux)x +mu+ u
3 = 0, x ∈ [−1, 1]
lim
x→±1
u(x)(1 − x2) 14 = 0. (1.12)
If m ∈ (0, 14 ) ∪ (14 , 414 ), then there is a set C in P2 with positive lebesgue measure, a family of 2-tori
T [C ] =
⋃
I∈C
T (I) ⊂ E
over C , as well as a lipschitz continuous embedding into phase space P
Φ : T [C ] →֒ P,
which is a higher order perturbation of the inclusion map Φ0 : E →֒ P restricted to T [C ], such that
the restriction of Φ to each T (I) in the family is an embedding of a rotational invariant 2-torus for the
nonlinear hamiltonian differential equation (1.12).
Here are some remarks. We compare our results with those of Po¨schel [4]. By and large, the basic idea
is the same in reducing the hamiltonian defined by the partial differential equations to a partial Birkhoff
normal form such that the KAM theorem [17] (also see [7]) is applicable. However, there are several main
differences because of the singularity of the differential operatorA. In Po¨schel [4] , the differential operator
Aˆ = − d2dx2 +m with Dirichlet boundary conditions has eigenvalues λˆ2j and eigenfunction φˆj :
λˆ2j = j
2 +m, φˆj =
√
2
π
sin jx.
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In contrast, the singular differential operator A has, respectively, the eigenvalues and eigenfunctions
λ2j = 2j(2j − 1) +m, φj =
√
2j − 1
2
P2j−1(x), j = 1, 2, . . . (1.13)
where Pj(x) are Legendre polynomials.
On the one hand, under the basis {φˆj} the Hamiltonian of u3 can be written as
Gˆ(q) =
∑
ijkl
Gˆiijjqi qj qk ql
with
Gˆijkl =
1√
λˆiλˆj λˆkλˆl
∫ pi
0
φˆiφˆj φˆkφˆldx
Since φˆj is a very simple triangle function
√
2
pi sin x, it is easy to verify that
Gˆiijj =
1
2π
2 + δij
λiλj
, (1.14)
and to fulfill the relationship
Gˆijkl = 0 unless i± j ± k ± l = 0, (1.15)
where δij = 1 when i = j and δij = 0 when i 6= j. The relationship (1.15) leads immediately to that the
Hamiltonian Gˆ(q) is the convolution of q and q’s, that is,
Gˆ(q) = q ⋆ q ⋆ q ⋆ q,
form which the regularity of the vector field XGˆ follows. At the same time, since the coefficients Gˆiijj
can be explicitly calculated in (1.14), the resonant conditions in both Birkhoff normal form and the KAM
theorem can be directly to verified.
However, on the other hand, under the Legendre basis φj’s, the Hamiltonian of u3 can be written as
G(q) =
∑
ijkl
Giijjqi qj qk ql
with
Gijkl =
1√
λiλjλkλl
∫ 1
−1
φiφjφkφldx
Both the equation (1.14) and the relationship (1.15) do not hold true any more in this case. Actually, the
calculation of the integral
∫ 1
−1 φiφjφkφldx is not completely solved even in special function theory. Thus
the fulfillment of the regularity of the vector filed XG and those resonant conditions in both Birkhoff normal
form and the KAM theorem are not easy. Section 2 will be devoted to verify the regularity of XG. And
the loss of (1.14) accounts for why we choose m ∈ (0, 14 )∪ (14 , 414 ) and consider only 2 dimensional KAM
tori.
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2 Legendre polynomials and Algebraic Property
In the section, let us introduce some properties about Legendre polynomialsPn(x) first. By using them,
we can derive the estimate of Gijkl in next section.
For fixed n, the Legendre polynomial Pn(x) is a n order polynomial. It has an usual expression
Pn(x) =
[n
2
]∑
k=0
(−1)k (2n− 2k)!
2nk!(n− k)!(n− 2k)!x
n−2k, (2.1)
as well as the Rodrigues’s formula
Pn(x) =
1
2nn!
dn
dxn
[(x2 − 1)n]. (2.2)
At the endpoint x = ±1, it satisfies
Pn(1) = 1, Pn(−1) = (−1)n, (2.3)
and it has a uniform upper bound
|Pn(x)| ≤ 1. (2.4)
The recursion formula is important
(n+ 1)Pn+1 − (2n+ 1)xPn + nPn−1 = 0. (2.5)
A routine computation from (2.5) gives rise to
xP ′n − P ′n−1 = nPn, (2.6)
and
(1− x2)P ′n = n(Pn−1 − xPn). (2.7)
From the Rodrigues’s formula (2.2), we get
∫ 1
−1
xkPn(x)dx =

0 k < n
2n+1(n!)2
(2n+ 1)!
k = n
0 k > n, k − n ∈ 2Z+ 1
k!Γ(k2 − n2 + 12 )
2l(k − n)!Γ(k2 + n2 + 32 )
k > n, k − n ∈ 2Z
(2.8)
A classical formula can express the product of two Legendre polynomials as a sum of such polynomials:
Pk(x)Pl(x) =
k+l∑
m=|k−l|
A(s− k)A(s− l)A(s−m)
A(s)
2m+ 1
2s+ 1
Pm(x), (2.9)
where
s =
k + l +m
2
and A(n) = 1 · 3 · 5 · . . . · (2n− 1)
1 · 2 · 3 · . . . · n =
(2n)!
2n(n!)2
=
1
2n
(
2n
n
)
.
The result can also be expanded in a series using 3j symbol as:
Pk(x)Pl(x) =
k+l∑
m=|k−l|
(
k l m
0 0 0
)2
(2m+ 1)Pm(x), (2.10)
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where (
k l m
0 0 0
)2
,
A(s− k)A(s− l)A(s−m)
(2s+ 1)A(s)
.
Thus we could calculate the integral of three Legendre polynomials:∫ 1
−1
Pk(x)Pl(x)Pm(x) dx = 2
(
k l m
0 0 0
)2
. (2.11)
We remark that the result we get in this paper is an extension of the research in special function and
refer to [5] for details.
Next, let us verify the algebraic property of the function space given below. Employing the result, we
can get the regularity of vectorfield in next section.
Let
D(A
s
2 ) =
{
u ∈ L2[−1, 1]
∣∣∣As/2u ∈ L2[−1, 1], lim
x→±1
u(x)(1 − x2) 14 = 0
}
, (2.12)
and
ℓ2s =
u =∑
j≥1
ujφj ∈ L2[−1, 1]
∣∣∣∑
j≥1
j2s|uj |2 <∞
 , (2.13)
where ‖As/2u‖L2[−1,1] = 〈As/2u,As/2u〉 12 = 〈Asu, u〉 12 , and 〈·, ·〉 denotes the usual scalar product in
L2[−1, 1]. The property
D(At+1) ⊆ D(At), (2.14)
is also necessary.
If the norm of ℓ2s is defined by ‖u‖s = (
∑
j≥1 j
2s|uj |2) 12 , then the following norms are equivalent
‖A s2 u‖L2[−1,1] ∼ ‖u‖s. (2.15)
Remark:On one hand,∥∥∥A s2 ∑nj=1 ujφj∥∥∥2
L2[−1,1]
≤
∥∥∥∑nj=1 ujλsjφj∥∥∥2
L2[−1,1]
.
∑n
j=1 |uj|2j2s . ‖u‖2s n→∞.
On the other hand,∑n
j=1 |uj|2j2s =
∫ 1
−1 |
∑n
j=1 ujj
sφj |2dx .
∫ 1
−1
∣∣∣∑nj=1 λsjujφj∣∣∣2 dx . ∫ 1−1 ∣∣∣A s2 ∑nj=1 ujφj∣∣∣2 dx
.
∥∥A s2u∥∥2
L2[−1,1] n→∞.
Our theorem is as follows
Theorem 2.1. If u(−x) = −u(x), u ∈ D(A2), then∥∥A2(u3)∥∥
L2[−1,1] .
∥∥A2u∥∥3
L2[−1,1] . (2.16)
Proof. First, we claim that
|∂xφj(x)| ≤
√
2j − 1j(2j − 1) . j 52 . (2.17)
Let f(x) = j(1− x2)−
[
P2j−2(x)− xP2j−1(x)
]
, according to (2.6), we have
f ′(x) = 2j
(
P2j−1(x)− x
)
.
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At the critical points x0 such that P2j−1(x0) = x0, and the endpoint x = ±1, we find
f(x0) = j − P2j−2(x0)− (j − 1)x20
≥ 0
and
f(−1) = f(1) = 0.
Here we use the property (2.3) and (2.4). This derives the relationship
j(1 − x2) ≥ P2j−2(x)− xP2j−1(x). (2.18)
Using (2.3) and (2.6) again, we obtain
lim
x→−1
P2j−2(x)− xP2j−1(x)
1− x2 = limx→−1
P ′2j−2(x)− P2j−1(x)− xP ′2j−1(x)
−2x
= lim
x→−1
−2jP2j−1(x)
−2x
= j.
(2.19)
The same method gives
lim
x→1
P2j−2(x) − xP2j−1(x)
1− x2 = j. (2.20)
Combining (2.18),(2.19),(2.20) and the property (2.7), we see that
|P ′2j−1(x)| ≤ j(2j − 1). (2.21)
This leads to (2.17) because of φj =
√
2j − 12P2j−1.
Due to the fact that u =
∑
j≥1
qj(t)√
λj
φj ∈ D(A2), we have u ∈ ℓ24. Using (2.17), we get
∑
j≥1
∣∣∣qj(t)√
λj
∂xφj
∣∣∣ ≤∑
j≥1
∣∣∣qj(t)√
λj
√
2j − 1
2
j(2j − 1)
∣∣∣
.
(∑
j≥1
1
j3
) 1
2
(∑
j≥1
j8
∣∣∣qj(t)√
λj
∣∣∣2) 12
. ‖u‖4 ∼
∥∥A2u∥∥
L2[−1,1] .
Then the sum
∑
j≥1
qj(t)√
λj
∂xφj(x) is absolutely convergent in R+ × [−1, 1], where (t, x) ∈ R+ × [−1, 1].
It follows the estimate
|∂xu| .
∥∥A2u∥∥
L2[−1,1] , (2.22)
and
lim
x→±1
(1− x2)r∂xu = 0. (r > 0 in particular r = 1 and r = 1
2
) (2.23)
Since u(−x) = −u(x), we have ∫ 1
−1
udx = 0,
∫ 1
−1
u3dx = 0. (2.24)
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In view of (2.22) , (2.23),(2.24) and Poincare´ inequality, we get
‖u‖L2[−1,1] . ‖∂xu‖L2[−1,1] .
∥∥A2u∥∥
L2[−1,1] , (2.25)
Using Theorem 7.2 (the Gagliardo-Nirenberg Inequality (7.6)) in Appendix A, for f(x) = u(x),
k = 0, p =∞, q = 2, r = 2,m = 1, a = 1
2
,
we obtain
‖u‖L∞[−1,1] . ‖∂xu‖
1
2
L2[−1,1] ‖u‖
1
2
L2[−1,1] .
∥∥A2u∥∥
L2[−1,1] . (2.26)
Then we can conclude
‖A u‖L2[−1,1] .
∥∥A2u∥∥
L2[−1,1] ,
∥∥A 2u∥∥
L2[−1,1] .
∥∥A2u∥∥
L2[−1,1] . (2.27)
Noting (2.23) (2.24) (2.25) and using Poincare´ inequality, we have the following inequality,∥∥Au3∥∥
L2[−1,1] =
∥∥A u3 +mu3∥∥
L2[−1,1]
≤
∥∥A u3∥∥
L2[−1,1] +m
∥∥u3∥∥
L2[−1,1]
≤
∥∥3u2(1− x2)∂xu∥∥H1[−1,1] +m ∥∥u3∥∥H1[−1,1]
≤ 3 ‖u‖2H1[−1,1]
∥∥(1 − x2)∂xu∥∥H1[−1,1] +m ‖u‖3H1[−1,1]
. ‖∂xu‖2L2[−1,1]
∥∥∂x[(1 − x2)∂xu]∥∥L2[−1,1] +m ‖∂xu‖3L2[−1,1]
.
∥∥A2u∥∥2
L2[−1,1] ‖A u‖L2[−1,1] +
∥∥A2u∥∥3
L2[−1,1]
.
∥∥A2u∥∥3
L2[−1,1] .
(2.28)
Here, ‖f‖H1 [−1,1] =
(
‖f‖2L2[−1,1] + ‖∂xf‖2L2[−1,1]
) 1
2
.
In 1959, Nirenberg [3] observed a connection betweenLp- norms and the Ho¨lder seminorms [·]α. Define
{f}α =

[f ]α = sup
x 6=y
|f(x)− f(y)|
|x− y|α when 0 < α < 1,
‖f‖Lp[−1,1] when α = −
1
p
≤ 0.
(2.29)
By Theorem 7.1 (the General Nirenberg Inequality (7.4) ) in Appendix A, for f(x) = φj(x),
j = 0 β =
495
1364
pβ =∞
k = 1 α = − 1
20
pα = 20
θ =
5885
9889
γ = −1
2
pγ = 2
we have
{φj} 495
1364
. {∂xφj}
5885
9889
− 1
20
{φj}
4004
9889
− 1
2
. (2.30)
Using (2.17), we obtain
[φj ] 495
1364
. ‖∂xφj‖
5885
9889
L20[−1,1] ‖φj‖
4004
9889
L2[−1,1]
. |∂xφj | 58859889
. j
29425
19778 .
(2.31)
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It follows that
[A u] 495
1364
=
A ∑
j≥1
ujφj

495
1364
.
∑
j≥1
|uj|j2 [φj ] 495
1364
.
∑
j≥1
1
j
20262
19778

1
2
∑
j≥1
|uj|2j8

1
2
∼
∥∥A2u∥∥
L2[−1,1]
(2.32)
With the help of Theorem 7.1 (the General Nirenberg Inequality (7.4) ) in Appendix A again, for f(x) =
(1− x2)∂xu,
j = 1 β = −1
4
pβ = 4
k = 1 α =
495
1364
pα =∞
θ =
31
42
γ = −43
44
pγ =
44
43
we have {
∂x[(1− x2)∂xu]
}
− 1
4
.
{
∂x[(1− x2)∂xu]
} 31
42
495
1364
{
(1 − x2)∂xu
} 11
42
− 43
44
. (2.33)
From (2.23) (2.32), the Sobolev Imbedding theorem H1[−1, 1] → L 4443 [−1, 1] and Poincare´ Inequality, it
follows that
‖A u‖L4[−1,1] . [A u]
31
42
495
1364
∥∥(1− x2)∂xu∥∥ 1142
L
44
43 [−1,1]
.
∥∥A2u∥∥ 3142
L2[−1,1]
∥∥(1 − x2)∂xu]∥∥ 1142H1[−1,1]
.
∥∥A2u∥∥ 3142
L2[−1,1] ‖A u‖
11
42
L2[−1,1]
.
∥∥A2u∥∥
L2[−1,1] .
(2.34)
Then, using (2.25) (2.26) and
(1− x2)∂2xu = 2x∂xu−A u (2.35)
we can deduce that∥∥A2u3∥∥
L2[−1,1] =
∥∥A (Au3) +mAu3∥∥
L2[−1,1]
.
∥∥A 2u3∥∥
L2[−1,1] +
∥∥A2u∥∥3
L2[−1,1]
.
∥∥(1− x2)∂2x [3u2(1− x2)∂xu]∥∥H1[−1,1] + ∥∥A2u∥∥3L2[−1,1]
.
∥∥−6 ((1− x2)∂xu) ((1− x2)(∂xu)2)− 12xu ((1− x2)(∂xu)2)
+18u
(
(1− x2)(∂xu)A u
)
+ 3u
(
u(1− x2)∂x(A u)
)∥∥
H1[−1,1] +
∥∥A2u∥∥3
L2[−1,1]
.
∥∥(1− x2)∂xu∥∥H1 [−1,1] ∥∥(1− x2)(∂xu)2∥∥H1[−1,1] + ∥∥A2u∥∥L2[−1,1] ∥∥(1− x2)(∂xu)2∥∥H1 [−1,1]
+
∥∥A2u∥∥
L2[−1,1]
∥∥(1− x2)(∂xu)A u∥∥H1[−1,1] + ∥∥A2u∥∥L2[−1,1] ∥∥u(1− x2)∂x(A u)∥∥H1[−1,1]
+
∥∥A2u∥∥3
L2[−1,1] .
(2.36)
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By Poincare´ inequality and (2.23), we obtain∥∥(1− x2)∂xu∥∥H1[−1,1] . ‖A u‖L2[−1,1] . ∥∥A2u∥∥2L2[−1,1] . (2.37)
Using Poincare´ inequality and (2.23) again with the help of (2.22) and (2.35) , we have∥∥(1− x2)(∂xu)2∥∥H1[−1,1]
.
∥∥∂x [((1 − x2)(∂xu))∂xu]∥∥L2[−1,1]
.
∥∥∂xu∂x ((1− x2)(∂xu))∥∥L2[−1,1] + ∥∥(∂xu)(1− x2)∂2xu∥∥L2[−1,1]
.
∥∥A2u∥∥
L2[−1,1] ‖A u‖L2[−1,1] + ‖∂xu (2x∂xu−A u)‖L2[−1,1]
.
∥∥A2u∥∥
L2[−1,1] ‖Au‖L2[−1,1] +
∥∥A2u∥∥2
L2[−1,1]
.
∥∥A2u∥∥2
L2[−1,1] .
(2.38)
From (2.14), we know for u ∈ D(A2), Au ∈ D(A), then limx→±1(1 − x2) 14Au = 0. So we have
lim
x→±1
(1− x2)A u = 0 (2.39)
Using (2.23), Cauchy Inequality and Poincare´ Inequality, we get∣∣∣∣∫ 1−1(1− x2)∂x(A u)dx
∣∣∣∣ = ∣∣∣∣∫ 1−1 ∂x[(1 − x2)A u]dx−
∫ 1
−1
[∂x(1− x2)]A udx
∣∣∣∣
= 2
∣∣∣∣∫ 1−1 x [2x∂xu− (1 − x2)∂2xu]dx
∣∣∣∣
= 2
∣∣∣∣∫ 1−1 2x2∂xudx−
∫ 1
−1
x(1 − x2)∂2xudx
∣∣∣∣
= 2
∣∣∣∣∫ 1−1 2x2∂xudx−
∫ 1
−1
∂x
(
x(1 − x2)∂xu
)
dx+
∫ 1
−1
∂x
(
x(1 − x2)) ∂xudx∣∣∣∣
= 2
∣∣∣∣∫ 1−1(1− x2)∂xudx
∣∣∣∣
.
∥∥(1− x2)∂xu∥∥L2[−1,1]
. ‖A u‖L2[−1,1] .
(2.40)
Then it follows from (2.40)
∥∥(1− x2)∂x(A u)∥∥L2[−1,1] . ∥∥∂x ((1− x2)∂x(A u))∥∥L2[−1,1] +
∣∣∣∣∫ 1−1(1− x2)∂x(A u)dx
∣∣∣∣
.
∥∥A 2u∥∥
L2[−1,1] + ‖A u‖L2[−1,1]
.
∥∥A2u∥∥
L2[−1,1]
(2.41)
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By Poincare´ Inequality with the help of (2.22) (2.23) (2.34) and (2.41), we have∥∥(1− x2)(∂xu)A u∥∥H1[−1,1]
.
∥∥∂x ((1− x2)(∂xu)A u)∥∥L2[−1,1]
.
∥∥(∂x(1− x2)(∂xu))A u∥∥L2[−1,1] + ∥∥(∂xu)(1− x2)∂x(A u)∥∥L2[−1,1]
.
∥∥(A u)2∥∥
L2[−1,1] +
∥∥A2u∥∥
L2[−1,1]
∥∥(1− x2)∂x(A u)∥∥L2[−1,1]
. ‖A u‖2L4[−1,1] +
∥∥A2u∥∥2
L2[−1,1]
.
∥∥A2u∥∥2
L2[−1,1] .
(2.42)
Then we obtain the following inequality by (2.22) (2.26) (2.41) and Poincare´ Inequality∥∥u(1− x2)∂x(A u)∥∥H1[−1,1] . ∥∥∂x (u(1− x2)∂x(A u))∥∥L2[−1,1]
.
∥∥u∂x ((1− x2)∂x(A u))∥∥L2[−1,1] + ∥∥(∂xu)(1− x2)∂x(A u)∥∥L2[−1,1]
. ‖u‖L∞[−1,1]
∥∥A 2u∥∥
L2[−1,1] +
∥∥A2u∥∥2
L2[−1,1]
.
∥∥A2u∥∥2
L2[−1,1]
(2.43)
In view of (2.37)(2.38)(2.42)(2.43), we proof the inequality (2.16).
3 The hamiltonian
3.1 the regularity of vectorfield.
From introduction, we have already obtain the hamiltonian (1.10)
H = Λ+G =
1
2
∑
j≥1
λj(p
2
j + q
2
j ) +
1
4
∑
i,j,k,l
Gijklqiqjqkql,
with equations of motions(1.9)
q˙j =
∂H
∂pj
= λjpj, p˙j =
∂H
∂qj
= −λjqj − ∂G
∂qj
,
in some neighbourhood of the origin in the Hilbert space ℓ2s×ℓ2s with standard symplectic structure
∑
j dqj∧
dpj . Then we have the following lemma
Lemma 3.1. For u(=
∑
j≥1
qj√
λj
φj) ∈ D(A2) or q = (qj)j≥1 ∈ ℓ27
2
, the gradient Gq = ( ∂G∂qj )j≥1 is real
analytic as a map from some neighbourhood of the origin in ℓ27
2
into ℓ29
2
, with
‖Gq‖ 9
2
= O(‖q‖37
2
). (3.1)
Proof. From the notation
∂G
∂qj
=
1√
λj
〈u3, φj〉, (3.2)
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we have
‖Gq‖ 9
2
.
∥∥(〈u3, φj〉)j≥1∥∥4
∼ ∥∥A2u3∥∥
L2[−1,1]
.
∥∥A2u∥∥3
L2[−1,1]
. ‖(〈u, φj〉)j≥1‖34
. ‖q‖37
2
.
(3.3)
Since G is independent of p, the associated hamiltonian vectorfield,
XG =
∑
j≥1
(
∂G
∂pj
∂
∂qj
− ∂G
∂qj
∂
∂pj
)
, (3.4)
is smoothing of order 1. By contrast, XΛ is unbounded of order 1.
3.2 The Legendre sequences
It is necessary to make clear the coefficientGijkl(1.11) in hamiltonian H . In particular Giijj . Then we
acquire the property of Legendre sequences denoted by P(m,n) =
∫ 1
−1 PmPmPnPndx,m, n ∈ N below.
Theorem 3.2. (Legendre sequences) The Legendre sequences P(m,n) satisfy the following recursion
formula
P(m+ 1, n) =αn−1m P(m,n− 1) + αnmP(m,n) + αn+1m P(m,n+ 1)
−αn−1m−1P(m− 1, n− 1)− αnm−1P(m− 1, n)− αn+1m−1P(m− 1, n+ 1)
+αnm−2P(m− 2, n),
(3.5)
where
αn−1m =
[
(2m+ 1)n
(m+ 1)(2n+ 1)
]2
,
αnm =
m(2m+ 1)(n2 + n−m2 −m)
(m+ 1)3(2m− 1)
[
(m− 1)m
n2 + n−m2 +m +
2
(2n+ 1)2
]
,
αn+1m =
[
(2m+ 1)(n+ 1)
(m+ 1)(2n+ 1)
]2
,
αn−1m−1 =
(m− 1)(2m− 1)(2m+ 1)(n2 + n−m2 −m)n2
(m+ 1)3(n2 + n−m2 +m)(2n+ 1)2 ,
αnm−1 =
2m(n2 + n−m2 −m)
(m+ 1)3(2n+ 1)2
+
(
m
m+ 1
)2
,
αn+1m−1 =
(m− 1)(2m− 1)(2m+ 1)(n2 + n−m2 −m)(n+ 1)2
(m+ 1)3(n2 + n−m2 +m)(2n+ 1)2 ,
αnm−2 =
(m− 1)3(2m+ 1)(n2 + n−m2 −m)
(m+ 1)3(2m− 1)(n2 + n−m2 +m) ,
satisfying
αn−1m + α
n
m + α
n+1
m − αn−1m−1 − αnm−1 − αn+1m−1 + αnm−2 ≡ 1, (3.6)
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with
P(0, n) =
2
2n+ 1
, (3.7)
P(1, n) =
2(2n2 + 2n− 1)
(2n− 1)(2n+ 1)(2n+ 3) , (3.8)
P(2, n) =
11n4 + 22n3 − 31n2 − 42n+ 18
(2n− 3)(2n− 1)(2n+ 1)(2n+ 3)(2n+ 5) , (3.9)
P(3, n) =
34n6 + 102n5 − 305n4 − 780n3 + 703n2 + 1110n− 450
(2n− 5)(2n− 3)(2n− 1)(2n+ 1)(2n+ 3)(2n+ 5)(2n+ 7) . (3.10)
Moreover, if ∫ 1−1 Pi(x)Pj(x)Pk(x)Pl(x)dx 6= 0, then we obtain the estimate of the following integral,∫ 1
−1
Pi(x)Pj(x)Pk(x)Pl(x)dx .
1√
i + 12
√
j + 12
√
k + 12
√
l + 12
(3.11)
or in short
P(m,n) .
1
mn
. (3.12)
In particular, there exist an absolute constant C > 0 such that
0 <
∫ 1
−1
φiφjφkφldx ≤ C (3.13)
The proof is left in section 6.
Using the property of the Legendre polynomials (2.8), we can obtain the property about Gijkl which
we need in the next section.
Lemma 3.3. Assume 0 < i ≤ j ≤ k ≤ l and i+j+k ≥ l, the coefficientsGijkl = 0 unless i±j±k±l ∈ 2Z.
Proof. From the definition of Gijkl(1.11) and φi(1.13)(2.1), we know the product of φiφjφk is a poly-
nomial like f(x) = α1xi+j+k + α2xi+j+k−2 + . . .. Then due to the property (2.8), under the assumption
0 < i ≤ j ≤ k ≤ l and i + j + k ≥ l,we can check
Gijkl =
1√
λiλjλkλl
∫ 1
−1
f(x)φldx
=
α1
√
2l − 12√
λiλjλkλl
∫ 1
−1
xi+j+kPldx+
α2
√
2l − 12√
λiλjλkλl
∫ 1
−1
xi+j+k−2Pldx+ . . .
= 0
unless
i± j ± k ± l ∈ 2Z.
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4 Partial Birkhoff normal form
Next we introduce complex coordinates
zj =
1√
2
(qj + ipj), zj =
1√
2
(qj − ipj). (4.1)
Then we obtain a real analytic hamiltonian H =
∑
j λj |zj |2 + . . . on the complex Hilbert space ℓ2s with
symplectic structure i
∑
j dzj ∧ dzj .
In the following, A(ℓ2s, ℓ2s+1) denotes the class of all real analytic maps from some neighbourhood of
the origin in ℓ2s into ℓ2s+1. Thus we can also obtain the main proposition like Po¨schel [4] but the handling
of the small denominator is more complex.
Proposition 4.1. For the 2-dimension of the invariant tori and m ∈ (0, 14 ) ∪ (14 , 414 ), there exists a real
analytic, symplectic change of coordinates Γ in some neighbourhood of the origin in ℓ27
2
that takes the
hamiltonian H = Λ+G with nonlinearity into
H ◦ Γ = Λ + G¯+ Gˆ+K,
where XG¯, XGˆ, XK ∈ A(ℓ27
2
, ℓ29
2
),
G¯ =
1
2
∑
min(i,j)≤2
Gij |zi|2|zj |2
with uniquely determined coefficient, and
|Gˆ| = O(‖zˆ‖47
2
), |K| = O(‖z‖67
2
), zˆ = (z3, z4, . . .).
Moreover, the neighbourhood can be chosen uniformly for every compact m−interval in (0, 14 ) ∪ (14 , 414 ),
and the dependence of Γ on m is real analytic.
Remark 1. Here m = 14 and m =
41
4 play an important pole in controlling the small divisor. For m =
1
4 ,
the resonance occurs when we check if λi + λj + λk + λl = 0. For m = 414 , one can find the answer in
(4.8) of Lemma 4.3.
Thus, the hamiltonian Λ+G is integrable with integrals |zj|2, j = 1, 2, while the not-normalized fourth
order term Gˆ is not integrable, but independent of the first 2 modes.
Proof of property. Let us introduce another set of coordinates (. . . , w−2, w−1, w1, w2, . . .) in ℓ2s by
setting zj = wj , z¯j = w−j . The hamiltonian under consideration then reads
H =Λ+G
=
∑
j≥1
λjzj z¯j +
1
4
∑
i,j,k,l
Gijkl(zi + z¯i) . . . (zl + z¯l)
=
∑
j≥1
λjwjw−j +
∑
i,j,k,l
′
Gijklwiwjwkwl.
The prime indicates that the subscripted indices run through all nonzero integers. The coefficients are
defined for arbitrary integers by setting Gijkl = G|i||j||k||l|.
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Formally, the transformation Γ is obtained as the time-1-map of the flow of a hamiltonian vectorfield
XF given by a hamiltonian
F =
∑
i,j,k,l
′
Fijklwiwjwkwl,
with coefficients
iFijkl =

Gijkl
λ′i + λ
′
j + λ
′
k + λ
′
l
for (i, j, k, l) ∈ L \N ,
0 otherwise.
(4.2)
Here, λ′j =sgnj · λ|j|,
L =
{
(i, j, k, l) ∈ Z4 : 0 6= min(|i|, . . . , |l|) ≤ 2} ,
and N ⊂ L is the subset of all (i, j, k, l) ≡ (p,−p, q,−q). That is, they are of the form (p,−p, q,−q) or
some permutation of it.
Next, we will estimate the denominator λ′i + λ′j + λ′k + λ′l to ensure the correction of the definition of
(4.2), the proof of the lemma is left at the end of this section.
Lemma 4.2. If i, j, k, l are non-zero integers, such that i± j± k± l ∈ 2Z, but (i, j, k, l) 6≡ (p,−p, q,−q),
then
|λ′i + λ′j + λ′k + λ′l| & σ(m,n) = σ > 0, n = min(|i|, . . . , |l|),
Hence, the denominators in (4.2) are uniformly bounded away from zero on every compact m−interval in
(0, 14 ) ∪ (14 , 414 ). The notation σ(m,n) is defined as
σ(m,n) = min {W (m,n), V (m,n)} ,
where
W (m,n) =
=min

(1 − 4m)(n+m)
2(
√
n(n+ 1) +m+ n)(
√
n(n+ 1) +m+ n+ 2m)
m ∈ (0, 1
4
)
2− 4m− 1
4
√
n(n+ 1) +m+ 4n+ 2
m ∈ (1
4
,
41
4
)
 ,
and
V (m,n) = min
m∈(0, 1
4
)∪( 1
4
, 41
4
)
{
m√
n(n+ 1) +m
,
n√
m+ 2
,
4m− 1
4(n(n+ 1) +m)
3
2
}
.
We continue the proof of the property. Expanding at t = 0 and using Taylor’s formula we formally
obtain
H ◦ Γ =H ◦XtF |t=1
=H + {H,F}+
∫ 1
0
(1− t) {{H,F} , F} ◦XtFdt
=Λ+G+ {Λ, F}+ {G,F}+
∫ 1
0
(1 − t) {{H,F} , F} ◦XtFdt,
where {H,F} denotes the Poisson bracket of H and F . The last line consists of terms of order six or more
in w and constitutes the higher order term K . In the second to last line,
{Λ, F} = −i
∑
i,j,k,l
′
(λ′i + λ
′
j + λ
′
k + λ
′
l)Fijklwiwjwkwl,
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hence
G+ {Λ, F} =
∑
(i,j,k,l)∈N
+
∑
(i,j,k,l) 6∈L
Gijklwiwjwkwl = G¯+ Gˆ.
Re-introducing the notations zj, z¯j and counting multiplicities, we obtain that
G¯ =
1
2
∑
min (i,j)≤2
G¯ij |zi|2|zj |2, (4.3)
with
G¯ij =

2(4i− 1)(4j − 1)
λiλj
P(2i− 1, 2j − 1) i 6= j,
(4i− 1)(4j − 1)
λiλj
P(2i− 1, 2j − 1) i = j.
(4.4)
Thus, we have H ◦ Γ = Λ + G¯+ Gˆ+K as claimed formally.
To prove analyticity and regularity of the preceding transformation, we first show that
XF ∈ A(ℓ27
2
, ℓ29
2
).
Assume a “ threshold function”
F˜ =
∫ 1
−1
v4dx, (4.5)
where
v =
1
σ
1
4
∑
j
w˜jφj and w˜j =
|wj |+ |w−j |√
|j| .
The natation σ comes from the estimate of denominator |λ′i + λ′j + λ′k + λ′l| & σ.
It is easy to check that, by (3.13), the integral of ∫ 1−1 φiφjφkφldx is uniform bounded.∣∣∣∣ ∂F∂wl
∣∣∣∣ ≤∑
i,j,k
′|Fijkl ||wiwjwk|
.
1
σ
√
|l|
∑
i,j,k
′
∣∣∣∣∫ 1−1 φiφjφkφldx
∣∣∣∣ |wiwjwk|√|ijk|
.
1
σ
√
|l|
∑
i,j,k
′ |wiwjwk|√
|ijk|
(4.6)
while F˜ = 1σ
∑
i,j,k,l w˜iw˜jw˜kw˜l
∫ 1
−1 φiφjφkφldx.
Then it follows that∣∣∣∣∣ ∂F˜∂wl
∣∣∣∣∣ =
∣∣∣∣∣ ∂F˜∂w˜l · ∂w˜l∂wl
∣∣∣∣∣
=
∣∣∣∣∣∣ 1σ
∑
i,j,k
w˜iw˜jw˜k
∫ 1
−1
φiφjφkφldx · 1√|l| w¯l|wl|
∣∣∣∣∣∣
&
1
σ
√
|l|
∑
i,j,k
∣∣∣∣∫ 1−1 φiφjφkφldx
∣∣∣∣ (|wi|+ |w−i|)(|wj |+ |w−j |)(|wk|+ |w−k|)√|ijk|
&
1
σ
√
|l|
∑
i,j,k
′
∣∣∣∣∫ 1−1 φiφjφkφldx
∣∣∣∣ |wiwjwk|√|ijk| .
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Hence, the second inequality of (4.6) implies that∣∣∣∣ ∂F∂wl
∣∣∣∣ .
∣∣∣∣∣ ∂F˜∂wl
∣∣∣∣∣ ,
which means
‖Fw‖ 9
2
.
∥∥∥F˜w∥∥∥
9
2
.
On the other hand, ∣∣∣∣∣ ∂F˜∂wl
∣∣∣∣∣ =
∣∣∣∣∫ 1−1 4v3 ∂v∂w˜l · ∂w˜l∂wl dx
∣∣∣∣
=
∣∣∣∣∣
∫ 1
−1
4v3
1
σ
1
4
φl · 1√|l| w¯l|wl|dx
∣∣∣∣∣
.
1√
|l| |〈v
3, φl〉|,
hence, ∥∥∥F˜w∥∥∥
9
2
=
(∑
l
l9
∣∣∣∣ 1√
l
〈v3, φl〉
∣∣∣∣2
) 1
2
=
(∑
l
l4|〈v3, φl〉|2
) 1
2
=
∥∥v3∥∥
4
∼
∥∥A2v3∥∥
L2[−1,1]
≤∥∥A2v∥∥3
L2[−1,1]
≤‖v‖34
∼
∑
l
l8
∣∣∣∣∣ |wl|√|l|
∣∣∣∣∣
2

3
2
∼ ‖w‖37
2
.
In the end, we obtain
‖Fw‖ 9
2
. ‖w‖37
2
.
The analyticity of Fw follows from the analyticity of each component function and its local boundedness.
In a sufficiently small neighbourhood of the origin in ℓ27
2
, the time-1-map XtF |t=1 is well defined and
gives rise to a real analytic symplectic change of coordinates Γ with the estimates
‖Γ− id‖ 9
2
= O(‖w‖37
2
), ‖DΓ− I‖op9
2
, 7
2
= O(‖w‖27
2
),
where the operator norm ‖·‖opr,s is defined by
‖A‖opr,s = sup
w 6=0
‖Aw‖r
‖w‖s
.
Obviously,‖DΓ− I‖op9
2
, 9
2
≤ ‖DΓ− I‖op9
2
, 7
2
, whence in a sufficiently small neighbourhood of the origin, DΓ
defines an isomorphism of ℓ2s+1. It follows that with XH ∈ A(ℓ27
2
, ℓ29
2
),
Γ∗XH = DΓ−1XH ◦ Γ = XH◦Γ ∈ A(ℓ27
2
, ℓ29
2
).
17
The same holds for the Lie bracket: the boundedness of ‖DXF ‖op9
2
, 7
2
implies that
[XF , XH ] = X{H,F} ∈ A(ℓ27
2
, ℓ29
2
).
These two facts show that XK ∈ A(ℓ27
2
, ℓ29
2
). The analogue claims for XG¯ and XGˆ are obvious.
Proof of Lemma 4.2 In fact, we want to prove there exists the lower bound of λ′i + λ′j + λ′k + λ′l, it
does not matter to use the renumbered notation λ2j = j(j + 1) +m instead of λ2j = 2j(2j − 1) +m. This
also makes it easier to use Lemma 4 in Po¨schel [4] in our proof.
Case1. Assume 0 < m < 14 , using a convenient mark σh = sgnh, we can write δ = λ
′
i+λ
′
j+λ
′
k+λ
′
l =
σiλ|i| + σjλ|j| + σkλ|k| + σlλ|l| . The skill in [6] will be used.
If σi|i|+ σj |j|+ σk|k|+ σl|l| 6= 0, then |σi|i|+ σj |j|+ σk|k|+ σl|l|| ≥ 2. Since
λ|h| =|h|+
√
|h|(|h|+ 1) +m− |h|
=|h|+ |h|+m√|h|(|h|+ 1) +m+ |h|
and f(x) = x+m√
x(x+1)+m+x
< 12 , (x ≥ 0, 0 < m < 14 ), we have
|δ| =|λ′i + λ′j + λ′k + λ′l|
=|σiλ|i| + σjλ|j| + σkλ|k| + σlλ|l||
≥|σi|i|+ σj |j|+ σk|k|+ σl|l||
−
(
|i|+m√
|i|(|i|+ 1) +m+ |i| +
|j|+m√
|j|(|j|+ 1) +m+ |j| +
|k|+m√
|k|(|k|+ 1) +m+ |k| +
|l|+m√
|l|(|l|+ 1) +m+ |l|
)
≥1
2
− |i|+m√|i|(|i|+ 1) +m+ |i|
=
(1 − 4m)(|i|+m)
2(
√
|i|(|i|+ 1) + |i|)(
√
|i|(|i|+ 1) +m+ |i|+ 2m) .
If σi|i|+ σj |j|+ σk|k|+ σl|l| = 0, then using Lemma 4 of Po¨schel’s article, we get
|δ| ≥ min
m∈(0, 1
4
)∪( 1
4
, 41
4
)
{
m√
n(n+ 1) +m
,
n√
m+ 2
,
4m− 1
4(n(n+ 1) +m)
3
2
}
.
Case 2. Assume 14 < m <
41
4 , consider the following two cases{
i± j ± k ± l = 2α α ∈ Z+,
i± j ± k ± l = 2β β ∈ Z−,
where 0 < i ≤ j ≤ k ≤ l. The case “i± j ± k ± l = 0 ” is discussed in Lemma 4 of Po¨schel’s article.
Before proving Lemma 4.2 in Case 2., we have to show another lemma and state a basic property of
Legendre polynomials.
Lemma 4.3. Assume 14 < m <
41
4 , j − i > l − k, 0 < i ≤ j ≤ k ≤ l, and i ± j ± k ± l is even, if
δ = (λj − λi)− (λl − λk), then |δ| ≥ 2− 4m−1
4
√
i(i+1)+m+4i+2
> 0.
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Proof. It is easy to get j − i ≥ l − k + 2, hence we have
|δ| =|(λj − λi)− (λl − λk)|
=|[(λj − λi)− (l − k)]− [(λl − λk)− (l − k)]|
≥|(λj − λi)− (l − k)| − |(λl − λk)− (l − k)|
≥|λj − λi| − |l − k|+ [(l − k)− (λl − λk)]
≥2− [(j − i)− (λj − λi)] + [(l − k)− (λl − λk)]
≥2− [(j − i)− (λj − λi)].
It is clear that
λj − λi =
√
j(j + 1) +m−
√
i(i+ 1) +m
=
(j + i + 1)(j − i)√
j(j + 1) +m+
√
i(i+ 1) +m
≤j − i,
when 14 < m <
41
4 . Then
(j − i)− (λj − λi)
=
(
1− (j + i+ 1)√
j(j + 1) +m+
√
i(i+ 1) +m
)
(j − i)
=
√
j(j + 1) +m− (j + 12 )√
j(j + 1) +m+
√
i(i+ 1) +m
· (j − i)
+
√
i(i+ 1) +m− (i + 12 )√
j(j + 1) +m+
√
i(i+ 1) +m
· (j − i)
=
(m− 14 )(j − i)[√
j(j + 1) +m+ (j + 12 )
] [√
j(j + 1) +m+
√
i(i+ 1) +m
]
+
(m− 14 )(j − i)[√
i(i+ 1) +m+ (i+ 12 )
] [√
j(j + 1) +m+
√
i(i+ 1) +m
] .
(4.7)
If j − i = h ≥ 0, then the function with respect to h satisfies the following property,
f(h) =(j − i)− (λj − λi)
=h−
[√
(i + h)(i+ h+ 1) +m−
√
(i)(i + 1) +m
]
is monotone increasing, since
f ′(h) = 1− 2h+ 2i+ 1
2
√
(i+ h)(i+ h+ 1) +m
> 0,
when 14 < m <
41
4 .
Hence, we completes Lemma 4.3. by letting h goes to infinity,
|δ| ≥2− f(h)
≥2− lim
h→∞
f(h)
=2− m−
1
4√
i(i+ 1) +m+ i+ 12
> 0.
(4.8)
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In fact, 14 < m <
41
4 comes from the last inequality of (4.8) if i = 1 .
In order to prove Case 2., we need to divide it into the following 9 subcases:
Subcase 2.1. i + j + k + l = 2α. Since i + j + k + l ≥ i + 3j, we have α > j. Then, we get
i− j + k + l = 2(α− j), which convert to Subcase 2.4 below.
Subcase 2.2. i + j + k − l = 2α. If 1 ≤ α < i, then we have l − k = (i − α) + (j − α) >
(j − α)− (i− α) = j − i. Using the idea of Lemma 4 in Po¨schel [4] , one can obtain
|δ| ≥ 2(i− α)f ′(j) ≥ 2j + 1√
j(j + 1) +m
.
On the other hand, it is easy to obtain α ≤ i+j2 . If α = i or α = i+j2 , then it converts to Po¨schel’s case.
So it suffices to consider the case i < α < i+j2 , which means l − k < j − i. This can be solved by using
Lemma 4.3.
Subcase 2.3. i + j − k + l = 2α. Using the basic assumption, we can get l − k ≤ α ≤ i + j.
The case α = l − k or α = i + j can be solved by using Lemma 4 in Po¨schel [4] . If α > j, then
i − j − k + l = 2(α − j), which converts to Subcase 2.5 below. So it suffices to consider the case
l − k < α ≤ j, which means l − k ≤ j − i. Use Lemma 4 in Po¨schel [4] when the equality holds, while
use Lemma 4.3 when equality does not hold.
Subcase 2.4. i − j + k + l = 2α. Using the basic assumption, we get α ≥ l − j. If α > k, then
i − j − k + l = 2(α − k), which converts to Subcase 2.5 below. Otherwise j − i = k + l − 2α ≥
k + l − 2k = l − k, then use the same skill like Subcase 2.3.
Subcase 2.5. i− j − k + l = 2α. It is easy to be solved when we observe that l − k = j − i + 2α by
using the idea of Lemma 4 in Po¨schel [4] .
Subcase 2.6. i − j − k − l = 2β. If β + l ≥ 1, then it converts to Subcase 2.5. Next, using the basic
assumption, we get −j − k ≤ β ≤ −l, which means i − j − k − l = 2β ≤ −2l. This concludes that
l − k ≤ j − i, then we can use the same skill above.
Subcase 2.7. i− j − k + l = 2β. Observe that l − k = j − i− 2|β|.
Subcase 2.8. i − j + k − l = 2β. Using the basic assumption, we get |β| ≤ k. If β + l < 1, then
i+j−k−l = 2β ≤ −2l, i.e., i+j+l−k ≤ 0, which is a contradiction. So we obtain i+j−k+l = 2(β+l),
which can converts to Subcase 2.3.
Subcase 2.9. i − j + k − l = 2β. Observe that l − k + j − i = 2|β|, then l − k ≤ j − i + 2 or
l − k ≥ j − i, which can use the same skill as above.
Hence, we finish the proof of Lemma 4.2.
5 The Cantor Manifold Theorem
In this section, we will state Cantor manifold theorem in Po¨schel’s article [4] which is proven in [11]
using the KAM-theorem for partial differential equations from [17]. The difficulty here is to check the
nondegeneracy condition (5.7) for Cantor manifold theorem.
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In a neighbourhood of the origin in ℓ2s, we now consider more generally hamiltonian of the form H =
Λ+Q+R, where Λ+Q is integrable and in normal form and R is a perturbation term. Letting z = (z˜, zˆ)
with z˜ = (z1, z2) and zˆ = (z3, z4, . . .), as well as
I =
1
2
(|z1|2, |z2|2), Z = 1
2
(|z3|2, |z4|2, . . .),
we assume that
Λ = 〈α, I〉+ 〈β, Z〉, Q = 〈AI, I〉+ 〈BI, Z〉,
with constant vectors α, β and constant matrices A,B,
αi = λi(i = 1, 2), (5.1)
βj = λj(j ≥ 3). (5.2)
A =
(
G¯11 G¯12
G¯21 G¯22
)
(5.3)
Bjk = G¯jk(j ≥ 3, k = 1, 2), (5.4)
In the Birkhoff normal form lemma, Λ + G¯ is of that form.
The equations of motion of the hamiltonian Λ +Q are
˙˜z = i(α+AI +BT z)j z˜j , ˙ˆzj = i(β +BI)j zˆj .
Thus, the complex 2-dimensional manifold E = zˆ = 0 is invariant, and it is completely filled up to the
origin by the invariant tori
T (I) = {z˜ : |z˜j |2 = 2Ij , 1 ≤ j ≤ 2}, I ∈ P2.
On T (I) the flow is given by the equations
˙˜zj = iωj(I)z˜j , ω(I) = α+AI, (5.5)
and in its normal space by
˙ˆzj = iΩj(I)zˆj , Ω(I) = β +BI. (5.6)
They are linear and in diagonal form. In particular, since Ω(I) is real, zˆ = 0 is an elliptic fixed point, all
the tori are linearly stable, and their orbits have zero Lyapunov exponents. The Cantor manifold theorem
proves the persistence of a large portion of E forming an invariant Cantor manifold E for the hamiltonian
H = Λ +Q+R.
For the existence of E , the following assumptions are made.
A.Nondegeneracy. The normal form Λ +Q is nondegenerate in the sense that
(A1) detA 6= 0,
(A2) 〈l, β〉 6= 0,
(A3) 〈k, ω(I)〉+ 〈l,Ω(I)〉 6≡ 0,
(5.7)
for all (k, l) ∈ Z2 × Z∞ with 1 ≤ |l| ≤ 2.
B.Spectral asymptotics. There exists d ≥ 1 and δ < 1 such that
βj = j
d + . . .+O(jδ),
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where the dots stand for terms of order less than d in j. Note that the normalization of the coefficient of jd
can always be achieved by a scaling of time.
C.Regularity.
XQ, XR ∈ A(ℓ2s, ℓ2s¯),
{
s¯ ≥ s for d > 1,
s¯ > s for d = 1.
By the regularity assumption, the coefficients of B = (Bij)1≤j≤2<i satisfy the estimate Bij = O(is−s¯)
uniformly in 1 ≤ j ≤ 2. Consequently, for d = 1 there exists a positive constant κ such that
Ωi − Ωj
i− j = 1 +O(j
−κ), i > j,
uniformly for bounded I . For d > 1, we set κ =∞.
The following theorem is in Po¨schel [4].
Theorem 5.1. “THE CANTOR MANIFOLD THEOREM. Suppose the hamiltonian H = Λ + Q + R
satisfies assumptions A,B and C, and
|R| = O(
∥∥zˆ4s∥∥) +O(‖z‖gs)
with
g > 4 +
4−∆
κ
, ∆ = min (s¯− s, 1).
Then there exists a Cantor manifold E of real analytic, elliptic diophantine n− tori given by a Lipschitz
continuous embedding Ψ : T [C ] → E , where C has full density at the origin, and Ψ is close to the
inclusion map Ψ0:
‖Ψ−Ψ0‖s¯,Br∩T [C ] = O(rσ),
with some σ > 1. Consequently, E is tangent to E at the origin.”
We now verify the assumptions of the Cantor Manifold Theorem. We already known that XQ, XR ∈
A(ℓ27
2
, ℓ29
2
) with |R| = O(‖z˜‖47
2
) +O(‖z‖67
2
). On the other hand, we have
λj =
√
j(j + 1) +m = j +
1
2
+
m− 14
2j
+O(j−3).
So conditions B and C are satisfied with d = 1, δ = −1,s¯ = 92 and s = 72 .
Moreover, since Bij = G¯ij = 2(2i+1)(2j+1)λiλj P (i, j), we have
Ωj−2 = (β +BI)j−2 = λj +
〈v, I〉
λj
with v = 2(2i+ 1)(2j + 1)P (i, j)(λ−11 , λ
−1
2 ). This gives the asymptotic expansion
Ωj−2 = j +
1
2
+
m− 14
2j
+
〈v, I〉
j
+O(j−3) = j +
1
2
+
mI
j
+O(j−3),
mI =
m− 1
4
2 + 〈v, I〉. Thus, for i > j,
Ωi − Ωj
i− j = 1−
mI
(i+ 2)(j + 2)
+O(j−3) = 1 +O(j−2),
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we can obtain
detA = det
(
G¯11 G¯12
G¯21 G¯22
)
, det

g11
λ21
g12
λ1λ2
g21
λ2λ1
g22
λ22

,
1
λ21λ
2
2
det g < 0,
where
g11 = λ
2
1G¯11 = 3× 3×P(1, 1) =
18
5
,
g12 = g21 = λ1λ2G¯12 = 2× 3× 7×P(1, 3) = 92
15
,
g22 = λ
2
2G¯22 = 7× 7×P(3, 3) =
2× 7× 241
5× 11× 13 ,
(5.8)
deg g = g11g22 − g12g21 = −663764
32175
. (5.9)
The nondegeneracy condition (A2) is easy to check since λj or λi ± λj(i 6= j) are not equal to zero.
Next, we will check the nondegeneracy condition (A3). Since the condition 1 ≤ |l| ≤ 2, we only need
to consider the following two cases
〈k, ω〉 ± Ωj 6≡ 0 (5.10)
and
〈k, ω〉 ± (Ωi − Ωj) 6≡ 0 (5.11)
Recall the definition of ω(I) (5.5) and Ω(I) (5.6), we can obtain that Ω = β + BA−1(ω − α). Besides,
choosing ζ = ( 1ω1 ,
ω2
ω1
) = (σ, ζ2) as another new parameter vector instead of ω = (ω1, ω2), we can obtain
the following two expressions (A31) and (A32) with respect to σ = 1ω1 which are equivalent to (5.10) and(5.11).
(A31)
∣∣∣∣df1(σ)dσ
∣∣∣∣ =
∣∣∣∣∣βj −
2∑
l=1
Bjl(A
−1α)l
∣∣∣∣∣ > 0,
(A32)
∣∣∣∣df2(σ)dσ
∣∣∣∣ =
∣∣∣∣∣βi − βj −
2∑
l=1
(Bil −Bjl)(A−1α)l
∣∣∣∣∣ > 0,
where
ω˜ = ωσ = (1, ζ2), (5.12)
f1(σ) = 〈k, ω˜〉+ σβj +
2∑
l=1
Bjl[A
−1(ω˜ − ασ)]l, (5.13)
f2(σ) = 〈k, ω˜〉 ±
[(
σβi +
2∑
l=1
Bil[A
−1(ω˜ − ασ)]l
)
−
(
σβj +
2∑
l=1
Bjl[A
−1(ω˜ − ασ)]l
)]
. (5.14)
Here, we denote gj1 and gj2 according to (4.4),
gj1 = λ1λjG¯1j
= 2× (4× 1− 1)× (4j − 1)× P (1, 2j − 1)
=
12(8j2 − 4j − 1)
(4j − 3)(4j + 1) ,
(5.15)
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and
gj2 = λ2λjG¯2j
= 2× (4× 2− 1)× (4j − 1)P (3, 2j − 1)
=
28× (1088j6 − 1632j5 − 2440j4 + 3120j3 + 1406j2 − 1110j − 225)
(4j − 7)(4j − 5)(4j − 3)(4j + 1)(4j + 3)(4j + 5) .
(5.16)
By the basic computation
A−1 =
(
G¯11 G¯12
G¯21 G¯22
)−1
=
(
G¯22 − G¯12
− G¯21 G¯11
)
detA
,
(5.17)
as well as the definition of Bjk , αi, βj and gj1, gj2 in (5.1)—(5.4) and (5.15) (5.16). we can obtain the
following result.
In (A31), we have∣∣∣∣df1(σ)dσ
∣∣∣∣ = ∣∣∣∣λj − G¯j1 G¯22λ1 − G¯12λ2detA − G¯j2 G¯11λ2 − G¯12λ1detA
∣∣∣∣
=
1
| detA|
∣∣∣∣(detA)λj − gj1λjλ1
(
g22
λ22
λ1 − g12
λ1λ2
λ2
)
− gj2
λjλ2
(
g11
λ21
λ2 − g12
λ1λ2
λ1
)∣∣∣∣
=
1
| detA|
1
λ21λ
2
2λj
∣∣(det g)λ2j − gj1(g22λ21 − g12λ22)− gj2(g11λ22 − g12λ21)∣∣
≥ 1| detA|
1
λ21λ
2
2λj
[∣∣(det g)λ2j ∣∣− ∣∣gj1(g22λ21 − g12λ22) + gj2(g11λ22 − g12λ21)∣∣] ,
(5.18)
where j ≥ 3 and m ∈ (0, 14 ) ∪ (14 , 414 ). An easy computation gives
g22λ
2
1 − g12λ22 = −
3034
2145
m− 45876
715
. (5.19)
and
g11λ
2
2 − g12λ21 = −
38
15
m+
464
15
. (5.20)
From (5.9) (5.19) (5.20), it is easy to estimate that
|(det g)λ2j | = |(det g) (2j(2j − 1) +m) | > 618, (5.21)
and ∣∣gj1(g22λ21 − g12λ22) + gj2(g11λ22 − g12λ21)∣∣ < 441. (5.22)
Then, by substituting (5.21) and (5.22) into (5.18), we obtain∣∣∣∣df1(σ)dσ
∣∣∣∣ > 0.
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In (A32), we have∣∣∣∣df2(σ)dσ
∣∣∣∣ =
∣∣∣∣∣βi − βj −∑
l
(Bil −Bjl)(A−1α)l
∣∣∣∣∣
=
∣∣∣∣(λi − λj)− (G¯i1 − G¯j1)G¯22λ1 − G¯12λ2detA − (G¯i2 − G¯j2)G¯11λ2 − G¯12λ1detA
∣∣∣∣
=
1
λ21λ
2
2| detA|
∣∣∣∣(λi − λj) det g − λ21λ22( gi1λiλ1 − gj1λjλ1
)(
g22
λ22
λ1 − g12
λ1λ2
λ2
)
−λ21λ22
(
gi2
λiλ2
− gj2
λjλ2
)(
g11
λ21
λ2 − g12
λ1λ2
λ1
)∣∣∣∣
≥ |i− j|
λ21λ
2
2| detA|(λi + λj)
[∣∣∣∣(det g)λi − λji− j
∣∣∣∣−
∣∣∣∣∣(g22λ21 − g12λ22)
gi1
λi
− gj1λj
i− j
+ (g11λ
2
2 − g12λ21)
gi2
λi
− gj2λj
i− j
∣∣∣∣∣
]
.
(5.23)
Since
λi − λj
i− j =
√
2i(2i− 1) +m−
√
2j(2j − 1) +m
i− j
=
4(i+ j)− 2
λi + λj
>
4(i+ j)− 2
[2(i+ j)− 1] + 2
√
m− 14
>
2
1 +
√
40
13
, (i, j ≥ 3, i 6= j)
we have the following estimate by (5.9) ∣∣∣∣(det g)λi − λji− j
∣∣∣∣ > 27. (5.24)
Let
v1(i) =
gi1
λi
, (5.25)
v2(i) =
gi2
λi
. (5.26)
Then for every fixed m ∈ (0, 14 ) ∪ (14 , 414 ), when x ∈ [3,∞)
∂xv1(x) < 0, ∂xv2 < 0, (5.27)
and both monotonically increase with respect to x. Besides,
gi1
λi
− gj1λj
i− j ∈ ∂xv1([3,∞)),
gi2
λi
− gj1λj
i − j ∈ ∂xv2([3,∞)). (5.28)
From (5.19) (5.20) and some computation, we know
max
m∈(0, 1
4
)∪( 1
4
, 41
4
)
∣∣∣∣∣(g22λ21 − g12λ22)
gi1
λi
− gj1λj
i− j + (g11λ
2
2 − g12λ21)
gi2
λi
− gj2λj
i− j
∣∣∣∣∣ < 27. (5.29)
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In the end, by substituting (5.24) and (5.29) into (5.23), we get∣∣∣∣df2(σ)dσ
∣∣∣∣ > 0.
Thus the main theorem follows.
6 Proof of Theorem 3.2.
Before our proof, we need the following four lemmas which will be proved in Appendix B.
The idea is using the recursion formula (2.5) to obtain lemma 6.2 (with the help of lemma 6.1 also ) and
lemma 6.3. Then, we eliminate Q(m,n) and get the recursion (See lemma 6.4.) with respect to P(m,n)
by some technical calculation.
The estimate of c(m)(= limn→∞ nP(m,n)) in lemma 6.6 and the symmetry of P(m,n) give the final
result. The idea using another sequence O(1)m+1 similar to c(m) to obtain a rough upper bound of c(m) and
using the symmetry property to obtain a precise estimate.
Lemma 6.1.
∫ 1
−1 P
2
mPn+1Pn−1dx =
∫ 1
−1 P
2
nPm+1Pm−1dx.
If we denote
P(m,n) =
∫ 1
−1
PmPmPnPndx,
Q(m,n) =
∫ 1
−1
Pm−1Pm+1PnPndx,
then we have
Lemma 6.2.
P(m,n) =
(
n+ 1
2n+ 1
)2(
2m− 1
m
)2
P(m− 1, n− 1)
+
2n2 + 2n− 2m2 + 2m
(2n+ 1)2m2
Q(m− 1, n)−
(
m− 1
m
)2
P(m− 2, n).
(6.1)
Lemma 6.3.
Q(m,n) =
(2m+ 1)m
(m+ 1)(2m− 1)P(m,n)
+
(2m+ 1)(m− 1)
(2m− 1)(m+ 1)Q(m− 1, n)−
m
m+ 1
P(m− 1, n).
(6.2)
Lemma 6.4.
P(m+ 1, n) =αn−1m P(m,n− 1) + αnmP(m,n) + αn+1m P(m,n+ 1)
−αn−1m−1P(m− 1, n− 1)− αnm−1P(m− 1, n)− αn+1m−1P(m− 1, n+ 1)
+αnm−2P(m− 2, n),
(6.3)
with the coefficients αji and P(k, n), (k = 0, 1, 2, 3) expressed in Theorem 3.3.
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Now we only need to prove∫ 1
−1
Pi(x)Pj(x)Pk(x)Pl(x)dx .
1√
i+ 12
√
j + 12
√
k + 12
√
l + 12
.
It is obvious to conclude the following proposition by mathematical induction according to the recursion
(6.3) and the expressions of P(i, n), (i = 0, 1, 2) (3.7) (3.8) (3.9).
Proposition 6.5. For every fixed m, P(m,n) is a rational fraction with respect to n, i.e.
P(m,n) =
R(n)
S (n)
.
The degree of denominator deg(R(n)) and the degree of numerator deg(S (n)) satisfy
deg(S (n))− deg(R(n)) ≥ 1.
Remark 2. We conjecture that deg(R(n)) = 2m and deg(S (n)) = 2m+ 1.
An immediate consequence of the proposition is that, for every fixed m,
lim
n→∞
nP(m,n) = O(1),
and since the symmetry P(m,n) = P(n,m), we also have that for every fixed n,
lim
m→∞mP(m,n) = O(1).
In the following, we have to check if,
lim
mn→∞
mnP(m,n) = O(1), (6.4)
which seems to be correct intuitively but need to be proved strictly.
If we fix m, we can denote
lim
n→∞
nP(m,n) = c(m), (6.5)
and it is obvious that
c(0) = 1, c(1) =
1
2
, c(2) =
11
32
, c(3) =
17
64
.
Observing the relationship
αn−1m + α
n
m + α
n+1
m − αn−1m−1 − αnm−1 − αn+1m−1 + αnm−2 ≡ 1,
by letting n goes to infinity, we get
αm − αm−1 + αm−2 ≡ 1, (6.6)
where
αi = lim
n→∞
n+1∑
j=n−1
α
j
i , (i = m− 1,m), αm−2 = limn→∞α
n
m−2, (6.7)
and
αm−1 =
6m3 − 2m2 + 1
2(m+ 1)3
, αm =
(2m+ 1)(6m3 + 2m2 − 1)
2(2m− 1)(m+ 1)3 , αm−2 =
(m− 1)3(2m+ 1)
(m+ 1)3(2m− 1) . (6.8)
Then from (6.3), letting n goes to infinity, we have the following unilateral sequence
c(m+ 1) = αmc(m)− αm−1c(m− 1) + αm−2c(m− 2). (6.9)
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Lemma 6.6. The sequence c(m) satisfies the following properties:
0 ≤ c(m+ 1) < c(m) ≤ 1
2
. (6.10)
and
c(m+ 1) ≤ 15
16(m+ 2)
+
1
32
. (6.11)
The proof is given in Appendix B.
From (6.5) and (6.11), we know
sup
n≥1
(nP(m,n)) .
15
16(m+ 2)
+
1
32
. (6.12)
On the other hand, since the symmetry (See the definition of P(m,n). )
P(m,n) = P(n,m), (6.13)
lim
m→∞
mP(m,n) = lim
m→∞
mP(n,m) = c(n), (6.14)
then by (6.11)
mP(m,n) . c(n) =
15
16(n+ 1)
+
1
32
, (6.15)
so
nP(m,n) .
(
15n
16(n+ 1)
+
1
32
n
)
1
m
(6.16)
However, from (6.12) we know
sup
n≥1
(nP(m,n)) <∞,
so from (6.16), we obtain
sup
n≥1
(nP(m,n)) .
1
m
,
then it follows that, there exists C˜ > 0 such that
P(m,n) <
C˜
mn
.
By Cauchy Inequality, we have∫ 1
−1
PiPjPkPldx ≤
(∫ 1
−1
(PiPj)
2dx
) 1
2
(∫ 1
−1
(PkPl)
2dx
) 1
2
.
1√
i+ 12
√
j + 12
√
k + 12
√
l+ 12
.
If i ≤ j ≤ k ≤ l, then we already know∫ 1
−1
PiPjPkPldx 6= 0 (iff i+ j + k + l = 2α and i+ j + k ≥ l)
and PiPjPkPl is an even function, from (2.10) we know∫ 1
−1
PiPjPkPldx > 0,
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then
0 <
∫ 1
−1
φiφjφkφldx ≤ C
is an easy deduction.
7 Appendix A
Recall the definition
{f}α =

[f ]α = sup
x 6=y
|f(x)− f(y)|
|x− y|α when 0 < α < 1,
‖f‖Lp[−1,1] when α = −
1
p
≤ 0,
(7.1)
for any f defined on [−1, 1].
Then we have the following General Nirenberg Inequality.
Theorem 7.1. [2][1] [3] Suppose−1 ≤ α, β, γ < 1 and j, k are nonnegative integers, 0 ≤ θ ≤ 1, and
j + β = θ(k + α) + (1− θ)γ,
1
pβ
≤ θ
pα
+
1− θ
pγ
,
(7.2)
where
pδ =

∞, δ ≥ 0,
− 1
δ
, δ < 0.
(7.3)
When k + α is an integer ≥ 1, and −1 < α < 0 (i.e. 1 < pα < ∞) we require θ 6= 1. Then for any
f ∈ C∞0 [−1, 1], we have
{∂jxf}β . {∂kxf}θα{f}1−θγ . (7.4)
An immediate consequence of this theorem is the Gagliardo-Nirenberg Inequality.
Theorem 7.2. [1][3] Suppose 0 ≤ a ≤ 1, 1 ≤ p, q, r ≤ ∞,m, k are any integers satisfying
k − 1
p
= a(m− 1
q
) + (1− a)(−1
r
),
1
p
≤ a
q
+
1− a
r
,
(7.5)
then for any f ∈ C∞0 [−1, 1], we have the following inequality∥∥∂kxu∥∥Lp[−1,1] . ‖∂mx u‖aLq [−1,1] ‖u‖1−aLr[−1,1] (7.6)
with the following exception: if m− nq = k, 1 < p <∞, then (7.6) holds for a 6= 1.
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8 Appendix B
8.1 Proof of Lemma 6.1.
From [5], we know that
Pn+1Pn−1 =
2n∑
k=2
(
n+ 1 n− 1 k
0 0 0
)2
(2k + 1)Pk
P 2m =
2m∑
k=0
(
m m k
0 0 0
)2
(2k + 1)Pk,
and the same to Pm+1Pm−1 and P 2n , then∫ 1
−1
Pn+1Pn−1P 2mdx = 2
2min(m,n)∑
k=2
(
n+ 1 n− 1 k
0 0 0
)2(
m m k
0 0 0
)2
(2k + 1),
∫ 1
−1
Pm+1Pm−1P 2ndx = 2
2min(m,n)∑
k=2
(
m+ 1 m− 1 k
0 0 0
)2(
n n k
0 0 0
)2
(2k + 1).
It is easy to check that (
n+ 1 n− 1 k
0 0 0
)2(
m m k
0 0 0
)2
=
A(k2 − 1)A(k2 + 1)A(n− k2 )
(2n+ k + 1)A(n+ k2 )
A(k2 )A(
k
2 )A(m− k2 )
(2m+ k + 1)A(m+ k2 )
=
A(k2 − 1)A(k2 + 1)A(m− k2 )
(2m+ k + 1)A(m+ k2 )
A(k2 )A(
k
2 )A(n− k2 )
(2n+ k + 1)A(n+ k2 )
=
(
m+ 1 m− 1 k
0 0 0
)2 (
n n k
0 0 0
)2
.
8.2 Proof of Lemma 6.2.
From the recursion formula (2.5)
(n+ 1)Pn+1 − (2n+ 1)xPn + nPn−1 = 0,
we get
Pm =
(2m− 1)xPm−1 − (m− 1)Pm−2
m
, xPn =
(n+ 1)Pn+1 + nPn−1
2n+ 1
,
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then we can write the demanded integration as follows,∫ 1
−1
PmPmPnPndx =
∫ 1
−1
[
(2m− 1)xPm−1 − (m− 1)Pm−2
m
]2
P 2ndx
=
(
2m− 1
m
)2 ∫ 1
−1
P 2m−1
[
n+ 1
2n+ 1
Pn+1 +
n
2n+ 1
Pn−1
]2
dx+
(
m− 1
m
)2 ∫ 1
−1
P 2m−2P
2
ndx
− 2(2m− 1)(m− 1)
m2
[
mPm + (m− 1)Pm−2
2m− 1
]
Pm−2P 2ndx
=
(
n+ 1
2n+ 1
)2(
2m− 1
m
)2 ∫ 1
−1
P 2m−1P
2
n+1dx+
(
2m− 1
m
)2(
n
2n+ 1
)2 ∫ 1
−1
P 2m−1P
2
n−1dx
+ 2
(
2m− 1
m
)2
n+ 1
2n+ 1
n
2n+ 1
∫ 1
−1
P 2m−1Pn+1Pn−1dx−
(
m− 1
m
)2 ∫ 1
−1
P 2m−2P
2
ndx
− 2(m− 1)
m
∫ 1
−1
PmPm−2P 2ndx.
(8.1)
With the help of Lemma 6.1, we have∫ 1
−1
P 2m−1Pn+1Pn−1dx =
∫ 1
−1
PmPm−2P 2ndx. (8.2)
Insert it into equation (8.1), we complete the proof.
8.3 Proof of Lemma 6.3.
From (2.5) we know∫ 1
−1
[(n+ 1)Pn+1]Pn+1P
2
mdx
=
∫ 1
−1
[(2n+ 1)xPn]Pn+1P
2
mdx−
∫ 1
−1
[nPn−1]Pn+1P 2mdx
=(2n+ 1)
∫ 1
−1
(xPn+1)PnP
2
mdx− n
∫ 1
−1
Pn+1Pn−1P 2mdx
=(2n+ 1)
∫ 1
−1
PnP
2
m
(n+ 2)Pn+2 + (n+ 1)Pn
2n+ 3
dx− n
∫ 1
−1
Pn−1Pn+1P 2m,
8.4 Proof of lemma 6.4.
Using the recursion (2.5)
(n+ 1)Pn+1 − (2n+ 1)xPn + nPn−1 = 0,
and the expressions of Legendre polynomials
P0(x) = 1, P1(x) = x, P2(x) =
3x2 − 1
2
,
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it is easy to prove
P(1, n) =
2(2n2 + 2n− 1)
(2n− 1)(2n+ 1)(2n+ 3) ,
and
P(0, n) =
2
2n+ 1
,
as well as
P(2, n) =
11n4 + 22n3 − 31n2 − 42n+ 18
(2n− 3)(2n− 1)(2n+ 1)(2n+ 3)(2n+ 5) .
Then
Q(1, n) =
∫ 1
−1
P0P1P
2
ndx =
3
2
P(1, n)− 1
2
P(0, n) =
2n(n+ 1)
(2n− 1)(2n+ 1)(2n+ 3) .
From (6.1) and (6.2), we can find the expressions of P(m,n) and Q(m,n), when m is fixed. In
particular, we have
P(3, n) =
34n6 + 102n5 − 305n4 − 780n3 + 703n2 + 1110n− 450
(2n− 5)(2n− 3)(2n− 1)(2n+ 1)(2n+ 3)(2n+ 5)(2n+ 7) .
Now, by Lemma 6.3, we have the following recursion with respect to {m(m+1)2m+1 Q(m,n)}∞m=1,
m(m+ 1)
2m+ 1
Q(m,n)− (m− 1)[(m− 1) + 1]
2(m− 1) + 1 Q(m− 1, n) =
m2
2m− 1P(m,n)−
m2
2m+ 1
P(m− 1, n).
Then it follows that
Q(m,n) =
2m+ 1
m(m+ 1)
[
m2
2m− 1P(m,n) +
1
(2m− 3)(2m+ 1)P(m− 1, n)
+
m−2∑
i=1
(
1
(2i− 1)(2i+ 3)P(i, n)
)
− 1
3
P(0, n)
]
.
(8.3)
Inserting (8.3) into (6.1) gives the following recursion,
P(m+ 1, n) =
(
n+ 1
2n+ 1
)2 (
2m+ 1
m+ 1
)2
P(m,n+ 1) +
(
n
2n+ 1
)2(
2m+ 1
m+ 1
)2
P(m,n− 1)
+
2m(2m+ 1)(n2 + n−m2 −m)
(m+ 1)3(2m− 1)(2n+ 1)2 P(m,n)−
[
(
m
m+ 1
)2 − 2(n
2 + n−m2 −m)
m(m+ 1)3(2m− 3)(2n+ 1)2
]
P(m− 1, n)
+
2(n2 + n−m2 −m)(2m+ 1)
m(m+ 1)3(2n+ 1)2
m−2∑
i=1
(
1
(2i− 1)(2i+ 3)P(i, n)
)
− 4(2m+ 1)(n
2 + n−m2 −m)
3m(m+ 1)3(2n+ 1)3
.
(8.4)
Calculating
m(m+ 1)3(2n+ 1)2
2(n2 + n−m2 −m)(2m+ 1)P(m+ 1, n)−
(m− 1)m3(2n+ 1)2
2(n2 + n−m2 +m)(2m− 1)P(m,n),
by substituting the expression of recursion (8.4) into P(m+1, n) and P(m,n), we can obtain the recursion
formula which the expression and the coefficients (3.6) are asserted in Theorem 3.3.
32
Here we would like to mention that the “nonhomogeneous term” (the last term in (8.4) only with respect
to m and n except P(·, ·)) is also disappeared with the summation about P(i, n)!
So P(m+1, n) is completely finite linear dependent and this is important to get the estimate of integral
of (3.11).
8.5 Proof of lemma 6.6
Using the identity (6.6), we can fold the unilateral sequence as follows
C(m) = βm−1C(m− 1)− βm−2C(m− 2), (8.5)
where
C(m) = c(m+ 1)− c(m), (8.6)
and
βm−1 = αm − 1 = 8m
4 − 4m2 + 1
2(m+ 1)3(2m− 1) , βm−2 = αm−2 =
(m− 1)3(2m+ 1)
(m+ 1)3(2m− 1) .
and it is easy to calculate that
C(1) = − 5
32
, C(2) = − 5
64
.
Remark 3. It is important to point out that c(m) is “homogeneous” (has no terms only with respect to m)
and it belongs to the closure of the set C ,
c(m) ∈ C , C =
{
P(m)
Q(m)
}
(8.7)
where P(m) and Q(m) are polynomials with integral coefficients (with respect to m ). Then it excludes
the case which has the “nonhomogeneous term”, for example
c˜(m) =
m− 1
m
c˜(m− 1) + 1
m2
, c˜(1) = 1
and we know c˜(m) = 1+
1
2
+...+ 1
m
m , due to the nonhomogeneous term
1
m2 .
If we denote another sequence which can be folded,
D(m) = − 15
16(m+ 1)(m+ 2)
=
15
16(m+ 2)
− 15
16(m+ 1)
,
and the error sequence follows
E(m) = D(m)−C(m),
then it is easy to check that, for m ≥ 3,
D(m) ≥ βm−1D(m− 1)− βm−2D(m− 2),
E(m) ≥ βm−1E(m− 1)− βm−2E(m− 2).
It is obvious to see that
E(1) = E(2) = 0.
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By induction, we obtain that
E(m) ≥
(
m+
√
2− 1
m+
√
2
)2
E(m− 1). (8.8)
Then for any m,
E(m) ≥ 0,
and it follows that
C(m) ≤ D(m) = − 15
16(m+ 1)(m+ 2)
< 0, (8.9)
by the notation (8.6), which means
0 ≤ c(m+ 1) < c(m) ≤ 1
2
. (8.10)
and c(m) has a limitation which we will know it is 0 in the end.
Besides, from (8.9), we can deduce that
m∑
i=1
C(i) ≤
m∑
i=1
D(i).
unfolding the sequence, we obtain
m∑
i=1
(c(i + 1)− c(i)) ≤
m∑
i=1
15
16
(
1
m+ 2
− 1
m+ 1
)
,
c(m+ 1) ≤ c(1) + 15
16
(
1
m+ 2
− 1
2
)
.
Then we have the upper bound for c(m),
c(m+ 1) ≤ 15
16(m+ 2)
+
1
32
. (8.11)
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