This paper presents a method to test for multimodality of an estimated kernel density of parameter estimates from a local-linear least-squares regression derivative. The procedure is laid out in seven simple steps and a suggestion for implementation is proposed. A Monte Carlo exercise is used to examine the finite sample properties of the test along with those from a calibrated version of it which corrects for the conservative nature of Silverman-type tests. The test is included in a study on nonparametric growth regressions. The results show that in the estimation of unconditional β-convergence, the distribution of the parameter estimates is multimodal with one mode in the negative region (primarily OECD economies) and possibly two modes in the positive region (primarily non-OECD economies) of the parameter estimates. The results for conditional β-convergence show that the density is predominantly negative and unimodal. Finally, the application attempts to determine why particular observations posess positive marginal effects on initial income in both the unconditional and conditional frameworks.
Introduction
Nonparametric and semiparametric kernel methods are becoming increasingly popular tools for econometricians. Researchers have begun to gravitate toward nonparametric and semiparametric methods when there is little prior knowledge on specific functional forms or some known parametric specifications are deemed inadequate for the problem at hand. This often occurs when formal rejection of a parametric model yields no clues as to the direction in which to search for an improved parametric model. This growing popularity of nonparametric methods stems from their ability to relax functional form assumptions of an unknown model and let the data determine a function tailored to the data.
Another benefit of nonparametric kernel methods is that they give a plethora of results. Observation specific estimates are given for each regressor in a local-linear regression. The problem with n × q parameter estimates is that one has n × q parameter estimates. It is often difficult and/or impractical to present this many values (along with their corresponding standard errors) in a paper. Therefore researchers often devise ways to present the results. Some authors simply look at the mean of the estimates for a particular varying coefficient. However, this ignores possible heterogeneity in the estimates. Others attempt to look at the quartiles and/or percentiles, but these also may hide some interesting findings. Another approach creates counterfactual multivariate regression surfaces via two-dimensional plots. A problem with this approach (when there are multiple regressors) is that the results are counterfactual and do not necessarily represent any particular observation. One increasingly popular method to present the results is to plot kernel densities of the estimates.
This allows one to examine the entire set of estimates for a particular regressor in one simple to view figure. The question then arises, how do we view these types of
figures?
What does it mean if the density appears to be multimodal? How would one test for this? This is the motivation for the test proposed in this paper. This paper provides a procedure to test for multimodality in a kernel density of estimates for a nonparametric regression derivative. The procedure is based on the test by Silverman (1981) for testing multimodality in a population density and is similar to the test for monotonicity of a nonparametric regression by Bowman, Jones and Gijbels (1998).
Nonparametric tests of modality are a distribution-free way of assessing evidence about heterogeneity in a population, provided that the potential subpopulations are sufficiently well separated. Past research on these type of procedures will be extended to assess evidence about heterogeneity of returns within a population. Evidence of multimodality will be taken as evidence that the returns to a specific variable vary significantly across different groups, time periods, and/or values of the exogenous regressor. However, as is the case with the Silverman (1981) test, a rejection of the null does not necessarily lead to identification of the cause of the multimodality. For example, we may not know if multimodality arises from the function or where the covariates appear. All that we know is that multimodality is present. This is still quite useful as reporting means and/or quartiles of the parameter estimates can mask important information. Informal inspection of the density is also inadequate because modes that are not very prominent could be anomalies attributable to measurement error or other stochastic phenomena.
The proposed test is used to study the extensively researched growth regression literature (Barro 1991; Baumol 1986; Islam 1995) to examine unconditional and conditional β-convergence. If one finds multimodality in the distribution of parameter estimates on initial income, then it shows not only that convergence rates differ, but it shows that particular groups of countries are converging at similar rates, but different to those of other groups. The analysis finds that the density of the coefficients on initial income is multimodal in the unconditional β-convergence case. Specifically, the group of OECD countries possess predominantly negative coefficients while all other groups of countries possess predominantly positive coefficients, consistent with the beliefs of past research (Baumol 1986; Durlauf and Johnson 1995) that suggest that unconditional β-convergence does not hold for all countries. Alternatively, the density of the coefficients on initial income is unimodal in the conditional β-convergence setup with negative coefficients for the majority, but not all, of the sample. The negative partial effects are consistent with past theories on conditional convergence (Barro and Sala-i-Martin 1992; Mankiw, Romer and Weil 1992). Finally, the study attempts to determine why particular observations possess positive marginal effects on initial income in both the unconditional and conditional frameworks.
The remainder of the paper is organized as follows: Section 2 outlines the Silver-man (1981) test for multimodality of a population density as well as the calibration method for correct size of the Silverman test proposed by Hall and York (2001) . The third section describes the proposed test while section 4 gives suggestions on how to implement the procedure, including methods for bandwidth selection and bootstrapping. The fifth section gives the results of the simulations for both the calibration method as well as the finite sample performance of the proposed test. Section 6 gives the application of the proposed method to the growth regression literature and the final section concludes.
Silverman Test for Multimodality
To determine the shape of an underlying population density, one can explicitly estimate the density and infer the number of modes. Silverman (1981) used this insight to develop a test that allows direct comparison between a k-modal density and a density with more than k modes. Given a sample realization {x 1 , x 2 , ..., x n } from an unknown population with density f, one can construct an estimate of this density by applying the kernel density estimator
where h is a smoothing parameter and K (·) is a kernel function. Silverman (1981) showed that if K (·) is the Gaussian kernel, then there is a strict nonincreasing relationship between the bandwidth and the number of modes of b f h (x). In other words, as the bandwidth decreases, the number of modes does not decrease. Hall and York (2001) show that another benefit of using the standard normal kernel to determine modality is that unless the first three derivatives of the density are zero simultaneously (at a given mode), the bumps and troughs of the density remain separated as the bandwidth is decreased. Further, Silverman (1981) showed that the quantity
is well defined given the monotonicity of the number of modes. It becomes evident that if the true density was characterized by k (> 1) modes then an unduly amount of smoothing would be necessary to make b f (·) appear unimodal. This provides the key to testing between the number of modes within a kernel density estimate. In fact, b h crit can be used to test the null hypothesis that f h (x) has k modes against the alternative of more than k modes. By applying bootstrap methods, the size of b h crit can be assessed and large values of the smoothing parameter are taken as evidence against the null hypothesis.
For a given bootstrap sample, {x * 1 , x * 2 , ..., x * n }, one can construct the conditional kernel density
and determine the number of modes of b f * h (x). If the number of modes is greater than k, then this provides evidence in favor of the null hypothesis, as more smoothing would be required to produce a k-modal conditional density.
A formal test of the size of b h crit would be to generate B bootstrap samples from the data and determine the number of times that b f * h (x) possesses more than k modes. Silverman (1981) suggested that failure to reject the null hypothesis should be based
which is equivalent to finding
If b P is higher than some preset level α, this would imply a failure to reject the null hypothesis of a k-modal population density. The intuition here is that if there are many occurrences where one observes more than k modes then the smoothing parameter is not smoothing the density enough and should be increased. However, remember that b h crit is the smallest bandwidth such that one witnesses a k-modal density, therefore increasing the bandwidth should still leave one with a density with k modes. If one sees a small value for b P , then they have evidence of over smoothing and the bandwidth should be decreased. However, doing so will cause the density estimate to have more than k modes which contradicts the hypothesis of a k-modal population density.
Mammen, Marron and Fisher (1992) show that the Silverman test is conservative in its asymptotic limit. Specifically, they show that the expected number of modes from the bootstrap density is higher than the expected number of modes from the true density. 
which can be recast as
This is almost equivalent to (4) except that the inequality sign has been reversed and
The calibration factor λ α is used because Hall and York (2001) show that the dis-
. By reformulating the test as (6), Hall and York (2001) are able to account for the non-uniformity of the distribution of b U and achieve level accuracy. Specifically, they show that the
crit / b h crit ≤ λ´converges in probability to a stochastic process, the distribution of which is independent of unknowns. This property allows them to determine λ α uniquely for every α by using a rational polynomial approximation based off of Monte Carlo simulations. Hall and York (2001) calculated the size of the Silverman test for α = 0.001, .0002, . . . , 0.999 and fit λ α through the plot of the desired size versus the actual size. Given that the stochastic process does not depend on unknowns, this is an applicable approach to calibration of the Silverman test. To adapt this calibration procedure to that of Silverman (1981) , the same algorithm is followed by using (3) but evaluating the bootstrapped estimates using λ α b h crit . In practice, Hall and York (2001) suggest (their Method 2) that the values for λ α be calculated via Monte Carlo simulations for a sample equal to the size of the dataset λ α (n). For the test being proposed in this paper, one would simulate from a data generating process which would produce a unimodal density of coefficient estimates in order to determine the appropriate value of λ α (n).
The Method
In order to implement the proposed test one needs both a good method for nonparametric regression (note that the method can also be applied to nonlinear parametric models) and a good bandwidth selection criteria. Thus it is suggested that one use the well-known local-linear regression estimator (Fan and Gijbels 1992) with a bandwidth selection criteria powered by a cross-validation procedure (Härdle 1993 ). Local-linear estimation estimates both the conditional mean (m(x, h)) and derivative (β(x, h)) simultaneously. The estimators of the conditional mean and derivative will be denoted by b m(x, h) and b β(x, h), respectively, where h is the bandwidth. Using b β(x, h), the method is:
1. Estimate b β(x, h cv ) by local-linear regression where h cv is the bandwidth selected by using a cross-validation procedure.
2. Find the critical bandwidth h crit , say the smallest h such that the density of
. . , b ε n and hence a bootstrap data set y *
4. Using the bootstrap data set, estimate b β
6. Repeat steps 3-5 a large number (B) of times.
7. Construct the p-value by determining the proportion of estimates which have more than k modes.
The careful reader will notice that the main departure from Silverman (1981) is that the data in question (β(x, h)) is unknown and thus must be estimated (see to calculate λ α (n). Thus k is restricted to be equal to unity. Second, given that the expected number of modes from the bootstrap density is higher than the expected number of modes from the true density, in step five, h crit will be replaced with λ α (n)h crit wherever it occurs.
Implementation
The method discussed above is relatively simple, but in order to implement the procedure, more discussion is necessary. This section will outline a suggested implementation of the above method. First, local-linear estimation of the regression function can be completed by using generalized kernel estimation. The benefit of this approach is that it allows for smoothing of both continuous and categorical (ordered and unordered) variables. Second, the choice of bandwidth for the local-linear regression by a popular cross-validatory procedure is discussed. Although many procedures are similar as the sample size tends towards infinity, some perform better in finite samples than others. Therefore the AIC c bandwidth selection criteria is suggested. Third, estimating the kernel density of a vector of derivative estimates is briefly discussed.
Finally, the smoothed bootstrap used in this paper is outlined. This is important because the true parameters are unknown and we must bootstrap from the residuals and re-estimate the model in each replication in order to simulate the sampling distribution of the parameter estimates.
Generalized Kernel Estimation
In this subsection Li-Racine Generalized Kernel Estimation (Li and Racine 2004;
Racine and Li 2004) is described. It will be used in order to estimate the conditional mean and gradient. First, consider the nonparametric regression model
where y i is the dependent variable measured for observation i. m is the unknown smooth function with argument
i is a vector of continuous regressors, x u i is a vector of regressors that assume unordered discrete values, x o i is a vector of regressors that assume ordered discrete values, ε is an additive error, and n is the number of observations. Taking a first-order Taylor expansion of (8) with respect to
where β(x j ) is defined as the partial derivative of m(x j ) with respect to x c . The parameter β(x j ) is interpreted as a varying coefficient.
where 
the kernel function for unordered categorical variables is given by
where d s is the number of unique values x u s can take (e.g., if x u s is binary, d s = 2) and the kernel function for ordered categorical variables is given by
Bandwidth Selection
Estimation of the bandwidths h = (λ c , λ AIC c has been shown to perform well in small samples and avoids the tendency to undersmooth as often happens with other approaches such as Least-Squares CrossValidation. Specifically, the bandwidths are chosen to minimize
where
where I is an identity matrix of dimension n and b m(x j ) = Hy j .
A nice feature of this cross-validation procedure is that it does not require the use of a leave-one-out estimator. While this offers no additional gain in computation time -there are still n 2 calculations to be performed -the intuitive appeal of this method is attractive. The criterion is composed of two distinct parts, one that rewards fit and another that penalizes fit. The objective is not simply to interpolate the data by connecting all of the points together. Rather, it is concerned with how the estimate of the function predicts the counterfactuals. A model that fits the data well may not be the best model for constructing counterfactuals and so the AIC c criteria punishes bandwidths that are interpolating the data rather than determining the underlying population data generating process. The set of bandwidths that minimize the AIC c function are those that are utilized in the final estimation. As the sample size grows and the number of regressors increases, computation time increases dramatically.
However, it is highly recommended that one use a bandwidth selection procedure as opposed to a rule of thumb selection, especially in the presence of discrete data as no rule of thumb exists.
One potential complication exists for these type of bandwidth selectors. The local-linear method with AIC c bandwidth selection is capable of detecting linearity (Hall, Li and Racine 2007) . In this case, the gradient will have point mass at the (global) OLS estimator. Kernel methods for density estimation will fail in this case.
Given that such cases occur with positive measure, it is important to address this point. Fortunately, if in fact the estimates are all equal, the test for multimodality is unnecessary as the conclusion is obvious.
Estimation of the Density of the Derivative
Here the modality of β (x, h), and not x, is in question. This subsection discusses how to construct an estimate of f
Plotting kernel densities of predicted values and/or derivatives is common practice in applied nonparametric estimation and the procedure is analogous to that for a simple vector of data. Let b
the kernel density estimate for the estimated derivative is defined as
where again h is the bandwidth and K (·) is the kernel function. The proof of the monotonicity of the bandwidth in the number of modes in (16) follows from Silverman (1981).
Smoothed Bootstrap
Here we discuss the bootstrap procedure necessary in order to simulate the sampling distribution of the parameter estimates. Let 
Simulations

Uncalibrated Test
The performance of the test in a finite setting is examined in this section. The size is computed by generating a data generating process which gives a unimodal density of the derivative. The actual size of the test is calculated by the proportion of times the null hypothesis of unimodality is rejected. The power is computed by creating a data generating process which gives a bimodal density of the derivative. The actual power is similarly calculated by the proportion of times the null hypothesis of unimodality is rejected.
The data is generated using a quadratic functional form. The difference between the two data generating processes will be the distribution of the independent variable. The uniform distribution of the independent variable leads to densities of the estimates of the partial effects which are (heterogenous but) unimodal and the mixed normal distribution of the independent variable will lead to densities of the estimates of the partial effects which are bimodal. It should be noted that alternative data generating processes do not significantly change the conclusions of the experiment assuming that the process leads to densities of the gradients which possess the appropriate number of modes. The specific form of the technology is
where the intercept term is zero and β 1 takes the value of unity. For the size of the test,
x is generated uniformly from negative one to one and u is generated as a standard As common in Silverman-type tests, Table 1 shows that the uncalibrated test is conservative. The test is undersized in each case, and the power of the test is relatively low, even at the ten-percent level. These results are similar, but the size and power are significantly smaller than that found in York (1998) for the uncalibrated Silverman test. This likely reflects the fact that one has to estimate the data whose distribution is in question.
Calibrated Test
To implement the calibrated forms of the test, the constant λ α must be specified.
A Monte Carlo is used to compute the value of λ α for each sample size in question (λ α (n)). The constant is chosen to produce a test with correct size accuracy for each value of α. This is done by finding the value of lambda for each value of alpha (α = 0.001, 0.002, . . . , 0.999) for a given sample size. Following Hall and York (2001) , the values of lambda are then regressed on a seventh order polynomial function of alpha. These are used to obtain fitted values of lambda and hence the specific values of λ α (n) for the corresponding test. This process is computer intensive, but is necessary in order to obtain a test with the appropriate size. Table 2 gives the results for the calibrated test. The data generating processes used are the same as in the uncalibrated tests and the random seeds are the same (for a given sample size) to ensure a fair comparison. The table shows that for a relatively small sample (n = 100), the test gives the appropriate size. Here the size is close to the nominal level. Further, there is a drastic increase in the finite sample power of the test. These results give an indication of the importance of using the calibrated form of the test in practice. It should be noted that using an 'asymptotic' set of λ α 's would not be appropriate here. For example, using the values of λ α (616) in place of λ α (200) lead to results which are oversized when n = 200. Thus it is suggested that when employing this test that one calibrate the value of λ α (n) for the nominal level and sample size in question.
Nonparametric Growth Regressions
Abramovitz (1986) introduced the notion that under certain conditions, 'backward' countries would tend to grow faster than rich countries, in order to close the gap between the two groups of countries, or to 'catch-up'. Initially envisioning this phenomenon, Abramovitz's argument is based on the discovery of a considerable reduction in the coefficient of variation of growth rates within a group of 16 industrialized countries. Since the publication of his paper, there has been a plethora of empirical research on economic convergence.
One of the most common and exhaustively studied hypotheses is that of β-
convergence. This is typically tested by regressing growth rates of output on initial levels of output (g it = α + βy bit + ε it -unconditional convergence), sometimes while controlling for other exogenous variables (g it = α + βy bit + γx it + ε it -conditional convergence). In this setup, a negative regression coefficient is interpreted as an indication of β-convergence (Barro 1991; Baumol 1986 ). Historically the (conditional) convergence rate is assumed constant across countries, although there is evidence that countries with lower levels of education have slower convergence rates and hence different conditional distributions of growth rates (Jones 1997; Quah 1997 ).
Another method to study convergence that has become popular in the recent literature is to uncover multimodality in the distribution of output per worker using kernel estimation (Bianchi 1997 This 'bump hunting' approach was partly conceived in order to circumvent the perceived problems with β-convergence. Specifically, β-convergence has been widely criticized because it essentially focuses only on average behavior. Further, most typical growth regressions rely on (linear) parametric models which often assume that the aggregate production function is identical across countries or that it only differs with respect to a country-specific effect. There is plenty of reason to believe that technologies across vastly different economies differ by more than a linear shift. 
Data
The data for this study come from Maasoumi, Racine and Stengos (2007) 
Results
Unconditional Convergence
Following the methodology in Section 4.1, the estimates for the simplest model, the regression of the growth rate of per capita output solely on the initial period output per capita, are given in Figure 1 and Table 3 . These represent the unconditional convergence regressions attributed to Baumol (1986) The question then becomes, who converges and who diverges? These results are shown in Table 3 and Figure 2 . Table 3 gives the mean and quartile estimates for different groups of countries while the second figure plots the kernel density estimates of the parameter estimates for selected groups of countries. Consistent with past research, a majority of OECD countries appear to (significantly) converge unconditionally while all other groups appear to diverge. It appears that most OECD countries show behavior consistent with the unconditional β-convergence hypothesis whereas most non-OECD countries do not.
Although this evidence is convincing, one can ask whether the convergence rates for OECD countries are uniformly smaller than those for non-OECD economies. Following Eren and Henderson (2006) , stochastic dominance techniques are used to determine if the coefficients for one group are uniformly larger than those for another group. Using this approach, the null that the two distributions of parameter estimates are equal is firmly rejected (p-value = 0.0000). Further, the test is unable to reject the null that the parameter estimates for non-OECD countries first order dominate those for OECD economies (p-value = 0.9879). In other words, the unconditional rate of convergence for OECD economies is uniformly smaller than that for non-OECD countries. Although this is not surprising, it gives a stronger conclusion than that of Table 3 .
This result, however, should not be misinterpreted. This does not imply that all OECD economies tend towards convergence or that none of the non-OECD countries are converging. Figure 3 shows a large overlap at lower levels of initial income per capita.
However, for higher levels of initial income per capita, there appears to be only evidence of convergence. Thus, what this figure suggests is that there is an initial level of income per capita which is sufficient (but not necessary) for convergence. This amount is somewhere around $5000 per capita. In contrast to previous studies, here a bound is found for where only convegence exists as opposed to a minimum bound to where convergence is feasible.
It should be noted that most of the remaining panels have a large amount of overlap. The set of population growth rates corresponding to the negative coefficients are a proper subset of the growth rates corresponding to the positive coefficients.
Although it is obvious from the figure that the average population growth rate is lower for countries with negative coefficients, there can be no discussion of thresholds here. Similarly, for investment, the values for countries with negative coefficients on initial income are bounded by the values for countries with positive coefficients.
Again, the average is larger for countries with negative coefficients, but there do not appear to be any necessary or sufficient thresholds for convergence with respect to investment.
Finally, for human capital, the range associated with negative coefficients is not contained by the values associated with positive coefficients. This occurs for large values of human capital. In fact, for countries where the average number of years of education is in excess of 9.70, there is only evidence of convergence. Again, this implies the possibility of a sufficient (but not necessary) threshold, but this only applies to a very small percentage of the sample.
Conditional Convergence
The above results leave out several important inputs in the regression model. Theory only states that the convergence hypothesis will hold among countries that have the same steady state. Once we control for the important covariates, we should see countries converge. This notion of conditional convergence (Barro and Sala-iMartin 1992; Mankiw, Romer and Weil 1992) is shown in Table 4 , panel (a) of Figure   4 and Figure 5 . Table 4 gives the mean and quartile values for the estimates on the base period income for all countries as well as for several different groups of countries. In contrast to Table 3 , now controlling for other factors (e.g., physical and human capital), all groups of countries show a majority of evidence of convergence. In addition, the empirical density of the parameter estimates for all observations appears to be unimodal. This is confirmed by the proposed test which is unable to reject the null hypothesis of unimodality at any conventional level using either the uncalibrated test (p-value = 0.9899) or the calibrated test (p-value = 0.9698).
However, this says nothing about the relative speed of convergence for different groups. That being said, by using stochastic dominance techniques to examine the convergence rates between OECD and non-OECD economies, the null that the two distributions of parameter estimates are equal cannot be rejected (p-value = 0.8150).
One should be careful with the above results. Although we find the first and third quartiles to be negative for all groups of countries considered, this still represents only half the observations for each classification. 
Conclusion
In this paper, a method to test for multimodality of an estimated kernel density of parameter estimates from a local-linear least-squares regression derivative is presented.
The procedure is laid out in seven simple steps and a suggestion for implementation is proposed. The finite sample performance of the test is analyzed with a Monte Carlo study along with a calibrated version of the test which corrects for the conservative nature of Silverman-type tests.
The proposed test is included in a study on nonparametric growth regressions.
The results show that in the estimation of unconditional β-convergence, the density of the parameter estimates is multimodal with one mode in the negative region and possibly two modes in the positive region of the parameter estimates. The negative results primarily correspond to OECD countries and confirm past evidence that not all economies converge unconditionally. The results for conditional β-convergence
show that the density is predominantly negative and unimodal.
Although most of the results found were in line with theory, many in the con- Table 5 -Nonparametric estimates for all continuous variables: q1, q2, and q3
refer to the first, second and third quartile, respectively, of the distribution of the estimated coefficients for each of the variables. AIC c used for bandwidth selection.
Standard errors are listed below each estimate and are obtained via bootstrapping. Kernel density estimates of initial income per capita, population growth, the capital-output ratio and human capital for both positive and negative slope coefficients on the initial income variable (without controls) Figure 4 : Kernel density estimates of the slope coefficients for the regression of output growth on initial income per capita, population growth, the capital-output ratio and human capital Figure 5 : Kernel density estimates of the slope coefficients for select groups of countries from the nonparametric regression of growth on initial income per capita (with controls) Figure 6 : Kernel density estimates of initial income per capita, population growth, the capital-output ratio and human capital for both positive and negative slope coefficients on the initial income variable (with controls)
