I. INTRODUCTION
Digital image and video compression has become an increasingly important and active field. Progress in compression algorithms, VLSI technology, and coding standards has made digital video an enabling and penetrating technology for many applications. First of all, many new compression algorithms have been developed, which &low transmission or storage of digital video with good quality at reasonable data rate. Secondly, advances in VLSI technology make it possible to implement sophisticated compression algorithms for real-time applications in a cost-effective manner. Finally, standards in image and video compression are emerging rapidly to provide common communication platforms. As a result, new alliances are being formed, new products are being marketed, new trials are being conducted, and new services are being provided, with digital video compression being the core technology. Science, Lehigh University, Bethlehem, PA 18015-3084 USA. In the last a few years, several standards have been developed for different applications. These standards include the IS0 Joint Picture Expert Group (PEG) [l] for continuoustone images, ITU-T (formerly CCITT) H.261 for coding video-telephony/video-conferencing pictures in an ISDN environment [2] , IS0 Motion Picture Expert Group Phase 1 standard (MPEG-1) for coding full-motion video with VHS quality [3] , and the IS0 MPEG-2 international draft standard for coding full-motion video at various quality levels including broadcasting, studio, and HDTV quality [4] , [5] . IS0 has recently started a new initiative for very low bit rate coding of audio and video information (MPEG-4) [6] . ITU-T SG 15, targeted primarily for video-telephony applications, has outlined both near-term (H.VLC/N) and long-term (H.VLC/L) specifications for audiohide0 coding, data interface, multiplexing, error control, modem, and overall system integration. The near-term video coding algorithm (H.26P) [7] , to be drafted in early 1995, will likely be an extension of H.261 with optimization to very low bit rate video telephony applications in motion prediction, frame size, and frame rate. The long-term standard will be coordinated with the IS0 MPEG-4 effort. The most important part of these standards is the compression technology.
The objective of video coding is to reduce the number of bits to represent a video signal while maintaining the necessary quality of the image or video signal. Any compression technique can be modeled as a three-stage process (with or without feedback) as shown in Fig. 1 . The first stage of signal mapping converts a video signal from its original form to a different domain in which signal is better prepared for the second stage operation. For example, the Height t
Fig. 2. Illustration of transformation for quantization.
Weight DCT) is the signal mapping scheme used in the H.261, MPEG 1, and MPEG 2 standards [2], [3] , [6] . The second stage is quantization which is a many-to-one mapping of a set of objects to a smaller set of objects. Because the smaller set of objects can be represented using fewer bits than the original set, compression is achieved. Because the smaller set of objects can only approximate the original set, distortion is resulted from quantization. Performance of quantization is measured by how close the smaller set of objects can approximate the original set of objects and how many bits are needed to represent the smaller set of objects. For example, scalar quantization (SQ) is used as the second stage in the JPEG baseline standard. SQ with feedback is used as the second stage in H.261, MPEG 1, and MPEG 2 to quantize the DCT coefficients of motioncompensated residual frames. In such an SQ operation, a DCT coefficient is mapped to an integer by rounding off the ratio of the coefficient over a quantization step. The third stage is lossless coding of the smaller set of objects resulted from the quantization stage to achieve further compaction. For example, zero-runlength coding and Huffman coding are used as the third stage in JPEG, H.261, MPEG 1, and MPEG 2.
The first stage, namely the signal processing stage, does not reduce any data and usually does not introduce any information loss. Its purpose is to analyze the original image and video data into another domain, in which data become "well behaved" and "more structured" and therefore easier to compress. In other words, the objective of signal processing before quantization is to convert an image or video signal into such a form that quantization performance can be optimized. We can use an example to illustrate this point. Assume that we would like to quantize two random variables, say, a person's weight and height. It is obvious that these two variables are correlated. As illustrated in Fig. 2 , the distribution of the two variables is concentrated in the shaded area. If the two variables are quantized individually without a signal processing stage, we have to set up a certain number of quantization levels to cover the dynamic ranges of two variables separately.
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This is not very efficient because the combinations of a person's weight and height in the upper-left and lowerright comers in Fig. 2 may never occur while the individual scalar quantizers cover those combinations with the same precision as other combinations in the shaded area. To improve the quantization performance, we can perform an orthogonal transform of the two variables, which is equivalent to rotating the coordinate system by a certain angle. After such a signal processing stage, the weight and height variables are converted to z and y variables as illustrated in Fig. 2 . It is obvious that the signal processing stage does not lose any information because an inverse transform can reproduce the weight and height variables from the z and y variables. The orthogonal transform helps quantization because fewer bits are needed to code 2 and y that cover the shaded area with the same precision, or the same number of bits can be used to code 2 and y that cover the shaded area with better precision. Such a signal processing operation achieves decorrelation of two variables. It is understood in general that, if two random variables (or two groups of random variables) are quantized independently of each other, we would like to convert them into two different random variables (or two different groups of random variables) so that correlation between the two new random variables (or two new groups of random variables) becomes smaller after the conversion. Many signal processing techniques have been developed for such a conversion, One technique to reduce correlation is linear prediction that uses previous pixels to generate a predicted value of the current pixel and then takes the difference between the current pixel and its predicted value. Because the pixel difference has less correlation than the pixel itself, quantization of the difference is more efficient than quantization of the pixel itself. A summary of the research on predictive coding can be found in chapter 7 of [9]. Orthogonal transformation is another technique to achieve the objective of decorrelation as illustrated in the weightheight example. For image compression, an orthogonal transform is applied to a block of image pixels so that the transform domain coefficients become less correlated than the image domain pixels in the same principle as the example illustrated in Fig. 2 . Among many proposed transforms, the DCT is the most popular transform used for image and video compression because it has a close to optimal decorrelation property. For video compression, motion compensated prediction is often used to reduce the redundancy in the temporal domain. The DCT is used to reduce spatial correlation in virtually all the established image and video compression standards such as JPEG and wavelet transform, SQ is used as the second stage. It is well understood that optimal performance of SQ is achieved when it operates on a set of independent random variables. Therefore, one feature of a good signal processing technique in such applications is its decorrelation of scalars.
It is known from information theory that vector quantization (VQ) is always better than SQ. This point is made very clear in chapter 11 of [9] . Both predictive coding and transform coding use SQ after the signal processing stage. An interesting question is what happens if SQ is replaced with VQ in predictive coding and transform coding with the signal processing stage unchanged. There have been a few published reports on using VQ with scalarbased predictor [21] , [22] and many papers on using VQ with scalar-based transforms such as the DCT and the WHT [23] - [30] . The results reported in those papers indicate that the improvement of using VQ versus using SQ without changing the signal processing stage is not very significant. Intuitively, this is reasonable because a scalarbased signal processing technique matches SQ well but may not match VQ well. Then another question to be answered is what signal processing operation matches VQ the best. As illustrated in Fig. 3 , development of scalar-based signal processing and SQ techniques has been an interactive process (indicated by a bidirectional mow) while the combination of scalar-based signal processing with VQ . . . . . . . . does not consider the requirement of VQ (indicated by a unidirectional arrow). Therefore, the question is how to jointly optimize vector-based signal processing and VQ (indicated by the second bidirectional arrow). In this paper, we summarize the most recent research results obtained in an attempt to answer this joint optimization question. In the next section, an example of vector transformation is reviewed, which is one of the vector-based signal processing techniques. In Section 111, a generic multi-inpudmultioutput (MIMO) system model is used as a framework to examine some known signal processing techniques for image and video compression. In Section IV, the optimal attributes of signal processing for the purpose of VQ are discussed. In Section V, several vector-based image and video compression techniques are presented. In Section VI, the most recent results of using the vector-based image and video compression techniques are reported. Finally, Section VI1 concludes the paper. (VT) and its inverse can be defined as follows:
where * means complex conjugate transpose and Wn,k is a set of M x M matrices satisfying the following vectorized orthogonal condition:
The VT presented in [31] has Wn,k = wnk where w is an $ x $ matrix defined as follows:
In image coding, it is more desirable to divide an image into square blocks (square vectors). Let N =4, meaning that the VT size is 4 x 4 and the vector size is 2 x 2. This is the smallest N we can choose. Let x(n, m) be a set of "image domain vectors" shown as follows (see (6) on following two pages).
Because N = 4, W is a 2 x 2 matrix as follows:
and W4 = I. The VT kernel can be written in a single matrix form as follows (see (8) on following twp pages). The VT of the set of "image domain vectors" can be written as follows (see (9) on following two pages).
For this simple example, the calculation produces a set of VT domain vectors as follows (see (10) on following two pages).
An analogy can be made between this VT example and a 4 x 4 discrete Fourier transform (DFT) where the 2x 2 matrix W is equivalent to the complex number e -j g . This ....... example shows the difference and the similarity between a vector-based signal processing technique and a scalar-based signal processing technique. To systematically study vectorbased signal processing for image and video compression, a unified framework is needed, which is discussed in the next section.
AN MIMO SYSTEM FRAMEWORK FOR VECTOR-BASED COMPRESSION
Theoretically, VQ is the optimal quantization technique and its optimality is achieved when the vector dimensionality approaches infinity. Ideally, for image compression, an entire image may be considered as a vector. Because not every possible combination of pixel values can be a natural image, a collection of representative natural images is a relatively small subset of all possible pixel combinations. The ultimate VQ is to use this collection of representative natural images as a codebook. Then every input image is compared with the images in the codebook, and the index of the image in the codebook that best matches the input image is transmitted. The indexes of the images LI AND ZHANG: VECTOR-BASED SIGNAL PROCESSING AND QUANTIZATION in the codebook can be represented with much fewer bits than the total bits of representing all image pixels individually and thus a great deal of compression can be achieved with very high image quality. However, the complexity of searching such a huge codebook with codevectors having such a huge dimensionality is practically impossible. Section XII-2 in [9] gives a clear discussion on the complexity and storage limitations of VQ. Due to the rapid increase in complexity with the vector dimensionality, in practice, an image is always divided into small blocks (lower dimensionality vectors) and VQ is applied to each vector individually.
As pointed out in the previous section, the signal processing stage in an image or video compression scheme is a mapping of the original image or video into a different domain. If VQ is used in the second stage, then the mapping should be vector-based. Many image and video compression techniques using VQ can be examined under such an MIMO system framework [33] - [35] . First, predictive VQ that has been studied for image compression [9] , [361, [371 is a good example. signal processing stage in predictive VQ can be considered as an MIMO system with a feedback from the quantization stage.
Secondly, vector transformation (VT) presented in the previous section can also be studied under the MIMO system framework. Construction of VT's has been discussed in [38] , [39] . A generic 2-D VT can be written as follows: and X(k,Z) are the basic input and output elements, a VT is also an MIMO system with finite memory.
Interestingly, the ST-VQ schemes can also be examined using the MIMO system framework. A 2-D ST-VQ scheme was proposed in [23] where the 2-D Hadamard transform was used as the ST. Using the original language, this ST-VQ scheme can be outlined as follows: (specific transform size (8 x 8) and vector size (4 x 4) are used to simplify the notation). (15) where (with the DCT being the ST) T is shown as follows (see (16) at bottom of following page).
Obviously, this transform is an MIMO system with finite memory too. Using this MIMO system framework, we can compare various signal processing techniques for the purpose of VQ. We can also address the joint optimization problem of signal processing and VQ in a systematic way.
IV. OFTIMAL AlTRISUTES OF SIGNAL PROCESSING FOR VQ
In the previous section, we have shown that the signal processing stage can be examined using an MIMO system framework if VQ is used in the quantization stage. The fundamental question in developing a good vectorbased compression technique is how to design the MIMO system so that VQ can achieve the optimal performance under the complexity (vector dimensionality) constraint. In order to develop a systematic approach of designing the MIMO system, we have to understand what attributes a "good" MIMO system should have for the purpose of It has been shown that vector transform coding (VTC) performs better than the ST-VQ schemes [40] . The important question is why. A good understanding of this question can help us develop better signal processing techniques for the purpose of VQ. We first ask whether this is because the VT has better decorrelation property than the transforms in the ST-VQ schemes. A negative answer is quickly obtained. Our studies have shown that the VT and the transforms of the ST-VQ schemes have about the same level of intervector decorrelation [40] . Then there must be something else, in addition to decorrelation, that determines how good a transform is for the purpose of VQ. Actually, one important result from VQ research is that VQ performs better if the vector components are more correlated. This point is made in [9] very clearly: "whenever some correlation exists between the components of a vector, some performance gain can be expected with VQ, and stronger correlation produces greater gain." (p. 347, paragraph 2). This means that the signal processing operations before VQ should preserve intra-vector correlation while reducing
VQ.
inter-vector correlation. Therefore, we can present two optimal attributes of signal processing for the purpose of VQ as follows:
Attribute 1-Reduction of Inter-Vector Covelation:
The signal processing operations that reduce correlation between the vectors to the minimum level allow VQ to achieve the highest performunce, with other conditions being the same. Attribute %Preservation of Intra-Vector Correlation:
The signal processing operations that preserve correlation between the components of each vector at the maximum level allow VQ to achieve the highest performance, with other conditions being the same.
Therefore, optimal signal processing for the purpose of VQ should simultaneously possess these two attributes, namely, it should reduce inter-vector correlation to the minimum level and preserve intra-vector correlation at the maximum level. With such an understanding of the optimal attributes, we can explain why the VT is better than the transforms in the ST-VQ schemes. It is intuitively clear that the VT is a vector-based signal processing operation which reduces correlation between vectors and leaves correlation between the vector components almost unchanged. On the other hand, the transforms in the ST-VQ schemes are scalarbased signal processing operations which decorrelate every scalar from each other and thus intra-vector correlation is significantly reduced while inter-vector correlation is obviously reduced. Therefore, the answer to the "why" question is that the VT is better than the transforms in the ST-VQ schemes because it preserves intra-vector correlation much better than the transforms in the ST-VQ schemes while reducing inter-vector correlation to almost the same level as the transforms in the ST-VQ schemes.
. . . . . . Following the above discussions, one would ask how to quantitatively compare two different transforms in terms of reducing inter-vector correlation and preserving intra-vector correlation. Of course, all of the correlation information can be found in a large covariance matrix of all the random variables involved. However, characterization of inter-vector correlation and intra-vector correlation using fewer parameters is more desirable. For comparing two different transforms in term of preserving intra-vector correlation, we have defined an intrinsic coupling factor (ICF) of a vector X as follows [40] , [41]:
where D is the number of dimensions of X, R x is the covariance matrix of vector X, Det(Rx) is the determinant of R x , and Tr(Rx) is the trace of R x .
Before explaining why this quantity ICF indicates how good a transform is in preserving intra-vector correlation, we first describe how to use it for comparison of two transforms. Let 7 1 and T z be two different 2-D transforms that transform a set of image vectors XO,O, x1,0, . . ., X N --~, N --~ to two different sets of vectors Yo,o, YI,O, . . ., YN-I,N-I  and ZO,O, Zl,o, . a -, Z N -~, N - F(Y,,,.) and F(Zi,j) for i , j = 0, l , . . . , N -1. We then sort the two sets of ICF values F(Yi,j) and F(Zi,j) in a decreasing order and plot two curves. Z is judged to be better than 12 if the curve associated with Z is consistently higher than the curve associated with Z. In case there is a crossover of two curves, we would compare average ICFs of F(Y;,j) and F(Zi,j). A larger average ICF indicates a better transform. Now let's discuss why the ICF values associated with a transform indicates how good the transform is in preserving intra-vector correlation. Comparison of intra-vector correlation has to be made under the condition of identical total energy and energy distribution within each vector. After two different transforms, the vectors in the two transform domains do not usually meet this condition. In addition, VQ performance is independent of the coordinate system used to describe the vectors but depends on how closely the random events that the vector components present are intrinsically coupled. Therefore, instead of using covariances for comparison, which depend on the coordinate system, we use the normalized Dth root of the determinant of the covariance matrix which is independent of the coordinate system under which the covariance matrix is computed.
The normalization factor 9 is the average energy of the vector components. The ICF value is a number between 0 and 1 with 0 indicating totally uncorrelated vector components plus a uniform energy distribution and 1 indicating fully coupled vector components. Fig. 7 shows the ICF values of the VT and the transform in one of the ST-VQ schemes with the ICF values of the original image vectors plotted as reference. It is clear that the VT has much higher ICF values than the transform in the ST-VQ scheme. This is why VTC is better than the ST-VQ scheme.
In conventional transform coding, studies on the optimal transform have helped the development of good transforms for compression. It is well known that the Karhunen-Ldve transform (KLT) is the optimal transform and the DCT is very close to the KLT. Similarly, a question to be answered in VTC is what is the optimal transform for the purpose of VQ. This question has been partially addressed in [38], [42] . If the first order Markov model is used with the assumptions that 2-D correlation can be separated into a product of horizontal and vertical correlations, horizontal and vertical processes are the first-order Markov processes, and onestep correlation coefficient equals p for both horizontal and vertical directions, then correlation of two column vectors (reducing inter-vector correlation to the minimum level)
and E[XlXz] = X k P for 1 = k (preserving intra-vector correlation at the maximum level). Writing (19) into a single matrix form with these two conditions, we have (see (20) at top of page). The problem of constructing the optimal vector transform is to find the matrices Wk,n that satisfy this matrix equation. Under the formulation of (20) , it can be shown that (see (21) at top of page) where Ki,j is the KLT kernel. Therefore, for column vectors, the optimal vector transform is a vector extension of the KLT. It reduces inter-vector correlation to 0 and preserves intra-vector correlation at its original level P. In image and video compression, square vectors are used more than column vectors. The same question about the optimal vector transform can be asked for square vectors. attribute. In other words, we need to understand how much coding performance is due to reducing inter-vector correlation and how much due to preserving intra-vector correlation. A very practical reason for wanting to know this is that we want to be able to compare different transforms with various behaviors in reducing inter-vector correlation and preserving intra-vector correlation. For example, one transform may be better in reducing inter-vector correlation than another transform but worse in preserving intra-vector correlation. The question is how much gain from one attribute can compensate the loss in the other attribute. We don't know how to address this issue in general and we are yet to develop a theoretical tool in precisely characterizing such a tradeoff.
v. VECTOR-BASED IMAGE AND VIDEO COMPRESSION TECHNIQUES
In the previous two sections, we have shown that an MIMO system framework and a good understanding of the optimal attributes are useful for developing vectorbased image and video compression techniques. In this section, we show how to use such a guidance for developing good signal processing techniques for the purpose of VQ. Specifically, we present another VT and the concept of vector filter bank (VFJ3). This is actually a simple VT of square vectors because the transform kernel is a set of diagonal matrices and each diagonal matrix has identical Because the VT used in this scheme is a simple VT, this scheme can also be described without using the VT language as follows:
1) An image is first subsampled into M x M subimages;
2) each subimage is divided into blocks of N x N pixels;
3) each N x N block is transformed using an N x N 4) the corresponding DCT coefficients of the M x M subimages are grouped into a vector of dimension M x M. Fig. 8 illustrates this procedure. Intuitively, this VT follows the optimal signal processing attributes and especially the second one very closely. First of all, the pixels in the subsampled subimages are less correlated than those in the original image and the DCT on the subimages further reduces the inter-vector correlation. Secondly, the M x M subimages are highly correlated with each other and thus the intra-vector correlation of the corresponding DCT coefficients is very high. Fig. 9 shows subsampled "Lena" image and the DCT coefficients of the subsampled images with M = 4 and N = 8. It can be observed that the 16 small "Lena" images are highly correlated with each other and, therefore, the corresponding DCT coefficients of the 16 small images are highly correlated with each other too. When the corresponding DCT coefficients of the 16 small images are grouped together into a vector, intra-vector correlation is obviously very high.
This VT has been compared with the VT of (5) and the transform in one of the ST-VQ schemes in terms of ICF. Fig. 10 is a plot of the three sets of sorted ICF values. It is clear from this comparison that this VT preserves intra-vector correlation better than the VT of (5) and they both preserve intra-vector correlation much better than the transform in the ST-VQ scheme. Subband coding has been widely applied to image compression too [14] . In subband coding, an image is first decomposed into a set of subimages that correspond to different frequency ranges of the incoming image. Many schemes using VQ have been proposed for quantization of subbands [20] , [U], [45] . However, it is well known that subband decomposition also greatly reduces the correlation within a subband (intra-band correlation) while it decorrelates the coefficients between different subbands (inter-band correlation). The performance gain of VQ, when applied to subband-decomposed coefficients, is thus significantly reduced.
2-D DCT; and
The concept of filter bank can be extended to vector case so that scalar-based operations are replaced with vectorbased operations [46] - [48] . A vector filter bank (VFB) is an extension of the conventional scalar filter bank (SFB).
Similar to an SFB which decomposes a signal into a set of subbands, a VFB decomposes a signal into a set of "vector subbands." A general one-dimensional vector subband decomposition can be represented as follows:
where x(.) is a sequence of input vectors, H(.) and G ( . ) are two sets of matrices representing the "vector impulse responses" of the "low-pass'' and "high-pass" vector filters respectively, and Xl(-) and Xh(.) are two sequences of output vectors from the the "low-pass" and "high-pass" vector filters, respectively. An example of a pyramid vector subband decomposition is shown in Fig. 11 .
In order to achieve the optimal performance for VQ, a VFB should follow the two optimal attributes discussed in the previous section, namely, it should have the following three properties: 1) vectors in different vector subbands are decorrelated (inter-band decorrelation); 2) vectors within a vector subband are decorrelated (inter-vector decorrelation); and 3) components within a vector in a vector subband are highly correlated (intra-vector correlation preservation).
To measure the performance of a VFB in terms of intravector correlation preservation, we can use ICF again. A .straightforward extension of a conventional SFB to a VFB is accomplished by making H(i) = h(i)I and G ( i ) = g ( i ) I where h(i),g(i) is an impulse response pair of the conventional filter bank and I is the identity matrix. This is equivalent to using the conventional SFB in the following procedure: 1) subsample the original image into M x M subimages; 2) decompose each subimage into a set of subbands using an SFB for rows and columns; and 3) form M x M vectors by regrouping the components with identical index in the corresponding subbands together. Using this method, a class of simple VFB's can be obtained from widely available filter banks such as QMF, wavelet, and other types of filters [45] , [49] , [50] . Fig. 12 shows the comparative performance of ICF between a VFl3 and an SFB. The ICF is much higher for the VFB (1CF.vfb curve) than the SFB (ICF.sfb curve), which means that the VFB preserves the intra-vector correlation much better than the SFB.
As pointed out previously, the signal processing operations just convert an image or video signal from its original form to a different domain. Quantization is the central stage for compression. It has been shown that vector-based signal processing, such as vector transform or vector filter bank, should be used to match with VQ. Now the question is The objective is, of course, to optimize the rate-distortion performance. One approach is to fix the average data rate so that the total number of bits for VQ of a set of vectors is fixed. Then we need to determine how to allocate bits to different vectors with different properties so that the average distortion is minimized. Intuitively, we want to assign more bits to the vectors that are harder to code and less bits to the vectors that are easier to code. The matter is to find a good measure of how hard (or how easy) a vector can be coded. Intuitively again, a vector is hard to code if the vector components have large variances and are highly independent of each other. Because both variances of the vector components and correlation between the vector components determine the coding performance of the vector, we have to take both factors into consideration for bit allocation. The determinant of the covariance matrix is a good measure of both how large the variances of the vector components are and how closely they are correlated. Therefore, we can use the determinant values for bit allocation as follows [41] :
where bi is the number of bits to be allocated to the ith vector, r is the average bit rate in bpp, D is the number of dimensions of a vector, N is the number of vectors, Ri is the covariance matrix of the ith vector, and Det(R;) is the determinant of R;. This bit allocation formula can be derived from the result of [51] .
One problem with using a fixed bit allocation formula is that, although the average distortion may be minimized, the maximum distortion may still be very large. Such large distortions usually happen to the vectors that are statistically minority. In image and video compression, this results in occasional disturbing distortions in some areas. Therefore, a dynamic bit allocation scheme is more desirable to control the VQ distortion [52] . Fig. 13 shows a multi-layered codebook structure for dynamic bit allocation and VQ distortion control. Two sets of codebooks are used for VQ. The input vector is first quantized using the Class-0 codebook in the first set of M+ 1 codebooks, which has only one codeword. If the quantization error is larger than a predetermined threshold, then the input vector is quantized using the Class-1 codebook which has two codewords. If the quantization error is still larger than the threshold, then the Class-2 codebook is used to quantize the input vector. If the quantization error is less than the threshold when using the Class-m codebook in the first set of codebooks, which has 2" codewords, then a classification index and a codeword index from the Class-m codebook are used to represent the input vector. If the quantization error is still larger than the threshold when the highest class codebook, Class-M, is used to quantize the input vector, then the mean of the input vector is computed and quantized. The quantized mean is then removed from the input vector and the same procedure is followed to quantize the mean-removed vector using the second set of N+1 codebooks. If the quantization error of the mean-removed vector is less than the threshold when the Class-n codebook in the second set of codebooks is used, a classification index and a codeword index plus the quantized mean are used to represent the input vector. If the quantization error of the mean-removed vector using the highest class codebook, Class-N, in the second set is still larger than the threshold, then the input vector components are scalar quantized with quantization step fine enough to ensure that the quantization error of the vector is smaller than the threshold. This quantization scheme ensures that the quantization error of any input vector is not larger than a predetermined threshold. Therefore, the distortion is well controlled. However, the data rate can change from vector to vector. Class-0 codebook in the first set of codebooks requires the lowest bit rate and SQ of individual vector components requires the highest bit rate. The procedure described above ensures that the lowest bit rate is used to quantize a vector with distortion less than the threshold. Because the vectors after going through the signal processing stage may have different properties in terms of their subjective importance to human visual system, we may choose different threshold values for different vectors. Therefore, instead of a bit allocation map, we can have a threshold map for VQ after the signal processing stage. Fig. 15 , is used as the test image which is out of the training images. Fig. 16 shows the SNR versus bit rate curve of the VTC scheme and that of JPEG as a reference. Fig. 17 shows the subjective quality of the coded image using the VTC scheme at a bit rate of C o m p a r i s o n of VSC, VTC, and JPEG on L e n n a I m a g e (SNR vs BR) As a reference, a coded image using JPEG at the same bit rate is shown in Fig. 18 . It is clear that the VTC scheme is much better than JPEG. For the vector subband coding (VSC) scheme, a pyramid decomposition of the test image into ten vector subbands is used. Fig. 19 shows the comparative performance of VSC, VTC, and JPEG in terms of SNR with bpp ranging from 0.1 to 0.25. An SNR value of over 30 dB is obtained at 0.13 bpp for the VSC scheme, which significantly outperfonns the JPEG coding standard. The decoded images at 0.13 bpp using VSC is shown in Fig. 20 . Good subjective quality can be observed. For full-motion video, results at various bit rates have been obtained. For very low bit rate video, the "Miss America" sequence is used as the test sequence. The original "Miss America" sequence is in 4: 1 : 1 CIF format with a resolution of 352 x 288 pixels per frame and 30 frames per second in the Y component. Fig. 21 shows the SNR curves of the decoded sequences at 28 kbps, 32 kbps, and 36 kbps. The overall subjective quality is very good although slight artifacts can be observed in the boundary between the moving heads and the background. When the sequence is played back in full speed, the artifacts are not noticeable. Two technical contributions on very low bit rate coding have been submitted to ISOMPEG 4 and ITU-T/LBC/H.26P/L for consideration as a candidate of future low-bit rate video compression standards [54] - [57] . Results at bit rate around 3.3 Mbps are obtained for the "FOOTBALL" sequence, which is a 4:2:2 CCIR601 sequence with 720 x 240 pixels per field and 60 fields per second in the Y component. The decoded sequence at this rate is hardly distinguishable from the original sequence.
VII. CONCLUSIONS
Using a three-stage model, any compression technique can be considered as signal processing followed by quanti- 
