Abstract-We study the use of approximate Lagrange multipliers and discrete actions in solving convex optimisation problems. We observe that descent, which can be ensured using a wide range of approaches (gradient, subgradient, Newton, etc.), is orthogonal to the choice of multipliers. Using the Skorokhod representation for a queueing process we show that approximate multipliers can be constructed in a number of ways. These observations lead to the generalisation of (i) essentially any descent method to encompass use of discrete actions and queues and (ii) maxweight scheduling to encompass new descent methods including those with unsynchronised updates such as block coordinate descent. This also allows consideration of communication delays and of updates at varying time-scales within the same clean and consistent framework.
I. INTRODUCTION
I N this paper we study the use of approximate Lagrange multipliers and discrete actions in solving convex optimisation problems. One of the motivations of considering an approximation of the Lagrange multipliers is that in some problems the exact Lagrange multipliers might not be available, but a noisy, delayed or perturbed version of the multipliers is available instead. For instance, in distributed optimisation a node might not have access to the exact Lagrange multiplier in the system due to transmission delays or losses. Another example is in network problems where discrete valued queue occupancies can be identified with approximate scaled Lagrange multipliers. Restriction to a discrete set of actions is motivated by the fact that in many network problems the actual decision variables are discrete valued e.g., do we transmit a packet or not.
Our work is rooted in max-weight (also referred to as backpressure) scheduling approaches for queueing networks, which have been the subject of much interest for solving utility optimisation problems in a distributed manner. Appealing features of the max-weight scheduling approach include the lack of a requirement for a priori knowledge of the packet arrival process and its support for a discrete action set. Our interest is not only in making these sorts of features available beyond queueing network applications but also in generalising max-weight approaches to allow advantage to be taken of the wealth of methods that exist for convex optimisation.
The main contributions are, in summary as follows.
This work was supported by Science Foundation Ireland under Grant No. 11/PI/1177. 1) Derivation of new conditions for ensuring convergence to a ball around the optimum of a convex optimisation, namely that descent with approximate multipliers is enough. Descent is orthogonal to the choice of multipliers and can be ensured using a wide range of approaches (gradient, subgradient, Newton, etc.). Similarly, there exist a number of ways to construct approximate multipliers.
2) Regarding descent, we introduce a number of new convergence results for the unconstrained minimisation of a timevarying convex function when confined to selecting update steps from a specified action set, which may be discrete. These extend the results in [1] to allow unsynchronised updates, thereby generalising block co-ordinate approaches to encompass a broad class of discrete actions. Unsynchronised updates are of interest for many reasons, not least being their greater efficiency in large-scale problems.
3) Regarding approximate multipliers, using the Skorokhod representation for a queueing process the accuracy of approximate multipliers can be directly related to the difference between the exact and approximate queue increments as measured via the Skorokhod metric. While max-weight uses a running average to control the approximation error, we show that other methods can also be used. This leads to an immediate generalisation of essentially any descent method to encompass use of discrete actions and queues. Our analysis uses only elementary methods, requiring neither sophisticated Foster-Lyapunov nor fluid-limit machinery.
A. Related Work
Max-weight scheduling was introduced by Tassiulas and Ephremides in their seminal paper [2] . Independently, [3] , [4] , [5] proposed extensions to the max-weight approach to accommodate concave utility functions. In [3] the greedy primal-dual algorithm is introduced for network linear constraints and utility function which is continuously differentiable and concave. This is extended in [6] to consider continuously differentiable nonlinear constraints. In [4] the utility fair allocation of throughput in a cellular downlink is considered. The work in [5] considers power allocation in a multi-beam downlink satellite communication link with the aim of maximising throughput while ensuring queue stability. This is extended in [7] , [8] , [9] , [10] to develop the drift plus penalty approach.
With regard to the existence of a connection between the discrete-valued queue occupancy in a queueing network and continuous-valued Lagrange multipliers, this has been noted by several authors, see for example [11] , [12] , but we are aware of few rigorous results before the recent work in [1] . Notable exceptions include [13] , which establishes that a discrete queue update tends on average to drift towards the optimal multiplier value, and [3] which shows for the greedy primal-dual algorithm that asymptotically as design parameter β → 0 and t → ∞ the scaled queue occupancy converges to the set of dual optima.
Selection of a sequence of actions in a discrete-like manner is also considered in the convex optimisation literature. The nonlinear Gauss-Seidel algorithm, also known as block coordinate descent [14] , [15] minimises a convex function over a convex set by updating one co-ordinate at a time. The convex function is required to be continuously differentiable and strictly convex and, unlike in the max-weight algorithms discussed above, the action set is convex. The classical FrankWolfe algorithm [16] also minimises a convex continuously differentiable function over a polytope by selecting from a discrete set of descent directions, although a continuous-valued line search is usually used to determine the final update.
B. Notation
Vectors and matrices are indicated in bold type. Since we often use subscripts to indicate elements in a sequence, to avoid confusion we usually use a superscript x (i) to denote the i'th element of a vector x. With a mild abuse of notation where there is no scope for confusion we also sometimes use f (u) , where u is a set, to index a collection of functions e.g., [0,∞) . The subgradient of a convex function f at point x is denoted ∂f (x). For two vectors x, y ∈ R m we use element-wise comparisons x y and y ≻ x to denote when
respectively for all i = 1, . . . , m. We let x
[u] ∈ R |u| denote the vector consisting of the subset u of elements of vector x ∈ R n . For
We also denote by U u : R n → R n the mapping such that vector U u x has elements in set u equal to the corresponding elements in x and all other elements equal to 0. That is,
II. PRELIMINARIES

A. Convex Optimisation
Let P denote the following convex optimisation problem:
0} and we will assume it is non-empty, i.e., problem P is feasible. Further, we will denote by C ⋆ := arg min z∈C0 f (z) ⊆ C 0 the set of optima and
where λ ∈ R m + . Note that L(z, λ) is convex in z for a fixed λ and linear in λ for a fixed z. The dual function is
where z * (λ) ∈ arg min z∈C L(z, λ). Importantly, since q(λ) is the minimum of a collection of affine functions it is concave and q(λ) ≤ L(z, λ) for all λ 0. The dual function is also Lipschitz continuous when C is closed and bounded. To see this observe that
whereḡ := max z∈C g(z) ∞ is finite when C is closed and bounded as g convex (so continuous). Similarly,
The dual function is of particular interest when we have strong duality, i.e., the solution of the dual problem
and the solution to problem P coincide, q(λ ⋆ ) = f ⋆ where λ ⋆ ∈ arg max λ 0 q(λ). A sufficient condition for strong duality to hold is that the Slater condition is satisfied:
0} has non-empty relative interior, i.e., there exists a point z ∈ C such that g(z) ≺ 0.
The following corresponds to Lemma 1 in [17] and is a direct consequence of the Slater condition.
Lemma 1 (Bounded level sets). Let
− δ} with δ ≥ 0 and let the Slater condition hold, i.e., there exists a vectorz ∈ C such that g(z) ≺ 0. Then, for every λ ∈ Q δ we have that
where υ := min j∈{1,...,m} −g (j) (z).
The importance of Lemma 1 is that it establishes that the set of dual optima is bounded when the Slater condition holds. It follows immediately that
B. Optimisation Problems P ′ and P † In addition to optimisation problem P we will also consider two special cases. The first, which we denote P ′ , is where:
The second, which we denote P † , assumes in addition that:
1) Objective f and constraints g (i) , i = 1, . . . , m have bounded curvature on C with constants µ f and µ g (i) , i = 1, . . . , m. When λ λ 1 it follows that the Lagrangian has bounded curvature on C with constant
2) The objective and constraints are U-separable, where
C. Bounded Curvature & Descent
Bounded curvature ensures that the level sets of a convex function have a smooth boundary and so it is relatively easy to find a descent direction.
Definition 2 (Bounded curvature). Let
where µ h ≥ 0 is a constant that does not depend on z or δ.
The following generalises Lemma 8 in [1] .
Lemma 2 (Discrete Descent)
. Let D be a compact subset of R n . For any feasible point y ∈ C = conv(D) and any vector z ∈ R n there exists a point x ∈ D such that z T (x − y) ≤ 0.
Proof: By Carathéodory's theorem, a point y ∈ C = conv(D) ⊂ R n can be written as the convex combination of at most n + 1 points
Lemma 2 is fundamental and establishes that descent is possible even when the set of available directions is highly constrained i.e., it is restricted to set D, which might be just the extreme points of C, a coordinate basis for C, etc. When D consists of a finite set of points then Lemma 2 tells us that a descent direction can be found by direct search, without any need to compute the gradient.
D. Queue Continuity
Queue continuity plays a key role in our analysis of approximate multipliers.
The following lemma, which corresponds to Proposition 3.1.2(i) in [18] , provides a useful way to represent a queueing process.
Lemma 3 (Skorokhod map). Consider the sequence
Consider the sequences
+ with increments x k , y k ∈ R and λ 1 = µ 1 , k = 1, 2 . . . . These updates can be thought of as fluid-like realvalued queues with real-valued increments. Note that queues are more usually considered to be integer valued and we will return to this later. The folllowing continuity result follows immediately from Lemma 3 and corresponds to Proposition 3.1.2(ii) in [18] .
Lemma 4 (Queue Continuity). Consider sequences {x k } and {y k } of points from R and updates
Hence, when 
Note that in the special case where
+ where (a) follows because µ k+1 ≥ 0.
Hence, in this case when
In particular, it allows j i=1 y i to be unbounded below and so, for example, the mean value of y i may be negative yet µ k stays close to λ k = 0.
The following is due to Theorem 4 in [1] .
Lemma 5 (Running Average). Let {x k } be an arbitrary sequence of points from R and
with β ∈ (0, 1),
where constant σ 1 ≥ 0.
Lemma 5 states that when sequence {z k } is a running average of sequence {x k }, then the sequences are close in the Skorokhod metric. The following useful result is now immediate. 
Lemma 6. Consider updates
where
Note that while the updates in Lemma 6 involve scaling factor α, by rescaling we can remove this factor. Namely, letting Figure 1 shows an example of sequences λ k and µ k , k = 1, 2, . . . where A = 1, b k = b = 0.5, α = 1, β = 0.1 and x k takes values independently and uniformly at random from set {0, 1}. It can be seen that the distance between λ k and µ k remains uniformly bounded over time.
III. DESCENT
Given a sequence F k , k = 1, 2, · · · of convex functions, in this section we consider how to construct a corresponding sequence of values z k such that F k (z k ) converges to an ǫ-ball around its minimum. That is, such that
In particular, our interest is in sequences z k , k = 1, 2, · · · which are (i) constrained to be the running average (14) of an associated sequence x k , k = 1, 2, . . . and where (ii) each x k must be selected from a specified set D of actions. This will provide a basic building block for our later analysis.
In addition to these constraints on the admissible choices of z k and x k , we will also allow constraints on the set of elements of z k that can be updated at each step k. This allows us to not only capture lack of synchronism in the updates, e.g., in a distributed setting, but also computational constraints, e.g., where calculation of a limited update is much more efficient than that of a full update.
A. Unsynchronised Updates
We introduce the following definition related to unsynchronised updates.
That is U ⊂ 2 {1,··· ,n} is an admissible update set if its elements are either the full set {1, . . . , n} or belong to a partition of this full set. Letting set U ⊂ 2 {1,...,n} be an admissible update set, let each u ∈ U define a set of elements z
[u] k of vector z k that can be updated jointly at time step k. The technical conditions in Definition 3 ensure that these updates are suitably well behaved. Recalling that U u x is the vector with elements at the positions specified by u equal to the corresponding elements in x and all other elements zero, we also introduce a second definition:
That is, when set D is U-feasible then the running average (14) lies in set C even when updates to z are confined to a subset u of elements of z.
It also implies that set C has the product form
Example. The special case where only a single element of z can be updated at a time corresponds to selecting U = {{1}, {2}, . . . , {n}} and set D = {e 1 , . . . , e n } ∪ {1}, where e i denotes the unit vector with all elements zero apart from element i and 1 denotes the all ones vector. Then set C is the unit hypercube in R n . Vector z + U u (x − z), u ∈ U has all elements the same as vector z apart from element i which has value either 0 or 1 depending on the choice of vector x ∈ D. For both of these values the vector lies in C and so D is U-feasible.
Definition 5 (U-Separable). We say a function
h : R n → R is U-separable when h(z) = u∈U h (u) (z [u] ) with h (u) : R |u| → R and U ⊂ 2 {1,...,n} .
B. Descent Using An Action Set
We have the following corollary to Lemma 2 for a set u of elements:
j for any y ∈ C.
Using this, together with bounded curvature, it follows that a choice of x ∈ D ensuring descent always exists:
Proof: See the appendix. Note that Lemma 7 requires set D to be U-feasible and compact but places no other restriction on D. For example, we can select D = C or we can select D such that it contains just the extreme points of C. When set D is small and finite then the solution to (16) can be found by direct search without requiring computation of the gradient of function F . When D = C then (16) can be solved using any convenient convex optimisation method.
Using Lemma 7 we can now show that, even when z k is constrained to be a running average of actions x k ∈ D and at each time step only a set of elements u ∈ U can be updated, it is nevertheless still possible to construct a sequence z k that forces descent.
. be a sequence of elements from admissible update set U. Suppose we can partition these this sequence into disjoint intervals 
with z 1 ∈ C. Suppose that parameter β is sufficiently small that
and that functions F k change sufficiently slowly that
where γ 1 ∈ (0, γ/2). Then for k i sufficiently large we have that,
See the appendix. Note that Theorem 1 adds the restriction that F k is Useparable. Although this restriction might be weakened somewhat, it does seem that some form of separability is essential to ensure that descent happens when only a subset of elements of z k are updated at each step. When all elements can be updated simultaneously then U contains a single element {1, . . . , n} and there is no need for F k to be separable.
One of the main difficulties in establishing Theorem 1 is that at each step we are constrained to select an action x k from set D when updating the running average z k . This means that there is no "null" action leaving z k unchanged since that would require selecting x
which is generally not possible (for example, x k may be constrained to be discrete valued yet z k is real-valued 2 ). Consequently, we sometimes may be forced to allow F k to increase. Nevertheless, Theorem 1 shows it is always possible to select z k such that at the sub-sequence of times k i , i = 1, 2, . . . the function F k converges into a ǫ-ball around its minimum.
Update (17) is not the only possible choice for ensuring descent. For example, the following theorem gives an alternative choice:
Theorem 2 (FW Convergence). Suppose the conditions of Theorem 1 are satisfied and, in addition, that set D contains the extreme points of set C. Let {z k } be a sequence of vectors satisfying
with z 1 ∈ C. Then for k i sufficiently large we have that, [16] to minimisation of a sequence of functions and to allow partial updating at each time step.
IV. DESCENT WITH APPROXIMATE MULTIPLIERS IS ENOUGH
The previous section considers finding specific types of sequence that converge to an ǫ-ball around an unconstrained minimum. We now extend consideration to include constraints. The following approximation result is the key to this extension.
Theorem 3 (Approximate Solution). Consider the convex optimisation P and update
with α > 0. Suppose the Slater condition is satisfied and also the following two conditions:
where z
is a positive constant that does not depend on k.
Proof: See the appendix. Note that it is the average, z ⋄ k , which converges to a ball around the optimum, rather than z k itself. By selecting α and ǫ sufficiently small, we can make this ball as small as we like as k → ∞. Observe also that the bounds in Theorem 3 are not asymptotic but rather can be applied at finite times. As k → ∞ the bounds simplify to −αm( Proof: The result follows directly from the fact that the set of dual optima is bounded (see Lemma 1) and that the difference λ k − λ ⋆ 2 2 decreases monotonically until λ k converges to a ball around λ ⋆ (see Lemma 11) . Theorem 3 establishes convergence to an optimum provided conditions (i) and (ii) are satisfied. Condition (i) is that sequence z k , k = 1, 2, . . . ensures that L(z k , µ k ) stays within an ǫ-ball of its minimum. This is essentially a descent condition i.e., whenever L(z k , µ k ) is outside the ǫ-ball we must select z k to decrease L so as to bring it back within the ball. Note that approximate multiplier µ k is used in L(z k , µ k ), so there is no need to know the exact multiplier λ k in order to determine a suitable z k . Condition (ii) is that approximate multiplier µ k stays close to the exact multiplier λ k .
Corollary 2. Consider the setup of Theorem 3 where update (22) is replaced with
Our convergence analysis of algorithms for constrained optimisation now reduces to establishing whether these two conditions, which we refer to as descent with approximate multipliers, are satisfied.
A. Some Examples 1) Classical Dual Subgradient Approach:
This uses the following update to solve convex optimisation P :
This choice of z k ensures z k ∈ C ǫ (λ k ) with ǫ = 0 and so satisfies Theorem 3 condition (i), while the choice of µ k = λ k trivially satisfies condition (ii). Theorem 3 allows the dual subgradient approach to be immediately extended to use unsynchronised updates. To see this, suppose in problem P that the Lagrangian is
..,n} is an admissible update set, and set C is U-feasible.
leads to the following update
Consider now the situation where at each step k only a subset of the elements z
[u] k are updated i.e., updates are unsynchronised. The elements u which are updated use multiplier µ
k , v = u which are not updated at step k can be formally thought of as being updated using the old multiplier value µ
∞ is unformly bounded by ασ 1ḡ and so by Theorem 3 updates (26)-(27) converge to a ball around the optimum. Note that there is no need for objective f or constraints g to have bounded curvature.
2) Frank-Wolfe Dual Subgradient Approach: Consider the following update to solve convex optimisation P ′ :
Suppose that we select step size α sufficiently small 3 that
Then the Lagrangian L(·, λ k ) satisfies the conditions on F k in Theorem 2. Hence, provided step size β is sufficiently small that it satisfies condition (19), applying Theorem 2 with update set U containing the single element u 1 = {1, · · · , n} then z k ∈ C ǫ (λ k ) for k sufficiently large and so satisfies Theorem 3 condition (i). The choice of µ k = λ k trivially satisfies condition (ii).
3) Classical Max-Weight: Consider the following update to solve convex optimisation P ′ with linear constraints (g(z) = Az − b):
Identifying cost −f (z) with utility U (z) which is to be maximised, it then follows that (32)-(34) is can be rewritten equivalently as
which is precisely the max-weight update of Stolyar [3] .
The reason to write the max-weight update in the form (32)-(34) is to highlight its close connection with other convex optimisation approaches. In particular, observe the close relationship between the max-weight update (32)-(34) and the Frank-Wolfe (FW) dual subgradient update (28)-(30). The differences are that the optimisation (32) is carried out over set D (the set of actions in max-weight terminology) rather than C and approximate multiplier µ k is used instead of exact multiplier λ k . Because C := conv(D) then updates (32) and (28) are equivalent since the solution to a linear programme lies at an extreme point (and D contains all the extreme points of C). The substantive difference between the max-weight and FW updates therefore lies only in the use of µ k instead of λ k .
Regarding convergence analysis of the max-weight update (32)-(34), we can apply Theorem 2 with update set U containing the single element u 1 = {1, . . . , n} and using the Lagrangian L(·,
Observe that we can immediately extend the classical maxweight approach to allow nonlinear constraints by replacing update (34) with:
. . . Note that we now need to useλ to place an upper bound on µ k in order to ensure that the Lagrangian has bounded curvature (as already noted, this is not needed when the constraints are linear). By Lemma 4,
Note that other nonlinear updates can also be used if more convenient than (38). For example, when g k = g using
then 4) Dual Max-Weight: Consider the following update proposed in [1] to solve convex optimisation P ′ with linear constraints: 1, 2, . . . . Observe that this generalises the classical dual subgradient update in a similar way that classical max-weight generalises the FrankWolfe dual subgradient update. We can apply Theorem 1 with U containing the single element u 1 = {1, . . . , n} so that all elements of z k are updated at each step and using the Lagrangian L(·, λ k ) as F k . Provided step sizes α, β are selected sufficiently small then it follows that z k ∈ C ǫ (µ k ) for k sufficiently large and so satisfies Theorem 3 condition (i). By Lemma 6, µ k satisfies condition (ii) of Theorem 3.
Similarly to classical max-weight, we can immediately extend the dual max-weight approach to include nonlinear constraints by replacing (42) with update (38) or (39).
V. GENERALISING MAX-WEIGHT
One approach is to simply select µ k = λ k and then we are free to choose z k and x k as we like provided they ensure convergence to the ǫ-ball C ǫ (µ k ). This is the approach taken by most (if not all) non-max-weight approaches that make use of multipliers. However, it is clear from Lemma 4 that any sequences z k and x k such that k i=1 z i −x i ∞ is uniformly bounded for all k = 1, 2, . . . will ensure that µ k − λ k ∞ is uniformly bounded 4 and can be made as small as we like by adjusting the step size α. The following theorem shows that for any sequence z k , k = 1, 2, . . . we can directly construct a sequence x k , k = 1, 2, . . . that has this property.
Theorem 4 (Discrete Actions). Let
. . , e |D| } ⊂ ∆ and e i denotes the unit vector with all elements zero apart from element i. Provided S ≥ 1, then such a b k+1 always exists. Further, the corresponding sequence
Proof: See the appendix. Note that many strategies exist to select b k+1 ∈ E satisfying (43). One is to select b k+1 according to b k+1 ∈ arg min b∈E S k + a k+1 − b ∞ . Another is to identify P k := {j :
k+1 ≥ 1 − S, j ∈ {1, · · · , n}}, set P k being non-empty since at least one such entry always exists by 4 As already noted in Section II-D, when λ
is bounded above. That is, for constraints which are not tight we have much greater flexibility. Theorem 4. Selecting b k+1 = e j for some j ∈ P k ensures S k + a k+1 − b k+1 ≥ −S1. Note also that when set D is Ufeasible and so C has product form u∈U C u then selecting x k can be decomposed into separate tasks of selecting each set of elements x
∞ is bounded. Theorem 4 is constructive and provides a means for finding the x k , k = 1, 2, . . . . It yields an approach where the x k 's are selected in an efficient online manner. That is, given a new z k ∈ C we can immediately determine a suitable x k ∈ D via direct search. The only state that needs to maintained in order to make this choice is a single vector S k that keeps running track of the error. Note that
Since f is convex (so Lipchitz continuous on compact set C) we also have that:
and so f (x Using Theorem 4 for selecting x k ∈ D given z k ∈ C we can immediately extend essentially any existing multiplierbased approach to use discrete actions/queues.
A. Discrete Dual Approach
For optimisation P ′ , using Theorem 4 the classical dual subgradient approach can be directly generalised to:
. . . As already noted, this choice of z k satisfies Theorem 3 condition (i), 5 When λ
is bounded above. namely z k ∈ C ǫ (µ k ) with ǫ = 0. It follows from Lemma 4 that when
, and so Theorem 3 condition (ii) is also satisfied.
Similarly to before, update (45)-(47) can be further extended to allow use of unsynchronised updates provided the Lagrangian is U-separable, action set D is U-feasible and U is an admissible update set. Namely,
where C = u∈U C u with C u ⊂ R |u| . The elements u which are updated use multiplier µ
k , v = u which are not updated at step k use the old multiplier value µ
is the time step where
k was last updated. Consideration can be extended to nonlinear constraints by replacing update (50) with (39) or (38) (in the latter case selecting the
Note that the approach here does not require the objective or constraints to have bounded curvature. This is in marked contrast to most existing max-weight approaches, and so updates (45)-(47) and (48)-(50) can be applied to a much wider class of problems.
Observe also that the unconstrained convex optimisation in update (48) can be solved in many ways (gradient-descent, proximal, Newton-based, etc.) with the most appropriate method depending on the properties of the Lagrangian. Further, by Theorem 3, convergence is only needed to an ǫ-ball C ǫ (µ k ) about the optimum.
B. Example: Link With Communication Delays
Consider the link illustrated in Figure 3 . Packets arrive in the queue of node 1, node 1 transmits packets to node 2, and the packets transmitted by node 2 leave the system. Time is slotted and for simplicity we will assume that slots have fixed duration and that nodes can transmit only one packet in a slot.
Our aim is to make scheduling decisions at each node (namely, transmit or not transmit) that minimise a convex function of the average throughput. Action set D = {0, 1}
2 , where a 1 in element x (i) of x ∈ D indicates a packet transmission from queue i. Update set U = {u, v} with u = {1}, v = {2}. The convex formulation of the problem is:
where C = conv(D) and b the average number of packets that arrive into the queue of node 1 in a slot. The Lagrangian is given by
T , i.e., the Lagrangian is U-separable. We can use the discrete dual approach in (48)-(50) to solve this problem in a distributed manner. In particular, at each time slot each node solves the convex optimisation
k ∈ arg min
and chooses discrete action,
where µ
k ]
T with queue updates:
Observe that the elements of µ
capture delay in the exchange of network state information via parameters τ (1) and τ (2) . We assume that τ (i) ∈ {0, 1, . . . ,τ }, i = 1, 2 andτ is a constant. Despite being delayed, by Theorem 4 the scaled queue occupancies µ
k still approximate the exact multipliers λ k . Our choice of approximate multipliers in this example only captures delays in the exchange of network state information, however, by selecting them appropriately we could also consider asynchronous updates in (53).
We simulate the network with utility functions 6 f (u) (z) = z, f (v) (z) = max{exp(z), πz}, step size α = 0.1 and T . Importantly, we never require to know the exact Lagrange multipliers in the optimisation and in Figure 4 (b) we compute them for illustrative purposes only.
Important features illustrated by this example include (i) use of scaled queues occupancies as surrogates for the Lagrange multipliers in the optimisation, (ii) nodes make decisions in a distributed manner and (iii) the dual subgradient update makes use of imperfect network state information yet still converges. The distributed aspect ensures that the complexity of finding an optimal scheduling does not grow with the number of nodes in the network.
We can easily extend this example to allow multiple packets to be transmitted in a single slot by defining D = {0, 1, . . . , s} 2 where s denotes the maximum number of packets that can be transmitted in a slot. In effect, we are dividing a slot in s subslots but there is no constraint on the order in which packets have to be transmitted. For example, if s = 5 and x k = 3 transmitting the sequence of packets {1, 1, 1, 0, 0} in a slot is equivalent to transmitting 6 f (v) does not have bounded curvature. sequence {1, 0, 1, 0, 1} since all it matters is that 3 packets are transmitted. Note that queue continuity trivially holds. With this setup in each time slot we are deciding how many (not how) packets to transmit in the s following subslots, i.e., slots can be regarded as refresh times. Since the duration of a slot is fixed, by selecting s large we can change packets for bits in the problem setup, and by adding constraints/requirements on how a stream of bits can be transmitted we are indirectly considering the case where packet transmissions have different durations.
C. Generalising Classical Max-Weight
We can generalise the Frank-Wolfe subgradient approach to allow use of unsynchronised updates i.e., only a subset of elements are updated at each time step. By Theorem 2 we can still ensure convergence and satisfaction of condition (i) of Theorem 3 provided step sizes α and β are sufficiently small.
Unfortunately, when updates are unsynchronised then we can no longer use Lemma 6 to ensure that condition (ii) of Theorem 3 is satisfied. That is, a running average of the form z k+1 = z k + βU u (x k − z k ) is not enough to ensure that approximate multiplier µ k stays close to the exact multiplier λ k . However, we can use Theorem 4 to ensure this. That is, by using the following update for solving optimisation P † with linear constraints:
. . is a sequence that regularly visits every element of z.
Selecting step size α such that (31) is satisfied and β satisfying (19) then applying Theorem 2 using the Lagrangian L(·, λ k ) as F k we have that z k ∈ C ǫ (µ k ) for k sufficiently large and so condition (i) of Theorem 3 is met. By Lemma 4, µ k satisfies condition (ii) of Theorem 3.
As usual consideration can be extended to nonlinear constraints by replacing update (58) with (39) or, alternatively, by using update (38) and selecting the
Recall that coordinate descent is recovered as a special case when e.g., U = {{1}, . . . , {n}} and D = {e 1 , . . . , e n } ∪ {1}. However, update (55)- (58) is a significant generalisation beyond this.
D. Example: Unsynchronised Max-Weight Updates
Consider a collection of n queues. Jobs arrive at queue i at mean rate b (i) and are buffered until they can be served. Up to d jobs can be served from a queue in a time slot, but this incurs a cost proportional to the square of the number of jobs processed at one time. In action vector x element x (i) = 1 indicates service of one job from queue i, x (i) = 2 service of 2 jobs and so on. The set of actions is D = {0, . . . , d} n . The objective is to minimise
. . , n (the service rate at queue i is no less than the arrival rate).
At each time slot an element of U = {{1}, {2}, . . . , {n}} is selected cyclically and the corresponding element of vector z k updated according to (55)-(56). Note that this means each update is simple and fast as it only involves deciding which of d + 1 values to use, independent of n. Figure 5 (a) illustrates the convergence of the objective to a ball around the optimum when n = 2, d = 8, step sizes α = 0.05 and β = 0.1. Figure 5(b) shows how the corresponding time histories of the scaled queue occupancy µ k converge to a ball around the optimum multipliers λ ⋆ .
E. Generalising Dual Max-Weight
Similarly, we can extend the Dual Max-Weight approach to use unsynchronised updates for solving optimisation P † :
. . is a sequence that regularly visits every element of z. Applying Theorem 1 using the Lagrangian L(·, λ k ) as F k , provided α and β are sufficiently small then z k ∈ C ǫ (µ k ) for k sufficiently large and so condition (i) of Theorem 3 is satisfied. By Lemma 4, µ k satisfies condition (ii) of Theorem 3.
Once again, nonlinear constraints can be included by replacing update (58) with (39) or (38), and coordinate descent corresponds to selecting U = {{1}, . . . , {n}}. Note also that while action set D need consist only of the extreme points of set C, we can optionally select D equal to C. The optimisation (59) is then convex and encompasses a line search for the optimum step size.
F. Decisions & Actions At Different Time Scales
By decoupling the choice of z k from the choice of x k (in contrast to when the running average approach is used), Theorem 4 also allows actions to be taken at a faster rate than that at which decisions are calculated. This is illustrated for example in Figure 6 where z k is updated every 10 slots while x k is updated every slot. Since Theorem 4 holds for all sequences z k , we can still select actions x k that ensure k i=1 z i − x i ∞ stays bounded. This is of considerable practical importance in situations where actions x k must be selected quickly, e.g., selecting whether to transmit a packet or not needs to be taken every 8 µs on a 1 Gbps link with 1000B packets, yet decisions z k take a longer time to be calculated, e.g., updating z k takes 10 ms.
VI. DELAYED COMMUNICATION & UNSYNCHRONISED MULTIPLIER UPDATES
A. Delayed Communication
Condition (ii) of Theorem 3 requires λ k − µ k ∞ ≤ ασ 0 . The slack between λ k and µ k can accommodate communication delays and use of stale multiplier values. For example, suppose that the i'th element of approximate multiplier µ has value equal to the i'th element of the exact multiplier λ from τ (i) time steps in the past, that is µ
. Suppose also the delay is upper bounded,
+ we have that |λ
. . with σ 0 =ḡτ . That is, condition (ii) of Theorem 3 is still satisfied.
B. Unsynchronised Multiplier Updates
The slack between λ k and µ k can also more generally accommodate unsynchronised updates to µ k . For example, suppose a packet is dequeued and transmitted but that due to propagation delay arrives at its destination queue some time later (this may be, for example, around 100 ms later if the link is across the Atlantic). Suppose the departure queue corresponds to element i of µ and the arrival queue corresponds to element j of µ. Then µ (i) k is updated when transmission starts and after delay τ then µ (j) k+τ is updated. These updates correspond to the selection of a single action, namely transmission of a packet across the link, yet in this case the effect of this action on µ is not confined to the time slot in which the action is selected. Nevertheless, when the update to µ (j) k+τ happens delay τ after the exact multiplier λ k is updated then, provided τ is bounded, by the same argument as before λ k − µ k ∞ can be kept small for all k = 1, 2, · · · and condition (ii) of Theorem 3 satisfied.
VII. STOCHASTICITY
The analysis above is for deterministic optimisation problems. However, it can be readily extended to a class of stochastic optimisations. 
When this fraction is asymptotically lower bounded lim inf K→∞ p K ≥ p, then our analysis applies to fraction p of realisations i.e., with probability p. Note that there is no requirement for stochastic process {B k } to be i.i.d. or for any of its properties, other than that feasible set Az b has non-empty relative interior, to be known in advance. Extension to nonlinear constraints follows similarly.
2) Actions: Our analysis applies with probability p when sequences x k are selected so as to ensure k i=1 z i − x i ∞ is bounded with probability p. This means that the x k may, for example, be constructed using stochastic approaches such as Gibbs sampling.
B. Actions With Random Effect
Suppose that when at time k we select action x k ∈ D, the action actually applied is a realisation of random variable Y k that also takes values in D; this is for simplicity, the extension to random action sets different from D is straightforward. For example, we may select x k = 1 (which might correspond to transmitting a packet) but with some probability actually apply y k = 0 (which might correspond to a transmission failure/packet loss).
Let p xy := Prob(Y k = y|x k = x), x, y ∈ D and we assume that this probability distribution is time-invariant i.e., does not depend on k; again, this can be relaxed in the obvious manner. Thenȳ(x) := E[Y k |x k = x] = y∈D yp xy can be calculated. The above analysis now carries over unchanged provided we everywhere replace x k byȳ(x k ) e.g., modify the non-convex optimisation from min x∈D L(
That is, we simply change variables toȳ.
VIII. CONCLUSIONS
We study the use of approximate Lagrange multipliers and discrete actions in solving convex optimisation problems. We show that descent, which can be ensured using a wide range of approaches (subgradient, proximal, Newton, etc.), is orthogonal to the choice of multipliers. Using the Skorokhod representation for a queueing process we show that approximate multipliers can be constructed in a number of ways. This leads to the generalisation of (i) essentially any descent method to encompass use of discrete actions and queues and (ii) max-weight scheduling to encompass new descent methods including those with unsynchronised updates such as block coordinate descent.
APPENDIX: PROOFS
A. Descent Proof of Lemma 7
By convexity,
Since D is U-feasible, for any x ∈ D we have z + βU u (x − z) ∈ C, and by the bounded curvature of F (·),
wherex D := max y,z∈C y−z 2 (the max always exists since D is compact). By Corollary 1 we can select x ∈ D such that
With this choice of x it follows that
D and the stated result now follows.
We have the following corollary to Lemma 7 when F is separable: 
and, in addition, whenever there exists a point y ∈ C such that F
Suppose that parameter β is sufficiently small that
with 0 < γ < 1, ǫ ′ > 0 and that functions F k change sufficiently slowly that
where γ 1 ∈ (0, γ/2). Suppose also that a point y ∈ C exists such that
At each step k ∈ {1, · · · , N } we have two cases to consider. Namely, either (i) there exists a point y ∈ C such that
To complete the proof it remains to show that case (i) occurs at least once for k ∈ {1, · · · , N }. By assumption there exists a point y ∈ C such that
the first time step at which a set u * satisfying this condition occurs in the sequence. We have that
since elements u * of vector z 1 are not updated at steps k < k * because u k ∩ u * = ∅ when u k = u * for u * , u k ∈Ū (note that we do not need to consider u k ∈ U \Ū since u k ∩ u * = u * for u k ∈ U \Ū = {1, · · · , n} contradicting the assumption that k < k * ) and k * is the first occurence of u * . Hence, case (i) occurs at step k * and we are done. 
where y * k ∈ arg min z∈C F k (z). Proof: Consider interval {k j , · · · , k j+1 }. We proceed by considering two cases:
It follows that F kj (z kj ) < F kj (y * kj )+|U|ǫ. Applying the same argument as for case (ii) of the proof of Lemma 8, it follows that
Using the stated choice of β yields
We therefore have that F k+1 (z k+1 ) is strictly decreasing when F kj (z kj ) − F kj (y * kj ) ≥ |U|ǫ and otherwise any increase is uniformly upper bounded by |U|ǫ + γβǫ. It follows that for all k sufficiently large F ki (z ki ) − F ki (y * ki ) ≤ |U|ǫ + γβǫ ≤ (|U| + 1) ǫ as claimed.
Proof of Theorem 1
By the bounded curvature of F k (u k ) and Corollary 1, 
T U u (x − z k ) (since the solution to a linear programme lies at an extreme point). By convexity and the minimality of x, F (z) + ∂F (z)
T U u (x − z) ≤ F (z) + ∂F (z)
T U u (y − z) ≤ F (z) − ǫ. Hence, ∂F (z)
T U u (x − z) ≤ −ǫ. Since D is U-feasible, for any x ∈ D we have z + βU u (x − z) ∈ C, and by the bounded curvature of F , F (z + βU u (x − z)) ≤ F (z) + β∂F (z)
Proof of Theorem 2
By Corollary 1 and Lemma 10 the conditions of Lemma 8 are satisfied for the stated choice of x k , k = 1, 2, · · · . Theorem 2 now follows by application of Lemma 9. 
≤ 0
where (a) holds since L(z
Multiplying the latter bound by −1 and combining it with (71) yields
To upper bound (λ
where (74) follows from the fact that k i=1 g(z i ) ≤ max 1≤j≤k k j g(z i ) and (75) follows from the convexity of g(·). Multiplying both side by λ ⋄ k , dividing by αk and using the fact that λ
Combining (76) with (72) and using the fact that λ 
C. Discrete Actions: Proof of Theorem 4
We begin by noting that since 1 T a k = 1 = 1 T b k then 1 T S k = 0 for all k = 1, 2, · · · . Also note that since a k ∈ ∆ all elements of a k are non-negative and at least one element must be non-zero since 1 T a k = 1. We now proceed by induction to show that there always exists a choice of b k+1 such that S k −1, k = 1, 2, · · · . When k = 1 let element j of a 1 be positive (as already noted, at least one such element exists). Selecting b 1 = e j then it follows that −1 < a That is, S 1 −1. Suppose now that S k ≻ −1. We need to show that S k+1 −1. Now S k+1 = S k +a k+1 −b k+1 . Since S k −1, S (j) k ≥ −1 ∀j = 1, · · · , |D|. Also, 1 T S k = 0, so either all elements are 0 or at least one element is positive. If they are all zero then we are done (we are back to the k = 1 case). Otherwise, since all elements of a k+1 are non-negative then at least one element of S k +a k+1 is positive. Let element S We now have that b k+1 can always be selected such that S k −S1 provided S ≥ 1, and also that 1 T S k = 0.
Since 1 T S k = 0 either S is zero or at least one element is positive. Since S k −S1 and at most |D| − 1 elements are negative then the sum over the negative elements is lower bounded by −(|D| − 1)S. Since 1 T S k = 0 it follows that the sum over the positive elements must be upper bounded by |D| − 1. Hence, S k ∞ ≤ (|D| − 1)S. Finally, observe that k i=1 z i − x i ∞ = XS k ∞ ≤ X ∞ S k ∞ ≤ (|D| − 1)S X ∞ and we are done.
