Color Vision: Appearance Is a ManyLayered Thing
The color of a surface changes when it is surrounded by other colors. A new illusion shows these changes are much stronger when seen through other colors as transparency, suggesting the brain parses the causes of color into separate layers.
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Compared to some feats of our vision -like recognizing the same object from different angles or spotting an old face in a new crowd -the ability to judge the color or brightness of a spot may seem like a simple feat. Yet the ease with which we recognize colors is deceptive. A new color illusion reported recently in Current Biology [1] adds another dramatic illustration that how we experience colors depends on many sophisticated steps designed to reveal the causal structure of the world. Information about color is carried by the wavelengths emanating from illuminants and reflected from objects. But if there is a mantra for color scientists it is that color is not a property of the light. The same light can look completely different in hue or brightness depending on the context in which it is viewed. A major focus of color science is to understand these contextual cues -how they are processed in the visual system and what they imply about the physical information that color percepts represent [2, 3] .
One ongoing problem has been to understand how the visual system can perceive the reflectance of the object separately from the spectrum of the illuminant [4] . These two factors are confounded in the wavelengths reaching the eye from each point in the scene, and they can only be decomposed by considering different points or the scene geometry. It has long been known that we can bias the color and brightness of a spot by changing the surrounding area, though for uniform surrounds the effects are often subtle. But when even subtle changes are instead made to the layout of the scene, then the perceived color and brightness shifts can be striking [5] [6] [7] [8] [9] [10] . The bases for these contextual effects are not always certain, and may include visual computations ranging from 'low-level' filtering to 'high-level' inferences about the three-dimensional geometry and lighting. Moreover, the effects of context are not unique to color, and strongly influence many perceptual judgments [11] .
In the new study by Wollschlaeger and Anderson [1] , color appearance is manipulated by adding cues that cause the target to be perceived through a partially transparent filter ( Figure 1 ). This generalizes recent work by Anderson and Winawer [12, 13] with grayscale images, and suggests that common principles are involved for both lightness and color. The perception of transparency has been widely studied and is not as rare in viewing as one might think, for it is closely related to seeing through cast shadows, and may blend seamlessly with occlusion [13] , where a surface completely screens the objects behind it. Even in occlusion there is evidence that the visual system works from a representation of the hidden surfaces [14, 15] . Thus it is plausible that in transparency we decompose the color and lightness at a single point into separate 'layers' that can represent different surfaces and illuminants.
These layered percepts are accentuated in the new work by a clever twist -the opacity of the transparent layer is not uniform, but instead varies continuously across the image. According to the authors [1] , this leads to strong induction effects because the target's color is attributed to the area that differs most from the surround, where the inferred transparency is weakest. The resulting hue shifts are much larger than conventional induction effects, surpassing even the theoretical optimum of many models where the shift corresponds to completely neutralizing the surround color. It would be wrong, however, to think that perception is more or less veridical in either case; rather, the work shows that, as different cues are added, the visual system can draw on these to reinterpret the scene.
At a theoretical level, these transparency effects are important because they more firmly reveal cases where the visual system appears to form separate representations of lights and surfaces and the media through which we view them. An alternative to this interpretation has been framework models, where surface reflectance is instead estimated within local regions of common lighting or shadow [5, 16] . This can also account for many lightness illusions, but differs from layering because the illumination is not explicitly modeled and lightnesses are anchored by the brightest local element. In the layered account this anchoring is instead assumed to depend on the image region that is least occluded and thus in 'plain view'. Wollschlaeger and Anderson [1] demonstrate the importance of layering for their effects by showing that the degree of induction depends on whether the color relationships support the perception of transparency, while leaving factors like the spatial structure and colors intact. As the authors note, however, this does not preclude a role of other processes, nor is it likely to quell the intense interest and debate about the primary mechanisms of lightness and color perception.
The idea that we can explicitly encode different causal components of the color at each point in the scene is also suggested by how we experience these colors. Studies of color constancy have emphasized that there can be multiple simultaneous modes of appearance [4, 17] . For example, for the same stimulus an observer can make very different judgments about whether two surfaces have the same hue or whether they were cut from the same piece of cloth, and thus the degree of constancy and contextual effects depends importantly on what you are asking the observer to do. These varying interpretations of the same stimulus seem to parallel the notion that we can draw on separate representations of the sources of color, and raise the question of how modes of appearance might map on to layering or to other potential mechanisms influencing appearance.
Even if we solve how the visual system disentangles the causes of color, we are still left with the separate problem of why a surface appears a particular color. A flat or unbiased spectrum (in a spectrally flat surround) looks gray, and this 'colorless' percept makes sense as a model of the stimulus. Yet how we are able to perceive gray (let alone different hues) is not trivial, for there are many additional layers of filtering within the observer. These include the screening pigments in the lens and macular region of the retina, which both tend to block shorter wavelengths from reaching the receptors. To correctly represent the object's color, the visual system must again take into account these filtering effects -otherwise color appearance would change markedly as we age or even when we shifted our gaze [18, 19] . The neural computations that correct for the observer may share many of the processes that correct for the scene. In the former case, however, we are not left with a separate layer of experience corresponding to our own eyes. Just as we fill in the picture at our blind spot to represent the scene [20] , there is similarly little to be gained by sensing the limits of our spectral sensitivity, and Meiotic Spindle Self-Organization: One Plus One Equals Only One Like other cellular organelles, the bipolar spindle is a structure of well-defined size and shape. Now, spindle fusion experiments using micro-manipulation have allowed current models for spindle morphogenesis and size control to be tested.
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The assembly of a microtubule-based bipolar spindle is required for accurate partitioning of chromosomes to daughter cells [1] . The size and shape of this structure shows little variability within a particular cell type [2] . Although the bipolar spindle is maintained for many minutes during cell division, the microtubules that provide the mechanical framework turn over on much faster timescales [3, 4] . How spindle size and shape is maintained while its constituents undergo rapid dynamics is not yet fully understood and remains an area of intense research.
In general, there appear to be at least two classes of mechanisms that account for size control of cellular organelles: competing assembly and disassembly processes with at least one of these being length dependent or, alternatively, length control by molecular rulers which sense and restrict organelle size [5] . In fact, the mechanisms proposed for size control of the meiotic spindle at metaphase also fall into these two categories (Figure 1) .
In the first model, spindle size is set by microtubule length and overlap control. Microtubules are dynamic polymers whose length is set by competing polymerization and depolymerization reactions at their ends. Filament length control can be achieved if the kinetics of either of these processes is modulated in a length-dependent manner. This modulation could be mediated by motor and non-motor proteins, and at least for one family of microtubuledepolymerizing kinesins, kinesin-8, microtubule length-dependent activity has been demonstrated in vitro [6] . Similarly, end-to-end distance between cross-linked microtubules can be increased by antiparallel sliding by motor proteins such as kinesin-5. Resistance to this sliding by other proteins, with either one of the opposing forces being proportional to the extent of microtubule overlap, may also help set spindle size. In the second class of models, signaling gradients emanating from the chromosomes can act as a molecular ruler to determine the size and shape of the spindle by controlling microtubule dynamics spatially. In particular, the observed concentration gradient of Ran-GTP could result in preferential microtubule stabilization near chromosomes to maintain spindle size [7, 8] . Another possible molecular ruler could be the spindle matrix. The spindle matrix is proposed to be a structure with slower dynamics than microtubules and can act as a scaffold for spindle assembly and maintenance [9, 10] . In this model, spindle size and shape is determined by the matrix.
In a recent issue of Current Biology, Gatlin et al. [11] examined spindle self-organization. In an interesting set of experiments, the authors used micro-manipulation to perturb a spindle at metaphase by moving a second spindle, in specific orientations, into close proximity. They observe that on the timescale of several minutes, fusion of the two spindles results in one spindle that is almost the same size as either of the unperturbed spindles. Furthermore, fusion was not dependent on the initial orientations of the two spindles. When spindles were held in parallel orientations, they fused by sliding and then joining at the poles, resulting in a bipolar spindle. Remarkably, even a spindle initially oriented perpendicular to a second spindle rotated to achieve a parallel orientation and then fused to form
