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Abstract
In this paper, we consider the Klein–Gordon–Schrödinger system with quadratic (Yakuwa) cou-
pling and cubic autointeractions in R2+1, and prove the existence and uniqueness of global solution
for rough data. The techniques to be used are adapted from a general scheme originally introduced
by J. Bourgain to split the data into the low and high frequency parts.
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1. Introduction
Let us consider the Cauchy problem for the Klein–Gordon–Schrödinger system⎧⎨⎩ iψt +Δψ = −φψ + |ψ |
2ψ,
φtt + (−Δ+ 1)φ = |ψ |2 − φ3,
ψ(0) = ψ0, φ(0) = φ0, φt (0) = φ1.
(1.1)
Here ψ :R2 × R → C is the nucleon field and φ :R2 × R → R is the meson field.
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[3,12–14]. H. Pecher studied the global solution without finite energy for 1-dimensional
Zakharov system by Fourier Truncation Method in [24] and recently by I-method in [26].
At the same time, H. Pecher considered the same case for 3-dimensional system (1.1)
without cubic autointeractions in [25]. As in [2], we consider the system with quadratic
coupling and cubic autointeractions.
Similar in [1], the local well-posedness and energy method imply the existence of
a unique global solution for data ψ0 ∈ H 1(R2), φ0 ∈ H 1(R2), φ1 ∈ L2(R2) with ψ ∈
C0(R,H 1(R2)), φ ∈ C0(R,H 1(R2)) ∩ C1(R,L2(R2)) by the following conservation
laws: ⎧⎨⎩
‖ψ(t)‖ =: M(ψ, t) =: M,
‖∇ψ(t)‖2 + 12 (‖Aφ(t)‖2 + ‖φt (t)‖2)−
∫
R2 |ψ(t)|2φ(t) dx
+ 12
∫
R2 |ψ |4 dx + 14
∫
R2 |φ|4 dx =: E(ψ,φ,φt , t) =: E,
(1.2)
where ‖ · ‖ denotes the norm of L2(R2) and A denotes (I −Δ) 12 .
We use Bourgain’s idea [5,7] to split the data into the low and high frequency parts in
order to prove the global well-posedness for rough data for which the energy method is not
directly applicable. This technique has been successfully applied to other problems [8–11,
18,19,22,24].
We also rely on [15] for the local well-posedness (cf. Theorem 3.1) and the framework
for the technique. The key point is a similar smoothing estimate as in [25] for the nonlinear-
ity ψφ in system (1.1) given in Lemma 2.6 which is a generalized bilinear Strichartz-type
estimate. A similar estimate has been given by Bourgain for the Schrödinger equation [6,
7]. We also refer to [17].
Here we introduce the following notation. For λ ∈ Rn, 〈λ〉 denotes (1 + |λ|2) 12 ; a+
(respectively a−) denotes a number slightly larger (respectively smaller) than a; ̂= F
denotes the time–space Fourier transformation without special statement; Ft denotes the
time Fourier transformation; Fx denotes the space Fourier transformation; A = (I −Δ) 12 ,
U(t) = eitΔ, U±(t) = e±itA.
The paper is organized as follows.
In Section 2, we give the bilinear estimates along with Ginibre et al. [15] in the Xs,b
spaces, which were introduced by Bourgain [5], Klainerman and Machedon [20,21], Kenig
et al. [18] and Grünrock [17].
For the free dispersive equation of the form
iut − ϕ(Dx)u = 0, Dx = −i∇x, (1.3)
where ϕ is a measurable function, let Xs,bϕ be the completion of S(R3) with respect to
‖f ‖
X
s,b
ϕ
:= ∥∥〈ξ 〉s〈τ 〉bF(eitϕ(Dx)f (x, t))∥∥
L2ξ,τ
= ∥∥〈ξ 〉s 〈τ + ϕ(ξ)〉bfˆ (ξ, τ )∥∥
L2ξ,τ
.
In general, we use the notation Xs,b± for ϕ(ξ) = ±〈ξ 〉 and Xs,b for ϕ(ξ) = |ξ |2 without
confusion. For a given time interval I we define:
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f˜|I=f
‖f˜ ‖Xs,b , where f˜ ∈ Xs,b;
‖f ‖
X
s,b
± (I )
= inf
f˜|I=f
‖f˜ ‖
X
s,b
±
, where f˜ ∈ Xs,b± .
In Section 3, we transform the system into a first order system for (ψ0, φ+, φ−) and give
the local well-posedness result by virtue of the results of [15] for the Zakharov system.
In Section 4, we split the data into sums ψ0 = ψ01 + ψ02, φ0 = φ01 + φ02, φ1 = φ11 +
φ12, where the low frequency parts (ψ01, φ01, φ11) are regular with large norms and the
high frequency parts (ψ02, φ02, φ12) are just in Hs(R2)×Hm(R2)×Hm−1(R2) with small
L2-norms.
In Section 5, the solution (ψ˜, φ˜+, φ˜−) of the corresponding first order system with data
(ψ01, φ01, φ11) is further investigated on a suitable time interval I using the conservation
laws and Strichartz-type estimates, we get further bounds about them.
In Section 6, we consider the system fulfilled by (ψˆ, φˆ±) = (ψ − ψ˜, φ± − φ˜±) with data
(ψ02, φ0±2) and construct a solution on the same interval I , thus giving a solution of our
original system on I . Noting that the resolution space in 2-dimensional case is more natural
than that in 3-dimensional case [25]. In addition, the inhomogeneous parts w of ψˆ and z±
of φˆ± are shown to belong to H 1(R2), thus to be more regular than the homogeneous
parts eitΔψ02 and e∓itAφ0±2 which belong to Hs(R2) and Hm(R2), respectively. This
shows that Bourgain’s argument is applicable, which relies on the nonlinearity part of the
equation to be smoother than the linear part.
In Section 7, we show that the process can be iterated to get a solution on any time
interval [0, T ]. We construct solutions step by step on time intervals of equal length |I |,
taking as new initial data at time |I | the triple (ψ˜(|I |) + w(|I |), φ˜±(|I |) + z±(|I |)) and
repeating the argument on [|I |,2|I |]. In each step the involved norms have to be controlled
independently of the iteration step in order to be able to choose intervals of equal length.
We use the following standard facts about the spaces Xs,bϕ .
First we have for any s ∈ R,
‖f ‖
X
s,0
ϕ (I )
 ‖f ‖L∞t (I,H sx )|I |
1
2  c‖f ‖
X
s,(1/2)+
ϕ (I )
|I | 12 (1.4)
by Hölder and Sobolev inequalities.
Next let χ be a nonnegative, radial cut-off function in C∞0 (R) with suppχ ⊂ (−2,2),
χ ≡ 1 on [−1,1], χδ(t) = χ( tδ ), if 0 < δ  1, we have for b 0,∥∥χ1e−iϕ(Dx)tf (x)∥∥Xs,bϕ  c‖f ‖Hsx ; (1.5)
for b′ + 1 b 0 b′ > − 12 ,∥∥∥∥∥χδ
t∫
e−iϕ(Dx)(t−τ)F (τ) dτ
∥∥∥∥∥
X
s,b
 cδ1−b+b′ ‖F‖
X
s,b′
ϕ
. (1.6)
0 ϕ
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Xs,bϕ (I ) =
(
Xs0,b0ϕ (I ),X
s1,b1
ϕ (I )
)
[θ],
where 0 θ  1, s = (1 − θ)s0 + θs1, b = (1 − θ)b0 + θb1.
We also need the following Strichartz-type estimates for the Schrödinger equation in R2.
For 0 2
γ
= 2( 12 − 1ρ ) < 1, the following estimates hold∥∥U(t)ψ0∥∥Lγt (I,Lρx (R2))  c‖ψ0‖L2x(R2) and ‖f ‖Lγt (I,Lρx (R2))  c‖f ‖X0,(1/2)+(I ). (1.7)
Its dual version is
‖f ‖X0,−(1/2)−(I )  c‖f ‖Lγ ′t (I,Lρ′x (R2)), (1.8)
where γ ′, ρ′ are dual to γ , ρ. Interpolation with the trivial identity ‖f ‖X0,0(I ) =
‖f ‖L2t (I,L2x(R2)) gives
‖f ‖X0,−(1/2)+(I )  c‖f ‖Lγ ′+t (I,Lρ′+x (R2)), ρ > 2,
‖f ‖X0,−(1/2)+(I )  c‖f ‖L1+t (I,L2x(R2)), ρ = 2; (1.9)
and also
‖f ‖X1,−(1/2)+(I )  c‖f ‖Lγ ′+t (I,H 1,ρ′+x (R2)), ρ > 2,
‖f ‖X1,−(1/2)+(I )  c‖f ‖L1+t (I,H 1x (R2)), ρ = 2. (1.10)
Similarly, for the Klein–Gordon equation, for 0 θ  1, let
0 2
γ
 (1 + θ)
(
1
2
− 1
ρ
)
< 1, μ = (2 + θ)
(
1
2
− 1
ρ
)
− 1
γ
,
then we have ∥∥U±(t)φ0∥∥Lγt (I,Lρx (R2))  c‖φ0‖Hμx (R2), and
‖f ‖Lγt (I,Lρx (R2))  c‖f ‖Xμ,(1/2)+± (I ). (1.11)
See [16,23], its dual version is
‖f ‖
X
−μ,−(1/2)−
± (I )
 c‖f ‖
L
γ ′
t (I,L
ρ′
x (R
2))
,
‖f ‖
X
0,−(1/2)−
± (I )
 c‖f ‖
L
γ ′
t (I,H
μ,ρ′
x (R
2))
, (1.12)
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X
0,0
± (I )
=
‖f ‖L2t (I,L2x) gives
‖f ‖
X
0,−(1/2)+
± (I )
 c‖f ‖
L
γ ′+
t (I,H
μ−,ρ′+
x (R
2))
, ρ > 2,
‖f ‖
X
0,−(1/2)+
± (I )
 c‖f ‖
L1+t (I,L2x(R2))
, ρ = 2; (1.13)
and also
‖f ‖
X
m−1,−(1/2)+
± (I )
 c‖f ‖
L
γ ′+
t (I,H
m−1+μ−,ρ′+
x (R
2))
, ρ > 2,
‖f ‖
X
m−1,−(1/2)+
± (I )
 c‖f ‖
L1+t (I,Hm−1x (R2))
, ρ = 2. (1.14)
2. Bilinear estimates
In this section we give some bilinear estimates on the linear Schrödinger operator and
some coupling bilinear estimates on the linear Schrödinger and Klein–Gordon operators.
Lemma 2.1. Assume P ∈ C∞(Rn,R), ψ ∈ C∞0 (Rn) with ∇P = 0 on suppψ . Then thefollowing identity holds:∫
Rn
δ
(
P(x)
)
ψ(x)dx =
∫
P(x)=0
ψ(x)
|∇P(x)| dSx.
Proof. See [25, Lemma 1.1]. 
Lemma 2.2. For s  12 , then the following estimates hold:∥∥U(t)u1U(t)u2∥∥L2t (R,H sx (R2)
 c‖u1‖Hsx (R2)‖u2‖L2x(R2) + c‖u1‖H(1/2)+x (R2)‖u2‖Hs−1/2x (R2),
‖u1u2‖L2t (R,H sx (R2))  c‖u1‖Xs,(1/2)+‖u2‖X0,(1/2)+ + c‖u1‖X(1/2)+,(1/2)+‖u2‖Xs−1/2,(1/2)+ .
For 0 < s < 12 , then the following estimates hold:∥∥U(t)u1U(t)u2∥∥L2t (R,H sx (R2))  c‖u1‖Hs+x (R2)‖u2‖L2x(R2),
‖u1u2‖L2t (R,H sx (R2))  c‖u1‖Xs+,(1/2)+‖u2‖X0,(1/2)+,
‖u1u2‖L2t (R,H sx (R2))  c‖u1‖Xs+,(1/2)+‖u2‖X0,(1/2)−, where
1
2
− depends on s+.
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Now, we introduce the Littlewood–Paley decomposition: let {φj }∞j=0 be smooth resolu-
tion of unity in R2, i.e.
suppφ0 ⊂
{
|ξ | 5
6
}
, suppφj ⊂
{
3
5
2j−1  |ξ | 5
3
2j−1
}
,
∞∑
j=0
φj (ξ) = 1, ∀ξ ∈ R2, 0 φj  1, φj ∈ C∞
(
R
2), ∀j, ξ.
Define the Littlewood–Paley operators Δj := F−1φjF (j = 0,1,2, . . .), S−2 = S−1 = 0,
Sl :=∑lj=0 Δj (l = 0,1,2, . . .).
Lemma 2.3. For l,m ∈ N ∪ {0},
∥∥U(t)Δlψ1U±(t)Δmψ2∥∥L2t (R,L2x(R2))  c2m−l2 ‖Δlψ1‖L2x(R2)‖Δmψ2‖L2x(R2).
Proof. Case 1: l  2. We have
∥∥U(t)Δlψ1U±(t)Δmψ2∥∥2L2t,x
=
∫ ∫ ∣∣∣∣ ∫ e−it{|ξ1|2∓(|ξ2|2+1) 12 }φl(ξ1)ψˆ1(ξ1) φm(ξ2)ψˆ2(ξ2) dξ1∣∣∣∣2 dξ dt
=
∫ ∫ ∫ ∫
eitP (η1,ξ1,ξ)φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)φl(η1)
¯ˆ
ψ1(η1)
× φm(η2) ¯ˆψ2(η2) dξ1 dη1 dξ dt
=
∫ ∫ ∫
δ
(
P(η1, ξ1, ξ)
)
φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)φl(η1)
¯ˆ
ψ1(η1)
× φm(η2) ¯ˆψ2(η2) dξ dξ1 dη1,
where η2 = ξ − η1, ξ2 = ξ − ξ1, and
P(η1, ξ1, ξ) := |η1|2 ∓
(|η2|2 + 1) 12 − |ξ1|2 ± (|ξ2|2 + 1) 12 .
Put φ˜l = φl−1 + φl + φl+1 and define
G(ξ1, η1, ξ) := φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)φ˜l(η1)φ˜m(η2).
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δ
(
P(η1, ξ1, ξ)
)
φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)φl(η1)
¯ˆ
ψ1(η1)
× φm(η2) ¯ˆψ2(η2) dξ1 dξ dη1
=
∫ ∫ ∫
δ
(
P(η1, ξ1, ξ)
)
G(ξ1, η1, ξ)G(η1, ξ1, ξ) dξ dξ1 dη1
 I 1/21 I
1/2
2 ,
where
I1 :=
∫ ∫ ∫
δ
(
P(η1, ξ1, ξ)
)∣∣G(ξ1, η1, ξ)∣∣2 dξ dξ1 dη1,
I2 :=
∫ ∫ ∫
δ
(
P(η1, ξ1, ξ)
)∣∣G(η1, ξ1, ξ)∣∣2 dξ dξ1 dη1.
Since δ(P (ξ1, η1, ξ)) = δ(−P(η1, ξ1, ξ)) = δ(P (η1, ξ1, ξ)), we see that I1 = I2. At the
same time, by Lemma 2.1 and the fact that the estimate
∣∣∇η1P(η1, ξ1, ξ)∣∣= ∣∣∣∣2η1 ∓ η1 − ξ
(|η1 − ξ |2 + 1) 12
∣∣∣∣ 2|η1| − 1 2l−5
holds on the support of φ˜l when l  2 (because supp φ˜l ⊂ { 35 × 2l−2  |η1| 53 × 2l+1}),
we have∫
δ
(
P(η1, ξ1, ξ)
)
φ˜l(η1)
2φ˜m(η2)
2 dη1 
∫
P(η1,ξ1,ξ)=0
φ˜l(η1)2φ˜m(η2)2
|∇η1P(η1, ξ1, ξ)|
dSη1
 c2−l+5
∫
P(η1,ξ1,ξ)=0, |ξ−η1|2m+2
dSη1  c2m−l .
Thus we have
I1 :=
∫ ∫ ∣∣φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)∣∣2 dξ1 dξ
×
∫
δ
(
P(η1, ξ1, ξ)
)
φ˜l(η1)
2φ˜m(η2)
2 dη1
 c2m−l
∫ ∫ ∣∣φl(ξ1)ψˆ1(ξ1)φm(ξ2)ψˆ2(ξ2)∣∣2 dξ1 dξ
 c2m−l‖Δlψ1‖2L2x‖Δmψ2‖
2
L2x
.
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∥∥U(t)Δlψ1U±(t)Δmψ2∥∥L2t,x  ∥∥U(t)Δlψ1∥∥L4t,x∥∥U±(t)Δmψ2∥∥L4t,x
 c‖Δlψ1‖L2x‖Δmψ2‖H(1/2),2x  c2
m
2 ‖Δlψ1‖L2x‖Δmψ2‖L2x ,
where we use Strichartz-type estimate with γ = ρ = 4 for the Schrödinger equation and
with γ = ρ = 4, θ = 1, μ = 12 for the Klein–Gordon equation. Combining the two cases
we get the desired results. 
Lemma 2.4. For 0 s < 12 , then the following estimate holds:∥∥U(t)uU±(t)v∥∥L2t (R,H sx (R2))  c‖u‖L2x(R2)‖v‖Hs+x (R2).
Proof. Since
fg =
∑
j0
∑
k0
ΔjfΔkg =
∑
j0
SjfΔjg +
∑
j0
Δjf Sj−1g
and since the support of F(SjfΔjg) is contained in {ξ, |ξ | < 2j+2}, we get∥∥U(t)uU±(t)v∥∥L2t (R,H sx (R2))  cI1 + cI2,
where
I1 :=
∑
j0
2js
∥∥U(t)SjuU±(t)Δjv∥∥L2t (R,L2x(R2)),
I2 :=
∑
j0
2js
∥∥U(t)ΔjuU±(t)Sj−1v∥∥L2t (R,L2x(R2)).
In order to estimate I1, we use Strichartz-type estimate with γ = 2+, ρ = ∞− for the
Schrödinger equation and with γ = ∞−, ρ = 2+, θ = 1, μ = 2( 12 − 12+ ) = 0+ for the
Klein–Gordon equation and get
∥∥U(t)fU±(t)g∥∥L2t (R,L2x(R2))  ∥∥U(t)f ∥∥L2+t L∞−x ∥∥U±(t)g∥∥L∞−t L2+x
 c‖f ‖L2x‖g‖H 0+x .
Hence we get
I1  c
∑
2js‖Sju‖L2x‖Δjv‖H 0+x  c‖u‖L2x
∑
2j (s+)‖v‖L2x  c‖u‖L2x‖v‖Hs+x .
j0 j0
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j0
∑
k0
γjkajbk
∣∣∣∣√c1c2∥∥{aj }j0∥∥l2∥∥{bj }j0∥∥l2 ,
where c1 := supj
∑
k0 |γjk|, c2 := supk
∑
j0 |γjk|, which is an easy consequence of
Schwartz’s inequality. Namely, we get
I2  c
∑
j0
∑
kj−1
2(k−j)(
1
2 −s)‖Δju‖L2x 2ks‖Δkv‖L2x  c‖u‖L2x‖v‖Hsx , if s <
1
2
.
This completes the proof. 
Lemma 2.5. For 0 s < 12 , then the following estimate holds,
‖v1v2‖L2t (R,H sx (R2))  c‖v1‖X0,(1/2)+‖v2‖Xs+,(1/2)+± .
Proof. First we have
v1(t) = U(t)
∫
eitτ
(FtU(−t)v1)(τ ) dτ = ∫ eitτU(t)(FtU(−t)v1)(τ ) dτ,
v2(t) = U±(t)
∫
eitτ
(FtU±(−t)v2)(τ ) dτ = ∫ eitτU±(t)(FtU±(−t)v2)(τ ) dτ.
Thus by Lemma 2.4, we get
‖v1v2‖L2t H sx
=
∥∥∥∥∫ ∫ eitτ1U(t)(FtU(−t)v1)(τ1)eitτ2U±(t)(FtU±(−t)v2)(τ2) dτ1 dτ2∥∥∥∥
L2t H
s
x

∫ ∫ ∥∥U(t)(FtU(−t)v1)(τ1)U±(t)(FtU±(−t)v2)(τ2)∥∥L2t H sx dτ1 dτ2
 c
∫ ∫ ∥∥(FtU(−t)v1)(τ1)∥∥L2x∥∥(FtU±(−t)v2)(τ2)∥∥Hs+x dτ1 dτ2
 c
(∫
〈τ1〉−1− dτ1
) 1
2
(∫
〈τ1〉1+
∥∥(FtU(−t)v1)(τ1)∥∥2L2x dτ1
) 1
2
×
(∫
〈τ2〉−1− dτ2
) 1
2
(∫
〈τ2〉1+
∥∥(FtU±(−t)v2)(τ2)∥∥2Hs+x dτ2
) 1
2
 c‖v1‖X0,(1/2)+‖v2‖Xs+,(1/2)+± . 
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‖un‖X0,−(1/2)−  c‖u‖L2t (R,H−sx (R2))‖n‖Xs+,(1/2)+± .
Here u and/or n can be replaced by u¯ and/or n¯ on the left- and/or right-hand side.
Proof. By Lemma 2.5 the mapping X0, 12 + → L2t H sx defined by u → un is bounded by
c‖n‖
X
s+,(1/2)+
±
. Thus the dual mapping L2t H−sx → X0,−
1
2 − defined by u → un¯ has the same
bound, i.e.
‖un¯‖X0,−(1/2)−  c‖u‖L2t H−sx ‖n‖Xs+,(1/2)+± .
Because
‖n¯‖2
X
s+,(1/2)+
+
=
∫ ∫ ∣∣〈τ + |ξ |〉 12 +〈ξ 〉s+ ˆ¯n(ξ, τ )∣∣2 dξ dτ
=
∫ ∫ ∣∣〈τ + |ξ |〉 12 +〈ξ 〉s+ ¯ˆn(−ξ,−τ)∣∣2 dξ dτ
=
∫ ∫ ∣∣〈τ − |ξ |〉 12 +〈ξ 〉s+nˆ(ξ, τ )∣∣2 dξ dτ = ‖n‖2
X
s+,(1/2)+
−
,
we can replace n by n¯ on the left and/or right side of the claimed inequality. At the same
time u may be replaced by u¯ on the left- and/or right-hand side. 
The key point is a smoothing estimate for the quadratic nonlinearity in the Schrödinger
equation, which is given in the following lemma.
Lemma 2.6. For s  0, 0 σ < 12 , then the following estimate holds:
‖un±‖Xs,−(1/2)−
τ=−|ξ |2
 c
(‖u‖
X
0,(1/2)+
τ=−|ξ |2
‖n±‖Xs−1,(1/2)+± + ‖u‖Xs−σ,0τ=−|ξ |2 ‖n±‖Xσ+,(1/2)+±
)
.
Here u and/or n can be replaced by u¯ and/or n¯ on the left- and/or right-hand side.
Proof. We take the scalar product with a function w ∈ X−s,
1
2 +
τ=|ξ |2 and estimate∣∣∣∣ ∫ (un±)(x1, t1)w(x1, t1) dx1 dt1∣∣∣∣
=
∣∣∣∣ ∫ ∫ uˆ(ξ2, τ2)nˆ±(ξ, τ )wˆ(−ξ1,−τ1) dξ2 dτ2 dξ1 dτ1∣∣∣∣,
where ξ = ξ1 − ξ2, τ = τ1 − τ2.
We split the integral domain into the parts B1: |ξ1| 2|ξ2| and B2: |ξ1| > 2|ξ2|.
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lary 2.1 ∣∣∣∣ ∫ ∫
B1
uˆ(ξ2, τ2)nˆ±(ξ, τ )wˆ(−ξ1,−τ1) dξ2 dτ2 dξ1 dτ1
∣∣∣∣
=
∣∣∣∣ ∫ 〈ξ1〉s〈σ1〉− 12 − ∫
B1
uˆ(ξ2, τ2)nˆ±(ξ, τ ) dξ2 dτ2
× 〈ξ1〉−s〈σ1〉 12 +wˆ(−ξ1,−τ1) dξ1 dτ1
∣∣∣∣

∥∥∥∥〈ξ1〉s〈σ1〉− 12 − ∫
B1
uˆ(ξ2, τ2)nˆ±(ξ, τ ) dξ2 dτ2
∥∥∥∥
L2ξ1τ1
× ‖w‖
X
−s,(1/2)+
τ=|ξ |2
 c
∥∥∥∥〈σ1〉− 12 − ∫
B1
〈ξ2〉s uˆ(ξ2, τ2)nˆ±(ξ, τ ) dξ2 dτ2
∥∥∥∥
L2ξ1τ1
× ‖w‖
X
−s,(1/2)+
τ=|ξ |2
 c
∥∥∥∥〈σ1〉− 12 − ∫ 〈ξ2〉s∣∣uˆ(ξ2, τ2)nˆ±(ξ, τ )∣∣dξ2 dτ2∥∥∥∥
L2ξ1τ1
× ‖w‖
X
−s,(1/2)+
τ=|ξ |2
= c∥∥(AsF−1|uˆ|)(F−1|nˆ±|)∥∥X0,(1/2)−
τ=−|ξ |2
× ‖w‖
X
−s,(1/2)+
τ=|ξ |2
 c
∥∥AsF−1|uˆ|∥∥
L2t H
−σ
x
∥∥F−1|nˆ±|∥∥Xσ+,(1/2)+± ‖w‖X−s,(1/2)+τ=|ξ |2
= c∥∥F−1|uˆ|∥∥
L2t H
s−σ
x
∥∥F−1|nˆ±|∥∥Xσ+,(1/2)+± ‖w‖X−s,(1/2)+τ=|ξ |2
= ‖u‖
X
s−σ,0
τ=−|ξ |2
‖n±‖Xσ+,(1/2)+± ‖w‖X−s,(1/2)+τ=|ξ |2 ;
Estimate of B2. Define
vˆ(ξ, τ ) := 〈ξ 〉s−1〈σ±〉 12 +nˆ±(ξ, τ ),
vˆ1(ξ1, τ1) := 〈ξ1〉−s〈σ1〉 12 +wˆ(−ξ1,−τ1),
vˆ2(ξ2, τ2) := 〈σ2〉 12 +uˆ(ξ2, τ2),
so that
‖n±‖Xs−1,(1/2)+± = ‖v‖L2xt , ‖w‖X−s,(1/2)+τ=|ξ |2 = ‖v1‖L2xt , ‖u‖X0,(1/2)+τ=−|ξ |2 = ‖v2‖L2xt .
In B2, we have
1 |ξ1| |ξ | 3 |ξ1|, 1 〈ξ1〉 〈ξ 〉 3 〈ξ1〉,2 2 2 2
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z± := |ξ1|2 − |ξ2|2 ∓ 〈ξ 〉 = (σ1 − τ1)− (σ2 − τ2)+ (τ − σ±)
= σ1 − σ2 − σ± + τ2 − τ1 + τ = σ1 − σ2 − σ±.
Thus ∣∣|ξ1|2 − |ξ2|2 ∓ 〈ξ 〉∣∣
 |ξ1|2 − |ξ2|2 − 〈ξ 〉 |ξ1|2 − 14 |ξ1|
2 − (|ξ1 − ξ2| + 1)
 3
4
|ξ1|2 −
(
3
2
|ξ1| + 1
)
 3
4
|ξ1|2 −
(
3
8
|ξ1|2 + 52
)
= 3
8
|ξ1|2 − 52 .
This implies
3
8
|ξ1|2 
∣∣|ξ1|2 − |ξ2|2 ∓ 〈ξ 〉∣∣+ 52  |σ1| + |σ2| + |σ±| + 52 ,
and
〈ξ1〉 12  c
(〈σ1〉 14 + 〈σ2〉 14 + 〈σ±〉 14 ).
Therefore we get∣∣∣∣ ∫ ∫
B2
uˆ(ξ2, τ2)nˆ±(ξ, τ )wˆ(−ξ1,−τ1) dξ2 dτ2 dξ1 dτ1
∣∣∣∣
=
∣∣∣∣ ∫ ∫
B2
vˆ2vˆvˆ1〈ξ1〉s
〈σ2〉 12 +〈σ±〉 12 +〈ξ 〉s−1〈σ1〉 12 +
dξ2 dτ2 dξ1 dτ1
∣∣∣∣

∫ ∫ |vˆ2vˆvˆ1|〈ξ1〉
〈σ2〉 12 +〈σ±〉 12 +〈σ1〉 12 +
dξ2 dτ2 dξ1 dτ1
 c
∫ ∫ |vˆ2vˆvˆ1|(〈σ1〉 12 + 〈σ2〉 12 + 〈σ±〉 12 )
〈σ2〉 12 +〈σ±〉 12 +〈σ1〉 12 +
dξ2 dτ2 dξ1 dτ1
 c(I1 + I2 + I3),
where
I1 =
∫ ∫ |vˆvˆ1vˆ2|
〈σ±〉0+〈σ1〉 12 +〈σ2〉 12 +
dξ2 dτ2 dξ1 dτ1,
I2 =
∫ ∫ |vˆvˆ1vˆ2|
〈σ±〉 12 +〈σ1〉0+〈σ2〉 12 +
dξ2 dτ2 dξ1 dτ1,
I3 =
∫ ∫ |vˆvˆ1vˆ2|
1 + 1 + 0+
dξ2 dτ2 dξ1 dτ1.〈σ±〉 2 〈σ1〉 2 〈σ2〉
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c‖v‖L2xt ‖v1‖L2xt ‖v2‖L2xt = c‖n±‖Xs−1,(1/2)+± ‖w‖X−s,(1/2)+τ=|ξ |2 ‖u‖X0,(1/2)+τ=−|ξ |2 .
These estimates together with the estimate of B1 imply the claimed results. I2 and I3
can be treated in the same way, so we only deal with I1 and I2.
Estimate of I1:
By Hölder inequality we get
I1 
∥∥F−1(〈σ±〉0−|vˆ|)∥∥L2tx 2∏
i=1
∥∥F−1(〈σi〉− 12 −|vˆi |)∥∥L4tx
 c
∥∥F−1(〈σ±〉0−|vˆ|)∥∥X0,0±
2∏
i=1
∥∥F−1(〈σi〉− 12 −|vˆi |)∥∥X0,(1/2)+
 c‖v‖L2tx‖v1‖L2tx‖v2‖L2tx ,
where we use inequality (1.7) with γ = ρ = 4 for the Schrödinger equation.
Estimate of I2. We have
I2 
∥∥F−1(〈σ±〉− 12 − |vˆ|)∥∥L∞−t L2x∥∥F−1(〈σ2〉− 12 − |vˆ2|)∥∥L2+t L∞−x
× ∥∥F−1(〈σ1〉0− |vˆ1|)∥∥L2+t L2+x .
Now we use the inequality ‖w‖L∞t L2x  c‖w‖X0,(1/2)+± for the Klein–Gordon equation. In-
terpolating with ‖w‖L2tx = ‖w‖X0,0± , we get ‖w‖L∞−t L2x  c‖w‖X0,(1/2)+± . This implies
∥∥F−1(〈σ±〉− 12 − |vˆ|)∥∥L∞−t L2x  c∥∥F−1(〈σ±〉− 12 − |vˆ|)∥∥X0,(1/2)+±  c‖v‖X0,0± = c‖v‖L2tx .
Using Strichartz-type estimate for the Schrödinger equation, we get from (1.7)
∥∥F−1(〈σ2〉− 12 − |vˆ2|)∥∥L2+t L∞−x  c∥∥F−1(〈σ2〉− 12 − |vˆ2|)∥∥X0,(1/2)+  c‖v2‖L2tx .
Finally, by virtue of (1.7) and the trivial identity ‖w‖L2tx = ‖w‖X0,0± , we get by interpolation∥∥F−1(〈σ1〉− |vˆ1|)∥∥L2+t L2+x  c∥∥F−1(〈σ1〉− |vˆ1|)∥∥X0,0+  c‖v1‖X0,0  c‖v1‖L2tx ,
which completes the proof. 
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In this section, we transform system (1.1) into an equivalent system of first order in t in
the usual way and prove the local existence and uniqueness of system (1.1).
Define
φ± := φ ± iA−1φt ,
we have
φ = 1
2
(φ+ + φ−), φt = − i2A(φ+ − φ−),
and the equivalent system are⎧⎪⎪⎪⎨⎪⎪⎪⎩
iψt +Δψ = − 12 (φ+ + φ−)ψ + |ψ |2ψ,
iφ±t ∓Aφ± = ∓A−1(|ψ |2)± 18A−1(φ+ + φ−)3,
ψ(0) = ψ0,
φ±(0) = φ0 ± iA−1φ1 =: φ0±.
(3.1)
The corresponding system of integral equations are as follows:{
ψ(t) = U(t)ψ0 + i
∫ t
0 U(t − s)[ 12 (φ+(s)+ φ−(s))ψ(s) − |ψ(s)|2ψ(s)]ds,
φ±(t) = U∓(t)φ0± ± i
∫ t
0 U∓(t − s)A−1[(|ψ(s)|2)− 18 (φ+(s)+ φ−(s))3]ds.
(3.2)
Remark. We always assume t ∈ [0, |I |], in this case we could, whenever helpful, place a
factor χ1(t) in front of the first terms on the right-hand side and a factor χ|I |(t) in front of
any of the integrals without changing the equations at all. Here χ ∈ C∞0 (R) is a nonnega-
tive cut-off function with χ(t) = 0 if |t | 2, χ(t) = 1 if |t | 1 and χδ(t) = χ( tδ ).
The quadratic coupling estimates follow from the corresponding results for the Za-
kharov system in [15] as follows.
Lemma 3.1. Let m 0, s < m+ 1. Then the following estimates hold for  > 0
‖ψφ±‖Xs,−(1/2)+([0,T ])  cT
1
4 +‖ψ‖Xs,(1/2)+([0,T ])‖φ±‖Xm,(1/2)+± ([0,T ]),
‖ψφ±‖X0,−(1/4)− ([0,T ])  cT 0+‖ψ‖X0,(1/2)+ ([0,T ])‖φ±‖X0,(1/2)+± ([0,T ]). (3.3)
Proof. By [15, Lemma 3.4], we get the first inequality with b0 = 12+, b1 = 12+, b = 12+,
c0 = 12−, c1 = 12−, l = m, k = s, θ = 14+, and the second inequality with b0 = 12 + ,
b1 = 12 + , b = 12 + , c0 = 12−, c1 = 14 + , l = 0, k = 0, θ = 0+. 
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X
m−1,−(1/2)+
±
 cT 14 +‖ψ‖2
Xs,(1/2)+ . (3.4)
Proof. It follows from [15, Lemma 3.5] with b0 = 12+, b1 = 12+, c¯0 = 12−, c = 12−, l =
m− 2, k = s, θ = 14+.
The cubic autointeraction estimates we need for the global solution of system (1.1) are
the following lemmas.
First by (1.9), the so-called fractional Leibniz rules, Sobolev inequality and (1.7), we
get the following inequalities:
(a1) Let 0 2α = σ1 + σ2 + σ3  2, 0 σi < 1 (i = 1,2,3), 0 s  1. Then
‖u1u2u3‖X0,−(1/2)+(I )  c‖u1u2u3‖L1+t (I,L2x(R2))  c|I |
α−
3∏
i=1
‖ui‖Xσi ,(1/2)+(I ).
(a2) Let 0 s  1, 0 2α = σi1 + σi2 + σi3  2, 0 σij < 1 (i, j = 1,2,3). Then
‖u1u2u3‖Xs,−(1/2)+(I )  c‖u1u2u3‖L1+t (I,H sx (R2))
 c|I |α−‖u1‖Xs+σ11,(1/2)+(I )
∏
i=2,3
‖ui‖Xσ1i ,(1/2)+(I )
+ c|I |α−‖u2‖Xs+σ22,(1/2)+(I )
∏
i=1,3
‖ui‖Xσ2i ,(1/2)+(I )
+ c|I |α−‖u3‖Xs+σ33,(1/2)+(I )
∏
i=1,2
‖ui‖Xσ3i ,(1/2)+(I ).
‖u1u2u¯3‖X0,−(1/2)+(I ), ‖u1u¯2u¯3‖X0,−(1/2)+(I ), ‖u1u2u¯3‖Xs,−(1/2)+(I ),
‖u1u¯2u¯3‖Xs,−(1/2)+(I )
are estimated in the same way.
(a3) Let 0m 1, 0m− 2(1 − α) = σ1 + σ2, 0 σi < 1 for i = 1,2. Then
‖u1u2‖Xm−1,−(1/2)+± (I )  c|I |
α−‖u1‖Xσ1,(1/2)+(I )‖u2‖Xσ2,(1/2)+(I ).
Lemma 3.3. Let 12  s  1. Then the following estimate holds:∥∥|ψ |2ψ∥∥
Xs,−(1/2)+([0,T ])  cT
1
2 −‖ψ‖3
Xs,(1/2)+([0,T ]).
Proof. Take α = 12 , σij = 12 if i = j and σii = 0. Then the estimate of
‖|ψ |2ψ‖Xs,−(1/2)+([0,T ]) follows directly from (a2). 
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(b1) Let 1/2 α  1, σ = (1 + α)/3. Then
‖v1v2v3‖X0,−(1/2)+± (I )  c‖v1v2v3‖L1+t (I,L2x(R2))  c|I |
α−
3∏
i=1
‖vi‖Xσ,(1/2)+± (I ).
Lemma 3.4. Let 12 m 1. Then the following estimate holds
∥∥(φ±)3∥∥Xm−1,−(1/2)+± ([0,T ])  cT 12 −‖φ±‖3Xm,(1/2)+± ([0,T ]).
Proof. Take α = 1/2. Then the estimate of ‖(φ±)3‖Xm−1,−(1/2)+± ([0,T ]) follows directly
from (b1). 
By Lemmas 3.1–3.4, we at once have the following local well-posedness we need for
the global solution without finite energy of system (1.1).
Theorem 3.1. Let 12  s  1,
1
2 m 1. Then system (1.1) with initial data
(ψ0, φ0, φ1) ∈ Hs
(
R
2)×Hm(R2)×Hm−1(R2)
has a unique local solution
(ψ,φ,φt ) ∈ Xs, 12 +[0, T ] ×
(
X
m, 12 ++ [0, T ] +Xm,
1
2 +− [0, T ]
)
× (Xm−1, 12 ++ [0, T ] +Xm−1, 12 +− [0, T ]).
We also have
(ψ,φ,φt ) ∈ C
([0, T ],H s(R2))×C([0, T ],Hm(R2))×C([0, T ],Hm−1(R2)).
4. Energy bounds and decomposition of data
In this section, we split the data into sums ψ0 = ψ01 + ψ02, φ0 = φ01 + φ02, φ1 =
φ11 + φ12, where the low frequency parts (ψ01, φ01, φ11) are regular with large norms and
the high frequency parts (ψ02, φ02, φ12) are just in Hs(R2) × Hm(R2) × Hm−1(R2) with
small L2-norms. At the same time, we give the energy bounds on the global solution (ψ˜, φ˜)
of (1.1) with data (ψ01, φ01, φ11).
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R2
|ψ |2φ dx
∣∣∣∣ ‖φ‖L6‖ψ‖2L12/5  c‖Aφ‖‖∇ψ‖ 13 ‖ψ‖ 53
 1
4
‖Aφ‖2 + 1
3
‖∇ψ‖2 + c1‖ψ‖5,∫
R2
|ψ |4 dx  c2‖ψ‖2‖∇ψ‖2  c22
[‖ψ‖4 + ‖∇ψ‖4],
∫
R2
|φ|4 dx  c3‖Aφ‖4,
where c1 = 23c3. This implies∥∥∇ψ(t)∥∥2 + 1
2
(∥∥Aφ(t)∥∥2 + ∥∥φt (t)∥∥2)+ 12
∫
R2
|ψ |4 dx + 1
4
∫
R2
|φ|4 dx
E + 1
4
∥∥Aφ(t)∥∥2 + 1
3
∥∥∇ψ(t)∥∥2 + c1M5.
Consequently∥∥∇ψ(t)∥∥2  3
2
(
E + c1M5
)
,
∥∥Aφ(t)∥∥2 + ∥∥φt (t)∥∥2  4(E + c1M5). (4.1)
We also have
E(ψ,φ,φt , t)

∥∥∇ψ(t)∥∥2 + 1
2
(∥∥Aφ(t)∥∥2 + ∥∥φt (t)∥∥2)+ ∣∣∣∣ ∫
R2
∣∣ψ(t)∣∣2φ(t) dx∣∣∣∣
+ 1
2
∫
R2
|ψ |4 dx + 1
4
∫
R2
|φ|4 dx
 c2
4
‖∇ψ‖4 + 4
3
∥∥∇ψ(t)∥∥2 + c3
4
‖Aφ‖4 + 3
4
(∥∥Aφ(t)∥∥2 + ∥∥φt (t)∥∥2)
+ c1M5 + c24 M
4. (4.2)
Consider now data
ψ0 ∈ Hs
(
R
2), φ0 ∈ Hm(R2), φ1 ∈ Hm−1(R2)
with 0 s,m 1.
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ψ0 = ψ01 +ψ02,
φ0 = φ01 + φ02,
φ1 = φ11 + φ12,
where, for N  1,
ψ01 := (2π)− n2
∫
|ξ |N
ei〈x,ξ〉ψˆ0(ξ) dξ
and φ01, φ11 are defined in the same way.
We easily show that ⎧⎨⎩
‖ψ01‖ ‖ψ0‖ = M,
‖ψ01‖Hl  cNl−s for l  s,
‖ψ02‖Hl  cNl−s for l  s;
and similarly⎧⎨⎩
‖φ01‖ ‖φ0‖,
‖φ01‖Hl  cNl−m for l m,
‖φ02‖Hl  cNl−m for l m;
{‖φ11‖Hl−1  cNl−m for l m,
‖φ12‖Hl−1  cNl−m for l m.
Thus we have the following global bounds for the solution (ψ˜, φ˜) of (1.1) with data
(ψ01, φ01, φ11), similar to [1, Theorem 3], by (4.2),
E(ψ˜, φ˜, φ˜t )
c2
4
‖∇ψ01‖4 + 43‖∇ψ01‖
2 + c3
4
‖Aφ01‖4
+ 3
4
(‖Aφ01‖2 + ‖φ11‖2)+ c1‖ψ01‖5 + c24 ‖ψ01‖4
 c¯
2
(
N4(1−s) +N4(1−m)) c¯N4(1−s∧m), (4.3)
where s ∧m = min(s,m) and N sufficient large, thus by (1.2) and (4.1),∥∥ψ˜(t)∥∥M,∥∥∇ψ˜(t)∥∥+ ∥∥Aφ˜(t)∥∥+ ∥∥φ˜t (t)∥∥ cˆN2(1−s∧m). (4.4)
The corresponding global solution (ψ˜, φ˜±) of (3.1) with data ψ01, φ0±1 := φ01 ±
iA−1φ11 therefore satisfies∥∥∇ψ˜(t)∥∥+ ∥∥Aφ˜±(t)∥∥ cˆN2(1−s∧m), (4.5)
where cˆ depends essentially only on c¯(‖ψ0‖Hs ,‖φ0‖Hm,‖φ1‖Hm−1,2) and M .
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In this section, we get further bounds on the solution (ψ˜, φ˜+, φ˜−) of the corresponding
first order system with data (ψ01, φ01, φ11) on a suitable time interval I by virtue of the
conservation laws and Strichartz-type estimates.
Consider the system of integral equations (3.2) with (ψ0, φ0±) replaced by (ψ01, φ0±1)
and ψ,φ± by (ψ˜, φ˜±). Here φ0±1 := φ01 ± iA−1φ11.
We assume |I |  1. First we estimate ‖ψ˜‖X1,(1/2)+(I ). Applying (1.10) to (3.2), we get
by the remarks after (3.2) and (1.5), (1.6)
‖ψ˜‖X1,(1/2)+(I )
 c
(
‖ψ01‖H 1 +
∥∥∥∥∥
t∫
0
U(t − s)
[
1
2
(
φ˜+(s)+ φ˜−(s)
)
ψ˜(s)
− ∣∣ψ˜(s)∣∣2ψ˜(s)]ds∥∥∥∥∥
X1,(1/2)+(I )
)
 c
(‖ψ01‖H 1 + ∥∥(φ˜+ + φ˜−)ψ˜∥∥X1,−(1/2)+(I ) + ∥∥|ψ˜ |2ψ˜∥∥X1,−(1/2)+(I ))
 c
(‖ψ01‖H 1 + ∥∥(φ˜+ + φ˜−)ψ˜∥∥Lγ ′+t (I,H 1,ρ′+x ) + ∥∥|ψ˜ |2ψ˜∥∥Lγ ′+t (I,H 1,ρ′+x )). (5.1)
Choosing γ = ∞−, ρ = 2+, we estimate by (4.4) and (4.5)
‖φ˜±ψ˜‖
H
1,ρ′+
x
 c
(∥∥(∇φ˜±)ψ˜∥∥
L
ρ′+
x
+ ∥∥φ˜±(∇ψ˜)∥∥
L
ρ′+
x
+ ‖φ˜±ψ˜‖
L
ρ′+
x
)
 c
(‖∇φ˜±‖L2x‖ψ˜‖Lpx + ‖φ˜±‖Lpx ‖∇ψ˜‖L2x + ‖φ˜±‖Lpx ‖ψ˜‖L2x )
 c‖Aφ˜±‖L2x
(‖∇ψ˜‖L2x + ‖ψ˜‖L2x ) cN4(1−s∧m),∥∥|ψ˜ |2ψ˜∥∥
H
1,ρ′+
x
 c
(∥∥|ψ˜ |2ψ˜∥∥
L
ρ′+
x
+ ∥∥∇ψ˜ · |ψ˜ |2∥∥
L
ρ′+
x
)
 c
(‖ψ˜‖3
L
3ρ′+
x
+ ‖∇ψ˜‖‖ψ˜‖2
L
2p
x
)
 c
(
3ρ′ − 2+
2ρ′
[‖∇ψ˜‖ 3ρ′−2+ρ′ ] 2ρ′3ρ′−2+
+ 2 − ρ
′−
2ρ′
[‖ψ˜‖ 2−ρ′ ] 2ρ′2−ρ′− + ‖∇ψ˜‖ 3p−2p ‖ψ˜‖ 2p)
 c
(‖∇ψ˜‖2 + ‖ψ˜‖ 4−2−ρ′− + ‖∇ψ˜‖3 + ‖ψ˜‖3) cN6(1−s∧m),
where 1
ρ′+ = 12 + 1p . Thus
‖ψ˜‖X1,(1/2)+(I )  c
(
N1−s +N6(1−s∧m)|I |1−).
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‖ψ˜‖X1,(1/2)+(I )  cN1−s∧m.
The same estimate also holds true, if we only assume ‖ψ01‖H 1  cN1−s∧m (important
remark for the iteration process described later).
Next we estimate ‖ψ˜‖X0,(1/2)+(I ). We again use (1.9) with γ = ∞−, ρ = 2+ and con-
clude as before
∥∥φ˜±ψ˜∥∥
L
γ ′+
t (I,L
ρ′+
x )

∥∥ψ˜∥∥
L∞t (I,L2x)
∥∥φ˜±∥∥L∞t (I,Lpx )|I |1−
 cMN2(1−s∧m)N−5(1−s∧m)  c,∥∥∣∣ψ˜∣∣2ψ˜∥∥
L
γ ′+
t (I,L
ρ′+
x )

∥∥ψ˜∥∥3
L∞t (I,L
3ρ′+
x )
|I |1−  c(∥∥∇ψ˜∥∥2 + ∥∥ψ˜∥∥ 4−2−ρ′− )|I |1−
 c
(
N4(1−s∧m) +M 4−2−ρ′− )N−5(1−s∧m)  c,
where 1
ρ′+ = 12 + 1p . Applying these estimates to (3.2) we get as before
‖ψ˜‖X0,(1/2)+(I )  c
(‖ψ01‖L2x + 1) c
if ‖ψ01‖L2x  c.
Last in order to estimate ‖φ˜±‖X1,(1/2)+± (I ), we use (1.13) to (3.2) and get
‖φ˜±‖X1,(1/2)+± (I )
 c
(
‖φ0±1‖H 1x +
∥∥∥∥∥
t∫
0
U∓(t − s)A−1
[∣∣ψ˜(s)∣∣2 − 1
8
(
φ˜+(s)+ φ˜−(s)
)3]
ds
∥∥∥∥∥
X
1,(1/2)+
± (I )
)
 c
(‖φ0±1‖H 1x + ∥∥|ψ˜ |2∥∥X0,−(1/2)+± (I ) + ∥∥(φ˜+ + φ˜−)3∥∥X0,−(1/2)+± (I ))
 c
(‖φ0±1‖H 1x + ∥∥|ψ˜ |2∥∥L1+t (I,L2x) + ∥∥(φ˜+ + φ˜−)3∥∥L1+t (I,L2x)).
We have
∥∥|ψ˜ |2∥∥
L1+t (I,L2x)
 c‖ψ˜‖L∞t (I,L2x)‖∇ψ˜‖L∞t (I,L2x)|I |1−
 cMN2(1−s∧m)N−5(1−s∧m) = cMN−3(1−s∧m),∥∥(φ˜±)3∥∥L1+t (I,L2x)  |I |1−‖φ˜±‖3L∞t (I,L6x)  cN6(1−s∧m)N−5(1−s∧m) = cN1−s∧m,∥∥(φ˜±)2φ˜∓∥∥ 1+ 2  cN1−s∧m.Lt (I,Lx)
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‖φ˜±‖X1,(1/2)+± (I )  c
(
N1−m +MN−3(1−s∧m) + cN1−s∧m).
Especially we conclude
‖φ˜±‖X1,(1/2)+± (I )  cN
1−s∧m
if ‖φ0±1‖H 1x  cN1−s∧m, i.e. ‖φ01‖H 1x + ‖φ11‖L2x  cN1−s∧m.
We summarize the results obtained so far in the following.
Lemma 5.1. If |I |N−5(1−s∧m)− and
‖ψ01‖L2x  c, ‖ψ01‖H 1x + ‖φ01‖H 1x + ‖φ11‖L2x  cN1−s∧m, (5.2)
i.e.
‖ψ01‖L2x  c, ‖ψ01‖H 1x + ‖φ0±1‖H 1x  cN1−s∧m. (5.3)
Then the following estimates hold:
‖ψ˜‖X0,(1/2)+(I )  c, ‖ψ˜‖X1,(1/2)+(I )  cN1−s∧m, ‖φ˜±‖X1,(1/2)+± (I )  cN
1−s∧m.
Also the estimates (4.4), (4.5) hold under these assumptions.
Remark. Here and in the sequel the constants denoted by c depend essentially only on c¯
in (4.3) (and therefore on E(ψ˜, φ˜, φ˜t ) and on M).
6. The part with rough data
In this section, we give a solution of our original system on I by constructing a solution
about the system fulfilled by (ψˆ, φˆ±) = (ψ − ψ˜, φ± − φ˜±) with data (ψ02, φ0±2) on the
same interval I as the last section.
Let (ψ,φ+, φ−) be the solution of (3.1) with data (ψ0, φ0+, φ0−) and (ψ˜, φ˜+, φ˜−) be
the solution with data (ψ01, φ0+1, φ0−1).
Define ψˆ := ψ − ψ˜, φˆ± := φ± − φ˜±. Note that ψˆ , φˆ± do not denote the Fourier trans-
form of ψ and φ± but the variations in this section. Then (ψˆ, φˆ+, φˆ−) satisfies
iψˆt +Δψˆ = iψt +Δψ − iψ˜t −Δψ˜
= −1
2
ψˆ(φˆ+ + φˆ−)− 12 ψˆ
(
φ˜+ + φ˜−
)− 1
2
ψ˜
(
φˆ+ + φˆ−
)
+ ψ˜(ψ˜ ¯ˆψ + 2 ¯˜ψψˆ)+ ψˆ( ¯˜ψψˆ + 2ψ˜ ¯ˆψ)+ |ψˆ |2ψˆ
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iφˆ±t ∓Aφˆ± = iφ±t ∓Aφ± − iφ˜±t ±Aφ˜±
= ∓A−1(|ψˆ |2)∓A−1( ¯ˆψψ˜)∓A−1(ψˆ ¯˜ψ)
± 3
8
A−1
[(
φ˜+ + φ˜−
)2(
φˆ+ + φˆ−
)]
± 3
8
A−1
[(
φ˜+ + φ˜−
)(
φˆ+ + φˆ−
)2]± 1
8
A−1
(
φˆ+ + φˆ−
)3
=: G1 +G2 +G3 +G4 +G5 +G6 =: G,
ψˆ(0) = ψ0 −ψ01 = ψ02,
φˆ±(0) = φ0± − φ0±1 =: φ0±2. (6.1)
The corresponding system of integral equations are as follows:
ψˆ(t) = U(t)ψ02 − i
t∫
0
U(t − s)F (s) ds =: U(t)ψ02 +w(t),
φˆ±(t) = U∓(t)φ0±2 − i
t∫
0
U∓(t − s)G(s) ds =: U∓(t)φ0±2 + z±(t). (6.2)
Here we have
‖ψ02‖Hsx  c, ‖ψ02‖L2x  cN−s;
‖φ0±2‖Hmx  c, ‖φ0±2‖L2x  cN−m. (6.3)
We construct a solution of (6.2) in some time interval I using the fixed point argument.
We define a mapping S = (S0, S+, S−) by
(S0ψˆ)(t) =: U(t)ψ02 +w(t),
(S±φˆ±)(t) =: U∓(t)φ0±2 + z±(t).
Proposition 6.1. For 12 < s,m  1 and ψ02 ∈ Hsx (R2), φ0±2 ∈ Hmx (R2) with (6.3) and
ψ01, φ0±1 as in (5.2), (5.3), then the system of integral equations (6.2) has a unique solution
ψˆ, φˆ± ∈ Xs, 12 +(I ) × Xm,
1
2 +± (I ) in the same interval I of the preceding section with |I |
N−5(1−s∧m)−δ (δ > 0), which satisfies
‖ψˆ‖X0,(1/2)+(I )  cN−s  cN−s∧m, ‖ψˆ‖Xs,(1/2)+(I )  c,
‖φˆ±‖X0,(1/2)+± (I )  cN
−m  cN−s∧m, ‖φˆ±‖Xm,(1/2)+± (I )  c.
C. Miao, G. Xu / J. Differential Equations 227 (2006) 365–405 387Proof. Define the closed set Z as
Z := {‖ψˆ‖Xs,(1/2)+(I )  c0,‖ψˆ‖X0,(1/2)+(I )  c0N−s ,
‖φˆ±‖Xm,(1/2)+± (I )  c0,‖φˆ±‖X0,(1/2)+± (I )  c0N
−m},
c0 is chosen below.
Define the metric in the set Z as
d
(
(ψ1, φ1±), (ψ2, φ2±)
)
= sup{‖ψ1 −ψ2‖Xs,(1/2)+(I ),‖φ1+ − φ2+‖Xm,(1/2)++ (I ),‖φ1− − φ2−‖Xm,(1/2)+− (I )}.
We use the fixed point argument in the set Z. Now take any (ψˆ, φˆ+, φˆ−) ∈ Z.
In order to estimate F and G, we use the following formulas which are given by inter-
polation and (1.4), formula (N1)
‖ψˆ‖Xσ,(1/2)+(I )  cNσ−s , ‖ψˆ‖Xσ,0(I )  c|I |1/2Nσ−s for 0 σ  s,
‖φˆ±‖Xσ,(1/2)+± (I )  cN
σ−m for 0 σ m. (N1)
In the same way, by Lemma 5.1 we have formula (N2)
‖ψ˜‖Xσ,(1/2)+(I )  cNσ(1−s∧m), ‖ψ˜‖Xσ,0(I )  c|I |1/2Nσ(1−s∧m) for 0 σ  1. (N2)
We first estimate ‖S0ψˆ‖Xs,(1/2)+(I ). In order to estimate F1, we use Lemma 2.6 with
σ = 0+ and (N1) we have
‖ψˆφˆ±‖Xs+,−(1/2)−(I )
 c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖Xs−1+,(1/2)+± (I ) + ‖ψˆ‖Xs,0(I )‖φˆ±‖X0+,(1/2)+± (I ))
 c
(‖ψˆ‖X0,(1/2)+(I ) + ‖ψˆ‖Xs,0(I ))‖φˆ±‖X0+,(1/2)+± (I )
 c
(
N−s +N− 52 (1−s∧m)− δ2 )N−m+  cN−γ1(s,m), γ1(s,m) > 0. (6.4)
We estimate F2 by Lemma 2.6 with σ = 12−, (N1) and (N2) we have
‖ψˆφ˜±‖Xs+,−(1/2)−(I )
 c
(‖ψˆ‖X0,(1/2)+(I )‖φ˜±‖Xs−1+,(1/2)+± (I ) + ‖ψˆ‖Xs−(1/2)+,0(I )‖φ˜±‖X1/2,(1/2)+± (I ))
 c
(‖ψˆ‖X0,(1/2)+(I ) + ‖ψˆ‖Xs−(1/2)+,0(I ))‖φ˜±‖X1,(1/2)+± (I )
 c
(
N−s +N−s(1−
s− 12
s
)+N−
5
2 (1−s∧m)− δ2 )N1−s∧m
 cN−γ2(s,m), γ2(s,m) > 0. (6.5)
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‖ψ˜φˆ±‖Xs+,−(1/2)−(I )  c
(‖ψ˜‖X0,(1/2)+(I )‖φˆ±‖Xs−1+,(1/2)+± (I ) + ‖ψ˜‖Xs,0(I )‖φˆ±‖X0+,(1/2)+± (I ))
 c
(‖ψ˜‖X0,(1/2)+(I ) + ‖ψ˜‖Xs,0(I ))‖φˆ±‖X0+,(1/2)+± (I )
 c
(
N0 +N(s− 52 )(1−s∧m)− δ2 )N−m+
 cN−γ3(s,m), γ3(s,m) > 0. (6.6)
On the other hand, we get by Lemmas 3.1 and 5.1:
‖ψˆφˆ±‖X0,−(1/4)− (I )  c‖ψˆ‖X0,(1/2)+ (I )‖φˆ±‖X0,(1/2)+± (I )  cN
−sN−m  cN−2s∧m,
‖ψˆφ˜±‖X0,−(1/4)− (I )  c‖ψˆ‖X0,(1/2)+ (I )‖φ˜±‖X0,(1/2)+± (I )  cN
−sN1−s∧m  cN1−2s∧m,
‖ψ˜φˆ±‖X0,−(1/4)− (I )  c‖ψ˜‖X0,(1/2)+ (I )‖φˆ±‖X0,(1/2)+± (I )  cN
−m. (6.7)
Now we interpolate between the above estimates and (6.4)–(6.6), and get
‖ψˆφˆ±‖Xs,−(1/2)+(I )  cN−γ1(s,m),
‖ψˆφ˜±‖Xs,−(1/2)+(I )  cN−γ2(s,m),
‖ψ˜φˆ±‖Xs,−(1/2)+(I )  cN−γ3(s,m). (6.8)
We estimate F4, F5, F6 by (a2) with σij = 1/2 for i = j , σii = 0, α = 1/2 and get
∥∥(ψ˜)2 ¯ˆψ∥∥
Xs,−(1/2)+(I )  c
(‖ψ˜‖Xs,(1/2)+(I )‖ψ˜‖X1/2,(1/2)+(I )‖ψˆ‖X1/2,(1/2)+(I )
+ ‖ψ˜‖2
X1/2,(1/2)+(I )‖ψˆ‖Xs,(1/2)+(I )
)|I | 12 −
 c
(
N(s+
1
2 )(1−s∧m)−s(1− 12s ) +N1−s∧m)N− 52 (1−s∧m)− δ2 +
 cN−γ4(s,m), γ4(s,m) > 0,∥∥|ψ˜ |2ψˆ∥∥
Xs,−(1/2)+(I )  cN
−γ4(s,m), γ4(s,m) > 0, (6.9)∥∥ ¯˜ψ(ψˆ)2∥∥
Xs,−(1/2)+(I )  c
(‖ψ˜‖X1/2,(1/2)+(I )‖ψˆ‖Xs,(1/2)+(I )‖ψˆ‖X1/2,(1/2)+(I )
+ ‖ψ˜‖Xs,(1/2)+(I )‖ψˆ‖2X1/2,(1/2)+(I )
)|I | 12 −
 c
(
N
1
2 (1−s∧m)N
1
2 −s +Ns(1−s∧m)N1−2s)N− 52 (1−s∧m)− δ2 +
 cN−γ5(s,m), γ5(s,m) > 0,∥∥ψ˜ |ψˆ |2∥∥ s,−(1/2)+  cN−γ5(s,m), γ5(s,m) > 0, (6.10)X (I)
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Xs,−(1/2)+(I )  c‖ψˆ‖Xs,(1/2)+(I )‖ψˆ‖2X1/2,(1/2)+(I )|I |
1
2 −
 cN−s(2− 1s )N− 52 (1−s∧m)− δ2 +
 cN−γ6(s,m), γ6(s,m) > 0. (6.11)
Thus from (6.8)–(6.11), we have
‖F‖Xs,−(1/2)+(I )  cN−γ (s,m), γ (s,m) > 0.
Therefore, with c0  2c‖ψ02‖Hs(R2), we have
‖S0ψˆ‖Xs,(1/2)+(I )  c‖ψ02‖Hs + c‖F‖Xs,−(1/2)+(I ) 
c0
2
+ cN−γ (s,m)  c0,
if N is sufficiently large.
Next we estimate ‖S0ψˆ‖X0,(1/2)+(I ). Using integral equations (6.2) we have to control
‖F‖X0,−(1/2)+(I ).
We estimate F1 by (1.9) with γ ′ = 43 , ρ′ = 43 and get
‖ψˆφˆ±‖X0,−(1/2)+(I )  c‖ψˆφˆ±‖L(4/3)+t (I,L(4/3)+x )  c‖ψˆ‖L∞t (I,L2x)‖φˆ±‖L∞t (I,L4+x )|I |
3
4 −
 c‖ψˆ‖L∞t (I,L2x)‖φˆ±‖
1− 12m−
L∞t (I,L2x)
‖φˆ±‖
1
2m+
L∞t (I,Hmx )
|I | 34 −
 cN−sN−m(1− 12m )+N− 154 (1−s∧m)− 34 δ+  cN−s−. (6.12)
We estimate F2 by (1.9) with γ ′ = 1+, ρ′ = 2− and Lemma 5.1 and get
‖ψˆφ˜±‖X0,−(1/2)+(I )  ‖ψˆφ˜±‖L1+t (I,Lρ′+x (R2))  c‖ψˆ‖L∞t (I,L2x)‖φ˜±‖L∞t (I,Lpx )|I |
1−
 cN−sN1−s∧mN−5(1−s∧m)−δ+  cN−s−, (6.13)
where 12 + 1p = 1ρ′+ .
We estimate F3 by (1.9) with γ ′ = 43 , ρ′ = 43 again and Lemma 5.1 and get
‖ψ˜φˆ±‖X0,−(1/2)+(I )  c‖ψ˜φˆ±‖L(4/3)+t (I,L(4/3)+x )  c‖ψ˜‖L∞t (I,L4+x )‖φˆ±‖L∞t (I,L2x)|I |
3
4 −
 c‖ψ˜‖
1
2 −
L∞t (I,L2x)
‖∇ψ˜‖
1
2 +
L∞t (I,L2x)
‖φˆ±‖L∞t (I,L2x)|I |
3
4 −
 cN−mN 12 (1−s∧m)+N− 154 (1−s∧m)− 34 δ+  cN−s−. (6.14)
390 C. Miao, G. Xu / J. Differential Equations 227 (2006) 365–405Finally we estimate F4, F5, F6 by (1.9) with γ ′ = 1, ρ′ = 2 and Lemma 5.1 and get∥∥(ψ˜)2 ¯ˆψ∥∥
X0,−(1/2)+(I )  c
∥∥(ψ˜)2 ¯ˆψ∥∥
L1+t (I,L2x(R2))
 c‖ψ˜‖2
L12t (I,L
6
x(R
2))
‖ψˆ‖L3t (I,L6x(R2))|I |
1
2 −
 c‖ψ˜‖2
X1/2,(1/2)+(I )‖ψˆ‖X0,(1/2)+(I )|I |
1
2 −
 c‖ψ˜‖X0,(1/2)+(I )‖ψ˜‖X1,(1/2)+(I )‖ψˆ‖X0,(1/2)+(I )|I |
1
2 −
 cN−sN1−s∧mN− 52 (1−s∧m)− δ2 +  cN−s−,∥∥|ψ˜ |2ψˆ∥∥
X0,−(1/2)+(I )  cN
−s−, (6.15)∥∥ψ˜(ψˆ)2∥∥
X0,−(1/2)+(I )  c‖ψ˜‖L12t (I,L6x(R2))‖ψˆ‖L3t (I,L6x(R2))‖ψˆ‖L12t (I,L6x(R2))|I |
1
2 −
 c‖ψ˜‖X1/2,(1/2)+(I )‖ψˆ‖X0,(1/2)+(I )‖ψˆ‖X1/2,(1/2)+(I )|I |
1
2 −
 c‖ψ˜‖
1
2
X0,(1/2)+(I )‖ψ˜‖
1
2
X1,(1/2)+(I )‖ψˆ‖
2− 12s
X0,(1/2)+(I )‖ψˆ‖
1
2s
Xs,(1/2)+(I )|I |
1
2 −
 cN 12 (1−s∧m)N−s(2− 12s )N− 52 (1−s∧m)− δ2 +  cN−s−,∥∥ψ˜ |ψˆ |2∥∥
X0,−(1/2)+(I )  cN
−s−, (6.16)∥∥|ψˆ |2ψˆ∥∥
X0,−(1/2)+(I )  c‖ψˆ‖L3t (I,L6x(R2))‖ψˆ‖
2
L12t (I,L
6
x(R
2))
|I | 12 −
 c‖ψˆ‖X0,(1/2)+(I )‖ψˆ‖2X1/2,(1/2)+(I )|I |
1
2 −
 c‖ψˆ‖3−
1
s
X0,(1/2)+(I )‖ψˆ‖
1
s
Xs,(1/2)+(I )|I |
1
2 −
 cN−sN−s(2− 1s )N− 52 (1−s∧m)− δ2 +  cN−s−. (6.17)
From (6.2), (6.12)–(6.17), we conclude
‖S0ψˆ‖X0,(1/2)+(I )  c‖ψ02‖L2 + cN−s−  cN−s + cN−s−  c0N−s ,
if c0  2c and N sufficiently large.
Next we estimate ‖S±φˆ±‖Xm,(1/2)+± (I ). We need use Strichartz-type estimate in the case
of θ = 0 for the Klein–Gordon equation. Take
0 2
γ
= 1
2
− 1
ρ
and μ = 3
2
(
1
2
− 1
ρ
)
. (6.18)
In order to estimate G2 we use (a3) with σ1 = 0, σ2 = m−, α = 1−, we have∥∥ ¯ˆψψ˜∥∥
X
m−1,−(1/2)+
± (I )
 c|I |1−‖ψˆ‖X0,(1/2)+(I )‖ψ˜‖Xm−,(1/2)+(I )
 cN−sN(1−s∧m)m−N−5(1−s∧m)−δ+ = cN−γ2(s,m), γ2(s,m) > 0. (6.19)
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Concerning G1 we use (6.18) with μ = 98 − 34m, ρ = 2m−1/2 , γ = 83−2m and get by the
embeddings Hs+,p ⊂ Bs,p ⊂ Hs−,p and the definition of the Besov spaces Bs,p in [4,27]:
∥∥|ψˆ |2∥∥
Hm−1+μ−,ρ′+
 c
∥∥|ψˆ |2∥∥
Bm−1+μ,ρ′+
= c
{∥∥|ψˆ |2∥∥
Lρ
′+ +
( ∞∫
0
[
τ−(m−1+μ) sup
|h|τ
∥∥|ψˆ |2(· + h)− |ψˆ |2(·)∥∥
Lρ
′+
]2 dτ
τ
) 1
2
}
 c
{
‖ψˆ‖
Lρ
′pˆ+‖ψˆ‖Lρ′ qˆ+
+
( ∞∫
0
[
τ−(m−1+μ) sup
|h|τ
∥∥ψˆ(· + h)− ψˆ(·)∥∥
Lρ
′ qˆ+
]2 dτ
τ
) 1
2
‖ψˆ‖
Lρ
′pˆ+
}
 c‖ψˆ‖
Lρ
′pˆ+
(‖ψˆ‖
Lρ
′ qˆ+ + ‖ψˆ‖Bm−1+μ,ρ′ qˆ+
)
 c‖ψˆ‖
Lρ
′pˆ+‖ψˆ‖Hm−1+μ+,ρ′ qˆ+ .
This implies
∥∥|ψˆ |2∥∥
L
γ ′+
t (I,H
m−1+μ−,ρ′+
x )
 c‖ψˆ‖
L∞t (I,L
ρ′pˆ+
x )
‖ψˆ‖
L∞t (I,H
m−1−l+,ρ′ qˆ+
x )
|I | 1γ ′ −. (6.20)
The Hölder exponents pˆ, qˆ are chosen such that
Hs ⊂ Lρ′pˆ+ ∩Hm−1+μ+,ρ′qˆ+.
This requires 12 − s2 < 1ρ′pˆ < 12 and 12 − s−(m−1+μ)2 < 1ρ′qˆ < 12 , which can be fulfilled if
s ∧m> 12 . Thus
∥∥|ψˆ |2∥∥
L
γ ′+
t (I,H
m−1+μ−,ρ′+
x )
 c‖ψˆ‖2L∞t (I,H sx )|I |
1
γ ′ −  cN−5(1−s∧m) 2m+58 − 2m+58 δ+
 cN−γ1(s,m), γ1(s,m) > 0. (6.21)
We estimate G4, G5, G6 by Lemma 5.1 and get∥∥(φ˜±)2φˆ±∥∥Xm−1,−(1/2)+± (I )  c∥∥(φ˜±)2φˆ±∥∥X0,−(1/2)+± (I )  c∥∥(φ˜±)2φˆ±∥∥L1+t (I,L2x(R2))
 c‖φ˜±‖2L12t (I,L6x(R2))‖φˆ±‖L12t (I,L6x(R2))|I |
3
4 −
 c‖φ˜±‖2 2/3,(1/2)+ ‖φˆ±‖X2/3,(1/2)+(I )|I |
3
4 −X± (I ) ±
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2
3
X
0,(1/2)+
± (I )
‖φ˜±‖
4
3
X
1,(1/2)+
± (I )
‖φˆ±‖1−
2
3m
X
0,(1/2)+
± (I )
‖φˆ±‖
2
3m
X
m,(1/2)+
± (I )
|I | 34 −
 cN 43 (1−s∧m)N(1− 23m )(−m)N− 154 (1−s∧m)− 34 δ+  cN−γ4(s,m), γ4(s,m) > 0, (6.22)∥∥φ˜±(φˆ±)2∥∥Xm−1,−(1/2)+± (I )  c‖φ˜±‖X2/3,(1/2)+± (I )‖φˆ±‖2X2/3,(1/2)+± (I )|I | 34 −
 c‖φ˜±‖
1
3
X
0,(1/2)+
± (I )
‖φ˜±‖
2
3
X
1,(1/2)+
± (I )
‖φˆ±‖2−
4
3m
X
0,(1/2)+
± (I )
‖φˆ±‖
4
3m
X
m,(1/2)+
± (I )
|I | 34 −
 cN 23 (1−s∧m)N(2− 43m )(−m)N− 154 (1−s∧m)− 34 δ+
 cN−γ5(s,m), γ5(s,m) > 0, (6.23)∥∥(φˆ±)3∥∥Xm−1,−(1/2)+± (I )
 c‖φˆ±‖3
X
2/3,(1/2)+
± (I )
|I | 34 −  c‖φˆ±‖3−
2
m
X
0,(1/2)+
± (I )
‖φˆ±‖
2
m
X
m,(1/2)+
± (I )
|I | 34 −
 cN(3− 2m )(−m)N− 154 (1−s∧m)− 34 δ+  cN−γ6(s,m), γ6(s,m) > 0. (6.24)
From (6.2), (1.14), (6.19) and (6.21)–(6.24), we conclude
‖S±φˆ±‖Xm,(1/2)+
 c‖φ0±2‖Hm + c‖G‖Xm,−(1/2)+± (I )
 c‖φ0±2‖Hm + c
(‖ ¯ˆψψ˜‖
L1+t (I,Hm−1x )
+ ‖ψˆ ¯˜ψ‖
L1+t (I,Hm−1x )
+ ∥∥|ψˆ |2∥∥
L
γ ′+
t (I,H
m−1+μ−,ρ′+
x )
+ ∥∥(φ˜±)2φˆ±∥∥Xm−1,−(1/2)+± (I ) + ∥∥φ˜±(φˆ±)2∥∥Xm−1,−(1/2)+± (I ) + ∥∥(φˆ±)3∥∥Xm−1,−(1/2)+± (I ))
 c‖φ0±2‖Hm + cN−γ (s,m)  c0,
provided c0  2c‖φ0±2‖Hm and N is sufficiently large.
Finally we estimate ‖S±φˆ±‖X0,(1/2)+± (I ) by Lemma 5.1 and Sobolev inequality∥∥|ψˆ |2∥∥
L1+t (I,H−1x )
 c
∥∥|ψˆ |2∥∥
L1+t (I,L1x)
 c‖ψˆ‖2
L∞t (I,L2x)
|I |1−
 cN−2sN−5(1−s∧m)−δ+  cN−m−,
‖ ¯ˆψψ˜‖
L1+t (I,H−1x )
 c‖ ¯ˆψψ˜‖
L1+t (I,L1x)
 c‖ψˆ‖L∞t (I,L2x)‖ψ˜‖L∞t (I,L2x)|I |1−
 cN−sN−5(1−s∧m)−δ+  cN−m−. (6.25)
The term ‖ψˆ ¯˜ψ‖
L1+t (I,H−1x )
is estimated in the same way.
∥∥(φ˜±)2φˆ±∥∥L1+t (I,H−1x (R2))  c∥∥(φ˜±)2φˆ±∥∥L1+t (I,L1x(R2))
 c‖φ˜±‖2 ∞ 4 2 ‖φˆ±‖L∞(I,L2 (R2))|I |1−Lt (I,Lx(R )) t x
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X
1/2,(1/2)+
± (I )
‖φˆ±‖X0,(1/2)+± (I )|I |
1−
 cN2(1−s∧m)N−mN−5(1−s∧m)−δ+  cN−m−, (6.26)∥∥φ˜±(φˆ±)2∥∥L1+t (I,H−1x (R2))  c‖φ˜±‖X1/3,(1/2)+± (I )‖φˆ±‖2X1/3,(1/2)+± (I )|I |1−
 c‖φ˜±‖X1,(1/2)+± (I )‖φˆ±‖
2− 23m
X
0,(1/2)+
± (I )
‖φˆ±‖
2
3m
X
m,(1/2)+
± (I )
|I |1−
 cN1−s∧mN(2− 23m )(−m)N−5(1−s∧m)−δ+  cN−m−, (6.27)∥∥(φˆ±)3∥∥L1+t (I,H−1x (R2))  c‖φˆ±‖3X1/3,(1/2)+± (I )|I |1−
 c‖φˆ±‖3−
1
m
X
0,(1/2)+
± (I )
‖φˆ±‖
1
m
X
m,(1/2)+
± (I )
|I |1−
 cN(3− 1m )(−m)N−5(1−s∧m)−δ+  cN−m−. (6.28)
From (6.2) and (6.25)–(6.28), we get
‖S±φˆ±‖X0,(1/2)+± (I )  c‖φ0±2‖L2 + cN
−m−  c0N−m,
if c0  2c and N sufficiently large.
Summarizing, we have shown that S maps Z into itself. The contraction property uses
exactly the same type of estimates and is therefore omitted.
Proposition 6.2. Under the assumptions of Proposition 6.1, then the following estimate
holds with q = 3/γ , r = 6/(3 − 4γ ):
‖φˆ±‖L∞t (I,H˙ γx (R2)) + ‖φˆ±‖Lqt (I,Lrx(R2))  cNγ−m, if 0 γ 
3
4
∧m.
Proof. Consider the case γ = 3/4m. Then q = 4, r = ∞. First, since∥∥U±(t)φ∥∥L4t (I,L∞x )  ‖φ‖H 3/4x ,
we have ∥∥U±(t)φ0±2∥∥L4t (I,L∞x )  cN3/4−m.
Secondly,
∥∥∥∥∥
t∫
0
U∓(t − s)G(s) ds
∥∥∥∥∥
L4t (I,L
∞
x )
 c
∥∥∥∥∥
t∫
0
U∓(t − s)G(s) ds
∥∥∥∥∥
X
3/4,(1/2)+
± (I )
 c
∥∥G(t)∥∥ 3/4,−(1/2)+X± (I )
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∥∥G(t)∥∥
L1+t (I,H
3/4
x )
 c
∥∥AG(t)∥∥
L1+t (I,H
−1/4
x )
 c
∥∥AG(t)∥∥
L1+t (I,L
8/5
x )
.
On the other hand, since ‖f ‖L8x(R2)  c‖f ‖H 3/4x (R2), we get
‖fg‖
L1+t (I,L
8/5
x )
= ‖f g¯‖
L1+t (I,L
8/5
x )
= ‖f¯ g‖
L1+t (I,L
8/5
x )
= ‖f¯ g¯‖
L1+t (I,L
8/5
x )
 c|I |1−‖f ‖L∞t (I,L2x)‖g‖L∞t (I,H 3/4x )
 c|I |1−‖f ‖X0,1/2+(I )‖g‖X3/4,1/2+(I ).
Therefore, we get
∥∥ ¯ˆψψ˜∥∥
L1+t (I,L
8/5
x )
 c|I |1−‖ψˆ‖X0,(1/2)+(I )‖ψ˜‖X3/4,1/2+(I )  cNβ,
where β = ( 34 − 5)(1 − s ∧m)− s  34 −m.
‖|ψˆ |2‖
L1+t (I,L
8/5
x )
, ‖ψˆ ¯˜ψ‖
L1+t (I,L
8/5
x )
are estimated in the same way.
By ‖v1v2v3‖L1+t (I,L8/5x )  c|I |
1−‖v1‖X1/2,(1/2)+± (I )‖v2‖X1/2,1/2+± (I )‖v3‖X3/4,1/2+± (I ) we see
that ∥∥(φ˜±)2φˆ±∥∥L1+t (I,L8/5x )  cN3/4−m.
We see also that ‖φ˜±(φˆ±)2‖L1+t (I,L8/5x ), ‖(φˆ±)
3‖
L1+t (I,L
8/5
x )
are estimated by cN3/4−m.
Thus we see that ‖AG(t)‖
L1+t (I,L
8/5
x )
 cN3/4−m. Hence we have Proposition 6.2 for
the case γ = 3/4m.
For the case where γ = m 34 , we get the desired result by Proposition 6.1 and (1.11).
Since the inequality for the case γ = 0 is trivial, by interpolation we get the inequality
for the case 0 < γ < 34 ∧m.
This completes the proof. 
The next estimates shown that the nonlinear part w in the first integral equation of (6.2)
behaves better than the corresponding linear part.
Proposition 6.3. Under the assumptions of Proposition 6.1, then the following estimates
hold:
‖w‖L∞t (I,L2x)  ‖w‖X0,(1/2)+(I )  cN−
1
4 − 34 s∧m,
‖w‖L∞t (I,H 1x )  ‖w‖X1,(1/2)+(I )  cN−1+
1
2 s∧m, if s ∧m> 4
5
.
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‖w‖X0,(1/2)+(I )  c
(‖φˆ±ψˆ‖X0,−(1/4)−(I ) + ‖φ˜±ψˆ‖X0,−(1/4)−(I ) + ‖φˆ±ψ˜‖X0,−(1/4)−(I ))|I | 14 −
+ ∥∥(ψ˜)2 ¯ˆψ∥∥
X0,−(1/2)+(I ) +
∥∥ψ˜(ψˆ)2∥∥
X0,−(1/2)+(I ) +
∥∥|ψˆ |2ψˆ∥∥
X0,−(1/2)+(I )
+ ∥∥|ψ˜ |2ψˆ∥∥
X0,−(1/2)+(I ) +
∥∥ψ˜ |ψˆ |2∥∥
X0,−(1/2)+(I )
 c
(
N−s∧mN−s∧m +N1−s∧mN−s∧m +N−s∧m)N− 54 (1−s∧m)− 14 δ+
+ c(N1−s∧mN−s∧m +N 12 (1−s∧m)N−s∧m(2− 12s ) +N−s∧m(3− 1s ))
×N− 52 (1−s∧m)− δ2 +
 cN− 14 − 34 s∧m. (6.29)
Concerning ‖w‖X1,(1/2)+(I ), we have
‖w‖X1,(1/2)+(I )  c
(‖φˆ±ψˆ‖X1,−(1/2)+(I ) + ‖φ˜±ψˆ‖X1,−(1/2)+(I ) + ‖φˆ±ψ˜‖X1,−(1/2)+(I )
+ ∥∥(ψ˜)2 ¯ˆψ∥∥
X1,−(1/2)+(I ) +
∥∥ψ˜(ψˆ)2∥∥
X1,−(1/2)+(I ) +
∥∥|ψˆ |2ψˆ∥∥
X1,−(1/2)+(I )
+ ∥∥|ψ˜ |2ψˆ∥∥
X1,−(1/2)+(I ) +
∥∥ψ˜ |ψˆ |2∥∥
X1,−(1/2)+(I )
)
. (6.30)
We consider separately the cases s m and m s.
Case 1: s m. By Lemma 2.6 with s = 1+ and σ = m− and interpolation
‖φˆ±ψˆ‖X1+,−(1/2)−(I )  c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖X0+,(1/2)+± (I ) + ‖ψˆ‖X1−m+,0(I )‖φˆ±‖Xm,(1/2)+± (I ))
 c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖1−
X
0,(1/2)+
± (I )
‖φˆ±‖0+
X
m,(1/2)+
± (I )
+ ‖ψˆ‖1−
1−m
s
−
X0,(1/2)+(I )‖ψˆ‖
1−m
s
+
Xs,(1/2)+(I )|I |
1
2 ‖φˆ±‖Xm,(1/2)+± (I )
)
 c
(
N−sN−s∧m +N−s(1− 1−ms )+N− 52 (1−s∧m)− δ2 )
N−1+ 12 s . (6.31)
Next by Lemma 2.6 with s = 1+ and σ = 12− we get by interpolation
‖φ˜±ψˆ‖X1+,−(1/2)−(I )
 c
(‖φ˜±‖X0+,(1/2)+± (I )‖ψˆ‖X0,(1/2)+(I ) + ‖φ˜±‖X1/2,(1/2)+± (I )‖ψˆ‖X(1/2)+,0(I ))
 c
(‖φ˜±‖X0+,(1/2)+± (I )‖ψˆ‖X0,(1/2)+(I )
+ ‖φ˜±‖ 1/2,(1/2)+ ‖ψˆ‖1−
1
2s −
0,(1/2)+ ‖ψˆ‖
1
2s +
s,(1/2)+ |I |
1
2
)X± (I ) X (I) X (I)
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(
N1−s∧mN−s +N1−s∧mN−s(1− 12s )+N− 52 (1−s∧m)− δ2 )
 c
(
N1−2s +N1−s−s+ 12 − 52 + 52 s) cN−1+ 12 s . (6.32)
Moreover from Lemma 2.6 with s = 1+ and σ = 0+, Lemma 5.1 and interpolation
‖φˆ±ψ˜‖X1+,−(1/2)−(I )
 c
(‖ψ˜‖X0,(1/2)+(I )‖φˆ±‖X0+,(1/2)+± (I ) + ‖ψ˜‖X1,0(I )‖φˆ±‖X0+,(1/2)+± (I ))
= c(‖ψ˜‖X0,(1/2)+(I ) + ‖ψ˜‖X1,0(I ))‖φˆ±‖X0+,(1/2)+± (I )
 c
(‖ψ˜‖X0,(1/2)+(I ) + ‖ψ˜‖X1,(1/2)+(I )|I | 12 )‖φˆ±‖1−
X
0,(1/2)+
± (I )
‖φˆ±‖0+
X
m,(1/2)+
± (I )
 c
(
1 +N1−s∧mN− 52 (1−s∧m)− δ2 )N−s∧m+
 c
(
N−s∧m+ +N− 32 + 12 s∧m) cN−1+ 12 s . (6.33)
From Lemmas 2.2 and 5.1, we have
∥∥(ψ˜)2 ¯ˆψ∥∥
X1,−(1/2)+(I )  sup‖w‖
X0,(1/2)−1
∣∣〈w,Dx[(ψ˜)2 ¯ˆψ]〉∣∣
 c sup
‖w‖
X0,(1/2)−1
(∣∣〈w,Dxψ˜ · ψ˜ ¯ˆψ 〉∣∣+ ∣∣〈w, ψ˜ ·Dx(ψ˜ ¯ˆψ)〉∣∣)
 c sup
‖w‖
X0,(1/2)−1
(‖wDx ¯˜ψ‖L2−tx ‖ψ˜ ¯ˆψ‖L2+tx
+ ∥∥D 12 −x (w ¯˜ψ)∥∥L2tx∥∥D 12 +x (ψ˜ ¯ˆψ)∥∥L2tx )
 c sup
‖w‖
X0,(1/2)−
(‖w‖
L4−tx
‖Dxψ˜‖L4tx‖ψ˜‖L4+tx ‖ψˆ‖L4tx
+ ∥∥D 12 −x (w ¯˜ψ)∥∥L2tx∥∥D 12 +x (ψ˜ ¯ˆψ)∥∥L2tx )
 c
(‖ψ˜‖X1,(1/2)+(I )‖ψ˜‖X0+,(1/2)+(I )‖ψˆ‖X0,(1/2)+(I )
+ ‖ψ˜‖X(1/2)+,(1/2)+(I )‖ψ˜‖X(1/2)+,(1/2)+(I )‖ψˆ‖X0+,(1/2)+(I )
)
 c
(‖ψ˜‖1−
X0,(1/2)+(I )‖ψ˜‖1+X1,(1/2)+(I )‖ψˆ‖X0,(1/2)+(I )
+ ‖ψ˜‖1−
X0,(1/2)+(I )‖ψ˜‖1+X1,(1/2)+(I )‖ψˆ‖1−X0,(1/2)+(I )‖ψˆ‖0+Xs,(1/2)+(I )
)
 c
(
N1−s∧m+N−s∧m +N1−s∧m+N−s∧m+) cN1−2s+,∥∥|ψ˜ |2ψˆ∥∥ 1,−(1/2)+  cN1−2s+, (6.34)X (I)
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X1,−(1/2)+(I )  c sup‖w‖
X0,(1/2)−1
(∣∣〈w,Dx ¯˜ψ · (ψˆ)2〉∣∣+ ∣∣〈w, ¯˜ψ ·Dx(ψˆ)2〉∣∣)
 c sup
‖w‖
X0,(1/2)−1
(‖wDxψ˜‖L2−tx ‖(ψˆ)2‖L2+tx
+ ∥∥D 12 −x (wψ˜)∥∥L2tx∥∥D 12 +x (ψˆ)2∥∥L2tx )
 c sup
‖w‖
X0,(1/2)−
(‖w‖
L4−tx
‖Dxψ˜‖L4tx‖ψˆ‖2L4+tx
+ ∥∥D 12 −x (wψ˜)∥∥L2tx∥∥D 12 +x (ψˆ)2∥∥L2tx )
 c
(‖ψ˜‖X1,(1/2)+(I )‖ψˆ‖2X0+,(1/2)+(I )
+ ‖ψ˜‖X(1/2)+,(1/2)+(I )‖ψˆ‖X(1/2)+,(1/2)+(I )‖ψˆ‖X0+,(1/2)+(I )
)
 c
(
N1−s∧m+N−2s∧m +N 12 (1−s∧m)+N−s∧m(2− 12s )+)
 cN1− 52 s+,∥∥ψ˜ |ψˆ |2∥∥
X1,−(1/2)+(I )  cN
1− 52 s+, (6.35)∥∥|ψˆ |2ψˆ∥∥
X1,−(1/2)+(I )  c sup‖w‖
X0,(1/2)−1
∣∣〈w,Dxψˆ · |ψˆ |2〉∣∣
 c sup
‖w‖
X0,(1/2)−1
∣∣〈wψˆ,Dx(ψˆ)2〉∣∣
 c sup
‖w‖
X0,(1/2)−1
∥∥D 12 −x (wψˆ)∥∥L2tx∥∥D 12 +x (ψˆ)2∥∥L2tx
 c‖ψˆ‖X(1/2)+,(1/2)+(I )‖ψˆ‖X(1/2)+,(1/2)+(I )‖ψˆ‖X0+,(1/2)+(I )
 c‖ψˆ‖3−
1
s
−
X0,(1/2)+(I )‖ψˆ‖
1
s
+
Xs,(1/2)+(I )
 cN−s∧m(3− 1s )+  cN1−3s+. (6.36)
Case 2: m s. By Lemma 2.6 with s = 1+ and σ = 1 − s+ and interpolation,
‖φˆ±ψˆ‖X1+,−(1/2)−(I )  c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖X0+,(1/2)+± (I ) + ‖ψˆ‖Xs,0(I )‖φˆ±‖X1−s+,(1/2)+± (I ))
 c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖1−
X
0,(1/2)+
± (I )
‖φˆ±‖0+
X
m,(1/2)+
± (I )
+ ‖ψˆ‖Xs,(1/2)+(I )|I |
1
2 ‖φˆ±‖X1−s+,(1/2)+± (I )
)
 c
(‖ψˆ‖X0,(1/2)+(I )‖φˆ±‖1−
X
0,(1/2)+
± (I )
‖φˆ±‖0+
X
m,(1/2)+
± (I )
+ ‖ψˆ‖Xs,(1/2)+(I )|I |
1
2 ‖φˆ±‖1−
1−s
m
−
0,(1/2)+ ‖φˆ±‖
1−s
m
+
m,(1/2)+
)
X± (I ) X± (I )
398 C. Miao, G. Xu / J. Differential Equations 227 (2006) 365–405 c
(
N−s∧mN−m+ +N− 52 (1−s∧m)− δ2 N−m(1− 1−sm )+)
 c(N−2m+ +N− 32 −s+ 32 m− δ2 +) cN−1+ 12 m.
From (6.32) we conclude
‖φ˜±ψˆ‖X1+,−(1/2)−(I )  c
(
N1−s∧mN−s∧m +N1−s∧mN−s∧m(1− 12s )+N− 52 (1−s∧m)− δ2 )
 c
(
N1−2m +N− 32 +m( 12 + 12s )) cN−1+ 12 m.
From (6.33)
‖φˆ±ψ˜‖X1+,−(1/2)−(I )  c
(
1 +N1−s∧mN− 52 (1−s∧m)− δ2 )N−m+
 c
(
N−m+ +N− 32 + 12 m) cN−1+ 12 m.
From (6.34)
∥∥(ψ˜)2 ¯ˆψ∥∥
X1,−(1/2)+(I )  c
(
N1−m+N−m +N1−m+N−m+) cN1−2m+,∥∥|ψ˜ |2ψˆ∥∥
X1,−(1/2)+(I )  cN
1−2m+.
From (6.35)∥∥ψ˜(ψˆ)2∥∥
X1,−(1/2)+(I )  c
(
N1−m+N−2m +N 12 (1−m)+N−m(2− 12s )+) cN1− 52 m+,∥∥ψ˜ |ψˆ |2∥∥
X1,−(1/2)+(I )  cN
1− 52 m+.
From (6.36) ∥∥|ψˆ |2ψˆ∥∥
X1,−(1/2)+(I )  cN
−m(3− 1
s
)+  cN1−3m+.
Summarizing we get
‖w‖X1,(1/2)+(I )  c‖F‖X1,−(1/2)+(I )
 c
(‖F1‖X1+,−(1/2)+(I ) + ‖F2‖X1+,−(1/2)+(I ) + ‖F3‖X1+,−(1/2)+(I )
+ ‖F4‖X1,−(1/2)+(I ) + ‖F5‖X1,−(1/2)+(I ) + ‖F6‖X1,−(1/2)+(I )
)
 cN1− 32 (s∧m).
We complete the proof. 
The next result show that the nonlinear part z± in the second integral equation of (6.2)
also behaves better than the corresponding linear part.
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‖z±‖L∞(I,L2)  ‖z±‖X0,(1/2)+± (I )  cN
−m  cN−s∧m,
‖z±‖L∞(I,H 1) + ‖z±t‖L∞(I,L2)  cN−3+2s∧m, if s ∧m>
4
5
.
Proof. The estimate ‖z±‖X0,(1/2)+± (I ) is already proven in Proposition 6.1. From (6.2), we
have
‖z±‖L∞(I,H 1)
 c
(∥∥|ψˆ |2∥∥
L1t (I,L
2
x(R
2)) + ‖ ¯ˆψψ˜‖L1t (I,L2x(R2)) + ‖ψˆ
¯˜
ψ‖L1t (I,L2x(R2))
+ ∥∥(φ˜±)2φˆ±∥∥L1t (I,L2x(R2)) + ∥∥φ˜±(φˆ±)2∥∥L1t (I,L2x(R2)) + ∥∥(φˆ±)3∥∥L1t (I,L2x(R2))).
It suffices to estimate the first, second, forth and sixth terms. From Lemma 5.1, Propo-
sitions 6.1 and 6.2, we have∥∥|ψˆ |2∥∥
L1t (I,L
2
x(R
2))  |I |
1
2 ‖ψˆ‖2
L4t (I,L
4
x(R
2))
 c|I | 12 ‖ψˆ‖2
X0,(1/2)+(I )
 cN− 52 (1−s∧m)N−2s∧m  cN− 52 + 12 s∧m,
‖ ¯ˆψψ˜‖L1t (I,L2x(R2))  |I |‖ψ˜‖L∞t (I,L∞−x (R2))‖ψˆ‖L∞t (I,L2+x (R2))
 c|I |‖ψ˜‖L∞t (I,H 1x (R2))‖ψˆ‖1−L∞t (I,L2x(R2))‖ψˆ‖
0+
L∞t (I,H sx (R2))
 cN−5(1−s∧m)−δN1−s∧mN−s∧m+  cN−4+3s∧m,∥∥(φ˜±)2φˆ±∥∥L1t (I,L2x(R2))  |I |‖φ˜±‖2L∞(I,L2/x (R2))‖φˆ±‖L∞(I,L2/(1−2)x (R2))
 c|I |‖φ˜±‖2L∞(I,L2x(R2))‖φ˜±‖
2−2
L∞(I,H 1x (R2))
‖φˆ±‖L∞(I,H 2x (R2))
 cN(1−s∧m)(2−2)N2−mN−5(1−s∧m)−δ  cN−3+2s∧m,∥∥(φˆ±)3∥∥L1t (I,L2x(R2))  |I | 12 ‖φˆ±‖3L6t (I,L6x(R2))  c|I | 12 ‖φˆ±‖3X1/2,(1/2)+± (I )
 cN− 52 (1−s∧m)− δ2 N3(1/2−s∧m)  cN−1− 12 s∧m.
From the above estimates, we get the desired result. 
7. The iteration process
In the preceding sections we constructed a solution of problem (1.1) in the time interval
I = [0, |I |] with |I | = N−5(1−s∧m)−. Namely, if we define ψ := ψˆ+ψ˜ , φ± := φˆ±+ φ˜± we
see that (ψ,φ+, φ−) solves system (3.2) with initial condition ψ(0) = ψ0, φ±(0) = φ0±.
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φ0± = φ0 ± iA−1φ1 or, conversely, by φ0 = 12 (φ0+ +φ0−), φ1 = − i2A(φ0+ −φ0−). In or-
der to continue the solution of (3.2) we take as new initial data (ψ˜(|I |)+w(|I |), φ˜+(|I |)+
z+(|I |), φ˜−(|I |) + z−(|I |)) instead of (ψ01, φ0+1, φ0−1). When we have shown that this
problem has a solution ( ˜˜ψ, ˜˜φ+, ˜˜φ−) in the interval [|I |,2|I |] with equal length |I | we insert
this solution into the system (6.1) in place of (ψ˜, φ˜+, φ˜−) and solve this problem with data
(U(|I |)ψ02,U−(|I |)φ0+2,U+(|I |)φ0−2) in [|I |,2|I |]. The solution of the original system
(1.1) corresponding to ( ˜˜ψ, ˜˜φ+, ˜˜φ−), denoted by ( ˜˜ψ, ˜˜φ), then obviously has the following
initial data
˜˜
ψ
(|I |)= ψ˜(|I |)+w(|I |),
˜˜
φ
(|I |)= 1
2
( ˜˜
φ+
(|I |)+ ˜˜φ−(|I |))
= 1
2
(
φ˜+
(|I |)+ z+(|I |)+ φ˜−(|I |)+ z−(|I |))
= φ˜(|I |)+ 1
2
(
z+
(|I |)+ z−(|I |))=: φ˜(|I |)+ z(|I |),
˜˜
φt
(|I |)= − i
2
A
( ˜˜
φ+
(|I |)− ˜˜φ−(|I |))
= − i
2
A
(
φ˜+
(|I |)+ z+(|I |)− φ˜−(|I |)− z−(|I |))
= φ˜t
(|I |)− i
2
A
(
z+
(|I |)− z−(|I |))=: φ˜t(|I |)+ zt(|I |).
Adding up the solutions, we get a solution of the original problem in [|I |,2|I |] as before.
This defines an iteration process. At each step, the replacement of (ψ02, φ0+2, φ0−2) by
(U(|I |)ψ02,U−(|I |)φ0+2,U+(|I |)φ0−2) is harmless, because the Hs -norms remain un-
changed. The bounds on the data are controlled by the energy and the L2 conservation law.
Thus we have to estimate these quantities independently of the iteration step. This is easy
for the L2 conserved quantity, the increment when replacing ψ01 by ψ˜(|I |) + w(|I |) is
given by
∣∣∥∥ψ˜(|I |)+w(|I |)∥∥
L2x
− ‖ψ01‖L2x
∣∣= ∣∣∥∥ψ˜(|I |)+w(|I |)∥∥
L2x
− ∥∥ψ˜(|I |)∥∥
L2x
∣∣

∥∥w(|I |)∥∥
L2x
 c2N−
1
4 − 34 (s∧m),
by Proposition 6.3, where c2 = c2(c¯,M).
The number of iteration steps in order to reach the given time T is T|I | = TN5(1−s∧m)+.
This means that in order to get uniform control over the L2 norm of ψ˜, ˜˜ψ, . . . , we have
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1
4 − 34 (s∧m) <M , where c2 = c2(2c¯,2M) (remark that ini-
tially the L2 norm of ψ˜ was bounded by M). This is fulfilled for N sufficiently large if
5(1 − s ∧m)− 1
4
− 3
4
(s ∧m) < 0 ⇔ s ∧m> 19
23
,
here is the point where the decisive bound on s ∧m appears.
Concerning the increment of the energy. Because we define z = 12 (z+ + z−), zt =
− i2A
1
2 (z+ − z−) in the above and estimate:∣∣E(ψ˜(|I |)+w(|I |), φ˜(|I |)+ z(|I |), φ˜t(|I |)+ zt(|I |))−E(ψ01, φ01, φ11)∣∣
= ∣∣E(ψ˜(|I |)+w(|I |), φ˜(|I |)+ z(|I |), φ˜t(|I |)+ zt(|I |))
−E(ψ˜(|I |), φ˜(|I |), φ˜t(|I |))∣∣
 2
(∥∥∇ψ˜(|I |)∥∥+ ∥∥∇w(|I |)∥∥)∥∥∇w(|I |)∥∥
+ (∥∥Aφ˜(|I |)∥∥+ ∥∥Az(|I |)∥∥)∥∥Az(|I |)∥∥+ (∥∥φ˜t(|I |)∥∥+ ∥∥zt(|I |)∥∥)∥∥zt(|I |)∥∥
+
∫
R2
∣∣z(|I |)∣∣∣∣ψ˜(|I |)+w(|I |)∣∣2 dx
+
∫
R2
∣∣φ˜(|I |)∣∣∣∣∣∣ψ˜(|I |)+w(|I |)∣∣2 − ∣∣ψ˜(|I |)∣∣2∣∣dx
+ 1
2
∣∣∣∣ ∫
R2
|ψ˜ +w∣∣4 − |ψ˜ |4 dx| + 1
4
|
∫
R2
|φ˜ + z|4 − |φ˜|4 dx
∣∣∣∣.
The first term is bounded by Proposition 6.3 and (4.5) by
c
(
N1−s∧m +N−1+ 12 (s∧m))N−1+ 12 (s∧m)  cN1−s∧mN−1+ 12 (s∧m) = cN− 12 (s∧m).
The second and third terms are bounded by
c
(
N1−s∧m +N−3+2(s∧m))N−3+2(s∧m)  cN−2+s∧m.
By Propositions 6.3 and 6.4 the forth term is estimated as follows:∫
R2
∣∣z(|I |)∣∣∣∣ψ˜(|I |)+w(|I |)∣∣2 dx  c∥∥z(|I |)∥∥
L2
(∥∥ψ˜(|I |)∥∥2
L4 +
∥∥w(|I |)∥∥2
L4
)
 c
∥∥z(|I |)∥∥
L2
(∥∥ψ˜(|I |)∥∥2
H 1 +
∥∥w(|I |)∥∥2
H 1
)
 cN−s∧m
(
N2(1−s∧m) +N−2+s∧m)
 cN2−3(s∧m).
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R2
∣∣φ˜(|I |)∣∣∣∣∣∣ψ˜(|I |)+w(|I |)∣∣2 − ∣∣ψ˜(|I |)∣∣2∣∣dx
 c
∥∥φ˜(|I |)∥∥
L4
∥∥w(|I |)∥∥
L2
(∥∥ψ˜(|I |)∥∥
L4 +
∥∥w(|I |)∥∥
L4
)
 c
∥∥Aφ˜(|I |)∥∥
L2
∥∥w(|I |)∥∥
L2
(∥∥ψ˜(|I |)∥∥ 12
L2
∥∥∇ψ˜(|I |)∥∥ 12
L2
+ ∥∥w(|I |)∥∥ 12
L2
∥∥∇w(|I |)∥∥ 12
L2
)
 cN1−s∧mN− 14 − 34 (s∧m)
(
N
1
2 (1−s∧m) +N 12 (− 14 − 34 (s∧m))N 12 (−1+ 12 (s∧m)))
 cN1−s∧mN− 14 − 34 (s∧m)N 12 (1−s∧m)  cN 54 − 94 (s∧m).
The sixth term is estimated by Lemma 5.1, Proposition 6.3 as follows:
1
2
∣∣∣∣ ∫
R2
|ψ˜ +w|4 − |ψ˜ |4 dx
∣∣∣∣
 6
(‖ψ˜‖3
L4x(R
2)
+ ‖w‖3
L4x(R
2)
)‖w‖L4x(R2)
 6
(‖ψ˜‖ 32
L2x(R
2)
‖∇ψ˜‖
3
2
L2x(R
2)
+ ‖w‖3
H 1x (R
2)
)‖w‖ 12
L2x(R
2)
‖w‖
1
2
H 1x (R
2)
 c
(
N
3
2 (1−s∧m) +N3(−1+ 12 s∧m))N 12 (− 14 − 34 (s∧m))N 12 (−1+ 12 s∧m)
 cN 32 (1−s∧m)N 12 (− 54 − 14 (s∧m)) = cN 78 − 138 (s∧m).
The seventh term is estimated by Lemma 5.1, Proposition 6.4 as follows:
1
4
∣∣∣∣ ∫
R2
|φ˜ + z|4 − |φ˜|4 dx
∣∣∣∣
 3
(‖Aφ˜‖3
L2x(R
2)
+ ‖z‖
3
2
L2x(R
2)
‖∇z‖
3
2
L2x(R
2)
)‖z‖ 12
L2x(R
2)
‖∇z‖
1
2
L2x(R
2)
 c
(
N3(1−s∧m) +N− 32 s∧mN 32 (−3+2s∧m))N− 12 s∧mN 12 (−3+2s∧m)
 cN3(1−s∧m)N− 12 s∧mN 12 (−3+2s∧m) = cN 32 − 52 s∧m.
Now the forth term behaves better than the first one, because
N2−3(s∧m) < N−
1
2 (s∧m) ⇔ s ∧m> 4
5
.
The fifth term is harmless compared to the first term, because
N
5
4 − 94 (s∧m) N− 12 (s∧m) ⇔ s ∧m 5 .7
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N
7
8 − 138 (s∧m) N− 12 (s∧m) ⇔ s ∧m> 7
9
.
The seventh term is harmless compared to the first term, because
N
3
2 − 52 s∧m N− 12 (s∧m) ⇔ s ∧m> 3
4
.
Thus the decisive terms are the first, second and third terms.
Concerning the first term the condition that ensures uniform control of the energy of
(ψ˜, φ˜), (
˜˜
ψ,
˜˜
φ), . . . is the following
c3TN
5(1−s∧m)+N−
1
2 (s∧m) < c¯N4(1−s∧m),
where c3 = c3(2c¯,2M) (recall that the energy initially is bounded by c¯N4(1−s∧m)). This is
satisfied for N sufficiently large provided 5(1 − s ∧ m)+ − 12 (s ∧ m) < 4(1 − s ∧ m) ⇔
s ∧m> 23 .
Concerning the second and third term the following condition has to be satisfied:
c3TN
5(1−s∧m)+N−2+s∧m < c¯N4(1−s∧m),
this requires 5(1 − s ∧m)+ −2 + s ∧m< 4(1 − s ∧m), which is fulfilled.
The uniform control of the energy implies by (4.1) uniform control of the L2 norm of
(∇ψ˜,Aφ˜, φ˜t ), (∇ ˜˜ψ,A ˜˜φ, ˜˜φt ), . . . .
We have proven:
Theorem 7.1. Let 1923 < s,m 1. Then system (1.1) with data
(ψ0, φ0, φ1) ∈ Hs
(
R
2)×Hm(R2)×Hm−1(R2)
has a unique global solution. More precisely, for any T there exists a unique solution
(ψ,φ,φt ) ∈ Xs, 12 +[0, T ] × X˜m, 12 +[0, T ] × X˜m−1, 12 +[0, T ].
This solution satisfies
(ψ,φ,φt ) ∈ C0
([0, T ],H s(R2)×Hm(R2)×Hm−1,2(R2)).
Here X˜m,
1
2 +[0, T ] := Xm,
1
2 ++ [0, T ] +Xm,
1
2 +− [0, T ].
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