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Atmtract--Direct methods are presented for a class of second order Volterra integro-differential 
equations which explicitly contain a Fast order derivative. One-step methods of the Runge-Kutta 
type are defined to provide the required starting values. The methods are illustrated by identifying 
a fourth order method and using it to solve numerical examples. 
1. INTRODUCTION 
Collatz [1], among others, describes numerical techniques for solving n th order differential equa- 
tions of the form 
y(n) = f (z ,y ,  yO), . . .  ,y(n-1)), 0 < z < a (1.1) 
with a set of initial conditions given by y~v) = y(V)(x0), v = 0(1) n - 1. An extension of this 
problem is given by 
y(n) = f (z ,  y, y(D , . . . ,  y(,-1), z) (1.2) 
with initial conditions as above and where 
I" z(z) = g(x , t ,y ,y  rn <_. 
Such a problem is called an n th order Volterra integro-differential equation (VIDE). We note, in 
particular, the presence of the derivative, both in the function f and in the kernel K.  
Forms of equation (1.1) have been explored in a number of text books [2,3] and many papers. 
In addition, for n = 1, many articles have dealt with stability problems and, recently, special 
stability problems for n = 2 have been investigated by Chawla [4], Garey and Gladwin [5], and 
Ananthakrishnaiah [6]. 
For the VIDE of equation (1.2), with n = 1, there are a number of articles which consider 
methods of solution. See, for example, the reference list in Brunner [7]. Note, in particular, the 
paper by Brunner and Lambert [8] which considers the question of absolute stability. With n = 2 
in equation (1.2), methods of solution have been considered by Brunner [9,10], Garey and Shaw 
[11], Linz [12] and Elliott and McKee [13]. For n > 2, Brunner [10] examines methods based on 
collocation and Denisenko and Yanovich [14] provide one-step methods for a system which can 
be used to solve this problem. 
As a generalization of the work in [11,15,16], a three-part method is considered in this paper 
for equations of the form: 
y(2) = f(x, y, yO), z), Yo -- b0, y~l) = bl 
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where 
£ z(z)  = K(z ,~,y ,y (1 ) )d t ,  0 < z < a 
This method, presented in Section 2, is a multistep and multiderivative method which requires 
starting values. Collatz [1] developed Runge-Kutta procedures for ordinary differential equations 
of the form (1.1). An  extension to Volterra integro-differential equations (without a derivative 
in the kernel) consisting of a pair of increment functions can be found in Garey and Shaw [11]. 
Lubich [17] also looked at mixed and extended Runge-Kutta algorithms which are included in 
the more general increment functions in [11]. In Section 3, increment functions will be considered 
for finding suitable starting values, required by the methods of Section 2, for the special class of 
problems containing a derivative in the kernel. Section 4 provides some numerical results. 
2. MULTISTEP METHODS 
Let zn = nh, n = 0(1)N, h > 0, Nh = a be a partition of [0,a]. Let Yn denote an approximation 
to y(zn) .  Direct methods for the numerical solution of equation (1.3) can be expressed in the 
form: 
k k 
Yn+j , Yn+j , Zn+j ) 
j=0 j=0 
m k 
+ y~ hi+2 y~ (0 , (1) . _(1) z(O ~n+j, ~n+j ," , Un+j, "" 
i=1 j=O 
(2.1) 
where 
k k 
/~i)zJ real polynomials of degree at most k, i = 0(1)m (1) p(~)= ~ ~,o - , (~)= Z: are 
j=O j=O 
(2) ~1) and z (i) are approximations to yO>(z,) and z(O(zn), i = 0(1)m with z(°)(zn) = z(zn) ,  
and 
(3) f j  is an approximation to y(J+2)(z,~), j -- 0(1)m, f0 = f. 
The higher order derivatives can be calculated by the symbolic operator 
z(X)O/Oz'l (j+l) y( j+3) ._ f j+ l  "-- (O /OZ + ~(1)O/Oy "~- , f f j  
where the exact arguments of fj have been omitted for ease of notation. 
To complete the method, m + 1 quadrature rules Qj : j = O(t)m are needed to compute the 
integrals in z(J)(Zn), respectively. Each Qj has the form: 
n 
zp) ~ h ~ w.,g(J)(,..,,.y,.y}').w.,~ R..i = o(1),, 
i=0 
where K (j) denotes the j th  partial derivative of K with respect o z. 
Finally as a rule, (p,a) for approximating y(1), takes the form: 
k k 
~...+~(1) = h ~ ~.+~ .f(..+~, ,,.+j,- "y.+i,(1) ;.+~,, 
j-O j=o 
In what follows, we consider only the special case m = 0. With the notation a0 = a 
and Q0 = Q,  the resulting method can he described as a three-part method and denoted by 
((p, ~), ~ (p, a), Q). This is a k-step method which requires k starting values. We shall consider 
how to obtain such starting values in Section 3. 
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For the method ((p, ¢), (~, ~r),Q), a linear operator can be associated with the method which 
is given by 
L[y(z); h] = a ly(z  + ih) - h213if(z + ih, y(z + ih), y(1)(z + ih), z(z + ih) (2.2) 
i=0 " x 
and from which we determine the order of the method in the usual way. 
In connection with the choice of a particular ule, say, Q, let 
I" u(~) = u(t) e,  
and approximate it by a rule 
m 
um= h ~ ~ v~, (2.3) 
j=0 
such that, when m is replaced by m % q and the difference expressed in terms of the function 
values {Yi}, we get 
q+l 
um+q+1 - u~+q = h ~ ~:~+j. (2.4) 
j=0 
The weights flj belong to the right hand side of the q + 1 step Adanm-Moulton method of order 
q + 2. Introducing the two polynomials (~, ~) associated with the method in (2.4), we can apply 
this to approximate the integral term. With this change, the method defined by (2.1) can be 
denoted by M((p,  o'), ~ ~ ~ ~ ~ ~ (p, ), (p, )). Ifpt is the order of the method (p, ~), P2 is the order of(p, ) 
and Pa is the order of the method (~, ~), then we define the order of the three-part method to be 
r -- min(pl, P2, Pa). In addition, for a method (p, ~) defined for second order ordinary differential 
equations, we have the following definitions: 
(I) if p(1) = p(1)(1) = 0 and p(~)(1) = 2u(1), then (p, or) is said to be consistent. 
(2) if no root of p(z) with modulus one has multiplicity greater than two, then (p, ~) is said 
to be zero-stable. 
Similarly, for (~, ~) used to solve a first order ordinary differential equation, if ~(1) -- 0 and 
~(t)(1) = ~(i), then the method is consistent. For this method, it follows from consistency that 
~ 
the weights {flj ) are bounded for all j < n and for any continuous function g(x). 
J f  ~flj 
g(t)dt - h ~ g(~j) = ~(h), 
j=0 
where w( h ) , 0 as h , 0, n , oo, nh = z. 
Let RI and R2 be two regions defined as: 
R1 = {(z,t,y,y(1)): 0 ¢~t <: Z <~ a, ly] < ly¢ )l < oo} 
and 
R2 = ( (x ,y ,  yO),z) : 0 < :c < a, ly I < oo, ]yO) ] < oo,[z I < oo} 
THEOREM I. Assume 
(i) the required starting values are bounded and converge to yo as h tends to O. 
(ii) f satisfies a Lipschitz condition with respect to y, y(1), IMld Z for all points in R2 and K 
satisfies a Lipschitz condition with respect to y and y(1) for all points in RI. 
(iii) the k-step method (p, ~) is zero-stable. 
(iv) the method M((p,,,), "~ *'~ "~ (p,#),(p, )) isof at least order one. Then M((p,¢),(~, ~), (~,~)) 
is convergent. 
PROOF. The proof is similar to that in Brunner and Lambert [8]. See, also, Linz [12] for another 
proof which is similar. 
30 L.E. GAREY, R.E. SHAW 
3. ONE-STEP METHODS 
The results in this section follow the presentation by the authors in [15] but extend them to 
account for the presence of the derivative in the kernel as well as outside the integral term (see 
equation (1.3)). The class of one-step methods to follow may be thought of as a two-part method: 
(i) a one-step method ~1 for second order initial value problems, and 
(ii) a one-step increment method ~ for approximating an integral term of the form 
f f  z = zn. K(z,t,y,y(1))dt, 
For the class of methods considered, the required approximations to the first derivative are 
obtained as part of the process of computing approximations to the second erivative. If the two 
derivatives were computed using separate procedures, then the method would be regarded as a 
three-part method. 
To introduce the class of functions ~x, we consider the Runge-Kutta based approach in Collatz 
[1]. Let the initial conditions be denoted by y~J) = yO)(zo),j = 0, 1. Let Im be a refinement of 
the partition {zk} which is defined by 
I ra(h) -  (zuj : zuj = mu + Ojh, O ~ 01 ~" .  <__ Om = 1,u = O,l , . . . ,k}. 
An algorithm for numerically obtaining (Yu, Y(ul)), U --  1 ,2,  3 , . . . ,  ~ -- 1 , is given by 
9 ( J ) - T t ,  j(Oi)+j!k~)/h j, j 0,1. (3.1) 
In particular, the function T~,j(Oi) is given by 
Tuj(Oi) -= Yu "~- Oi~Y(u 1), J = 0 
- ~/(u 1), j - 1 
The corresponding correction terms ku O) are given as a linear combination of terms kui, that is, 
i----1 
where each kui is, in turn, defined in terms of the function f evaluated at points in the partition 
In(h). Since z is an argument of f,  it too is evaluated at points in In(h). Thus, 
u-1  i -1  
j=0 j= l  
(3.2) 
The function ~b is a member of the class ~2 and is called an increment function. The notation was 
introduced by Henrici [2] in connection with starting methods for first order ordinary differential 
equations. It was also used previously by the authors [15,16] in connection with other Volterra 
integro-differential problems, which formed a subclass of those problems considered here. Note 
that the required approximations to the first order derivative in equation (3.2) are calculated as 
part of the method. 
The details of a fourth order method will be given in Section 4. For now, the last step on each 
subinterval Ix j, zj+l], j _< u -  1, is denoted by 
(3.3) 
where Qx is an increment function in the class @I which is defined in terms of the function f
evaluated at points in Ira(h) over the interval [zj,zj+1]. 
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The lemmas to follow are used in Theorem 2 to establish conditions ufficient for a starting 
method to be convergent. 
LEMMA 1. /f {~)~} is ~ sequence of numbers satisfyin K 
n--1 
I",,I -- A)"~, I,)~1 +9, ,  = , , r+  1,... ,u; 
i=O 
r -1  
~it~ A > 0, 9 > 0 and ~ I~,1 -- v, then 
i=0 
Ir.I _< (B + AV)(I + A)n-",n = r, r+ 1 .. . .  ,u. 
PROOF. See [12] for a detailed proof. 
LEMMA 2. Assume 
(i) ~b(x, t, V, VO); h) is continuous jointly as a function of its arguments for all ( z, t, V, V 0 ) ) ¢ R1 
and h <_ ho, 
(ii) I~b(z,t,v, yO);h) - ~b(z,t, f , v 'o ) ;h ) l  __ Mx max { Iv -  v'I, Iv (x) - v ' ° ) l}  for ~ points in 
R1 and h _~ h0, and 
(iii) @(z, t, V, VO); O) = K(z, t, V, V (1)) for/l~ points in R1 
u--1 
Then I~. - ~(x.)l  _ h I :  MI~# + 91h, 
j=O 
for aU Zu ~Im(h), 91 > 0 and where ~j = max {leJl, le~)l} 
. i th  ~ = z,~ - ~,(~) an(~ ~J~) = v~ ~) - v (~) ( ,~)  
PROOF. Using the mean theorem for integrals, we have 
( )] • ~ - ~(~)  = ~ ~ , (x . ,~,v~,v}~) ;~)  - K ~,~ + ~,v(~ + ~h) ,¢~) (~ + ~)  , 
j=0 
I/~#1< 1. (3.4) 
The expression in brackets can be written 
+ ~(z,, zj, V(zj), yO)(zj); h) - ~(z,, zj, y(zj), VO)(z/); 0) (=T1) 
+ K(~., ~#,v(x#), v(1)(~))- K(~, ~# + ##h,y(~j + ~#h), v(~)(x# + #jh)) (=T2) 
where (iii) has been used. By assumption (i), there exists a constant B1 such that in the compact 
region $1 "- {(X, •, V, V (1)) : 0 • t <~ Z <: a, y = V(Z), V O) = V0)(x)} and h _~ h0 we have 
2 Max {IYzl, IT21} ___ 9~h (3.5) 
(z, t, V, V 0)) e sl 
It - t~l  < h _< ho 
The lemma follows by taking absolute values for equation (3.4) after employing (3.5) and part 
(ii) of the lemma. 
LEMMA 3. Assume 
(i) Ql(Z, y, y(1), z; h) is continuous jointly as a function of its arguments (z, y, y(1), z) ~ R~ 
and h _~ h0 
(ii) [Ql(z,y, yO),z;h) - Ql(z,y*,y*O),z;h)[ <_ Kl max(ly - y*l, lyO) - y*O)l) and 
IQ~(z, v, y(1), z; h) - 0~(z,  y, v(l), z*; h)l < K21z - z'l 
for all points in R~ and h <_ ho, and Kx,K~ nonnegsti~ constants, and 
(iii) Ql(z,y,y(1),z;O) = f (z,y,y(D,z) for all points in R2. 
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Then 
Iql(zu, yu, g l ) ,  z.; h) - A(~u, y(zu), y(~)(zu), z(zu), ; h)l < K~ I~u I+ K2 Izu - z(zu)l + B2h, B~ > 0 
for a//zuelra(h). (Note that the notation A(z,y,y (1), z; h) is adopted from Henrici [2] and is used 
to represent he exact value.) 
PROOF. Using the mean value theorem for integrals, we have 
Q~(~, y., u(. 1), ~.; h) - A(~., ~(x.), y(~)(~.), ~(~.); h) 
= Ql (z . ,  yu, y(1), z~,; h) - QI(zu, y(zu), y(1)(Xu), Zu ;h) 
+ Ql(~., y(~.), y(1)(~..), ~.; h) - Qz(~., y(~), y(1)(x.), ~(~.); h) 
"{" Ql(xu, y(zu), y(1)(zu), z(zu); h) -- Ql(zu, y(zu), y(1)(zu), z(zu); O) 
"4- f(xu, y(zu), y(1)(xu), Z(Zu)) -- f(xu -k otuh, y(zu "}" ctuh), y(1)(zu "4- t~uh), 
z(~. +-.h)) , l~. l  < i. 
As in Lemma 2, Assumption (i), provides for the existence of a nonnegative constant B2 on a 
compact region $2 given by $2 = {(z, y, y(Z), z) : 0 < z < a, y = y(z), y0) = yO)(z), z = z(z)} 
and h < h0. The remainder of the proof is analogous to that for Lemma 2. 
THEOREM 2. In addition to the hypotheses of Lemma 2 and Lemma 3, assume that 
max{l¢ol,l~g~)l} _ R(h) - - .  0 as h , o. Then a method of the form (3.3) for numerically 
solving equation (1.3) for points in Ira(h) is convergent. 
PROOF. Subtract from equation (3.3) the same equation except that exact values replace the 
approximate values. This gives 
y(Xj+I)  -- Yj+I "-- y (x j )  -- y j  "]- h2(Q l (x j ,y (x j ) ,~(Z) (z j ) ,  g (z j ) ;h )  - Q l (X j ,  yj ,  z/J 1), z j ;h ) )  
Taking absolute values and using the results from Lemmas 2 and 3, yields 
u--1 
~j+l _< ~ + h~(K~ + K~(h ~ M~, + B~h)) 
i----0 
and the result follows from Lemma 1. 
The corollary follows easily from Theorem 2. 
COROLLARY. Let p be a nonnegative integer and M and 2PI be nonnegative constants. Assume 
Ih2Ql(z,y,y(1),z;h) - f(z,y,y(1),z)dz[ <_ Mhp+2,Vz = znelra(h) and R(h) <_ ~/lh p. 
J~  
Then method (3.3) has order p. 
Note that the starting procedure would provide compatible starting values for a multistep 
method of order r if p > r. 
4. NUMERICAL EXAMPLES 
In this section, details for a fourth order starting procedure and a fourth order multistep 
method are presented. A nonlinear numerical example will be solved to illustrate. Consider 
2 2 
ai y .+ i  = h 2 ~ f~ i / .+ i  
i=0 i--0 
where 
p(z)  -- (z - 1) 2, e (z )  - (z  2 + 10z + 1)/12 
For the polynomials (~, ~), let ~(z)  = z 2 - 1 and ~(z )  = (5z 2 + 8z - 1)/12. For the derivative in
the kernel an approximation is provided by ~(z) = z 2 - 1 and ~(z) = (z ~ + 4z + 1)/3. 
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For this multistep method, the approximations (yi,y~ 1)) i - 1,2, 3,4 must be provided by a 
starting procedure. Let 
h~ . 
vnj---.t y (j), j - -O, 1 
J :  
and 
f (xn,  Yn, ~)nl/h, Znl) "-- F(xnl,  vno, Vnl, Znl) 
In setting up Ira(h), let 01 = 0, 02 = 03 = .5, 04 = 1. Then the specific forras of the knl are given 
by 
h 2 
~nl =-~F(z . I ,  vno, Vnl, Znl ) 
h 2 
kn2 =~ F(z.2, Vnl/2 + k.l/4, vnl + knl, z.2) 
h 2 
kns =TF(z .3 ,  Vnl/2 -}" kn2/4, Vnl "1- kn2, Zn3) 
and 
h 2 
kn4 " - '~ F(xn4, ?)nl Jl- ]~n3, Vnl + 2kn3, zn4) 
With these definitions, we have 
Yn-t-1 "-- Yn -I" hy(n 1) Jc (knl Jl" ]cn2 "~ k.3)/3 
(1) y(1) q_ (bnl "}" 2kn2 + 2kn3 "q- kn4)/(3h) n+l  = 
To complete this method, the set of coefficients {cij} for equation (3.2) is given by 
o00o il o 1/2 0 o 
0 0 1/2 0 
0 0 0 1 
0 1/6 1/3 1/3 1/6J 
~i2, Y~2 and @(z.l,zj,yi,y}D;h) = K(znl, Zjl, Yjl, Y;1(1)) + 2K(xni, yj~, (1)) 
+ 2g(zn,, zi3, '.,'3, °(D~sj3 , + g(xn,, zj4, Yj4, y~)) ) /6  
Example, 
• /; ~/(2)(X) = y(X)(4X 2 "~ 2) X(1 -- exp ) -- z $ (y(1)(t) Jl- y($)(1 -- 2~) 1/2 d$ 
Y0 = 1, y(1) ---- 0, 0 < X < 2 
(solution : y(x) = exp(z2)) 
The nonlinear example was solved by the combination of the starting procedure and the multi 
step method. Table 1 summarizes the results. 
Table 1. 
(table of errors (en = Yn - y(xn))) 
x en 
.05 0.5 4.238 x I0 - r  
1.0 5.540 x 10 -6 
2.0 1.087 x I0 -s 
.10 0.5 5.003 x 10 -6 
1.0 8,256 x 10 -5 
2.0 1.712 x 10 -2 
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Remarks: Although the work presented has been directed towards the numerical solution of 
second order Volterra integro-differential equations, the extension to n th order equations of the 
form (1.2) is straightforward. For the starting procedure, the problem is to obtain suitable values 
y(Y), j = 0,1,.. .  ,n - 1. To this end, let 
Oihtl(J+ l) .~_ 
Tuy(Oi) = yO) + l! ,,u "'" + 
(Oih)"- J  - t  
(n - j - 1)! 
y~-l, j = 0(1) n - I. 
As in Section 3, correction terms must be calculated, k (y), which in turn are expressed as linear 
combinations of kui. The details are considered in Collatz [1]. Note that the starting procedure 
can be used to solve the problem entirely. 
For the integral term, the approximation is chosen to provide results, which are compatible with 
the order of the approximation chosen to solve the differential equation. Thus, the derivatives in 
the kernel are approximated using the truncated Taylor series defined above. 
For the multistep methods, the derivatives are approximated using a method for solving a 
first order differential equation. Again these rules are chosen to provide compatibility with the 
multistep method itself (p, a) and the quadrature rule chosen to approximate the integral term. 
One could also define mixed methods for the problems considered here in line with those pre- 
sented in [16]. As in [16], this provides numerical approximations by an algorithm with improved 
computational efficiency over using a starting procedure on the entire interval of integration. 
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