In a previous paper [5] , two of the authors developed a method for ascribing a value to an extra unit of capacity on a telecommunications link. Specifically, they expressed the value of an extra unit of capacity as a function of current capacity, current occupancy and a planning horizon. The intention was to use this function as an ingredient in a bandwidth reallocation scheme for ensuring efficient operation of a telecommunications network.
Introduction
A topical issue in recent telecommunications literature revolves around the problem of how network resources should be reallocated from under-utilised to over-utilised links. One possible way to approach this problem is by calculating the expected amount of extra revenue that would be earned on a specified end-to-end link over some planning horizon if extra capacity were present on that link. A reallocation scheme can then be designed in which capacity is transferred from places in the network where its earning capacity is temporarily low to places where it is high. We would expect that such a scheme should maximise the overall rate at which the network earns revenue.
Previous approaches to allocating a value to capacity in a telecommunications context cover an extensive range. They include a simple model in which the value of capacity is an exponential function of the amount of free capacity [9] , a model that values customers in a dynamic loss system [11] , multimarket pricing scenarios that price resources on the basis of current and future usage [8] , and constrained producer-consumer linear programming models requiring simultaneous solution [12] .
In order for any capacity valuation model to be implementable in practice, it must satisfy the following criteria:
1. It must require only local information, that is knowledge of the current state of the entire network should not be required to compute buying and selling prices for any given route;
2. It should be scalable. This means that the model must allow for, and be easily adaptable to, changes in network size; and 3. It should involve calculations that can be efficiently implemented by network switches.
Some of the above pricing schemes satisfy the first two requirements. However, with the exception of the exponential pricing function given in [9] , it is not always clear that these schemes can be implemented and run in real time on network switches. In particular, the WALRAS model proposed by Wellman [12] possesses the disadvantage that the time for computation can potentially exceed the time it takes for the underlying market to change.
While the pricing function suggested by [9] does satisfy all three requirements, it is not derived from a realistic model for the value of capacity. Thus it is unlikely that a reallocation scheme based on this valuation would maximise the overall good of either the sub-network to which the link belongs, or the network as a whole.
An alternative method for valuing capacity was proposed by two of the authors in [5] . This model, derived from the basic tenets of renewal theory, is designed to reflect the difference between the amount of lost revenue that would ensue if a particular link were allocated an extra unit of capacity and if it were not. This difference can be thought of as the "value to the link" of the extra capacity.
In [4] , the authors incorporated this value function into a capacity reallocation scheme. The method allows for trades to occur between multiple-link routes and their constituent single-link routes, with the result that the model is decentralised and scalable in nature while at the same time able to maximise the revenue in each part of the network.
A potential drawback however, is that the calculation of the value function involves numerical computations that are beyond the capacity of today's switches. The numerical problems manifest themselves at two stages. First, it is necessary to calculate the Laplace transform of the capacity value function, which is expressed in terms of Charlier polynomials, in a stable and efficient manner. Second, it is necessary to invert the Laplace transform numerically.
In this paper, we shall address both of the above-mentioned difficulties. By concentrating on computing ratios of the Charlier polynomials, rather than the polynomials themselves, we shall develop a stable recursive method for computing the Laplace transform of the capacity value function. This can be used in conjunction with an efficient method of transform inversion if one is available. For situations when no such method is available, we propose a linear approximation to the capacity value function itself, together with a bound on its accuracy. Furthermore, we present efficient recursions for calculating the coefficients in the linear approximation. The value of capacity as given by the linear approximation can be thought of as consisting of an initial "set-up" cost and then a fixed per-unit cost. As such, it may prove to be useful in formulating optimisation problems involving the allocation of capacity.
In Section 2 we shall give a brief description of the value function of [5] and establish a preliminary result. In Section 3 we shall introduce our recursion for the Laplace transform of the capacity value function. Section 4 contains our approximation of the capacity value function itself together with a discussion of the approximation error and how the various coefficients might be efficiently calculated, while Section 5 presents a numerical comparison of the approximate model compared with the original pricing model. Finally, some conclusions are presented in Section 6.
The Valuation Model
The model of [5] is calculated on the assumption that an end-to-end link in a telecommunications network is well-modelled by an M/M/C/C loss system. This is a continuous-time birth-and-death process with state space {0, 1, . . . , C} [10] . For 0 ≤ n ≤ C, the state n denotes the number of connections present at any one time. We assume that that the arrival rate λ and mean holding time µ −1 of connections are known. In practice this may not be true in any a priori sense. However, methods for on-line evaluation of these parameters are currently a subject of great interest in the literature (see, for example, [3] ) and it is reasonable to expect that estimates will be available. We denote the expected amount of revenue earned per connection by θ.
In [5] , two of the authors derived the function R n,C (T ) that gives the expected revenue lost in the interval [0, T ] due to arriving connections being rejected, when the capacity is C and the occupancy at time 0 is n. This model can be converted to a set of value functions for capacity via the relations
respectively. The function B n (T ) gives the amount that the link should "pay" for an extra unit of capacity. The logic behind (1) is that the value of an extra unit of capacity is given by the expected difference between the revenue that would be lost over the planning horizon [0, T ] if the extra capacity were present at time 0 and if it were not. Similarly, the function S n (T ) gives the expected amount of extra revenue that would be lost over the planning horizon [0, T ] if the link were to give up a unit of capacity at time 0. The formula (2) was not explicitly given in [5] for the case n = C. In this case, if the link were to give up a unit of capacity, it would also have to eject one of its current customers. The issue then arises as to whether an extra "penalty" value should be added to reflect the negative consequences of such a decision. The right hand side of (2) reflects the situation in which no such penalty is added. The opposite extreme would be to incorporate an "infinite" penalty, which would have the effect of precluding any capacity reallocation away from a full link.
In the capacity reallocation scheme of [4] , the links are envisaged as acting in a cooperative manner. Roughly speaking, if S n (T ) for one link is less than or equal to B n (T ) for another link with whom it shares physical capacity, then a unit of capacity will be reallocated from the first link to the second. Via this mechanism, capacity is moved to that part of the network in which it can have the greatest effect in reducing loss of revenue.
In order to evaluate R n,C (T ), it is necessary to compute the numerical inversion of the Laplace Transform
where
and
is a Charlier polynomial as defined in [6] . For some purposes below it will be convenient to write P n (s/λ) in the form
which is easily derived by substituting (5) into (4). In [5] it was recommended that the Euler method (see Abate and Whitt [1] ) be used for the numerical inversion of R n,C (s) to yield R n,C (T ). This involves numerical integration of the function R n,C (s) along a contour which lies in the right complex halfplane. Thus, to implement the method, we need to be able to evaluate the right hand side of (3) for complex numbers s with (s) > 0. An example of the loss curves described by R n,C (T ) is given in Figure  (1 ). This example is adapted from one presented in [5] . Here the expected loss revenue curves are given for the case where C = 6, n ∈ {4, 5, 6}, λ = 3 and µ −1 = 0.5. In practice, it is difficult to evaluate both the expression on the right hand side of equation (3) and its inverse Laplace Transform. The calculation of the Charlier polynomials and R n,C (s), if not done carefully, may be subject to arithmetic overflow, while the Euler method, although straightforward from an implementation viewpoint, is numerically complex. It is therefore of interest to develop stable and efficient methods for the calculation of R n,C (s) and R n,C (T ). In the following sections, we develop a recursion for R n,C (s) and a linear approximation for R n,C (T ). Furthermore, we give a stable recursion for computing the coefficients and bounds on the accuracy of the approximation. To conclude this section, we prove the following lemma, which will prove useful in the rest of the paper.
so that the denominator of the right-hand side of (3) is sG C (s). Then (i) G C (s) has a zero at s = 0, which implies that G C (s) = sF C (s) where (ii) the zeros −σ C < −σ C−1 . . . < −σ 1 of F C (s) are all real and negative, and (iii) the maximal zero −σ 1 of F C (s) is less than −µ.
Proof: Clearly G C (s) is a polynomial of degree C + 1. To get (i), observe that (8) is zero at s = 0. This gives (i). Now let us think about (ii). It is known [6] that the zeros of C (λ/µ) n (x) are all real and positive. Moreover they interleave, that is, with x n,i the ith
0 < x n,1 < x n−1,1 < . . . x n,i < x n−1,i < x n,i+1 < . . . < x n−1,n−1 < x n,n < ∞.
(9) By (4), we can see that the zeros of P n (s/λ) occur at the points s n,i = −x n,i µ, which are all real and negative. From (9) it thus follows that −∞ < s n,n < s n−1,n−1 < . . . < s n,i+1 < s n−1,i < s n,i < . . . < s n−1,1 < s n,1 < 0.
For notational convenience, define s n,0 = 0 and s n,n+1 = −∞. From (6), it is easy to see that the lead coefficient of P n (s/λ) is positive and so P n (s/λ) is negative in intervals of the form (s n,2k , s n,2k−1 ) for k = 1, n/2 and positive in intervals of the form (s n,2k+1 , s n,2k ) for k = 0, n/2 . It is clear from the representation (6) that −Cµ is not a zero of P C−1 (s/λ), so the point −Cµ must lie in one of the intervals (s C−1,i+1 , s C−1,i ) for i = 0, . . . , C − 1. Define j ∈ {0, . . . , C − 1} to be such that the interval that contains −Cµ is (s C−1,j+1 , s C−1,j ). It follows from the interleaving property (10) that, for i = j, (s + Cµ)P C (s/λ) changes sign exactly once in each of the intervals (s C−1,i+1 , s C−1,i ). Since F C (s) = (s + Cµ)P C (s/λ) at the zeros of P C−1 (s/λ), it too must change sign at least once in each of the intervals (s C−1,i+1 , s C−1,i ) for i = j. Thus there is at least one zero of F C (s) in each of the intervals (s C−1,i+1 , s C−1,i ) for i = j.
Now consider the behaviour of F c (s) in the interval (s C−1,j+1 , s C−1,j ). The function (s + Cµ)P C (s/λ) changes sign twice in this interval. Assume that j is odd and not equal to C −1. Then, by the interleaving property (10) and by the fact that s C−1,j+1 < −Cµ < s C−1,j , it follows that F C (s C−1,j ) = (s C−1,j + Cµ)P C (s C−1,j /λ) and F C (s C−1,j+1 ) = (s C−1,j+1 + Cµ)P C (s C−1,j+1 /λ) must both be negative. Moreover, P C−1 (s/λ) is negative for s ∈ (s C−1,j+1 , s C−1,j ), which gives us that F C (s C,j+1 ) and F C (−Cµ) are both positive. There must therefore exist two zeros of F C (s) in the interval (s C−1,j+1 , s C−1,j ). A similar argument holds if j is even, equal to 0 or equal to C − 1.
We have thus shown that the degree-C polynomial F C (s) has C real and negative zeros, C − 2 of them in intervals of the form (s C−1,i+1 , s C−1,i ), for i = j and two of them in the interval (s C−1,j+1 , s C−1,j ). Part (ii) of the lemma is proved.
To prove part (iii), we substitute the form (6) of P n (s/λ) into (7). We have
and so F C (s) = G C (s)/s can be expressed as
which is easily seen to be positive for s > −µ. All the zeros of F c (s) are thus less than −µ and part (iii) is proved.
A Stable Method for Computing R n,C (s)
In equation (11) of [5] , it was shown that the polynomials P n (s/λ) satisfy the recurrence relation
With H n (s) ≡ P n−1 (s/λ)/P n (s/λ), it follows that
and so
With the initial condition
we can use (12) to calculate H n (s) for s with (s) > 0.
Moreover, Lemma 3.1 below shows that H n (s) remains bounded for s with (s) > 0 and so the recursion is stable. Having calculated H n (s) for n = 1, . . . , C, we can then calculate R C,C (s) via the equation
which is easily derived from equation (3), and R n,C (s) from the relation
Lemma 3.1 For s with (s) > 0 and n ≥ 1, the ratios H n (s) are such that |H n (s)| < 1.
Proof: From equation (13), it follows that |H 0 (s)| is clearly less than one for s with (s) > 0. Now assume that |H n (s)| is less than one for s with (s) > 0. Then, from (12),
, which is less than one for s with (s) > 0. The lemma is thus proved by mathematical induction.
An Approximation to R n,C (T )
As T → ∞, the occupancy of the M/M/C/C loss system will be distributed according to the system's stationary distribution. Hence, as pointed out in [5] we would expect that the loss curves described by R n,C (T ) will have asymptotic slope θλπ ρ,C , where the Erlang-B function
gives the stationary probability that the link is full when the traffic is ρ ≡ λ/µ and the capacity is C.
In this section, we shall verify that this is indeed the case and develop a straight line approximation to R n,C (T ) of the form R n,C (T ) = θλπ ρ,C T + a n,C
that can be used to compute approximate buying and selling prices following a similar process to that used in equations (1) and (2), that iŝ
As with equation (2), it may be appropriate to add a penalty function to the right hand side of equation (19) when n = C. A key step in the development of the approximation is given in the following theorem.
Theorem 4.1
The function R n,C (T ) defined in Section 2 satisfies the following:
where, for n ∈ {0, 1, . . . , C},
Proof: It is easily established by differentiating (6) that
We also recall the previously-used fact that P n (0) = 1. By parts (i) and (ii) of Lemma 2.1, the rational function s R n,C (s) has one pole at s = 0, with all the other poles real and negative. Hence, as long as the function
does not have a pole at s = 0, all of its poles are in the left half plane, in particular they are real and negative. It then follows by the Final Value Theorem, (see, for example, [7] [pages 110-111]), that the limit (20) exists and is equal to lim s→0 A n,C (s). Expansion of A n,C (s) gives
.
Both the numerator and denominator of this are equal to zero at s = 0. The derivative of the denominator is also equal to zero at s = 0 which implies that, for the limit as s → 0 to exist, the derivative of the numerator must be equal to zero at s = 0. Using (24), this derivative is equal to
Consider the factor 1 + Cµ [g 1 (C) − g 1 (C − 1)]. By (22), this is equal to
by equation (16). It follows that (27) is equal to zero as required. This argument shows further that, if the coefficient of T in (17) were anything other than θλπ ρ,C , then lim s→0 A n,C (s) would not exist. This verifies that the approximation (17) has the correct asymptotic slope. Now, using a further application of l'Hôpital's rule, together with (24) and (25), it is easily seen that lim s→0 A n,C (s) is equal to the right-hand-side of equation (21), which gives us the result. Theorem 4.1 tells us that we should take the constant a n,C in (17) equal to the right hand side of equation (21). Specifically, our linear approximation to R n,C (T ) is given bŷ
(29) For large problems, we need to be careful in computing the coefficients in this linear approximation. There is certainly the potential for numerical problems if we attempt to calculate them directly using (16), (24) and (25). Fortunately, it is possible to design stable and efficient recursive methods for their evaluation.
It is well-known (see, for example, [2] ) that π ρ,C is most efficiently calculated using the recursion
This gives us the linear term in the approximation (29) and also, along with (28), the denominator of the constant term. Moreover, we can use (28) to derive the fact that, for n ≥ 1,
which can be computed at the same time as we generate the terms in the recursion (30). This gives us both g 1 (n) and g 1 (C) in the constant term.
. We have been unable to find a recursion of the form (30) to evaluate ψ ρ,C . However, we can write
Let T k be the kth term of the inner sum on the right hand side of equation (32). It is easy to see that T k is increasing if k < C − λ/µ + 1 and decreasing if k > C − λ/µ + 1. Generally a link will be dimensioned so that λ/Cµ is close to 1. Thus, we can expect T k to be largest for low values of k. For large values of k, T k is likely to be negligable. Thus we recommend calculating the value of k for which T k becomes insignificant and truncating the inner sum at this point. Note that this will have the effect of also truncating the outer sum at the point where the first term in the inner sum is insignificant. The above observations demonstrate that we can compute both coefficients in the linear approximation (17) in a stable and efficient manner. The final question of interest concerns the accuracy of the approximation. We can use the information in Lemma 2.1 about the roots of G c (s), to approach this question. The result is contained in the following lemma.
Lemma 4.2
The difference between the functions R n,C (T ) andR n,C (T ), as defined in (29) satisfies
(ii)
Proof: Using Lemma 2.1 and the proof of Theorem 4.1, we see that the partial fraction expansion of
From this we can see that
and part (i) follows because −σ 1 is the largest root of G c (s). Part (iii) of Lemma 2.1 tells us that −σ 1 < −µ and so part (ii) of this lemma is an easy consequence of part (i).
Lemma 4.2 tells us that the linear approximationR n,C (T ) approaches the actual function R n,C (T ) at a rate which is better than exponential with coefficient −µ. This gives us a useful indication as to the quality of the approximation.
A Comparison of R n,C (T ) andR n,C (T )
As an illustration of the behaviour of our approximation functionR n,C (T ), we revisit the example presented in Section 2. Figure ( 2) depicts the original loss curves R n,C (T ) and alsoR n,C (T ) for C = 6, n ∈ [4, 6], λ = 3 and µ −1 = 0.5. Note that R 4,6 (T ) < R 5,6 (T ) < R 6,6 (T ) and that similarlyR 4,6 (T ) < R 5,6 (T ) <R 6,6 (T ).
From Figure ( 2) we immediately see that the curvesR n,c (T ) are very good approximations for R n,C (T ) for large T .
Next, we compareB n,C (T ) against B n,C (T ) for a larger network where C = 100, n = {50, 100}, λ = 85 and µ −1 = 1. Figure ( and approximated buying prices, where once more the original and approximated functions coincide once the system has reached equilibrium.
Of particular interest in this example is the linear function described byB 50,100 (T ). We see that in this instance the approximation results in a negative value for the intercept. Moreover, B 50,100 (T ) is very close to zero for T such thatB 50,100 (T ) is negative. In practice, this suggest that when B 50,100 (T ) is negative, we should treta the value of an extra unit of capacity as equal to zero. If we compare the negative values ofB 50,100 (T ) with the corresponding values produced by B 50,100 (T ), we see that this approximation is likely to be accurate.
Similar observations can be made in respect of Figure (4) where we compareŜ n,C (T ) against S n,C (T ) for the larger network. In this instance we would once again interpret all negative values as zero in practice.
Conclusions
Of considerable importance in telecommunications is the ability to transfer capacity between network flows according to some scheme that ascribes a value to capacity, in order to alleviate network congestion. The value function must meet three specific criteria, namely that it is decentralised, scalable and able to be implemented by a simple network switch.
In this paper, we have considered the valuation model presented in [5] which satisfied the first two criteria, and developed a suitable approximate equivalent. The calculations involved are sufficiently simple to be implemented by a network switch.
Further implementation issues, such as the online estimation of the traffic parameters required for these pricing models are still to be explored. This topic has already attracted considerable interest in the field and will be the subject of future research.
