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The boundary value problen J be considered is 
Y” + h(t, Y> Y’)Y = f(c Y> Y’) (1) 
Y(O) = 4 y(n) = b. (2) 
Here it will be assumed that h(t, x1 , x2) and f(t, x1 , ~a) are continuous for 
t E [0, V] and - co <xi, xa < CO, that f is bounded, and that for some 
integer n and some S > 0 
(n + q2 < Q, x1 ,x2) < (n + 1 - q2 (3) 
holds for t E [0, n] and - co < x1 , x2 < co. 
To prove the existence of a solution of (1) satisfying (2) under the stated 
conditions, it suffices to consider the special boundary conditions a = 6 = 0. 
Indeed, if w(t) = [a(, - t) + bt]/ n and if we set y = x + w in (I), then (1) 
may be written in the form 
where 
z” + H(t, z, 2’) z = qt, z, x’), (4 
H(t, z, z’) = qt, z + w(t), 2’ + w’(t)), 
Iqt, z, z’) =f(t, z + w(t), 2’ + w’(t)) - H(t, z, 2’) w(t). 
Clearly, if (3) holds, then (n + S)2 < H(t, x1, x2) < (n + 1 - S)a for 
(t, x1 , ~a) E [0, n] x (- CO, CO) x (- ok, co) and if f is bounded, then so 
is F. Moreover, if z is a solution of (4) satisfying z(O) = z(n) = 0, then 
y = x + w will be a solution of (1) satisfying (2). 
Before proving the existence of a solution of (1) and (2) under the given 
conditions, let us consider a special case which will indicate some connection 
with a known result in this direction. 
* The author wishes to acknowledge partial support by the National Science 
Foundation under Grant No. GP-7447. 
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Let i;(t, x) be continuous and have a continuous derivative with respect to 
x for 0 < t < rr and - co < x < co. Suppose further that for some integer n 
and some 6 > 0 
(n + q2 < g,(t, x> < (n + 1 - q2. (5) 
Iffis continuous on [0, z-1, then y is a solution of the boundary value problem 
YV + A4 Y) =fW, Y(O) =y(d = 0 (6) 
if and only if y is a solution of the Hammerstein-type integral equation 
where 
where 
y(t) = j; G(s, t) MS, y(s)) - f(414 (7) 
s(Tr - t) 
for O<s<t<?T 
37 
G(s, t) = 63) 
t(77 - s) 
for o<t<s<n. 
77 
(See for example [l, p. 231.) 
Since the eigenvalues of the linear integral equation 
Y(t) = h j” G(s, t)Y@) ds 
0 
are h = 1, 4, 9, 16,..., it follows from (5) and a general result due to 
C. L. YDolph [2] that (7) and hence (6) h as a unique solution. To see that the 
existence of such a solution is given by the theorem below, we observe that (6) 
may be written in the form 
Y” + w, Y> Y = f(t) 
where 
f(t) =f(t> - d4 01, 4, Y> = j'gdt, SY) ds. 
0 
Consequently, by (5) 
(n + S)2 < h(t, y) < (n + 1 - S)2. 
THEOREM. Let h(t, x1 , x2) and f(t, x1 , x2) be continuous for 0 < t < r 
and -- 00 < x1 , x2 < co. If f is bounded and (3) holds for some integer n and 
some 6 > 0, then. for arbitrary a and b there exists a solution of (1) defined on 
[0, T] satisfying (2). 
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To prove the theorem we will first prove some lemmas concerning the 
linear differential equation 
Yb + PM Y = f(t)* (9) 
In each lemma it will be assumed that p and f are continuous on [0, 7~1 
and that 
(n + q2 < p(t) < (n + 1 - q2, If(t) I d M 
for all t E [0, m] where the integer W, S > 0 and M are fixed. 
(10) 
LEMMA 1. Given R > 0 there exist numbers m,(R) and m,(R), independent 
ofp andfsatisfying (lo), such that ify is a solution (9) with 
~(0)~ + ~‘(0)~ < R2 
then 
y(t)” + y’(V < m,(W2 for t E P, 4, 
and if ~(0)~ + ~‘(0)~ > m2(R)2 then y(t)” + y’(t)” > R2 for t E [0, VT]. 
PROOF. Set L = 1 + (n + 1)2. Let y be a solution of (9) and set 
r2(t) = y(t)” + y’(t)2. By (9) and (10) 
v = 2(1 - p(t))y(t)y’(t) + 2f(t)y’(t) 
< 2(n + 1)” I y(t) I I y’(f) I + 2M I r’(t) I 
< (n + l)2 r(t)2 + M2 + y’(t)” < [l + (n + 1>7 r2(t) + M2 
and so, 
4r2Wl dt < Lr2(t) + M2. 
Similarly, 
4r2(t)1 dt > - Lr2(t) - M2. 
From these differential inequalities it follows easily that 
r2(t) < r2(0) &t + F [eLt - 11, 
r2(t) > r2(0) e-Lt - F [l - e-Lt], 
and these inequalities imply the lemma. 
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LEMMA 2. There exists a number A, independent of p and f satisfying (lo), 
such that if y is a solution of (9) with y(0) = y(r) = 0, then 1 y’(0) 1 < A. 
PROOF. Since 6 > 0 is fixed, we can choose 01 > 0 so small that 
(n + S)2 - $2 > (n + a)” 
‘V-- 
(n + 1 - S)2 + 01~ < (n t :aB,, . 
(11) 
(12) 
Let B be so large that 
By Lemma 1 we can choose A so large that if ~(0)~ + ~‘(0)~ > A2, then 
r(t)” + r’(tJ2 > B2 for O<t<7r. (14) 
We will show that if y(t) is a solution of (9) with ~(0)~ + y’(O)2 2 A2, then 
it is impossible that y(0) = y(r) = 0 and this will prove the lemma. 
Suppose then ~(0)~ + ~‘(0)~ > A2. Setting 
y(t) = r(t) sin e(t), y’(t) = r(t) cos e(t), 
we find that 
qt> = r’(t)” - r(t>r”(t> 
YW2 + r’(t)” 
= cos2 O(t) + p(t) sin2 e(t) -f(t) sin e(t) . 
44 
Therefore (lo), (13), and (14) imply that 
e’(t) > cos2 e(t) + (n + S)2 sin2 e(t) - 012 
= (1 - CC”) c0s2 e(t) + [(n + S)2 - d] sin2 e(t), 
and so by (ll), 
qt) 2 (1 - a2) ~0~2 e(t) + $&$f sins e(t). 
Similarly, by (lo), (12), (13), and (14) 
P(t) < cos2 e(t) + (n + 1 - S)a sin2 e(t) + ol” 
= (1 + a2) cos2 e(t) + [(n + 1 - 6)s + a21 sin2 e(t) 
G (1 + a”) cos2 e(t) + (n 1 :i2a)2 sin2 e(t). (16) 
(15) 
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Let K be the integer such that kz < f?(n) - e(O) < (K + 1) TT. Since 
s VT ds -__ 0 a2 cos2 s + b2 sin2 s = 5, a, b > 0, 
it follows from (15) that 
(k + 1) n = B(O)+(k+lh 





‘(O) (n + 4” (1 -~~~)cos~S+~sin~s 
77 
= t?‘(t) dt 
(n + 4” 
> n2 
O (1 - a”) C0S2 0(t) + l-(y.p sin2 e(t) 
so k > n + 01 - 1. Hence, k > 11 since k is an integer, and n TT < e(r) - e(0). 
If no = e(r) - e(O), then from the above 
na 
s 
B(n) ds -= 
n+a 
br 
‘(O) (1 - a”) cos2 s + w sin2 s 




‘(O) (1 + a”) cos2 s + (n 1: i2a)Z sin2 s 
r B(STl ds 
ho) (1 +a2)cos2s+ (n + 1 - Cx)” . 1 +~2 sm2 s 
s 
x 
= e’(t) dt < r, 
O (1 + B”) cos2 O(t) + 
(n + 1 - a)” 
1 + o1a sin2 e(t) 
so k < n + 1 - 01. Hence k < n, and by the above k = n, so 
nn < etn) -e(o) <(n + I)~. 
From this inequality it is impossible that y(0) = y(n) = 0, and hence the 
lemma is proven. 
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LEMMA 3. There exists a unique solution u of (9) satisfying u(0) = u(r) = 0 
and there exists a number D, independent of p and f satisfying (lo), such that 
u(t)2 + u’(t)” < D2 for O<t<7r. 
PROOF. We first show that if 
Yn + p(t)r = 0, Y(0) = Y(T) = 0, (18) 
then y(t) is identically zero. To this end, suppose on the contrary that y(t) 
is a function defined on [0, n] which does not vanish identically and for which 
(18) holds. Since n2 < (n + 8)s < p(t) an d sin nt is a solution of xx + n2x = 0 
vanishing at t = 0 and t = n, by the Sturm comparison theorem ([3, p. 1801) 
y(t) has at least n zeros on the open interval (0, r) and hence n + 2 zeros on 
the closed interval [0, ~1. Similarly, since p(t) < (n + 1 - S)z < (n + 1)2 
and sin(n + 1) t is a nontrivial solution of x” + (n + 1)2 x = 0, this implies 
sin(n + 1) t has at least n + 1 zeros on (0, .rr), which is absurd. 
Let v(t) be some solution of y” + p(t) y = f (t) and let w(t) and z(t) be 
nontrivial solutions of y” + p(t) y = 0 such that w(O) = .a(~) = 0. By the 
above argument w(r) # 0 and z(0) # 0, so for suitable constants c1 and c2, 
c,w(n) = - o(n) and c&O) = - v(0). Hence, if 
u(t) = 44 + Cl+) + czz(t), 
then u is a solution of (9) satisfying u(0) = u(n) = 0. If ui and u2 were distinct 
solutions of (9) with ~~(0) = ui(r) = 0, i = 1,2, the difference y E ur - us 
would be a nontrivial solution of the boundary value problem (18), which by 
the above is impossible. 
From Lemma 2 there exists a number A, independent of p andf satisfying 
(lo), such that ~(0)~ + ~‘(0)~ = ~‘(0)~ < A2. Hence, by Lemma 1 there 
exists D, independent of p and f satisfying (lo), such that u(t)2 + u’(t)2 < D2 
for t E [0, v]. This proves the lemma. 
The proof of the theorem now follows from Lemma 3 and a standard 
argument. By a previous remark it suEces to let a = b = 0 in (2). Let M 
be a number such that 
If(4%,X2)I GM (19) 
for 0 zg t < 7c, - co < xi , x2 < CD. Let E be the real linear space of real- 
valued continuously differentiable functions defined on [O, ~1 and, for u E E, 
let 11 u /I = max,,[,,,] [u(t)2 + u’(t)2]1/2. (E, /) 11) is a normed linear space and 
convergence with respect to the norm 11 I/. is e q uivalent to uniform convergence 
and uniform convergence of derivatives. 
Let S = {u E E / // u 11 < D} where D is defined as in Lemma 3. S is a 
closed, bounded, and convex subset of (E, (1 11). For each u E E let F(u) = u* 
where u* is the unique member of E such that 
(@“>” + h(t, u(t), U’(t)) u* =f(t, u(t), u’(t)), u*(o) = z&*(77) = 0. 
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That u* exists and is unique follows from (3), (19) and Lemma 3. Moreover, 
by Lemma 3, ~*(t)~ + ~*‘(t)~ < D2 for 0 < t < v and so F(S) C S. By the 
way F is defined, the theorem will be proven if it can be shown that for some 
v E E, F(v) = o. The existence of such a z, will follow from Schauder’s 
fixed-point theorem as given in [4, p. 1311 provided that F is continuous and 
F(S) is relatively compact with respect to the norm jj // . 
Let {tin} be a sequence in S. If G is defined as in (S), then 
u,*(t) = ,I G(s, t> [A( s, u,(s), u;(s)) 44 -fb ~,A 4(41 ds (20) 
and 
for 72 = 1,2,... . Since (1 u,* ]I < D for all n, it follows easily from (3), (19), 
(20), and (21) that the sequences {u:(t)} and {u,*‘(t)> are equicontinuous and 
uniformly bounded on [0, v]; so there exists a sequence of integers {Q} such 
that lim,lc,m u:~ = VJ E E and limnli+‘m u:: = w uniformly on [0, ~1. Hence, 
w = v’ and /I u:~ - v ]j + 0 as Q -+ co. This shows that F(S) is relatively 
compact with respect to j] I/ . 
If F were not continuous with respect to I] ]I , there would exist a sequence 
(u,J in S and I E S such that limn.+m I( U, - x (1 = 0 heid but 
lim- ]]u: - z* I] = 0 did not hold. By the relative compactness of F(S) 
there would exist a subsequence {u,*,} of {u,*} and v E E such that 
Iin-+, II $. - v (1 = 0 and v # x*. But (20) implies that 
$1 = j-” G(s, t) [&, z(s), z’(s)) ~(9 -f(t, .$s>, +))I ds 
0 
and hence, 
vfl + & qt>, z’(t)) v =f(t, z(t), qt>>, v(0) = V(T) = 0, 
contradicting v # a*. This proves the continuity of F and by a previous 
remark the proof of the theorem is complete. 
The interval LO, n] was chosen for convenience. If h(t, x1, xs) and 
f(t, x1, x2) are continuous for t, < t < t, and - co < x1, xs < 00, if f 
is bounded, and if for some integer n and numbers K1 , K, , 
(t.““,,2 < 4 < &, Xl , x2) < k, < 
(n + 1)” Trs 
(t2 - Q2 ’ 
then for arbitrary a and b there exists a solution of the boundary value problem 
Y” + &Y,Y’)Y =f(tsY,Y’) 
YW = a7 Ye,) = 6. 
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We conclude with an example which shows that the condition (3) cannot 
be replaced by the weaker condition 
n2 < h(t, x1 , x2) < (n + 1)2. (22) 
Let g(f) be a solution of 
Y” + [l + + I y = 0. 
If u(O) = 0, then 
u(t)=csint-JI(l ~(~(r)2)sin(~-S)ffS 
where c = u’(0). Therefore, 
1 n 
sin s ds < - 
I 2 0 
sin s ds, 
SO / U(T) 1 < 1. Consequently, if 1 b 1 > 1, the boundary value problem 
,*+[1+& y=o I 
Y(O) = 0, ~(4 = b 
has no solution although 1 < 1 + l/(1 + yz) < 4. 
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