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Abstract
Existing deep multi-object tracking (MOT) approaches
first learn a deep representation to describe target objects
and then associate detection results by optimizing a linear
assignment problem. Despite demonstrated successes, it is
challenging to discriminate target objects under mutual oc-
clusion or to reduce identity switches in crowded scenes. In
this paper, we propose learning deep conditional random
field (CRF) networks, aiming to model the assignment costs
as unary potentials and the long-term dependencies among
detection results as pairwise potentials. Specifically, we use
a bidirectional long short-term memory (LSTM) network to
encode the long-term dependencies. We pose the CRF infer-
ence as a recurrent neural network learning process using
the standard gradient descent algorithm, where unary and
pairwise potentials are jointly optimized in an end-to-end
manner. Extensive experimental results on the challenging
MOT datasets including MOT-2015 and MOT-2016, demon-
strate that our approach achieves the state of the art perfor-
mances in comparison with published works on both bench-
marks.
1. Introduction
Multi-object tracking (MOT) aims at finding the tra-
jectories of multiple target objects simultaneously while
maintaining their identities. The performance of MOT ap-
proaches hinges on an effective representation of target ob-
jects as well as robust data association to assign detection
results to corresponding trajectories.
Existing deep MOT methods put more emphasis on
learning a favorable representation to describe target objects
and associate detection results by reasoning a linear assign-
ment cost [16, 36, 8, 21, 38]. Despite noticeable progress,
existing deep MOT methods are unlikely to distinguish tar-
get objects in crowded scenes, where occlusions, noisy de-
tections and large appearance variations often occur, due to
the lack of the component for modeling long-term depen-
dencies among detection results over time. In MOT, the
dependencies among targets mean the structural correlation
Frame 36 Frame 43 Frame 36 Frame 43
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Figure 1. Illustration of the importance of modeling the depen-
dencies between target objects. (a) The state-of-the-art deep MOT
method [21] does not exploit the dependencies between targets and
fails to maintain a consistent identity for target 4 and target 5. (b)
Our method built on deep CRF models succeeds in tracking the
target 5 and target 6 over time.
of targets in the spatiotemporal domain, which are subject
to a number of physical constraints. For instance, a tar-
get object cannot be at two places at one time, and two tar-
get objects cannot occupy the same space at the same time.
Taking these constraints into consideration in data associa-
tion helps to improve MOT performance, and some visual
results shown in Fig. 1. Without considering the dependen-
cies among multiple targets, the state-of-the-art deep MOT
method [21] fails to maintain the same identities such as
targets marked with color arrows, whereas our method suc-
ceeds in tracking them by considering these constraints.
In the literature, MOT approaches [5, 6, 10, 14, 40,
29, 23] before the prevalence of deep learning widely
use conditional random field (CRF) to model the depen-
dencies among targets as the pairwise potentials explic-
itly [5, 10, 43]. However, MOT typically involves varying
number of targets, which makes CRF inference intractable.
Existing approaches built on CRF have to resort to heuris-
tic [5, 43] or iterative approximate algorithms [10, 9].
Moreover, these approaches assume that multiple targets are
subject to Gaussian distribution [5, 10] when formulating
the CRF potentials, meaning that multiple targets share the
same states. This is in contrast to the fact that there are both
consistent and repellent dependencies between moving tar-
gets.
In this work, we propose end-to-end learning CRF for
multi-object tracking within a unified deep architecture.
The proposed method mainly consists of two steps: (i) de-
signing task-specific networks to implicitly learn unary and
pairwise potentials respectively; (ii) conducting CRF infer-
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ence as a recurrent neural network learning process using
the standard gradient descent algorithm. Our work par-
tially resembles the recent CRF-RNN framework for se-
mantic segmentation [46, 19], where the inference of CRF
model is embedded into a recurrent neural network as well.
However, the noticeable difference lies in that CRF-RNN is
learned for determined pixel labeling rather than for graph-
ical models with varying nodes (i.e., the number of targets
are varying from frame to frame in MOT). We model the
unary terms by a matching network to compute the assign-
ment cost. To fully exploit dependencies between detection
results (i.e., CRF nodes), we pay more attention to difficult
node pairs and formulate the labeling of these pairs as a
joint probability matching problem. To be specific, we use
a bidirectional LSTM to implicitly learn the pairwise terms.
Finally, we pose the overall CRF inference as a recurrent
neural network learning process using the standard gradient
descent algorithm, where unary and pairwise potentials are
jointly optimized in an end-to-end manner.
In summary, the main contributions of this work are as
follows:
• We make the first attempt to learn deep CRF models
for multi-object tracking in an end-to-end manner.
• We propose a bidirectional LSTM to learn pairwise
potentials that encode the long-term dependencies be-
tween CRF nodes.
• We extensively evaluate our method on the MOT-2015,
MOT-2016 datasets. Our method achieves new state-
of-the-art performance on both datasets.
2. Related Work
In the tracking-by-detection framework, multi-object
tracking consists of two critical components: a matching
metric to compute assignment costs and data association.
We briefly review the related work with the use of CRF and
deep learning.
MOT with CRF. As a classical graphical model, CRFs
have been used extensively for solving the assignment prob-
lem in multi-object tracking [5, 10, 43, 9, 6]. CRFs re-
lax the independent assumption among detections, aiming
at using the long-term dependence among targets to better
distinguish targets in crowded scenes. Yang et al. [43]adopt
a CRF model and consider both tracklet affinities and de-
pendencies among them, which are represented by unary
term costs and pairwise term costs respectively. The ap-
proach in [5] further considers distinguishing difficult pairs
of targets. While unary potentials are based on motion and
appearance models for discriminating all targets, pairwise
ones are designed for differentiating spatially close track-
lets. Heili et al. [10, 9] perform association at the de-
tection level. To exploit long-term connectivity between
pairs of detections, the CRF is formulated in terms of sim-
ilarity/dissimilarity pairwise factors and additional higher-
order potentials defined in terms of label costs. In [29] , the
energy term of CRF is augmented with a continuous com-
ponent to jointly solve the discrete data association and con-
tinuous trajectory estimation problems. Note that in MOT,
the CRF inference is intractable as proved by Heili [10] that
an energy function in MOT that only containing unary and
pairwise terms does not follow the submodularity or regu-
larity principle, and hence cannot be solved using standard
optimization techniques like graph cuts. Unlike existing ap-
proaches using heuristic [5] or iterative approximate algo-
rithms [10, 9], we propose to learn deep CRF models as
recurrent neural networks in an end-to-end manner.
MOT with Deep Learning. Recently, deep learning has
been applied to multi-object tracking [28, 21, 31, 38, 16,
36, 4, 37]. The trend in this line is to learn deep repre-
sentations [23, 30, 39, 36], and then employ traditional as-
signment strategies such as bipartite matching [36], or lin-
ear assignment for optimization [38]. Leal-Taixet al. [21]
propose a Siamese CNN to estimate the similarity between
targets and detections. Tang et al. [37] go a step further by
treating MOT as the person Re-ID problem and develop a
Siamese ID-Net to compute association costs between de-
tections. Sadeghian et al. [31] exploit CNN and LSTM to
build the affinity measures based on appearance, motion and
interaction cues. Deep metric learning is also proposed for
representation learning, so that the affinity model is robust
to appearance variations [36, 41]. While considerable at-
tention has been paid to DNN-based assignment problems,
the optimization with respect to the dependencies between
targtes is less investigated. In this work, we pose the as-
signment optimization as a recurrent neural network learn-
ing process, where unary and pairwise potentials are jointly
optimized in an end-to-end manner. Our work shares a sim-
ilar motivation with CRF-RNN approaches [46, 19] for se-
mantic segmentation. The significant difference lies in that
CRF-RNN is learned for determined pixel labeling (i.e., the
number of labels and pixels are given), whereas our method
deals with dynamic graphical models with varying number
of nodes (targets) for MOT.
3. Proposed Method
In this section, we first describe how the data associa-
tion based MOT is mapped into a CRF labeling problem.
The designs of unary and pairwise potentials are then in-
troduced. We present RNN based inference strategy and
finally the overview of entire structure.
3.1. Problem Formulation
Similar to [44], we treat the task of MOT as a CRF la-
beling problem. The flowchart of our approach is shown in
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Figure 2. Method overview. We employ a two-threshold strategy to connect detection results into short but reliable tracklets. We formulate
tracklet association as a labeling problem in the Conditional Random Field (CRF) framework and perform CRF inference by learning a
deep recurrent neural network end-to-end.
Fig. 2. We use noisy detections as a starting point, then a
two-threshold strategy [14] is employed to connect detec-
tion responses into short but reliable tracklets. A tracklet
Ti = {dt
s
i
i , · · · , dt
e
i
i } represents a set of detection responses
in consecutive frames, starting at frame tsi and ending at t
e
i .
Let dti = { pti, sti } denotes a detection of target Ti at time
step t, with position pti and size s
t
i.
A graph G = ( V, E ) for a CRF is created over the
set of tracklets T = {Ti}, where V and E denote the set of
nodes and edges, respectively. Tracklet Ti is linkable to
Tj if the gap between the end of Ti and the beginning of
Tj satisfies 0 < tsj − tei < Tthr, where Tthr is a thresh-
old for maximum gap between any linkable tracklet pair.
A linkable pair of tracklets (Ti1 → Ti2) forms the graph
node vi = (Ti1 → Ti2), i = 1, 2, · · · |V|. An edge
ej = (vj1 , vj2) ∈ E represents a correlation between a pair
of two nodes. Furthermore, each node is associated with a
binary label variable xi ∈ L = {0, 1}, where xi = 1 indi-
cates the two tracklets in node vi should be associated and
xi = 0 means the opposite.
Then X = [x1, x2 , · · ·x|V| ], a variable realization over
all the nodes, corresponds to an association hypothesis of
the set of tracklets T . The pair of (X, T ) is modeled as a
CRF characterized by the Gibbs distribution, formulated as
P (X = x|T ) = 1
Z(T ) exp(−E(x|T )) (1)
where E(x|T ) denotes the Gibbs energy function with re-
spect to the labeling x ∈ L|V|, Z(T ) is the partition func-
tion. For simplicity of notation, the conditioning on T will
from now on be dropped. And the normalization term Z(T )
in Eq. 1 can be omitted when solving for the maximum-
probability labeling x for a particular set of observations T .
In this paper, energy function is restricted containing a set
of unary and pairwise terms and formulated as:
E(x) =
∑
i∈V
ϕi(xi) +
∑
(i,j)∈E
ϕij(xi, xj) (2)
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Figure 3. Two examples of difficult node pairs. (a) The tracklet
Ti1 is tail-close to Tj1. (b) The node pair shares the same tracklet.
where ϕi : L → R and ϕij : L × L → R are the unary
and pairwise potentials, respectively. As is common with
CRFs, our tracking problem is transformed into an energy
minimization problem.
3.2. Unary Potentials
The unary potential ϕi(xi) specifies the energy cost of
assigning label xi to node vi. In this paper we obtain
our unary from a Siamese CNN with shared parameters.
Roughly speaking, the Siamese Net as a appearance de-
scriptor outputs a probability of a linkable tracklet pair con-
taining each label class (i.e. belonging to the same target or
not). Denoting the probability for node vi and label xi as
zi:xi , the unary potential is
ϕi(xi) = −ωu log(zi:xi + ε) (3)
where ωu is a parameter controlling the impact of the unary
potentials and ε is introduced to avoid numerical problems
for small values of zi:xi .
3.3. Pairwise potential
The pairwise potential ϕij(xi, xj) is defined as the en-
ergy cost of assigning label xi to node vi and xj to vj si-
multaneously. To address the challenge of association in
crowded scenes, we propose a novel potential function built
on difficult node pairs, and limit the number of edges by
imposing pairwise terms on these pairs for efficiency.
Difficult Node Pairs. Difficult node pairs are defined as
spatio-temporal head-close or tail-close tracklet pairs like
in [44], which are usually caused by close tracklets crossing
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Figure 4. Two time step LSTM model for labeling difficult node
pairs. At each time step, the network outputs a probability distri-
bution for the joint matching problem, i.e., one element from set
A to each element in set B. Here y ∈ {0, 1} is a binary decision
variable representing an assignment between two tracklets.
each other or by two targets interacting as a group. In this
situation, we impose consistency constraints to restrict the
labeling of difficult node pairs.
Take Fig. 3(a) as a example. Since node vi = (Ti1 →
Ti2) and vj = (Tj1 → Tj2) are caused by close tracks
crossing each other, a reasonable assumption is that if Ti1 is
associated to Ti2, then there is a high probability that Tj1is
associated to Tj2 and vice versa, if Ti1 is not associated
to Ti2, there is a high probability that Tj1 should not be
associated to Tj2.
Another kind of difficult node pairs come from the phys-
ical constraint that allows one hypothesis to be explained
by at most one target. We apply repellency constraints in
this case. An illustration is shown in Fig. 3(b), where track-
let Ti1 = Tj1 is shared by node vi and vj . There exists a
mutual exclusion to the labeling since two objects cannot
occupy the same space at the same time. Specifically, labels
of vi and vi cannot be set to “1” simultaneously due to time
overlapping of the two nodes. It is worth noting that label-
ing repellency is helpful to alleviate the issue of assigning
one tracklets to more than one targets.
Potential Functions. So far, we have introduced labeling
consistency/repellency constraints for difficult node pairs,
which encode dependencies among targets and could be ex-
ploited for CRF inference. Different from existing MOT
methods that are limited by hand-designed pairwise poten-
tials, the key idea of our solution is to avoid the need to
specify the explicit knowledge among difficult node pairs.
Instead, we use highly expressive neural networks to learn
their functions directly from the data.
In this paper, we formulate labeling of difficult node
pairs as a joint matching problem. As illustrated in Fig. 4,
a bidirectional LSTM-based architecture is learned for this
label assignment.
For a node pair {vi(Ti1 → Ti2), vj(Tj1 → Tj2)}, we
first build two tracklet sets A = {Ti1, Tj1} and B =
{Ti2, Tj2} as our matching graph. The goal here is to find
correspondences between tracklets in the two sets. Note that
we do not impose constraints to maintain a one-to-one rela-
tionship between A and B, i.e., points in A can be assigned
to more than one points in B.
The input featureF that connects visual and motion cues
is first passed through an embedding layer and then fed
into a two time step bidirectional LSTM [13]. The net-
work sequentially outputs a joint probability distribution
for matching problem, i.e. p (y|Ti1, Ti2), p (y|Ti1, Tj2),
p (y|Tj1, Ti2) and p (y|Tj1, Tj2). Here y ∈ {0, 1} is a bi-
nary decision variable representing an assignment between
two tracklets. Finally, we define pairwise potential function
for the difficult node pair {vi, vj} as
ϕi,j(xi, xj) = −ωdlog(zi:xi · zj:xj + ε) (4)
where zi:xi = p (xi|Ti1, Ti2) and zj:xj = p (xj |Tj1, Tj2)
represent the probabilities of joint matching state over vi
and vj . ωd is a parameter controlling the impact of poten-
tials and ε is introduced to avoid numerical problems for
small values of zi:xi · zj:xj .
Deep feature F . The deep feature F used to represent
pairwise potential consist of appearance and motion cues
over node pairs as follows:
F=[fa(Ti1),fa(Ti2),fa(Tj1),fa(Tj2),fm(Ti1,Ti2),
fm(Ti1,Tj2),fm(Tj1,Ti2),fm(Tj1,Tj2),fm(vi,vj)]
(5)
In Eq. 5, the deep appearance feature fa (Ti) is gener-
ated by inputting the most confident detection in Ti to a
Re-ID network (see Section 4.2 for details). fm (Tk, Tm)
means the motion feature between the tracklet Tk and Tm,
defined by the distance between estimations of positions
of two tracklets using a linear motion model and the real
positions as in Kuo et al. [18] and Yang et al. [5]. As
shown in Fig. 5 (a), motion vector of Tk and Tm is defined
as fm(Tk, Tm) = [∆p1,∆p2], where distances are com-
puted as ∆p1 = p
tek
k + v
tek
k · (tsm − tek) − pt
s
m
m and ∆p2 =
p
tsm
m − vt
s
m
m · (tsm − tek)−pt
e
k
k . Here v
t
k stands for the velocity
of tracklet Ti at time step t. Finally, fm(vi, vj) is a distance
function for a difficult node pair. As shown in Fig. 5 (b),
considering node pair {vi(Ti1 → Ti2), vj(Tj1 → Tj2)}
and supposing Ti2 and Tj2 are a head-close tracklet pair.
Let tx = min(tei1, t
e
j1), we estimate positions of both tar-
gets at frame tx, shown by black points in Fig. 5 (b). The
distance of the node pair is defined by the estimated rela-
tive distances and real position distances at frame tx, formu-
lated as fm(vi, vj) = [∆p1,∆p2], where relative distances
∆p1 = p
tsi2
i2 − vt
s
i2
i2 · (tsi2 − tx) − (p
tsj2
j2 − v
tsj2
j2 · (tsj2 − tx))
and ∆p2 = ptxi1 − ptxj1.
3.4. Inference as RNN
One challenge in CRF inference is that a realization of
assignment hypothesis takes values from a discrete set, e.g.,
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Figure 5. An illustration of the motion vectors between two track-
lets and node pairs.
{0, 1}. However, existing deep learning methods are not
designed for the discrete problem. To address this issue
and use DNNs to produce optimal assignment hypothe-
sis, we first take continuous relaxation of the original bi-
nary labelling and then pose it as an optimization problem
like in [3, 19]. Specifically, the original minimization for
Eq. 2 is first transformed into an equivalent integer program
problem by expanding label variable xi into another new
Boolean variables xi:λ, λ ∈ {0, 1}. xi:λ represents an as-
signment of label λ to xi, which is equivalent to an assign-
ment of Boolean labels 0 or 1 to each node xi:λ, and an
assignment of label 1 to xi:λ means that xi receives label
λ. A constraint is introduced to ensure that only one label
value is assigned to each node, i.e,
∑
λ∈L
xi:λ= 1. In this way,
we rewrite the original energy minimization as the follow-
ing binary integer program
min
∑
i∈V,λ∈L
ϕi(λ)xi:λ+
∑
(i,j)∈E
λ,µ∈L
ϕij(λ, µ)xi:λxj:µ
s.t. xi:λ ∈ {0, 1} ∀i ∈ V, λ ∈ L∑
λ∈L
xi:λ = 1 ∀i ∈ V
(6)
As a next step, we relax the integer program by allowing
real values on the unit interval [0, 1] instead of Booleans
only. Let qi:λ ∈ [0, 1] denote the relaxed variables, and en-
ergy functions can be represented as the following quadratic
program
min
∑
i∈V,λ∈L
ϕi(λ) qi:λ+
∑
(i,j)∈E
λ,µ∈L
ϕij(λ, µ) qi:λqj:µ
s.t. qi:λ ∈ [0, 1] ∀i ∈ V, λ ∈ L∑
λ∈L
qi:λ = 1 ∀i ∈ V
(7)
By now, we can take the CRF inference in Eq. 7 as a gra-
dient descent based minimization problem which can easily
be formulated in a recurrent neural network manner, since
all of the operations are differentiable with respect to q.
Next, we describe how to implement one iteration of gradi-
ent descent for our CRF inference with common operations
of neural network layers.
One Iteration of CRF Inference. We use the standard
gradient method to minimize the energy function in Eq. 7,
The gradient of the objective function in Eq. 7, ∇qE, has
the following elements
∂E
∂qi:λ
= ϕi(λ) +
∑
j:(i,j)∈E
µ∈L
ϕij(λ, µ) qj:µ (8)
We denote the contribution from pairwise term by
q′i:λ =
∑
j:(i,j)∈E
µ∈L
ϕij(λ, µ) qj:µ (9)
and decompose q′i:λ into the following two operations which
can be described as CNN layers
q′i:λ(µ) =
∑
j:(i,j)∈E
ϕij(λ, µ) · qj:µ (10)
q′i:λ =
∑
µ∈L
q′i:λ(µ) (11)
In Eq. 10, q′i:λ(µ) is obtained by applying a filter on
qj:µ, which can be implemented through a stand convolu-
tion layer. Here the filter’s receptive field spans the whole
nodes and coefficients of the filter are derived on the pair-
wise potential functions ϕij(λ, µ) . For q′i:λ in Eq. 11, the
operation step is to take a sum of the filter outputs for each
class. Since each class label is considered individually, this
can be viewed as usual convolution where the spatial re-
ceptive field of the filter is 1 × 1, and the number of input
or output channels is |L|. To get the complete gradient in
Eq. 8, the output from the pairwise stage and the unary term
ϕi(λ) are combined using an element-wise summing oper-
ation. Then according to the gradient update principle, the
new state of q can be computed by taking a step in the neg-
ative direction of gradient:
q˜t+1 = qt − γ ∇qE (12)
where γ is the step size. Finally, we normalize our values
to satisfy
∑
λ∈L
qi:λ = 1 and 0 ≤ qi:λ ≤ 1 by applying a
Softmax operation with no parameters.
Integration in A Recurrent Neural Network. We have
formulated one iteration of the CRF inference into a stack of
common CNN operations. Now we can organize the entire
CRF inference as RNN architecture, by unrolling the iter-
ative gradient descent algorithm as a recurrent neural net-
work and all the CRF’s parameters can be learned or fine-
turned end-to-end via back propagation. The data flow of
one iteration of RNN inference is shown in Fig. 6. The
RNN takes tracklets’ observations T for both unary and
pairwise probability as input. Each iteration of RNN in the
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Figure 6. Data flow of one iteration of the gradient descent algo-
rithm. Each rectangle or circle represents an operation that can be
performed as the standard convolutional operations.
forward pass performs one step of gradient descent for CRF
inference, denoted by qt+1 = f(qt, w, T ), where w rep-
resents a set of parameters containing ωu, ωp, γ as well as
filter weights for pairwise and unary terms. In the stage
of initialization (i.e., at the first time step), q0 is set as the
probability output for unary. At all other time steps, qt is
set to be qt+1. RNN outputs nothing but qT until the last
iteration that approximates a solution to Eq. 7
3.5. Final deep structure model
The entire structure of our framework is shown in Fig. 2.
Given graph nodes, the first part of our model consists of a
unary and pairwise architecture to produce potential values
of nodes. The second part is a RNN model that performs
CRF inference with gradient descent algorithm. Since all
the pieces of the model are formulated into standard net-
work operations, our final model can be trained in the man-
ner of end-to-end using common deep learning strategies.
To be specific, during forward pass, the input nodes are fed
into CNNs and LSTM to compute unary and pairwise po-
tentials. The output by CNN is then passed to RNN as ini-
tialization, i.e. CRF state q0. After T iterations, the RNN
finally outputs qT , the solution to Eq.6. During backward
pass, the error derivatives are first passed through the RNN,
where the gradients w.r.t. the parameters and input accumu-
late through the T iterations. The gradients are back prop-
agated to unary and pairwise components, and then update
is performed for the CNN and LSTM simultaneously. In
other word, all the CRF learning and inference are embed-
ded within a unified neural network.
4. Implementation Details
This section describes the details of the proposed method
in both the training and testing stages. In this work, we fine-
tune the VGG-16 model [35] by the Re-ID training sets as
feature extractor and learn LSTM from scratch. The feature
extractor and LSTM modules are updated within the RNN
framework.
4.1. Hyperparameter Choices
The proposed CRF model has two learnable parameters.
The first is the number of iterations T in the gradient de-
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Figure 7. Illustration of the energy decreasing over training itera-
tions on three datasets. Horizontal axis is the iteration number and
vertical axis is the energy value.
cent algorithm. In our experiments, we set the number of T
to 5 during the training stage to avoid the gradient vanishing
problem. Fig. 7 shows the energy of Eq. 8 converges fast
(after 5 iterations) on three test datasets.
The second parameter is Tthr, the maximal time interval
of linkable tracklet pairs to build the graph. Intuitively, a
small threshold Tthr would be inefficient to deal with long-
term missing detections, hence resulting in more tracking
fragments. In experiments, we adopt two-level association
to gradually link tracklets into final tracks. For all dataset,
Tthr is empirically set to 20. The lower the threshold is,
less likely are the short tracklets to be associated, leading
to fewer ID switches but more fragments. In fact, miss-
ing detections, false detections and unassociated detections
inevitably lead to fragments during the first round of asso-
ciation. To alleviate this problem, a second round associa-
tion with Tthr = 50 is performed over the output of the first
round to reconnect fragment tracks.
4.2. Architecture and Data Collection
We train our models using detection bounding boxes
with associated IDs from ground-truth labels and randomly
shift the center, width and height of the boxes. To avoid
confusion, only detections whose visibility scores are larger
than 0.5 are selected. Inspired by [29, 40], we design an ex-
plicit occlusion reasoning model to compute the visibility
for each target.
Unary Potentials. Our base CNN architecture is the
VGG-16 model [35], denoted as ID-Net. We collect train-
ing set from two different datasets. We collect training
images firstly from the 2DMOT2015 benchmark training
set [22] and 5 sequences from the MOT16 benchmark train-
ing set [27]. We also collect person identity examples from
the CUHK03 [45] and Market-1501 [11] datasets. For vali-
dation set, we use the MOT16-02 and MOT16-11 sequences
from the MOT16 training set. In total, 2551 identities are
used for training and 123 identities for validating. Specifi-
cally, we train VGG-16 from scratch with Y = 2551 unique
identities. Training images are re-sized to 112×224×3 and
each image Ii corresponds to a ground-truth identity label
li ∈ {1, 2, · · ·Y }. The network is trained with the soft-
max loss. A Siamese network is learned by fine-turning the
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ID-Net with a binary softmax function. We set the batch
size to 64, momentum to 0.9, dropout ratio for FC layers to
0.5. The learning rate is initially set to 0.01, and then de-
creased by a factor of 10 when accuracy in the validation
set stopped improving. The maximum number of iterations
is set to 40000.
Pairwise Potentials. To learn visual features, we directly
employ a pre-trained person Re-Identification network [12],
which is the state-of-the-art Re-ID network using a variant
of triplet loss, and then fine-tune it on our MOT datasets.
We collect triplet examples from the MOT15 benchmark
training set and 5 sequences of the MOT16 benchmark
training set. The MOT16-02, MOT16-09 sequences in the
MOT-16 training set are used as testing sets. Overall 888
identities are used for training and 79 identities for valida-
tion. Triplet examples are generated as follows: for each
batch of 100 instances, we select 5 persons and generate
20 instances for each person. In each triplet instance, the
anchor and anchor positive are randomly selected from the
same identity, and the negative one is also randomly se-
lected, but from the remaining identities. The triplet loss
margin is set to -1. Here the final deep feature F to repre-
sent each node pair is a 4×128+10×2 = 532 dimensional
vector .
For the bidirectional LSTM, an FC layer is employed to
map the entire input F into a 300 dimensional embedding
space. We use a two-layer hidden state vector of size 200
and a FC layer with dropout 0.5 to produce the 1×2×2 dis-
tribution output at each step. During training, 65000 diffi-
cult node pairs are collected by randomly sampling tracklets
from true target trajectories. We divide this data into mini-
batches where each batch has 32 samples. We normalize
position data to the range [-0.5, 0.5] with respect to image
dimensions. We use the Adam algorithm [17] to minimize
the cross-entropy loss. The learning rate is set to 0.0001
and the maximum number of iterations is set to 40000 for
convergence.
CRF Inference. We generate tracklets by randomly sam-
pling 6 sequences of the MOT16 dataset as training data
and use the MOT16-02 sequence as the validation set. The
learning parameters of the RNN are the impact coefficients
wu, wd, and learning step γ. We fine-tune unary and pair-
wise potentials simultaneously. To handle the issue of vary-
ing number of targets in learning neural network architec-
tures, we adopt the sliding window strategy to produce a
fixed number of nodes, then shift the window forward to
ensure that the new sliding window overlaps with the pre-
vious region. This allows tracklets to be linked over time.
Considering the trade-off between accuracy and efficiency,
the node number in sliding window is set to 200. We use
the Adam algorithm [17] to minimize the cross-entropy loss
with 200 nodes per batch. The learning rate is set to 0.001.
wu, wd are all initialized to 1, and the initial learning step
γ is set to 0.5. The maximum number of iterations is set to
60000.
5. Experimental Results
In this section, we first describe the used evaluation met-
rics. Then we present ablation studies on each component
of our CRF framework. Finally, we report the overall per-
formance in comparison with state-of-the-art approaches on
three MOT benchmark datasets.
5.1. Evaluation Metrics
We follow the standard MOT2D Benchmark chal-
lenge [22, 27] for evaluating multi-object tracking perfor-
mance. These metrics include: Multiple Object Track-
ing Accuracy (MOTA ↑), The Ratio of Correctly Identi-
fied Detections(IDF1 ↑),Multiple Object Tracking Precision
(MOTP ↑), Mostly Tracked targets (MT ↑), Mostly Lost tar-
gets (ML ↓), False Positives (FP ↓), False Negatives (FN
↓), Fragmentation (FM ↓), ID Switches (IDS ↓),finally Pro-
cessing speed(HZ ↑). The up arrow ↑ denotes that the higher
value is better and the down arrow ↓ represents the opposite.
5.2. Ablation Studies
We follow the standard CRF based MOT framework to
analyze the contributions of different components. Specif-
ically, we investigate the contribution of different compo-
nents in our CRF framework with detailed tracking metrics
as well as visualized results on the MOT16-02 and MOT16-
09 datasets by separately studying unary terms only, unary
+ pairwise, as well as different inference strategies. To this
end, we evaluate three alternative implementations of our
algorithm with the same deep architectures as follows:
• Unary terms only (U). We use the Hungarian algorithm
to find the globally optimal solution. In this case, we
only consider appearance information of targets.
• CRF with an approximate solution in polynomial time
(U+P). We use unary and pairwise terms but without
global RNN inference. We replace the potentials in [5]
with ours and conduct CRF inference with the heuristic
algorithm [5], which suggests that our potentials work
in the conventional optimization algorithm.
• The proposed method (CRF-RNN) equipped with all
the components.
Table 1 shows that unary terms are effective for tracking,
meaning that the appearance cue is important for MOT. The
pairwise terms help to improve performance, especially in
highly crowded scenes with clutter and occlusions. Com-
paring the U+P method with the U method, MOTA is in-
creased from 25.3% to 26.7%. By using pairwise terms,
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Figure 8. Qualitative comparison. The first row shows tracking
results using unary terms only (U). The second row shows tracking
results considering both unary and pairwise terms (U+P).
Table 1. Ablation studies on the MOT16 validation set.
Tracker MOTA↑ MOTP↑ MT↑ ML↓ FP↓ FN↓ IDS ↓
U 25.3 74.9 11.4% 50.6% 600 16294 359
U+P 26.7 75.0 11.4% 50.6% 523 16118 281
CRF-RNN 28.8 75.1 11.4% 48.1% 317 15943 173
spatial-temporal dependencies can be effectively modeled
to distinguish close targets.
Fig. 8 visually compares the results of these two imple-
mentations. In the first row of Fig. 8(a), a fragment occurs
at frame 283 when a little girl in write makes a sharp direc-
tion change which leads to failure of the appearance model.
In the second row of Fig. 8(a), by incorporating pairwise
terms, we are able to locate the non-linear path and to track
the girl correctly.
In the first row of Fig. 8(b), an ID switch occurs between
two close persons due to occlusions. However, by using
pairwise terms, the U+P method can distinguish the targets,
as shown in the second row of Fig. 8(b).
Fig. 8(c) indicates that the pairwise model is also robust
to illumination variations.
The proposed CRF-RNN method outperforms both the
U and U+P baselines in all metrics. This clearly shows
that during CRF inference both unary and pairwise cues are
complementary to contribute to tracking performance im-
provement. Fig. 9 also shows that our method is more ro-
bust to heavy occlusion, crowded scenes and illumination
varying.
We also conducted an experiment by fixing the unary and
pairwise parts and learning only the RNN component (i.e.,
the CRF inference model). In this case, the performance
of MOTA is increased by only 0.5% compared to the U+P
baseline. Note that MOTA is the most important metric to
evaluate tracking performance. Considering that the pro-
posed deep CRF method achieves the improvement of 2.1%
over the U+P method, it is clear that end to-end training is
helpful to boost the tracking accuracy significantly.
5.3. Comparison with the State of the Art
We compare our CRF-RNN method with the top pub-
lished works on the MOT16 test set, and report the quan-
titative results in Table 2. Our method achieves new state-
Frame 150 Frame 173
Frame 150 Frame 173
Frame 444 Frame 463
Frame 444 Frame 463
Frame 60 Frame 152
Frame 60 Frame 152
(a) (b) (c)
Figure 9. Qualitative comparison. The first row shows tracking
results of of considering both unary and pairwise terms with the
regular optimization algorithm (U+P). The second row shows the
tracking results of our deep CRF method.
of-the-art performance in terms of MOTA, ML and FN, and
ranks the 2nd with MT of 18.3. The higher MT and lower
ML suggest that our method is capable of recovering targets
from occlusion or drifting. The recent work [47] proposes
a deep continuous Conditional Random Field (DCCRF)
framework to solve the MOT problem. Our method per-
forms better than DCCRF in most metrics, such as MOTA
(50.3% versus 44.8%), IDF1(54.5% versus 39.7%), MT
(18.3% versus 14.1%), ML (35.7% versus 42.3%) and IDS
(702 versus 968). Our method also has significant advan-
tages over LTCRF [20], another CRF-based approach.
The main reason for high FP is that our method uses lin-
ear interpolation to connect fragments, which is unable to
produce more accurate prediction in complex scenes. When
targets are heavily occluded, the proposed method fails to
assign them with correct tracklets, leading to a relative more
number of switches. Nevertheless, we have a higher MT
score. By incorporating more effective occlusion reasoning
strategies to compute the similarity between tracklets, our
results can be further improved.
We also conduct experiment on 2DMOT2015 dataset
and report the results in Table 3. Similar to above dis-
cussion, our method achieves the best metrics in terms of
MOTA (40%), IDF1(49.6%), and FN (25917). We ob-
tain the second best record in terms of MT(23.0%) and
ML(28.6%).
6. Conclusion
In this paper, we present a deep learning based CRF
framework for multi-object tracking. To exploit the depen-
dencies between detection results, we pay more attention to
handle difficult node pairs when modeling pairwise poten-
tials. Specifically, we use bidirectional LSTMs to solve this
joint probability matching problem. We pose the CRF infer-
ence as an RNN learning process using the standard gradi-
ent descent algorithm, where unary and pairwise potentials
are jointly optimized in an end-to-end manner. Extensive
experimental results on the challenging MOT datasets, in-
cluding MOT-2015 and MOT-2016 demonstrate the effec-
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Table 2. Results on the MOT16 test dataset. The best and second best results are highlighted in bold and red.
Tracker Mode MOTA↑ IDF1↑ MOTP↑ MT↑ ML↓ FP↓ FN↓ IDS ↓ HZ↑
CRF-RNN(Ours) Batch 50.3 54.4 74.8 18.3% 35.7% 7148 82746 702 1.5
HCC [26] Batch 49.3 50.7 79.0 17.8% 39.9% 5333 86795 391 0.8
LMP [37] Batch 48.8 51.3 79.0 18.2% 40.1% 6654 86245 481 0.5
TLMHT [33] Batch 48.7 55.3 76.4 15.7% 44.5% 6632 86504 413 4.8
GCRA [25] Batch 48.2 48.6 77.5 12.9% 41.1% 5104 88586 821 2.8
eHAF16 [34] Batch 47.2 52.4 75.7 18.6% 42.8 % 12586 83107 542 0.5
NOMT [6] Batch 46.4 53.3 76.6 18.3% 41.1% 9753 87565 359 2.6
Quad-CNN [36] Batch 44.1 38.3 76.4 14.6% 44.9% 6388 94775 745 1.8
MHT-DAM [16] Batch 42.9 47.8 76.6 13.6% 46.9% 5668 97919 499 0.8
LTCRF [20] Batch 37.6 42.1 75.9 9.6% 55.2% 11969 101343 481 0.6
KCF16 [7] Online 48.8 47.2 75.7 15.8% 38.1% 5875 86567 906 0.1
AMIR [31] Online 47.2 46.3 75.8 14.0% 41.6% 2681 92856 774 1.0
DMAN [48] Online 46.1 54.8 73.8 17.4% 42.7% 7909 89874 532 0.3
DCCRF [47] Online 44.8 39.7 75.6 14.1% 42.3% 5613 94125 968 0.1
CDA [1] Online 43.9 45.1 74.7 10.7% 44.4% 6450 95175 676 0.5
EAMTT-pub [32] Online 38.8 42.4 75.1 7.9% 49.1% 8114 102452 965 11.8
OVBT [2] Online 38.4 37.8 75.4 7.5% 47.3% 11517 99463 1321 0.3
Table 3. Results on the 2DMOT2015 test dataset. The best and second best results are highlighted in bold and red.
Tracker Mode MOTA↑ IDF1↑ MOTP↑ MT↑ ML↓ FP↓ FN↓ IDS ↓ HZ↑
CRF-RNN(Ours) Batch 40.0 49.6 71.9 23.0% 28.6% 10295 25917 658 3.2
JointMC [15] Batch 35.6 45.1 71.9 23.2% 39.3 % 10580 28508 457 0.6
Quad-CNN [36] Batch 33.8 40.4 73.4 12.9% 36.90% 7898 32061 703 3.7
NOMT [6] Batch 33.7 44.6 71.9 12.2% 44.0% 7762 32547 442 11.5
MHT-DAM [16] Batch 32.4 45.3 71.8 16.0% 43.8% 9064 32060 435 0.7
CNNTCM [38] Batch 29.6 36.8 71.8 11.2% 44.0% 7786 34733 712 1.7
SiameseCNN [21] Batch 29.0 34.3 71.2 8.5% 48.4% 5160 37798 639 52.8
KCF [7] Online 38.9 44.5 70.6 16.6% 31.5% 7321 29501 720 0.3
APHWDPLp [24] Online 38.5 47.1 72.6 8.7% 37.4% 4005 33203 586 6.7
AMIR [31] Online 37.6 46.0 71.7 15.8% 26.8% 7933 29397 1026 1.9
RAR15pub [8] Online 35.1 45.4 70.9 13.0% 42.3% 6771 32717 381 5.4
DCCRF [47] Online 33.6 39.1 70.9 10.4 % 37.6% 5917 34002 866 0.1
CDA [1] Online 32.8 38.8 70.7 9.7% 42.2% 4983 35690 614 2.3
MDP [42] Online 30.3 44.7 71.3 13.0% 38.4% 9717 32422 680 1.1
RNNLSTM [28] Online 19.0 17.1 71.0 5.5% 45.6% 11578 36706 1490 165
tiveness of the proposed method that achieves new state-of-
the-art performance on both datasets.
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