This paper considers whether the existing measures of credit risk order and quantify corporate credit risk in the same way. Eight measures of credit risk of different natures are compared:
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Introduction
Credit risk is perceived as the oldest and most important risk in the financial system. Indeed, the significant problems experienced by banks during the Global Financial Crisis have highlighted the critical importance of measuring and providing for credit risk. Since
Beaver's (1966) pioneering work, a wide variety of measures of credit risk, utilized both by practitioners and academics, have been proposed. The most classic models are based on accounting information, such as Altman's (1968) Z-score or Ohlson's (1980) O-score.
Others consist of using the spreads of corporate instruments as a measure of the credit risk of the company. For example, traditionally bond spreads have been used as an indicator of credit risk, and more recently, the spreads of the Credit Default Swaps (CDS) are used in the same way. Another alternative is the group of measures based on the price of equity of a company, such as Moody's KMV model or the so-called Black-ScholesMerton measure. Finally, rating agencies provide a qualification of the credit quality of a company's issues. Although we can consider all these measures interchangeable, ranking they provide may vary depending on the measure we choose to assess credit risk.
It must be highlighted that the results obtained are important both for the process carried out by investors in which they order companies based on their credit risk, and for quantifying credit risk in order to relate it to other variables, such as stock returns. For example, in the study of the relation between credit risk and the momentum effect, several authors use different measures for proxying credit risk, and obtain different results. Thus, Avramov et al. (2007) use credit rating, Abinzano et al. (2014) use Black-Scholes-Merton model, and Agarwal and Taffler (2008) , the Altman's Z-score, categorized as a binary variable to distinguish between financially distressed and healthy firms. Possibly, the differences in results are due to the different methods for measuring credit risk.
With the aim to determine if all the measures of credit risk order and quantify corporate credit risk in the same way, this paper has two focuses. First, to compare the order obtained using different measures, and second, to study the accuracy of each method with regards to real credit risk.
Related to the first focus, Löffler (2004) Related to the second focus, the existing literature is more extensive. As we can see in Table 1 , we find several works that evaluate the performance of alternate default-risk models, in order to find which measure performs best. Thus, Kealhofer (2003) (2014). They use CDS spreads or ratings as the reference to check accuracy instead of using actual data of corporate default, but we should note that CDS spreads or ratings are themselves credit-risk measures, so they should not be taken as reference without being proved first as a true indicator of credit risk.
Therefore, this paper seeks to evaluate the performance of different credit risk measures, specifically the ones aforementioned, and using as a reference actual information concerning the occurrence or non-occurrence of corporate credit events.
The rest of the work is organized as follows. Section 2 describes the models and measures of credit risk analyzed in the paper. Section 3 presents the database. Section 4 shows the results of the analysis. Finally, Section 5 presents the main conclusions.
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Measures of credit risk
In this section we present the eight measures of credit risk studied in order to analyze the ranking they give and also the adjustment to real credit risk. As we have already mentioned, we are considering both accounting and market-based measures. Specifically, the accounting models are Altman's Z, Ohlson's O, Zmijewski's model and the probability of Hannan and Hanweck (1988) , while the market-based measures are credit default swap (CDS) spreads, bond spreads, credit rating and the Black-Scholes-Merton model.
Starting from the accounting models, Altman's Z can be considered the classic measure of default risk. Using discriminant analysis, Altman (1968) attempted to predict defaults from five accounting ratios: 
According to Altman (1968) , if the Z-Score is greater than 3.0, the company is unlikely to default. If it is between 2.7 and 3, it is recommended to be on alert. If it is between 1.8 and 2.7, there is a good chance of default. And finally, if it is less than 1.8, the probability of default is very high.
The second accounting based model used in this study is the one proposed by Ohlson (1980) -OENEG: One if total liabilities is greater than total assets, zero otherwise.
-CHIN: (NIt-NIt-1)/(|NIt|+|NIt-1|), where NI is Net Income
As we can notice, contrary to Altman's Z, the higher the O-Score, the higher default risk.
Another classical accounting-based method is the model proposed by Zmijewski (1984) , determined by probit analysis, described by the following expression:
where:
-X1: Net income/Total assets -X2: Total liabilities/Total assets -X3: Current assets/Current liabilities Turning to Hannan and Hanweck (1988) , they propose a measure of default probability, based on a theoretical framework, using three financial variables: capital ratio, expected return on assets and the estimated variance of assets. This way, the default risk is given by the probability of the losses of the company being higher than its equity:
where R is the return on assets, and E/A is the equity/assets ratio. Based on Tchebysheff's inequality, they define the probability of default (DP) as:
where σR is the standard deviation of the return on assets and E(R), the expected return on assets.
Accounting models have been criticized, as Hillegeist et al. (2004) and Cardone et al.
(2014) point out, for the historical nature of the information they take as input and for not taking into account the volatility of a firm's assets in estimating its risk of default. Thus, more recently in the financial literature credit risk models have used data from the capital markets, in which the shares or bonds issued by the companies in question are traded. In theory, market prices reflect investors' expectations about a firm's future performance.
As a result, these prices contain forward-looking information, which is ideally suited for calculating the probability that a firm will default in the future.
This way, market prices can be taken directly as measures of credit risk, as it has occurred traditionally with bond spreads. Bond spreads are the difference between the interest paid by a company's debt and the risk-free rate. This way, the higher the bond spread, the higher the probability of default. More recently, the empirical literature on credit risk has focused on credit default swap (CDS) spreads (e.g. Das et al., 2009; Ericcson et al. 2009; Forte and Peña, 2009 ). According to Hull et al. (2004) , the relationship y -r = s, should therefore hold approximately, where y-r is the corporate bond spread and s is the CDS spread on the company's debt.
Another market-given measure is the credit rating, offered by the credit rating agencies.
This measure has the advantage of being simple and easy to understand, but, as occurs with CDS spreads, we must take into account that there is no available credit rating for some stocks, especially small firms, and that this could result in a size-biased sample. It has also other disadvantages. One of them is that a firm's credit worthiness can vary significantly before its credit rating is readjusted. Another is that it implies that two firms with the same credit rating would also have the same default risk. However, as shown by Crosbie and Bohn (2003) , substantial differences in default rates may exist within the same bond rating class.
An alternative to using the above-mentioned measures of default risk is to construct a measure using firms' market share prices, as in Moody's KMV model, Vassalou and Xing (2004), Byström et al (2005) and Byström (2006) , to name a few. These studies start from Merton's (1974) proposal, which is to consider the firm's own equity value as a European call option on its assets and use the Black and Scholes (1973) formula to calculate the equity value.
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As explained in the Appendix, the measure proposed in this paper for the approximation of default risk is given by the following expression 2 :
where VA,t is the value of the firm's assets at time t, µt is the expected immediate rate of return on VA,t, σA,t,, is asset return volatility, Dt is the debt's face value, T is the maturity period and N(·) is the cumulative probability of the Normal distribution. To find the values of VA,t and σA,t , as Vassalou and Xing (2004) , we use an iterative process starting from the market price of the firm's shares.
The advantage of the BSM measure over accounting based models is that it not only considers past data, but, by using the market price of the shares, it also incorporates investors' expectations regarding their future performance. It also takes into account asset return volatility. Furthermore, compared with the credit rating, as a default proxy, the BSM measure has the advantage of no lag between variation in credit worthiness and its incorporation into the risk measure, given that in the BSM measure market prices are discounting expected future cash flows. In addition, it is a firm-specific measure in that it provides a value for each firm based on its financial situation and its capitalization, which may differ from that obtained for another firm with the same credit rating, thus enabling more finely tuned rankings. However, as Cardone et al. (2014) indicate, in the case of market-based credit risk measures, we must consider that the inefficiencies of capital markets might lead to prediction errors in market-based measures.
Data
We apply these measures to companies listed in the New York Stock Exchange (NYSE) In keeping with the nature of the study, we use monthly data for the different variables.
Following Vassalou and Xing (2004) , to avoid problems related to reporting delays, we do not use the book value of accounting variables of the new fiscal year, until 4 months have elapsed.
In the case of the BSM measure, in line with other studies 3 , we calculate the book value of debt as short-term debt plus 50% of long-term debt. Furthermore, as we can see in the Appendix, we need the risk-free rate in order to obtain the implied value of assets. Since we are considering the probability of default in one year, we take the market yield on U.S.
Treasury securities at one year for the whole of the study period.
Regarding 
Results
Comparison of the order of measures
As we have already mentioned, the first focus of this paper is to analyze if the ordering of companies based on credit risk is independent of the credit risk measure used.
In a preliminary analysis, we have studied the coincidence of the quartiles in which the companies are according to their credit risk for each pair of measures. In this analysis, we have considered two alternatives related to the availability of data. Thus, in Panel A of by which the "goodness" of a model should be defined), and how it is measured (the framework that should be used to ensure that the observed performance can reasonably be expected to represent the behavior of the model in practice.
Although accuracy is only one dimension of model quality (Dhar and Stein, 1997) , it is often the most prominent one in discussions of credit risk models. It is important to understand each model's strengths and weaknesses because credit risk models are often used to generate opinions of credit quality on which investment decisions are taken.
As Sobehart et al. (2001) indicate, when used as classification models, default risk models can err in one of two ways. First, the model can indicate low risk when in fact, the risk is high (Type I error). The cost to the investor can be the loss of principal and interest that was promised, or a loss in the market value of the obligation. Second, the model can assign a high credit risk when in fact, the risk is low (Type II error). In the case of tradable loans or securities, this error may result in the selling of obligations that could be held to maturity, at disadvantageous market prices. Unfortunately, minimizing one type of error usually comes at the expense of increasing the other type of error.
Comparing the performance across different default prediction models is challenging, since the models themselves usually measure slightly different aspects of the default events and time horizons, and may be expressing a quantification of credit risk using different types of outputs.
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As we can see in previous works as Cantor and Mann (2003) , Kealhofer (2003) or Gharghori et al. (2006) , the key metrics used are the "cumulative accuracy profile" (CAP)
or power curve, and the accuracy ratio, which is a way of compressing the information in the CAP curve into a single number.
CAP curves are useful for making visual assessments of the information content embedded in the relative ranking of credit risk provided by a given measure. The CAP curve is constructed by plotting, for each rating category, the proportion of defaults experienced by firms with the same or lower credit risk against the proportion of all firms with the same or lower risk. The CAP curve is also known as a "power curve," because it shows how effective a measure is at detecting defaults from the population. The further the curve bows toward the northwest corner, the greater the fraction of all defaults that can be experienced by companies with the lowest credit risk. The closer the curve is to the 45º line, which is the power curve associated with randomly assigned ratings, the weaker the information content of credit risk system.
In Figure 1 we can see CAP curves for the eight credit risk measures applied to our sample. To plot these curves we need to label firm-months observations as default or non- For this reason, we complement CAP curves with ARs as shown in Table 5 5 . In this table, we represent the ARs for each measure using the information from all the companies with data for occurrence or non-occurrence of credit events. In the first row we can see that the predictive power of CDS spreads is the highest, followed by bond spreads and the BSM measure. However, we must take into account that the sample of companies for each measure is not the same, as we can infer from Table 2 . Therefore, we could misunderstand the results since we have companies with different characteristics in terms of size, book-to-market, and other relevant characteristics. Indeed, in Table 6 we can see the characteristics for all the companies with information for each credit risk measure.
We observe, for example, the differences in market value of equity between the companies with data on BSM measure or with data of CDS spreads, bond spreads and credit rating. As we have already mentioned, only certain companies have available measures as CDS spreads, bond spreads or rating, usually big companies. Indeed, Hilsher and Wilson (2017) point out that rated firms may be different in important ways from non-rated firms, in size, leverage and volatility, which are essential variables in the explanation of credit risk.
To take this into account, from the second row of Table 5 , we repeat the analysis for the subset of companies with data for two specific measures at the same time to consider the same companies. We also indicate the number of companies studied in each analysis, and the number of defaulted companies included. We observe that when compared individually to the rest of measures, the BSM measure outperforms the rest of the models.
In the case of Altman's Z, the fit is the best except for the BSM. Contrarily, other accounting models as Ohlson's O or Hannan and Hanweck's probability have a worse adjustment of credit risk than the rest of measures. However, in the case of the model of Zmijewski, we observe that it has a high predictive power, but lower than the one of CDS spreads and credit rating. When we compare the accuracy ratios of CDS spreads and bond spreads, the latter is higher, while if we compare to the accuracy ratios of rating, the CDS 12 spreads have a better adjustment. Finally, we can notice that the predictive power of bond spreads and credit rating is similar.
Up until this point, we have considered as default all the default events included in the Moody's Default and Recovery Database. However, we must remark that the accountingbased models were constructed to reflect the possibility of bankruptcy of the companies.
Thus, in Table 7 For this reason, we go on to study how the measures perform when we consider a longer horizon for default. Specifically, in Tables 8  6 and 9 we show the accuracy ratios when default can occur in five years, taking into account both all the default events and only bankruptcy-related events. In the first row of Table 8 we observe that when the horizon of the prediction is five years, the accuracy of the models decreases, with the exception of CDS spreads, that increases. We must remember that 5-year CDSs were taken from
Datastream. In the rest of Table 8 we see that BSM loses the power with respect to Altman's Z and CDS spreads. We also can notice that rating is less accurate than Zmijewski's model, and that CDS spreads have higher ARs than bond spreads and rating.
If we compare the results in Table 9 with results in Table 7 , all the measures reduce the accuracy for the non-matched sample, with no exception. For the matched samples, we observe that CDS spreads are slightly less accurate than credit rating only when severe default events are taken into account. From the results of both Tables 8 and 9 , we can perceive that when the prediction horizon is longer, the accuracy of accounting-based models is lower. We also observe that in the case of samples with information of marketbased measures as CDS spreads, bond spreads or rating, the accuracy ratios remain high, meaning that these models give reliable estimates of default probability even in 5 years.
Influence of a firm's characteristics on the accuracy of measures
Thus far, we have shown that measures of default risk do not order in the same way, nor do they measure credit risk in the same way. However, since not all the companies have data for every measure, we cannot affirm which measure is the best. We only can study this in pairs, and thus, we can affirm that for a general default risk, including less extreme and severe default events, and in a one-year horizon, the BSM measure performs the best, closely followed by the CDS spreads.
As we have already mentioned, the samples of companies with data available for each measure are different in terms of size, book-to-market ratio, leverage, etc. Therefore, in this section we seek to study if the characteristics of companies with data of the measure affect its accuracy. To do this, using a bootstrap analysis, we generate 1,000 samples of 100 companies for each measure of credit risk, and for every sub-sample we have 
A second model without taking into account equity's volatility (Model 2) has been estimated:
As can be observed in Panel A of Table 10 , the effect of size on accuracy is positive for
Altman's Z, Hannan and Hanweck, Zmijewski and credit rating, while the sign is negative for CDS spreads and bond spreads. That is, for these two last measures, the higher the company, the poorer the adjustment. We must remark that, as seen in Table 6 , the companies with availability of data of these measures are the biggest, so the negative sign of the coefficient of size could be explained by the so-named "too big to fail" effect.
Moreover, related to the BTM ratio, the effect is different among measures, with a negative effect for Altman's Z, Hannan and Hanweck, Zmijewski and CDS spreads, and positive for bonds. Finally, we can observe that the effect of volatility on the accuracy ratio is positive for BSM, Hannan and Hanweck, Zmijewski, CDS spreads and bond spreads, and negative for Altman's Z. This reflects one of the recognized disadvantages of accounting-based models; they do not take into account the volatility of equity. If we repeat the analysis without the volatility variable, we observe that the coefficients of Size and BTM change to negative in the case of BSM model (Panel B). In the case of the other measures, there is little observable change.
A sizeable part of risk assessment depends on the ease with which a company can be evaluated. For this reason, in Model 3, in addition to considering the BTM ratio, we also 15 take into account the intangibility ratio, INTAN, measured as the ratio of intangible assets by total assets:
As we can see in Panel C, the coefficient of this variable is negative for all the credit risk measures, except for the CDS spreads. This result is consistent with the fact that the more intangible the assets of a company, the more difficult it is to value the company, and
consequently, the more difficult it is to assess its credit risk.
However, we must consider that BTM ratio could also be implicated in this difficulty to value the company, hence in Model 4 we do not consider BTM for the explanation of the accuracy ratio:
As we can see in Panel D, in the case of the CDS spreads, the coefficient of the variable INTAN loses its significance if BTM is not considered.
In Table 11 we observe that when only severe default events are considered, some coefficients change their sign or their significance. For example, in Model 1, volatility has a positive effect on the accuracy of rating, and in Model 4, the intangibility ratio now has a positive effect on the accuracy of bond spreads.
Furthermore, if default is considered in a horizon of five years, coefficients suffer little change (see Table 12 ), except for volatility in the case of CDS in Model 1, that now has a negative effect. Moreover, if additionally we only take into account severe default events, in Table 13 we appreciate similar results to the obtained in Table 11 for default in one year, although in this case the effect of intangibility is negative.
However, we must remember that these samples contain companies with different characteristics regarding size, BTM, etc., as we have seen in Table 6 . As a matter of fact, in sample and with a big size in terms of market value. After this requirement, the coefficient of Size that earlier was positive for some measures, becomes negative as in the case of CDS and bond spreads. As we mentioned before, this negative sign can possibly be explained by the "too big to fail" concept. We obtain similar results for the cases of severe default and default in five years 8 . However, we must notice that even for bigger companies, in the case of Altman's Z, the sign of Size continues to be positive. Since this measure is less dependent on market value than the rest of measures, size continues to have a positive effect on the accuracy of the measure, although it is compensated for by a negative sign for volatility. In Table 16 , mean and standard deviation are shown for the companies in the sample, showing that the requirement of having data of CDS carries an increase in the market value of the companies in the sample.
Finally, instead of studying the accuracy of measures individually, in Tables 17 to 20 we show the results of a joint analysis for all the measures with a dummy of measure. The hidden dummy is the CDS', since this is the measure with the highest accuracy ratio for the non-matched sample, except for the case of severe default in one year. We observe that the coefficients of the rest of measures are negative, with the exception of the aforementioned situation (see Table 18 ), showing a worse adjustment than the CDS measure.
The results indicate a positive effect of volatility, contrary to BTM and intangibility ratios, with a negative effect on the accuracy ratio. Furthermore, for none of the four models nor the four situations considered, the effect of the size of the company is statistically significant. As we have already mentioned, there exists a size bias of the measures that might be taken into account through the coefficients of the dummies of measure.
Conclusion
This paper considers whether a wide range of measures of credit risk order and quantify corporate credit risk in the same way. Thus, eight measures of credit risk of different nature are analyzed: four accounting-based models, three market-data measures and a market-based constructed model.
The first aim of the paper is to compare the order obtained using the different measures.
We show that the different measures of credit risk do not offer the same ordering, and we even find clusters of measures, such as the BSM measure and the spreads of CDSs and bonds. Thus, we should be cautious when we use some of these measures to build portfolios or study any relationship with other variables, such as returns, and we should take into account the results related to the accuracy of measures.
The second aim is to study the accuracy of each method with regards to real credit risk.
We use the information on defaults of Moody's Database instead of using other variables of credit risk, as some authors do in the literature. We study the predictive power of the different credit risk measures in explaining credit events, complementing the existing literature by applying measures of different natures at the same time. Firstly, considering the possibility of default in one year, as previous works, we find that the Black-ScholesMerton is superior to the rest of measures with respect to accuracy. Furthermore, we show that other measures are relatively poor predictors of corporate failure, such as Ohlson's O and the probability of Hannan and Hanweck. Secondly, when default is allowed to occur in five years, we show that in general the accuracy of measures decreases, with the exception of CDS spreads, which seem to be more accurate than all the measures excepting Altman's Z.
We have also tested the accuracy of the credit risk measures when only severe default events are considered, since many of the default models were constructed to reflect only the risk of bankruptcy. We find that the accuracy of all the models increases in general terms. Furthermore, we show that the BSM measure in this case predicts somewhat worse than bond spreads or credit rating. This reflects that this model would be more useful to reflect corporate credit risk in general, not only bankruptcy risk.
In all cases considered, default in one year, in five years, less extreme and severe, we observe that the adjustment of the models depends on the sample considered, since only big companies have information concerning certain types of credit risk measures, for example CDS spreads, bond spreads or credit rating. This has been carefully studied, since the performance of the models could be related to the characteristics of the companies. Indeed, we have found that variables such as the book-to-market ratio, or a company's intangibility in general have a negative effect on the adjustment of the measures. Furthermore, taking into account only bigger companies, size affect in a 18 negative way, which could be explained by the concept of "too-big-to-fail". Finally, the effect of volatility is different for each measure. Consequently, in the case of Altman's Z, the effect is negative. This can be due to the fact that this measure doesn't factor in the volatility of equity, that is a variable clearly tied to the default risk of the company, and that is one of the classical downsides of accounting-based measures.
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Appendix
Based on Merton (1974) , the value of a firm's assets is supposed to follow a geometric Brownian motion, given by this expression:
where A V is the value of the firm's assets,  is the expected immediate rate of return on
 is assets-return volatility and W is a standard Brownian motion.
Supposing that the firm is financed entirely by equity and a zero-coupon bond with face value Dt at time t and maturity T, default risk can be defined as the probability of the value of the firm's assets at T being less than the book value of its debt, that is:
Given that firm value follows (1), it can be deduced that:
with:
where T  are iid variables over the interval N(0,1). Thus, expression (2) can be written as:
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Using the Merton (1974) implied probability distribution, as in other studies in the literature 9 , default risk is given by:
where N(·) is the cumulative probability of the Normal distribution.
It is worth noting that in order to implement expression (6) Black and Scholes (1973) to the pricing of the firm's equity, find that the value of t E V , is given by the following expression:
where r is the risk-free interest rate. Furthermore, it is known that 
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of equations (7) - (10) V , into the system of equations (7) - (10) The first row of this table shows the accuracy ratios (AR) for every measure of credit risk for the non-matched samples.
From the second row, the results for the subset of companies with data for two specific measures at the same time are
shown. We also indicate the number of companies studied in each analysis, and the number of defaulted companies included. Size is the logarithm of market value of equity, BTM is the book to market ratio, Leverage is total debt divided by total assets, Volatility is the equity volatility, and finally, Intangibility is the ratio of total intangible assets to total assets. The first row of this table shows the accuracy ratios (AR) for every measure of credit risk for the non-matched samples.
shown. We also indicate the number of companies studied in each analysis, and the number of defaulted companies included. The first row of this table shows the accuracy ratios (AR) for every measure of credit risk for the non-matched samples.
shown. We also indicate the number of companies studied in each analysis, and the number of defaulted companies included. 10.0186*** -0.3917*** -2.5490*** Rating -1.7901*** 0.1060*** -0.1542 ***, ** and * denote coefficients that are significant at the 1, 5 and 10 per cent levels, respectively. 2.5202*** -0.0752*** 0.4409*** Rating -0.8042 0.0671 -0.1831 ***, ** and * denote coefficients that are significant at the 1, 5 and 10 per cent levels, respectively. 7.1614*** -0.2657*** -3.7177*** Rating -1.6776** 0.0921*** -0.3273 ***, ** and * denote coefficients that are significant at the 1, 5 and 10 per cent levels, respectively. Size is the logarithm of market value of equity, BTM is the book to market ratio, Leverage is total debt divided by total assets, Volatility is the equity volatility, and finally, Intangibility is the ratio of total intangible assets to total assets. for the main characteristics of the companies in the bootstrapped samples with data available for each measure of credit risk with the requirement of having data of CDS at the same time. Size is the logarithm of market value of equity, BTM is the book to market ratio, Leverage is total debt divided by total assets, Volatility is the equity volatility, and finally, Intangibility is the ratio of total intangible assets to total assets. -0.6191*** -0.6460*** -0.6484*** -0.6477*** ***, ** and * denote coefficients that are significant at the 1, 5 and 10 per cent levels, respectively. -0.2199*** -0.2306*** -0.2316*** -0.2297*** *** and * denote coefficients that are significant at the 1 and 10 per cent levels, respectively.
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