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Abstract— Providing the operator with a good view of the
remote site is of paramount importance in aerial telemanipu-
lation. In light of that, this paper proposes the application of a
hierarchical control framework in order to tackle the problem
of adjusting the field of view of an on-board camera as a
secondary task. The proposed approach ensures that the flying
base, and consequently the camera, can be steered in order to
provide a distant operator with a desired field of view without
disturbing the end-effector pose. The approach is focused on
aerial manipulators with torque-controlled arms, like the DLR
Suspended Aerial Manipulator (SAM), while allowing the base
to be directly torque-controlled or, alternatively, through an
inner-loop velocity controller. Quantitative, qualitative, and
real-scenario experimental validation is carried out using the
SAM and confirms the need for such an approach and its
efficacy in achieving decoupled field-of-view control.
I. INTRODUCTION
Intensive technology development in the field of aerial
manipulation has paved the way towards the application of
aerial robots to more complex interaction tasks. Among oth-
ers, preliminary results have demonstrated the applicability
of such systems in the areas of maintenance and inspection
of power lines [1], [2], bridges [3], [4] and industrial-plant
pipelines [5], [6].
As the environment gets less structured and more dynamic,
the introduction of a human operator to the loop in a teleop-
eration or shared-control fashion can facilitate the fulfillment
of more complex aerial manipulation tasks [7]–[9]. In such
applications, the operator strongly relies on visual informa-
tion provided by on-board sensors and cameras, as direct
visual contact is rarely possible. Our recent work introduced
a visual-inertial framework for aerial telemanipulation [9],
where, in addition to haptic information, the operator is
provided with visual feedback through direct stream from
an on-board camera and a 3D virtual reality scene. The pose
of the end-effector and of the objects of interest is updated
in real-time based on joint-position measurements and a
marker-detection algorithm. An overview of the proposed
framework can be seen in Fig. 1. The operator, sitting in
the ground station, relies on visual information in order
to command the remotely-located DLR Suspended Aerial
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Fig. 1: Visual-inertial teleoperation framework [9]. In addi-
tion to haptic feedback, the operator is provided with visual
information through a virtual-reality environment as well as
raw images from a camera.
Manipulator (SAM) [10] using a haptic device. The vision
system relies on two cameras, namely, a hand-eye camera
attached to the end-effector and an eye-to-hand camera
attached to the UAV base (see Fig. 2).
Although the proposed framework allowed a real teleoper-
ation task to be fulfilled, namely the deployment and recov-
ery of an inspection crawler, some issues in the visualization
system were identified:
(a) eventual occlusion of the markers in the eye-to-hand
camera image;
(b) poor view of the task in the streamed image; and
(c) mismatch between arm and joystick motions in the
streamed image.
The first issue, (a), has been tackled in our previous work
[9] by relying solely on the hand-eye camera for marker
detection, which might decrease the robustness of the system.
Issues (b) and (c), on the other hand, still need to be tackled.
Issue (b) means that it can be hard to recognize objects in
the scene in case the camera is not in a favorable pose.
Respectively, (c) occurs when, due to the orientation of
the camera, the directions of motion of the joystick map
to different (non-orthogonal) directions of motion of the
end-effector in the image, which makes it less intuitive
for the operator to command the arm to a desired pose.
To understand this problem, some readers might recall the
feeling of playing a video game and suddenly having the
controls inverted.
In order to solve the aforementioned issues (b) and (c) and
propose a more robust solution to (a) by also enabling the
use of the eye-to-hand camera for marker detection, we aim
at endowing the SAM with the capability of moving its base
in order to change the field of view (FoV) of the eye-to-hand
camera during operation. In order to do so, two additional
requirements have to be accounted for. First, despite being
part of the kinematic chain of the robot, the base motion
should not undesirably disturb the end-effector motion, i. e.,
the FoV-adjustment task should occur in the null space [11]
of the end-effector motion. In addition, the developed control
method should allow for independent velocity control of the
base in a cascaded manner. This is owes to the fact that
the SAM is coped with combined actuation of the base,
composed of propellers and variable-length cables [10] with
the latter being commanded by winch motors with their
own velocity controller. Therefore, it is meaningful to have
some degrees of freedom (DoF) of the desired base trajectory
tracked by an inner-loop velocity controller, which takes both
propellers and winches into account.
A key characteristic of the SAM, which allows for the
fulfilling of the aforementioned requirements is its kine-
matic redundancy. By having more DoF than the minimum
required, whole-body control techniques can be applied to
make the aerial robot perform the main task in an optimal
manner or to accomplish additional subtasks without disturb-
ing the main one. A possible way of achieving a desired FoV
while successfully accomplishing the manipulation task is
by designing a hierarchical controller, which has the camera
pose as a secondary task to be performed. A similar idea
was presented in [12] and [13]. It was shown that adding the
camera placement as a lower-priority task in a hierarchical-
control structure allows for the successful completion of
aerial visual-servoing tasks. In those works, the redundancy
is solved at kinematic level, i. e., by providing a desired ve-
locity to the secondary task, which is in the null space of the
primary one. Such controllers are based on the assumption
that a desired velocity would be perfectly followed by the
manipulator joints, which may or may not hold, based on
task and hardware specifications. Nevertheless, since recently
developed aerial manipulators [10], [14] are composed of
torque controlled manipulators, dynamical decoupling [15]
of the redundant robot can be ensured in order to further
improve the performance of the task.
Null-space FoV control is a crucial add-on for both
autonomous tasks, as in [14] and [16], and teleoperation,
as in [17] and [18]. In contrast to our previous works [17],
[18], which mainly focused on the passivity and stability im-
plications of performing multi-task aerial telemanipulation,
this paper is intended to be more experimental, aiming at
analyzing the performance of the hierarchical control itself
as well as its applicability to real scenarios, including not
only telemanipulation, but also vision-based autonomous ma-
nipulation, also considering the case where the base velocity
is controlled by an inner-loop controller has not yet been
tested.
In summary, this paper focuses on the application of a
dynamically-decoupling control approach in order to achieve
multi-task aerial manipulation, where the flying base is force
or velocity controlled to achieve a desired camera view with-
out disturbing the end-effector pose. The proposed approach
is an important add-on to the visual-inertial teleoperation
framework presented in [9], as it endows the operator with
the capability of adjusting the camera view to avoid marker
occlusions and motion mismatch between joystick and arm.
In addition, it prepares the SAM for the operation of the
winches by enabling the base to be controlled by an inner-
loop velocity controller. The performance of the proposed
method is demonstrated through experiments performed on
the SAM.
The remainder of this paper is structured as follows.
Section II provides relevant details about the Suspended
Aerial Manipulator while Section III describes the control
approach designed to accomplish both manipulation and FoV
control with the possibility of having an inner-loop control
of the base velocity. Moreover, Section IV presents both
quantitative and qualitative experimental validation, as well
as results from the application of the proposed approach to
fulfill a peg-in-hole task. Finally, Section V concludes the
paper.
II. THE SUSPENDED AERIAL MANIPULATOR
The DLR Suspended Aerial Manipulator, also known as
SAM (illustrated in Fig. 2), was developed in the scope of
the AEROARMS project [8] with the purpose of allowing
teleoperated inspection and manipulation tasks in industrial
scenarios. A description of the relevant details of the system
is as follows. The flying platform is equipped with eight
propellers, capable of providing omni-directional wrenches
for the actuation of the floating base. An industrial robotic
arm, KUKA LWR (a 7-DoF torque-controlled manipulator),
is attached to the platform for performing aerial manipulation
tasks. Moreover, the platform is suspended through a set
of winch-actuated cables, whose velocity is independently
controlled. Furthermore, an industrial monocular camera (Al-
lied Vision Mako) mounted on the platform provides high-
resolution images, which enables perceiving great part of
the operational space of the manipulator and can be used for
object tracking, as an example. The SAM can be carried by
a manned/unmanned helicopter as well as an indoor/outdoor
crane. For the purpose of this work, both an overhead crane
and a mobile one were chosen as carriers.
For more information about the constructive characteristics
of the SAM, the reader is referred to [10].
III. HIERARCHICAL MANIPULATION AND FOV
CONTROLLER
For the purpose of controlling the FoV of the eye-to-hand
camera of the SAM, which is attached to the flying base, it is
considered sufficient to perform a regulation task in yaw, i.e.,
rotation around its suspension axis at rest (inertial z-axis),
while roll and pitch are assumed to be successfully damped
by an oscillation-damping controller [19]. In fact, as will be
shown in Section IV, during nominal motion of the arm (i.e.,
avoiding excessive stretching) and with damped oscillations,
the roll and pitch motions of the platform are only slightly
affected. Based on that, the aerial system can be regarded as
Task 2. FoV enhancement
Task 1. Aerial Manipulation
Fig. 2: Proposed framework. The primary task is relative
to the pose of the end-effector. The secondary one consists
of enhancing the FoV of the eye-to-hand camera, circled in
yellow and depicted in the top-right corner.
having eight DoF, i.e., yaw rotation of the flying base and the
seven DoF of the manipulator. Based on that assumption, the
camera task pose will solely depend on the yaw motion and
can be defined as a regulation controller along that DoF. On
the other hand, the manipulation task depends on the eight
joints and may also command the yaw motion in order to
achieve a desired pose. Nevertheless, a hierarchical controller
can be applied in order to ensure that the main task will only
make use of the yaw motion when strictly necessary, while
camera pose regulation will be fulfilled as long as it does
not disturb the main task (see Fig. 2). Additionally, in order
to completely allocate the DoFs in the control design and
avoid undesirable internal motions, the elbow joint of the
arm will be damped as a third task. The details about the
implementation of such a controller will be provided in the
following sections.
A. Dynamics of the redundant aerial manipulator
Based on the aforementioned damped-oscillation assump-
tion, the dynamics of the SAM can be written as
M(q)q̈+C(q, q̇)q̇+G(q) = τ + τext , (1)
where q ∈R8 is a set of generalized coordinates correspond-
ing to the yaw angle of the base and the manipulator joint
angles, M(q) ∈ R8×8 is the inertia matrix, C(q, q̇)q̇ ∈ R8
is a vector of Coriolis and centrifugal forces, and G(q) ∈
R8 is the gravitational generalized torque vector. τ ∈ R8
corresponds to the control torque applied around the yaw
axis and to the manipulator joint torques. τext ∈ R8 is the
reflection of external forces and torques to the yaw and
manipulator joints.
The task velocities of the three tasks to be controlled are
defined as
V1 = J1(q)q̇ (2)
V2 = q̇1 = J2(q)q̇ (3)
V3 = q̇4 = J3(q)q̇ (4)
where V1 ∈ R6 is the body velocity of the end-effector,
V2 ∈R is the rotational velocity of the platform around its
suspension axis, and V3 ∈ R is the velocity of the elbow
joint of the arm. Moreover, J1(q) ∈ R6×8, J2(q) ∈ R1×8,
and J3(q) ∈ R1×8 are the Jacobian matrices that map joint
velocities to task velocities.
In order to perform hierarchical control, the framework
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where V ∈R8 is the augmented task velocity, composed of
all velocities stacked as a vector.
In order to define a set of decoupled velocity coordinates,
where lower-priority velocities and accelerations do not dis-
turb higher-priority ones, dynamically consistent null-space
projection matrices (see [20], [21]) can be defined as
Ni(q) =
{




M+,T , for i ∈ {2, 3} ,
(7)
where I is the identity matrix and (·)M+ represents the
inertia-weighted pseudoinverse [11] of the augmented Ja-
cobian matrix. Using the aforementioned projections, the
following decoupling Jacobian matrices are defined.
J̄i(q) = Ji(q)Ni(q)
T , (8)












where V is the augmented decoupled task velocity and J̄(q)
is the Jacobian that maps joint velocities to V.
By using (9) and its time derivative, the robot dynamics
(1) are transformed into
Λ(q)V̇+µ(q, q̇)V = J̄(q)−T (τ− τext −G(q)) , (10)
where
Λ(q) = J̄ −TMJ̄ −1 = blkdiag(Λ1(q), . . . ,Λr(q)) , (11)
and
µ(q, q̇) = J̄ −T (C−MJ̄ −1 ˙̄J)J̄ −1
=
µ1,1(q, q̇) µ1,2(q, q̇) µ1,3(q, q̇)µ2,1(q, q̇) µ2,2(q, q̇) µ2,3(q, q̇)
µ3,1(q, q̇) µ3,2(q, q̇) µ3,3(q, q̇)
 . (12)
It can be noted that, due to the decoupling transformation,
a block diagonal inertia matrix Λ(q) ∈ R8×8 is achieved,
which ensures no direct kinetic energy transfer among tasks.
On the other hand, the transformed Coriolis matrix µ(q, q̇)∈
R8×8 is usually fully occupied, allowing power-conserving
inter-task interference at velocity level.
B. Hierarchically-decoupling controller
The first step to completely decouple the dynamics of
the tasks is performing a preliminary compensation action,
which cancels out the cross-coupling and compensates for
gravity, as follows.


















where µi, j corresponds to the τµ is responsible for compen-
sating for the cross-coupling terms in µ(q, q̇) and making it
block diagonal. In turn, τc is the effective control signal, after
compensation, which will be responsible for accomplishing
the desired tasks in a hierarchical manner. By applying the
pre-compensation terms in (13), the dynamics of the system
in the decoupled task velocities becomes
Λi(q)V̇i +µi(q, q̇)Vi =Fc,i +Fext,i , i ∈ {1,2,3} , (15)
where Fc,i = J̄i(q)−T τc,i and Fext,i = J̄i(q)−T τext,i.
In order to control the pose of the end-effector (as a
primary task) and of the flying base (as a secondary task),
the following error elements can be defined
ge,1 = g
−1
des,1g1 = (Re,1, pe,1) , (16)
ge,2 = g
−1
2,desg2 = (Re,2, pe,2) , (17)
where gdes,1, g1, gdes,2, and g2 are homogeneous transfor-
mation matrices on SE(3), which describe the desired and
current poses of the end-effector (subscript 1) and of the
flying base (subscript 2) with respect to a fixed inertial frame.
To accomplish the desired tasks, the body control wrench
Fc,1 and the control torques Fc,2 and Fc,3 can be defined
















where the matrices K(.) are positive definite gain matrices,





selection matrix that selects the z component of the control
torque. Moreover, ηe,i and εe,i are the scalar and vector
parts of a quaternion representation of Re,i, respectively, and
E(ηe,i,εe,i) = ηe,iI3− ε̂e,i , for i ∈ {1,2}.






τc through J̄(q)T and plugged into (13).
By applying the proposed control law, in the absence
of external forces, asymptotic stability of ge,1 = I and
conditional stability (stable behavior once the higher-priority
task has converged) of ge,2 = I task are achieved. Moreover,
convergence of ge,2 = I is also achieved in case there is
no conflict between tasks, as is the case for the desired
application. For more details, see [20].
If the aerial manipulator is to be directly torque controlled,
the aforementioned control law can be directly applied.
On the other hand, if internal velocity control of the base
is desired, an additional step has to be taken, as will be
explained in the following.
C. Admittance interface for the internally velocity-controlled
base
It is not uncommon for aerial manipulators to have the
UAV base independently velocity controlled (e.g., [24]).
Either due to the use of commercially available autopilots
or to the application of velocity-controlled actuators, as the
winches of the SAM [10]. In such cases, the controller
presented in the previous section has to be adapted in order
to become applicable to such hybrid systems.
Since this issue also appears in the field of mobile robots,
a solution has been proposed in [25] and can be suitably
adapted to aerial manipulators. The proposed solution re-
lies on adding an admittance interface, which receives the
commanded torques produced by the hierarchical controller
as the input of a virtual dynamical system, whose velocity
is then given as reference to the velocity controller of the
base. For that purpose, it is assumed that the controller of
the base is a high-gain controller, which can perfectly follow
the desired reference.
For the present application, one can decompose the vector
of local generalized coordinates as q = [qb qTm ]
T ∈ R8,
where qb ∈R is the yaw joint and qm ∈R7 corresponds to
the manipulator joints. Similarly, the generalized torques can
be decomposed as τ = [τb τTm ]
T ∈R8. In order to determine
desired values for qb from the torque commands generated by
the controller defined in (13)–(14), the following admittance
interface can be implemented.
Madmq̈b,des +Dadmq̇b,des = τb , (21)
where Madm ∈ R and Dadm ∈ R are positive inertia and
damping values, respectively. This interface allows for the
computation (via integration) of q̇b,des. Therefore, under the
assumption of having a high-gain velocity controller, which
implies that q̇b ≈ q̇b,des and that the dynamic interference
of the manipulator on the base motion is negligible [25],




















= τ + τext , (22)
where Mbm and Cbm are the inertia and Coriolis couplings
between the base and the manipulator. As suggested in [25],
in order to achieve completely decoupled dynamics between
base and manipulator, an extra term τcomp can be added to
the control law, which cancels out the effects of Mbm and
Cbm using the values of q̈b,des and q̇b,des, computed through
(21).
Having defined the system dynamics and the compensation
action, the control law presented in Section III-B can be
applied considering the dynamics in (22) instead of (1) and
adding τcomp to τ in (13).
As mentioned in [10], the SAM is able to directly exert
body wrenches commanded by the controller through the
propellers. However, in order to prepare the system for
a possibly hybrid velocity-torque control strategy, the yaw
controller presented in that paper was applied as an inner-
loop velocity controller. The values of Madm and Dadm were
manually tuned such that the inner-loop controller could be
considered as a high-gain controller.
IV. EXPERIMENTAL VALIDATION
For the validation of the proposed framework, the SAM
(Fig. 2) was employed. Three sets of experiments were
carried out. The first one aims at confirming that the
hierarchical-control strategy presented in the previous sec-
tions meets its desired goal, namely, enabling the motion of
the flying base in the null space of the end-effector. This first
step takes into account the case where the base is torque-
controlled by directly applying the approach presented in
Section III-B and also the case of a velocity-controlled base
by adding the admittance interface presented in Section III-
C. The second validation task is more goal-oriented, where
the framework was applied to overcome an occlusion caused
by the arm. Finally, the proposed framework was applied to
a real outdoor peg-in-hole scenario. The results of the three
validation tasks are shown in the following subsections.
A. Quantitative validation
The first validation experiments aim at analyzing the
motion decoupling capabilities of the approach for both
torque and velocity-controlled flying bases. In order to do
so, the base is commanded to a desired orientation while the
end-effector is required to be steady.
Initially, the case of force-controlled aerial manipula-
tors was analyzed. For that, the controller presented in
Section III-B was applied to the system for keeping the
manipulator steady as the primary task and moving the base
by 50 degrees around its suspension axis as the secondary
one. The results of that application are depicted in Fig. 3.
Fig. 3a shows the orientation of the base in Roll-Pitch-Yaw
(RPY) angles. The dashed black line on the bottom plot
represent the desired yaw motion while the red lines on the
three plots show the orientation of the platform, measured by
an inertial measurement unit (IMU). It can be seen that the
flying platform was able to regulate to the desired orientation
within around 5 seconds. The top and middle plots show that
roll and pitch deviations remained within a range of less than
one degree during that motion, therefore validating the initial
idea of controlling the platform only in yaw.
Figs. 3b and 3c depict the position and orientation of
the end-effector as retrieved by the IMU and joint-angle
measurements, and the forward kinematics of the manipu-
lator. It can be seem that, after an initial jump of around
3 cm in the x-axis and smaller amplitudes in y and z, the
positions of the end-effector remained close the desired ones.
In Fig. 3c a transient deviation of less than 0.2 degrees was
observed in yaw, while roll and pitch deviations remained
close to zero. The reason for having non-zero steady-state
errors, especially in end-effector positions, is most likely
due to imperfect gravity compensation, which affects the
arm in different ways according to its configuration. On the
other hand, the deviations observed during the convergence
period of the platform are due to inaccuracies in the dynamic
model, which prevent the system from a complete dynamic
decoupling. Nevertheless, such deviations should not prevent
common aerial manipulation tasks to be fulfilled.
Subsequently, the same task was performed by the SAM,
but this time an admittance interface was used in order to
provide the inner-loop yaw controller from [10] with desired
velocities based on the torques commanded by the whole-
body control law. Madm and Dadm were tuned beforehand
to generate slow enough velocities, such that the perfect
tracking assumption would hold for the yaw controller. The
chosen values were Madm = 7.2kgm2 and Dadm = 64kgm2/s.
The results of that application can be seen in Fig. 4. Fig. 4a
depicts the RPY angles of the platform during the task. It can
be seen that desired yaw pose was achieved in a smoother,
but slower manner compared to the force controlled platform,
due to the low-pass filter characteristic of the admittance
interface, as can be noted from (21). That behavior may or
may not be desired, depending on the task being performed.
The limiting factor for the SAM was ensuring tracking
capabilities of the yaw controller. Moreover, it can be noted
that the pitch and roll-angle deviations presented similar
magnitudes to the previous case.
In Fig. 4b, larger deviations can be observed compared to
Fig. 3b. That is most likely because the transient response
took longer than in the previous case. Therefore, although a
complete decoupling between the two tasks is theoretically
guaranteed by the controller presented in Section III, that
result relies on perfect knowledge of the system dynamics,
which is hard to achieve. Therefore, the maximum transient
deviation in position was 5 cm, with a steady-state deviation
of 2 cm along the y-axis, due to imperfect gravity com-
pensation. Moreover, in Fig. 3c larger deviations were also
observed in the orientation of the end-effector during the
transient response (around 0.3 degrees in yaw and less than
that in roll and pitch). Such deviations can be reduced by
deriving a more accurate dynamic model, if needed.
When comparing the two approaches, one might argue
that the force-based hierarchical control yields better results
than the velocity-based one. Unless necessary, it is advisable
to let the controller directly command base forces, if that
option is available, in order not to unnecessarily increase the
complexity of the problem being solved. Nevertheless, it has
been shown that the introduction of an admittance interface
also allowed the hierarchical decoupling task to be performed
for a velocity-controlled base. Therefore, the application of
the framework presented in this paper is not limited to aerial
robots with force-controlled bases, but also extends to cases
when an inner-loop velocity controller is present.
B. Qualitative validation
After showing the motion-decoupling capabilities of the
hierarchical controller, another set of experiments for vali-
dating its effectiveness in overcoming occlusions of the on-
board camera was performed. For that purpose, the robot was
intentionally set to a configuration where both a marker and
a hole of the same box used in [9] for a peg-in-hole task were
occluded and, consequently, vision-aided teleoperation could
not be performed. Since the performance of the velocity-
controlled base was shown to be slightly worse than the
torque-controlled one, it was chosen for this validation step.
It is reasonable to assume that, if the task can be fulfilled
with the controller with lower performance, it can also be
fulfilled with a better one.
The results are demonstrated by the sequence of images
shown in Fig. 5. The system starts at a configuration where
both the marker and the hole are occluded (see Figs. 5a
and 5b). Subsequently, the proposed approach is applied in
order to move the base to a pose where the FoV is more
favorable (Figs. 5c and 5d). It can be seen that the base
motion happened without disturbing the end-effector, which
kept the same Cartesian pose (compare Figs. 5a and 5c).
With that result, it is verified that proposed framework is
able to solve the problem of a poor FoV. Therefore, the only
step left was to apply it to a real scenario, as will be seen
in the following subsection.
C. Peg-in-hole experiments
The last part of the experimental evaluation was carried
out in an outdoor scenario, where the SAM, hanging from
a mobile crane, was teleoperated in order to accomplish a
peg-in-hole task in a high and confined environment using
the scheme shown in Fig. 1.
During that task, the on-board camera lost sight of the
hole due to coupled commands between DoFs, i.e., since the
same input device was used to command different DoFs of
the platform, the operator unintentionally moved the base
while commanding another task. The configuration of the
platform and the camera view during that moment are shown
in Figs. 6a and 6b, respectively. At that point, the task would
have to be aborted if no FoV adjustment were possible.
However, using the proposed framework, the operator was
able to command the base to a more favorable pose and
finally complete the peg-in-hole task (see Figs. 6c and 6d).
In addition to the previously mentioned task images, a
set of plots that show the performance of the system are
provided in Fig. 7. Fig 7a shows the desired yaw commanded
by the operator as well as the RPY values measured by
the IMU. There, the moments where the yaw angle is
accidentally commanded to a poor FoV and the command
for regaining a good view of the task are captured at t ≈ 50s
and t ≈ 90s, respectively. Despite some vibrations (which
were not present indoors), the yaw tracking capabilities of
the hierarchical controller are proved satisfactory. It can also
be seen that the roll and pitch values are kept around zero,
as in the indoor evaluation, which supports the assumption
of no motion along those axes.
Figs. 7b and Fig.7c show the values of the relative position
and orientation (absolute angle) of the end-effector with
respect to the hole, computed by the visual-inertial algorithm
presented in [9]. The dashed vertical line at t ≈ 190s marks
the moment where the peg is inserted into the hole. At that
moment, the relative x-y position and angle are close to zero
and the relative z-position is crossing zero, i.e., the end-
effector is aligned with hole and moving into it.
The results presented in this section demonstrate the
applicability of the proposed framework to real scenarios
where the motion of the flying base is exploited in order to
assist the operator in fulfilling a desired task, which would
otherwise have to be aborted in case of occlusion or loss of
sight.
V. CONCLUSIONS AND FUTURE WORK
This paper validated the application of hierarchical whole-
body control to achieve decoupled motion of the flying base
and avoid occlusions and loss of sight of the on-board cam-
era. Both quantitative and qualitative validation experiments
were performed, where the base was commanded to turn, as
a secondary task, while the end-effector was commanded to
keep its pose, as a primary task. In addition, an outdoor peg-
in-hole task demonstrated the efficacy of the approach in real
scenarios. With that, the need for a such a controller and its
contribution to successful vision-based telemanipulation and
autonomous manipulation was demonstrated.
The limitations of the proposed approach lie in the fact
that, despite not needing exact knowledge of the system dy-
namics for guaranteeing stability, its performance is degraded
in case the model is inaccurate. Moreover, the requirement
of full row rank of the Jacobian limit the convergence and
stability properties to hold only locally. Applying specific
techniques for overcoming those issues is left as future work.
The future of this work will be divided into two directions.
The first direction will be extending it to cope with the winch
actuators and also to allow for different configurations of the
base away from its zero roll-pitch and zero x-y pose. The
second direction will focus on autonomously commanding
the position of the flying base in order to optimize the field of
view and allowing for blended commands between autonomy
and human operator in a shared-control fashion.












































(a) Base orientation in RPY.









































































(c) End-effector orientation in RPY.
Fig. 3: Position and Orientation plots with force-controlled base.












































(a) Base orientation in RPY.









































































(c) End-effector orientation in RPY.
Fig. 4: Position and Orientation plots with velocity-controlled base through admittance interface.
(a) (b)
(c) (d)
Fig. 5: External images (left) and images from eye-to-hand camera (right). (a,b): Marker and hole are occluded. (c,d): The




Fig. 6: External images (left) and images from eye-to-hand camera (bottom). (a,b): Neither the hole nor the peg are visible.
(c,d): After null-space motion of the base, the hole became visible and the peg-in-hole task could be accomplished.

























(a) Base orientation in RPY.


























(b) End-effector to target position.


















(c) End-effector to target orientation.
Fig. 7: Position and Orientation plots for the peg-in-hole task.
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