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ABSTRACT 
The moving object detection from a stationary video sequence is a primary task in various computer vision applications. In 
this proposed system; three processing levels are suppose to perform: detects moving objects region from the background 
image; reduce noise from the pixels of detected region and extract meaningful objects and their features (area of object, 
center point of area etc.). In this paper; background subtraction techniques is used for segments moving objects from the 
background image, which is capable for pixel level processing. Morphology operation (Erosion and dilation) are used to 
remove pixel to pixel noise. In last level, CCL algorithm is used for sorts out foregrounds pixels are grouped into 
meaningful connected regions and their features. 
Indexing terms/Keywords 
Background modeling, background subtraction, Pixel level processing, foreground detection. 
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INTRODUCTION  
Moving object detection is a difficult task in a complex environment because of moving object interact with each other and 
it may move in unexpected ways. This requires a robust method without being affected by changes of environment 
features. Adaptive background subtraction method [1] is assumed to work real time as a part of a video-based surveillance 
system. The computational complexity and even the constant factors of the algorithms are important for real time 
performance. The system is initialized by feeding video imagery captured by a static camera. To detect any moving object 
from the incoming frame; the system is divided into three main stages: detection; reduce noise and extract meaningful 
objects and their features (area, width, height and center of a region). Detection stage is able to differentiate moving 
foreground objects from static background objects in dynamic scenes. Morphology operation is used to remove noisy 
pixels from the foreground pixels map that are not a part of foreground regions and to remove the noisy pixels from the 
background pixels map that are close to and inside object regions that are actually foreground pixels.   
Most of the methods are used for both color and gray scale video imagery. The first step is distinguishing foreground 
objects from stationary background. To achieve this, uses the adaptive background subtraction and low-level image 
processing methods to create a foreground pixel map at every frame and then extract the features such as bounding box, 
area and center of mass of individual object from group of connected regions in the foreground pixel map. 
RELATED WORK 
There are several methods for moving object detection like background subtraction is a commonly used technique for 
motion detection in static scenes [2]. In [3] Heikkila and Silven uses subtracting the current image pixel-by-pixel from a 
reference background image for detect moving regions. In Lipton et al [4] uses a temporal differencing method takes 
consecutive video frames and determines the absolute difference. Collins developed a hybrid method that combines three-
frame differencing with an adaptive background subtraction model [1]. The Haritaoglu et al:W4 [5] system uses a statistical 
background model where each pixel is represented with its minimum (M) and maximum (N) intensity values and maximum 
intensity difference (D) between any consecutive frames observed during initial training period where the scene contains 
no moving objects. Wren, et al. [6], each point in a scene estimated mean intensity value by using a Gaussian distribution. 
Most of the optical flow methods are computationally complex and very sensitive to noise and cannot be used real-time 
without specialized hardware [7]. As noted by Toyama et al. [8], Elgammal et al. [9] and Harville et al. [10], there are 
several problems that must be correctly detect moving objects by a good background removal algorithm. A good quality 
background subtraction algorithm should be able to handle non-stationary background objects e.g. waving trees, and 
image changes due to camera motion. A background removal system should adapt to illumination changes whether or 
sudden changes, whether global or local changes such as shadows and inter reflections. 
SYSTEM OVERVIEW 
In visual surveillance systems; the first step is detecting foreground objects from video sequence. This is useful for higher 
processing levels such as tracking; classification and behavior analysis for reduce processing time. When the dynamic 
scene changes such as light reflectance, repetitive motions for example waiving tree leaves, camera noise, shadows and 
sudden illumination; it makes a reliable system but it difficult for fast object detection. The system diagram of moving 
object detection method is shown in figure 1. Object detection method depends on a six stage process to extract objects 
with their features from video sequence. The first step is the background scene initialization. There are various methods 
used to background model of the scene. Next step is detecting the foreground pixels map by using the process of 
background subtraction model from current image from video sequence. To achieve this, use a combination of 
background subtraction and low-level processing methods to create a foreground pixel map at every frame. The pixel-level 
process is dependent on the background model that is initialized in starting of this purposed system and when dynamic 
scene changes the background model is used to update. Also, due to camera noise or environmental effects the detected 
foreground pixel map contains noise. Pixel-level post-processing operations are performed to remove noise in the 
foreground pixels. 
Fig 1: System block diagram of Moving Object Detection 
Once get the filtered foreground pixels, in the next step, connected regions are found by using a connected component 
labeling algorithm [11] and objects bounding boxes are calculated. The connected regions are close to but disjoint due to 
defects in foreground detection process. Some relatively small regions caused by environmental noise are eliminated in 
the region-level post-processing step. In the final step of the detection process, a number of object features are extracted 
from current image by using the foreground pixel map. These features are the area, centre of mass etc. of the regions 
corresponding to objects that may be use in further processing. 
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MOVING OBJECT DETECTION 
Input Video  
This system using input as a video as shown in the system block diagram. A video stream is recorded by digital camera. A 
video convertor software is used for convert a video into uncompress AVI format file. 
 Video: Codec- Cvid, 320 x 240 pixel resolution and 25 frames/second. 
 Audio: Codec-WMA2, Bit Rate-320008, Sampling Rate-44100/2. 
The sequence of the frame retrieves from the uncompress AVI format video and then the captured frames are converted 
into grayscale image, which are inputs for the system block diagram. 
Background Model  
According to Cristani et al. [12], a background modeling is a process that is dividing in three model; representation, 
initialization, and adaptation model. The first model used for represent the background; the second one used for 
initialization of this model, and the third used for adjusting the model to the background changes (e.g. suddenly 
illumination changes). Generally background models have two distinct stages in their process: initialization and update.   
Foreground Detection 
To create a foreground pixel map; foreground detection methods compares current frame sequence with the background 
model and then apply low-level image post-processing methods to remove camera noise or environmental effects the 
detected foreground pixel map contains noise and extract object features at every video frame. Foreground pixels map 
obtained usually in binary form is “0’ represent by background pixel map and “1” represent by foreground pixel map. For 
detecting the foreground region this system uses Adaptive Background Subtraction Method. In the following subsections 
we will discuss first how to generate the difference pixel map given the background model and the current frame, and then 
we will discuss the correct threshold value. The correct threshold value depends on the camera noise, on the scene, and 
on the illumination conditions. 
Adaptive Background Subtraction Model: Background subtraction algorithm [1, 16] is commonly used 
technique for motion segmentation. In this method, at the start of the system a reference background is initialized with the 
first frames of video. For every new frame, the foreground pixels map are identified by subtracting the intensity values of 
reference background from intensity values current frame. The foreground pixels maps are stored in new frame and 
compare with a predefined threshold value pixel by pixel. When dynamic scene changes the reference background and 
the threshold values are updated by using the foreground pixel information. 
Let Gi(x, y) represents the gray-level intensity value at pixel position (x, y) of video image sequence G which is in the 
range [0, 255]. Let BGi(x, y) represents background intensity value for pixel position (x, y) which is estimated over time 
from video images G0 through Gi−1. The current video image at pixel position (x, y) belongs to foreground image if it 
satisfies given equation 1: 
 Gi x, y − BGi x, y  > Thi x, y                                  (1) 
Where Thi(x) is a threshold value estimated using the image sequence G0 through Gi−1. The value for threshold [13] 
becomes very important because: 
 If the threshold is too low, background brightness could be sudden increase that could be false detection. 
 If the threshold is too high, a moving object with brightness close to the background will not be detected as 
shown in figure 2. 
Equation (1) is used to generate the foreground pixel map which represents as a binary array where “1” corresponds to a 
foreground pixel and “0” stands for a background pixel. It takes very less memory for performing the calculation. The 
reference background BGi(x,y) is initialized with the first video image G0, BG0 =G0 and the threshold image is initialized 
with some pre-determined value . In this system we consider pre-determined value of threshold is 35. 
 
                         (a)                               (b)                             (c)                              (d)                             (e) 
Fig 2: (a) background Image (b) Current Image (c) Detected region (d) Detected region with low Threshold (e) 
Detected region with high Threshold 
This system can be used in outdoor environments and indoor environments. Therefore reference background images and 
threshold images needs to update itself with incoming images to the dynamic changes such as global illumination change. 
The update process is different for pixel positions which are detected as a foreground pixels or as a background pixels if it  
is satisfies as per given equations 2 and 3: 
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BGi+1 x, y =  
αBGi x, y +  1 − α Gi x, y ,                      x, y ∈ non moving region 
βBGi x, y +  1 − β Gi x, y ,                            x, y ∈  moving region 
                                (2)  
 
Thi+1 x, y =  
αThi x, y +  1 − α  γ ∗  Gi x, y − BGi x, y   , x, y ∈ non moving region 
Thi x, y                                                                                             x, y ∈ moving region 
          (3)  
Where α, β and γ are a constant value that’s belongs to  0.0,1.0  which give us how much information from the incoming 
image are place to the background and threshold images. In other words, if each background pixel is considered as a time 
series, the background image is a weighted local temporal average of the incoming image sequence and the threshold 
image is a weighted local temporal average of γ times the difference of incoming images and the background. The values 
for α, β and γ are experimentally determined by examining several indoor and outdoor video clips. The value of α cannot 
be consider too small because it may create an artificial “tails” behind of moving objects. So to prevent artificial “tails” 
forming behind moving objects need to kept large value of α as shown in figure 3. 
 
                                                              (a)                             (b) 
Fig 3: (a) Detected region with α = 0.2 very small (b) Detected region with α = 0.9 very high  
If β is too small, foreground objects will be merged to the reference background and it will give inaccurate segmentation in 
later frames. Objet detecting process will be stop because of moving objects will not be possible to detect. If β is too big, 
objects may never be merged into the background image, thus background model would not adapt to long-term scene 
changes. In equation 2 where β=1.0 is corresponding to the background update process presented in [14]. 
PIXEL LEVEL POST-PROCESSING FILTER 
The outputs of background subtraction algorithms generally contain noise due to camera noise, reflectance noise, 
shadows and sudden illumination change and background colored object noise cannot be handling by background model 
and affects the outputs at many calculation stages during the processing of a frame and becomes inaccurate frame due to 
noise. Few algorithms are implemented to improve the image quality to detect the moving object. 
Median Filter 
The median filter is normally used to reduce noise in an image and it is a simple and very effective noise removal filtering 
process. Noise is removed by replaces the center value with the median of all the pixel values in the matrix. If we 
considering an example of 3x3 matrix [15]. 
Table 1. (a) original image (unfiltered image). (b) median filter (after replacing center value) 
6 2 8  * * * 
3 9 4  * 5 * 
1 5 7  * * * 
The median filter sorts the value of the given matrix and then median value is replace by center value. The sorted values 
are 1, 2, 3, 4, 5, 6, 7, 8, 9 and median value 5 will be replaced by centre value in the matrix. This process is performed 
over the whole image and reduces the noise.  
Morphological Operations 
We apply Morphological Operations, erosion and dilation [16] to eliminate noise form foreground pixels map and also used 
to eliminate the noisy background pixels inside or near object regions that are mainly foreground pixels. With the help of 
structure element and set operator such as intersection, union etc. morphological operations work usually on binary 
images. Generally structuring element finds the details of input images operations to be performed. The size of structuring 
element is 33 and the centre pixel represents its origin. It is applied over the image and at each pixel of the image and 
structuring elements is compared with the ones on the image. There are mainly two basis operations of morphology 
approach, first, translation of structuring element over the image, second, are the erosion and/or dilation of image content. 
With the help of Morphological Operations, the shape of an image can by analyze and manipulates by marking the area 
where the structuring element fits. There are many morphological operations but here we are used two basic operations; 
erosion and dilation operations. 
Erosion: It erodes thick boundary pixel of foreground regions. (i.e. white pixels). Therefore areas of foreground regions 
shrink in size, and holes with those areas become larger. 
 Dilation: It expands the foreground region boundaries with one pixel. The basic effect of the operator on a binary image 
is to enlarge the boundaries of foreground regions (i.e. white pixels). Thus areas of foreground pixels grow in size while 
holes within those regions become smaller.  
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The erosion and dilation operator takes two pieces of data as inputs. The first is image which is to be eroded or dilated 
and the second is set of coordinate points known as a structuring element. The morphological filters applied in order and 
amounts of these operations to get suitable image. The order of these operations affects the quality of image and the 
amount affects both the quality and complexity of noise removal. For example, if we apply dilation followed by erosion we 
would dilate one- pixel thick isolated noise regions; this order will successfully eliminate some of the non-background 
noise inside object regions. In case we apply these operations in reverse order, which is erosion followed by dilation, we 
would eliminate one-pixel thick isolated noise regions but this time we would not be able to close holes inside object. To 
solve this problem, we move one step further by filling these holes using the morphological operation “fill”. It fills isolated 
interior pixels (individual 0’s that are surrounded by 1’s), such as the center pixel in given pattern: 
1 1 1 
1 0 1 
1 1 1 
Dilation process has many good criteria such as it can repair the broken edges, help in getting smoother border etc, but its 
drawback is when applying on a small object. The following steps below have been applied in order to obtain better 
results. 
 Calculating the entire area of the moving object. 
 If area of the moving region in the foreground pixels map is greater than or equal to 500 then dilation process will 
be applied over moving region otherwise dilation process will not be performed. Figure 4 shows the result of 
pixel-level post-processing of the initial foreground pixel map. 
 
                                    (a)                                    (b)                                   (c)                                   (d) 
Fig 4: Pixel level noise removal sample. (a) Background Image (b) Current Image (c)  Detected foreground regions 
before noise removal (d) Foreground regions after noise removal. 
DETECTING CONNECTED REGIONS ANALYSIS 
After detecting foreground regions and applying pixel level post-processing operations to remove noise, the filtered 
foreground pixels are grouped into connected regions and labeled. By using a two-level connected component labeling 
(CCL) algorithm [16, 17] extract the area of each object, number of moving objects in the scene and the bounding boxes of 
these objects (width, height and center). After finding individual blobs with the help of area, width, height and center of the 
detected regions that correspond to objects, the bounding boxes of these regions are calculated as shown in figure 5. 
 
                                                         (a)                                   (b)                                   (c) 
Fig 5: (a) background Image (b) Current Image (c) Current Image with Bounding Box.  
PROPOSED ALGORITHM 
1. Read color Audio/Video uncompressed AVI file.  
2. Initializes a Reference Background by first frame of the Input Video. 
3. Convert RGB frame/ Reference background frame/ color map into grayscale frame. 
4. Initialize Threshold value with some pre-determined value. 
5. FOR (current frame :: last pixel position) 
a. Convert current frame into grayscale frame. 
b. FOR (current pixel position=initial pixel position: last pixel position) 
      Calculate difference of pixels values of background frame and current frame. 
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      Store the absolute value of difference of two frames in new frame at same pixel position. 
END FOR 
c. [Frame Difference is filtered with predefine threshold value] 
FOR (current pixel position=initial pixel position: last pixel position) 
             IF frame difference > threshold value 
       foreground map =1 
      ELSE  
       foreground map=0 
                    END IF 
               END FOR 
d. [Update the Background image and Threshold Values] 
FOR (current pixel position=initial pixel position: last pixel position)  
                    IF(foreground map ==0) 
                             Background image= α* Background image +(1- α)* foreground map 
                             Threshold image= α*thresh value +(1- α)*( γ * new frame) 
                    ELSE 
                             Background image = Background image; 
                             Threshold image = thresh value; 
                    END IF 
               END FOR 
e. Apply median filtering to reduce "salt and pepper" noise from foreground pixel map. 
f. Remove small area Object from foreground pixel map. 
        IF areaObj > 500  
Create morphological structuring element (STREL). 
       Clean up Frame using Morphology operation.  
g. Calculate the Center point, Height and Width of the Mass. 
h. Calculate the bounding box over detected mass. 
i. Store the detected regions in array for further processing. 
END FOR 
6.  Display the detected object. 
 
EXPERIMENTAL RESULTS 
To test above algorithm, on an up to date Intel Core(TM) 2 Duo CPU at 2.20 GHz with 1 GB of RAM, running under 
windows XP. The video sequence is obtained from static camera with different views. The technique has been tested on 
more than 5 video shots containing a total of 3071 images including sequences with noise. Every video has single human, 
group of human and vehicles of different types. Out of 5 video shots it failed to detect moving objects accurately for one 
video because of the small size of detected object in the video and rest of the detection results were accurate without any 
change in parameters. For purposed system we used indoor and outdoor real environments videos. Some results from 
different videos are shown in figure 6. 
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Fig 6: Filtered foreground pixels and connected regions with bounding boxes 
CONCLUSION AND FUTURE WORK  
In this paper; Background subtraction method is implemented for detecting moving region from the stationary videos. The 
Background subtraction method is capable to give satisfactory results in terms of detection quality but there is no perfect 
algorithm to detect moving object. A perfect algorithm system should be capable to solve many problems such as moved 
objects segmentation, shadows removal, suddenly change of illumination, tree waving and so on. But in this work we try to 
enhance it result and reduce inaccurate segmentation complexity using median filters and morphological operations to 
remove paper salt noise, camera noise and environmental effects noise. Detected regions would be used for higher level 
pixel to pixel processing. 
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