ABSTRACT. Using the formula for the universal R-matrix proposed by Khoroshkin and Tolstoy, we give a detailed derivation of L-operators for the quantum groups associated with the generalized Cartan matrices A 
The famous statistical ice model was solved by Lieb [31, 32] based on a modification of the Bethe Ansatz [8] . It is a special case of the more general six-vertex model which is accessible to the Bethe Ansatz as well [35] . In distinction, its further generalization to the eight-vertex model needs a different treatment proposed by Baxter [1, 2] . It is based on the concept of the so-called Q-operator which, together with the transfermatrix of the model, satisfies a functional equation which serves as a substitute of the Bethe equations. The Q-operator method has many applications in the theory of quantum integrable systems. We would like to mention here its important role in the recent investigation of the correlation functions of the XXZ-spin chain [10, 11, 24, 9] . It is worth noting that, in general, for a given integrable system one has a set of transfer matrices and Q-operators which satisfy a whole system of functional relations.
The modern approach to quantum integrable systems is based on the notion of a quantum group introduced independently by Drinfeld [18, 19] and Jimbo [21, 23] . In such an approach the main object is the universal R-matrix which is an element in the tensor product of two copies of the underlying quantum group A. Following Bazhanov, Lukyanov and Zamolodchikov [4, 5, 6] , one can obtain the Q-operators from the universal R-matrix. The first step is to define the so-called L-operators. To this end, one realizes one of the factors of the tensor product A ⊗ A 1 in a representation space of a tensor product of q-oscillator algebras, and for the remaining factor uses an appropriate finite-or infinite-dimensional representation of A. It is common to call the representation space of the tensor product of q-oscillator algebras the auxiliary space, and the remaining representation space the quantum space. From the L-operators one constructs monodromy-type operators and takes the trace over the q-oscillator factor.
For the six-vertex model and the related XXZ-spin chain the underlying quantum group is U¯h(g(A (1) 
)).
2 This paper is devoted to the construction of L-operators for quantum integrable systems which are related to the quantum group U¯h(g(A
2 )) with a finite-dimensional quantum space. 3 We consider this as the first step to a generalization of the results on correlation functions obtained in the papers [10, 11, 24, 9] to the case of quantum chain related to the Lie algebra sl(3, C) ≃ g(A 2 ) in the same sense as the XXZ-spin chain is related to the Lie algebra sl(2, C) ≃ g(A 1 ). We start our construction directly with the universal R-matrix.
An explicit formula for the universal R-matrix for the quantum groups U¯h(g(A n )) was obtained in [34] , and for the case of the quantum groups associated with the finitedimensional simple Lie algebras in the [28, 30] . The case of quantum groups associated with finite-dimensional Lie superalgebras was considered in [26] . A useful formula for the universal R-matrix for the quantum groups associated with the untwisted affine Lie algebras was given first by Khoroshkin and Tolstoy [36, 27] . Then this formula was also obtained with the help of the quantum Weyl group for the case of the quantum group U¯h(g(A (1) 1 )) in [29] and for the case of the quantum groups associated with untwisted affine Lie algebras in [17] . In the present paper we follow the approach by Khoroshkin and Tolstoy [36, 27] .
We start our work with the quantum group U¯h(g(A
1 )). Although the L-operators for this case are well known, we believe that the analysis of this simple case provides the necessary experience to attack the more intricate case of the quantum group U¯h(g(A (1) 2 )). Deriving L-operators from the universal R-matrix has the advantage that one obtains them with the proper normalization implied by the functional relations in their universal form arising when they are derived from the universal R-matrix as well, see, for example, [7] . Moreover, the freedom in the construction of L-operators 1 To be specific, the universal R-matrix in the case under consideration is an element of B + ⊗ B − ⊂ A ⊗ A, where B + and B − are two dual Borel subalgebras of A, while the whole quantum group A can be realized by means of the so-called quantum double construction [19] , see also [14] . 2 We denote by g(A) the Kac-Moody Lie algebra defined by the generalized Cartan matrix A. 3 Some quantum integrable systems related to the quantum groups U¯h(g(A
1 )) and U¯h(g(A
2 )) with infinite-dimensional quantum spaces were studied in the papers [4, 5, 6, 3] . becomes more transparent if one starts with the universal R-matrix. First of all, one should choose which factor in the tensor product A ⊗ A will be realized with the help of q-oscillator algebras. This gives two types of L-operators which we call L-operators of typeL andĽ. Furthermore, there is a freedom related to the automorphism group of the corresponding Dynkin diagram. For the case of the affine Lie algebra g(A (1) 1 ) this is the symmetric group S 2 . It has two elements, and we have two nonequivalent L-operators of each type. We give explicit expressions for all of them.
In the case of the quantum group U¯h(g(A (1) 2 )) there is an additional freedom. It originates from the fact that realizing the generators of the quantum group by q-oscillators there are two nonequivalent ways to satisfy the Serre relations. We are going to investigate a possible manifestation of this freedom on the level of functional relations. The automorphism group of the Dynkin diagram of the affine Lie algebra g(A (1) 2 ) is the dihedral group D 3 which coincides with the symmetric group S 3 . The order of these groups is 6. We do not give expressions for all possible L-operators restricting ourselves to two examples related to different ways to satisfy the Serre relations for each type of L-operators. We hope that the explanations given in the text are enough to obtain the remaining L-operators related to the automorphism group of the Dynkin diagram.
To make the presentation more self-contained we supplemented the paper by two appendices containing the necessary definitions of Kac-Moody algebras of finite and affine type, quantum groups and the Khoroshkin-Tolstoy construction of the universal R-matrix. Further information can be found, for example, in the books [25, 15, 16, 20] .
We denote by Z the set of integers, by Z + the set of positive integers, by Z − the set of negative integers, and by N the set of non-negative integers. We use one and the same notation for an endomorphism of a vector space and for its matrix with respect to a fixed basis. Hence, it is natural to denote the Kronecker product of matrices by the symbol of tensor product. Depending on the context, the symbol 1 means the unit of an algebra or the unit matrix.
GENERALIZED CARTAN MATRIX A
(1) 1 2.1. Universal R-matrix. In the case of the quantum group U¯h(g ′ (A (1) 1 )), the KhoroshkinTolstoy construction of the universal R-matrix, described in Appendix B.7, looks as follows.
We have two simple positive roots α 0 and α 1 . The generalized Cartan matrix A
has the form
The system of positive roots of g(A 
This order evidently satisfies condition (B.15).
The expression for the universal R-matrix, obtained by Khoroshkin and Tolstoy, has the form R = R ≺δ R ∼δ R ≻δ K, see Appendix B.7. The first factor is the product over m ∈ N of the q-exponentials R m, α , defined by the relation (B.31), in the order coinciding with the chosen normal order of the roots α + mδ. One can verify that
Therefore, in the case under consideration the q-exponentials R m, α have the form
The matrices u m , whose matrix elements enter the expression (B.32) for R ∼δ , are just numbers, and we have
The factor R ≻δ is the product over m ∈ N of the q-exponentials R δ−α, m , defined by the relation (B.33), in the order coinciding with the chosen normal order of the roots
Finally, for the last factor K we have 2.2. R-matrix. Fundamental representation. As a warm-up exercise we will reproduce the R-matrix corresponding to the two-dimensional representations of the quantum group U¯h(g ′ (A
1 )), determined by the first fundamental representation of the quantum group U¯h(g(A 1 )). Some formulas of this section are necessary for the construction of L-operators.
First, we define a homomorphism ε from U¯h(g ′ (A
1 )) to U¯h(g(A 1 )) by its action on the generators [22] :
It is not difficult to verify that our definition is consistent with the defining relations of the quantum group U¯h(g ′ (A (1) 
Now, using the relation (B.24), we obtain
It follows from equations (2.9) and (2.11) that
Taking into account the identities
valid for any integer k > 1, we find
where R m, α is given by (2.1). Using again (2.13), we obtain
In a similar way, starting from (2.10) and (2.12) and taking into account (2.3), we derive the equation
We will find now the expression for ϕ ζ 1 ⊗ ϕ ζ 2 (R ∼δ ). It follows from (B.21) and (2.9) that ϕ ζ (e
Hence, we have
In our case equation (B.22) has the form
, where e δ (x) = ∑ m∈Z + e mδ x −m , and we obtain
Having in mind that f mδ = ω(e mδ ), we determine that
Equations (2.16) and (2.17) give
Introduce the function
then, we can write
It is easy to determine that
Therefore, we have
Now we have the expressions (2.14), (2.15), (2.19) and (2.8) for all factors necessary to obtain the expression for R(ζ). After simple calculations we determine that
We come to the most frequently used symmetric R-matrix putting s = −2 and s 1 = −1.
As was noted in the paper [13] , R-matrices corresponding to different values of s and s 1 are connected by a change of the spectral parameters and a gauge transformation. Actually, one can convince oneself that
where
and the dependence on s and s 1 is shown explicitly. 7 The relation (2.21) is more general than the relation given in the paper [13] . It can be used to show that transfer-matrices of inhomogeneous vertex models corresponding to R-matrices with different choice of s and s 1 are connected by a similarity transformation and a simple change of the spectral parameters. The corresponding partition functions in the case of toroidal boundary conditions are connected by a change of the spectral parameters.
2.3. L-operators. Oscillator algebra. In this section, to construct L-operators we will use the q-oscillator algebra Osc¯h defined as an associative algebra with generators a, a † , D and relations
We should define homomorphisms ϕ ζ and χ ζ or ψ ζ , see Appendix B.6. In this section we always define homomorphisms ϕ ζ by equations (2.5)-(2.7). The transformations
form a two-parameter group of automorphisms of the algebra Osc¯h. One can apply a transformation of this group to an L-operator and obtain another L-operator. The trace used to define Q-operators in the case under consideration is invariant with respect to the transformations (2.23), see, for example, [5, 10] . Therefore, the To construct L-operators of typeĽ one can use homomorphisms ψ defined by the relations 27) where again ρ, µ and ν are free parameters. The parameters µ and ν in the final expressions can be freely changed by the transformations (2.23), and changing the parameter ρ we change the coefficient at ζ s in the final expression. 7 It is implied here that
, and a similar convention is also assumed for the corresponding L-operators. 8 As usual, we considerh as an indeterminate, assume that q = exph, and treat the elements of Osc¯h as formal power series inh.
There are a few methods to obtain L-operators which are not equivalent to those which can be obtained by using the homomorphisms defined by the relations (2.24), (2.25) 
Applying first the automorphism σ, we modify the homomorphisms χ and ψ defined by the relations (2.24), (2.25) 
Finally, it is easy to determine that the mapping τ, defined by the equations
is an anti-involution of the algebra Osc¯h. Then one can be convinced that
1 )) to Osc¯h by the relations (2.24), (2.25) with ρ = 1/(q − q −1 ) 2 , µ = q − q −1 and ν = 0 so that
The corresponding homomorphisms χ ζ , ζ ∈ C × , are defined with the help of the procedure described at the end of Appendix B.7. We have explicitly
Here χ ζ 1 ⊗ ϕ ζ 2 (R) depends on ζ 12 only, and we defineL(ζ) by equation (B.8).
Having in mind (2.4), (2.5) and (2.33), we observe that
Further, one can easily determine that the definition (B.18) together with (2.34) gives 36) and, using (B.19), we immediately obtain
Taking into account (2.11), (2.12) and (2.13), we come to
The definition (B.21) and equations (2.37) give
and one easily finds that
Now, using the relations (2.2) and (2.17), we obtain 
In the matrix form it looks aŝ
It is evident that L-operators corresponding to different values of s and s 1 are connected by a change of the spectral parameter and a gauge transformation via the equa-
Here the matrix G(ζ) is given by equation (2.22) and the mapping γ ζ : Osc¯h → Osc¯h is defined by the relations
For any ζ ∈ C × the mapping γ ζ is an automorphism of the algebra Osc¯h of the type defined by the relations (2.23). As we noted above the trace used to define Q-operators in the case under consideration is invariant with respect to the transformations (2.23). Therefore, the Q-operators obtained from L-operators corresponding to different values of s and s 1 are connected by a change of the spectral parameters and a similarity transformation.
Applying the automorphism σ defined by equations 9 (2.28), (2.29) and using the homomorphism χ defined by equations (2.31) and (2.32), according to the procedure described at the end of Appendix B.7 we obtain
This leads to the following L-operator
9 Actually we use the restriction of the automorphism σ to U¯h(b ′ + (A (1) 1 )).
2.3.2.
TypeĽ. The calculations needed to obtain L-operators of typeĽ start with construction of a homomorphism ψ from U¯h(b ′ + (A (1) 1 )) to Osc¯h. We define it using the relations (2.26), (2.27) 
Using the procedure of Appendix B.7, we come to the ζ-dependent homomorphisms ψ ζ for which
Here ϕ ζ 1 ⊗ ψ ζ 2 (R) depend on ζ 12 only and we defineĽ(ζ) by equation (B.13).
As above, it is easy to show that
Using equation (B.29), we determine that
This allows, taking into account (B.27) and (B.28), to obtain the following expressions:
Using these expressions, we come to the equations
With the account of (2.44) and (2.45), it follows from (B.29) that
Using the relation (B.30), we obtain
This leads to the equation
48) After all, using the expressions (2.46), (2.48), (2.47) and (2.43), we obtain the following L-operatoř
with the matrix form
To connect L-operators corresponding to different values of s and s 1 one can use the equationĽ
where the matrix G(ζ) is defined by equation (2.22) and the mapping γ ζ by the relations (2.40).
Using the restriction of the automorphism σ defined by equations (2.28), (2.29) to the subalgebra U¯h(b ′ − (A (1) 1 )) and then applying the homomorphism ψ defined by equations (2.41) and (2.42) we can proceed to the ζ-dependent homomorphisms ψ ζ , such that
In this way we come to the L-operatoř
GENERALIZED CARTAN MATRIX A
(1) 2 3.1. Universal R-matrix. In the case of g(A
2 ) there are three simple positive roots α 0 , α 1 and α 2 . The generalized Cartan matrix A (1) 2 has the form
It is easy to verify that
The system of positive roots ∆ + (A 2 ) is formed by the roots α, β and α + β. The system of positive roots of g(A
see Appendix A.4. We define the root vectors, corresponding to the roots of g(A
2 ) in terms of the root vectors e α , e β and e δ−α−β , corresponding to the simple positive roots, and the root vectors f α , f β and f δ−α−β , corresponding to the simple negative roots.
First, using the definitions (B.16) and (B.17), we construct the root vector corresponding to the root α + β as 
We fix the following normal order of ∆ + (A (1) 2 ) [12] :
The universal R-matrix R has again the form R = R ≺δ R ∼δ R ≻δ K.
The factor R ≺δ is the product over γ ∈ ∆ + (A 2 ) and m ∈ N of the q-exponentials 
The factor R ≻δ is the product over γ ∈ ∆ + (A 2 ) and m ∈ N of the q-exponentials we have for the last factor K the expression 
2 )) to U¯h(g(A 2 )) which is defined by its action on the generators as follows [22] :
It is possible to get convinced that this definition is consistent with the defining relations of the quantum group U¯h(g ′ (A
2 )). 
The first fundamental representation π (1, 0) of the quantum group U¯h(g(A 2 )) is three dimensional and coincides with the first fundamental representation of the Lie algebra g(A 2 ). Therefore, we have
We define a homomorphism ϕ as
and then, using equations (B.35) and (B.36), define the homomorphisms ϕ ζ . These homomorphisms can be defined directly by the equations
We removed the factors q −1/3 and q 1/3 in the definition of ϕ ζ (e δ−α−β ) and
respectively. This can be done using a simple automorphism of U¯h(g ′ (A
2 )). As in the previous case, if we have an expression for ϕ ζ (a), where a is an element of
2 )), and then, to obtain the expression for ϕ ζ (ω(a)), one can simply take the transpose of ϕ ζ (a) and change q to q −1 and ζ to ζ −1 .
We start the calculation of the factors needed to construct ϕ ζ 1 ⊗ ϕ ζ 2 (R) with the factor ϕ ζ 1 ⊗ ϕ ζ 2 (K). Using equations (3.8), we obtain
and the relation (3.6) gives and, using (3.2), we obtain
Taking into account (B.24), we come to the expressions
Now, using the definition (B.18), we obtain 
Taking into account (B.24), we obtain
The above relations allow us to find the expressions for ϕ ζ 1 ⊗ ϕ ζ 2 (R ≺δ ) and ϕ ζ 1 ⊗ ϕ ζ 2 (R ≻δ ). First, using equation (3.3) and the fact that
for all a = b and any integer k > 1, we come to the expressions
It is easy to understand that ϕ ζ 1 ⊗ ϕ ζ 2 (R α, m ) and ϕ ζ 1 ⊗ ϕ ζ 2 (R α+β, n ) commute for any m and n. Therefore, we can rearrange the factors entering ϕ ζ 1 ⊗ ϕ ζ 2 (R ≺δ ) in such a way that the factors corresponding to the roots α + mδ come first, then the factors corresponding to the roots α + β + mδ, and finally the factors corresponding to the roots β + mδ. After that, performing multiplication and summing up the arising geometrical series, we come to the expression
In a similar way we obtain ( f mδ, β ) . First, using (B.21), (3.11) and (3.12), we obtain
This gives
and using equation (B.22) we come to the expressions
Then, taking into account equations (B.23), we determine that
Recalling that the matrices u m in the case under consideration are given by (3.4), we obtain
where the function λ 3 (ζ) is defined as
Using this identity and the definition (B.32), we come to the expression
Collecting all necessary factors, we obtain
Note that, up to a scalar factor, the obtained R-matrix takes the well-known simple form when one chooses s = −2 and s 1 = s 2 = 0:
One can verify that
Therefore, as in the previous case, the transfer-matrices of inhomogeneous vertex models corresponding to R-matrices with different choice of s, s 1 and s 2 are connected by a similarity transformation and a change of the spectral parameters. The corresponding partition functions in the case of the toroidal boundary conditions are connected by a change of the spectral parameters.
L-operators. Oscillator algebra.
Here to construct L-operators we will use homomorphisms to the tensor product of two copies of the q-oscillator algebra Osc¯h ⊗ Osc¯h.
As is usual, we define
It is worth to note that the transformations
form a five-parameter automorphism group of the algebra Osc¯h ⊗ Osc¯h. The trace used to define Q-operators in the case under consideration is invariant with respect to the transformations (3.23), (3.24), see, for example, [3] . Therefore, the Q-operators obtained from L-operators connected by the transformations (3.23), (3.24) coincide. Further, to construct L-operators of typeL one can use homomorphisms of two different six-parameter families, 27) and
One can verify that these definitions are consistent with the defining relations of the algebra U¯h(b ′ + (A
2 )). One can freely change the parameters µ 1 , µ 2 and ν 1 , ν 2 , ν 3 in the final expression by applying automorphisms (3.23), (3.24) . As a result we obtain equivalent L-operators. Changing the parameter ρ, we change the coefficient at ζ s in the final expression.
In order to construct L-operators of typeĽ we can use the homomorphisms of two different six-parameter families,
and
One can convince oneself that these definitions are consistent with the defining relations of the algebra U¯h(b ′ − (A
2 )). The parameters µ 1 , µ 2 and ν 1 , ν 2 , ν 3 in the final expression can be freely changed by applying the automorphisms (3.23), (3.24) . Changing the parameter ρ, we change the coefficient at ζ s in the final expression.
As for the case of the quantum group U¯h(g ′ (A
1 )), there are a few methods to obtain L-operators which are not equivalent to those which can be obtained by using the homomorphisms defined above.
The automorphism group of the Dynkin diagram of the generalized Cartan matrix A (1) 2 is isomorphic to the dihedral group D 3 . This group coincides with the symmetric group S 3 . Each automorphism s ∈ D 3 gives rise to an automorphism of the quantum group U¯h(g ′ (A (1) 2 )) defined by the relations
Applying first one of the automorphisms σ s , we modify the homomorphisms χ and ψ defined above and obtain nonequivalent L-operators.
At last, one can use the ani-involution τ ⊗ τ of the algebra Osc¯h ⊗ Osc¯h, where the anti-involution τ of the algebra Osc¯h is defined by the relations (2.30). Explicitly, one has
It is easy to determine that ifL(ζ) is an L-operator of typeL, then τ(L(ζ −1 )) is an Loperator of typeĽ, and vice versa, ifĽ(ζ) is an L-operator of typeĽ, then τ(Ľ(ζ
2 )) to Osc¯h ⊗ Osc¯h using (3.25)-(3.27) with µ 1 = µ 2 = q − q −1 , ρ = 1/(q − q −1 ) 3 and ν 1 = ν 2 = ν 3 = 0. Then we use the relations (B.35) and (B.36) to define homomorphisms χ ζ . After all we have
First, we find the expression for χ ζ 1 ⊗ ϕ ζ 2 (K). Taking into account equations (3.6), (3.8) and (3.37), we obtain
The definition (3.1), with an account of the relations (3.39), gives χ ζ (e α+β ) = 0, and using (3.2) we obtain
Now, the definition (B.18) gives
and using the definitions (B.19) and (B.20) we determine that for m > 0 we have
Now, taking into account the relations (3.17)-(3.21), we come to the equations
One can determine that, due to the defining properties of E ab , χ ζ 1 ⊗ ϕ ζ 2 (R α, m ) and χ ζ 1 ⊗ ϕ ζ 2 (R α+β, n ) commute for any m and n. Therefore, we can rearrange the factors entering χ ζ 1 ⊗ ϕ ζ 2 (R ≺δ ) in such a way that the factors corresponding to the roots α + mδ come first, then the factors corresponding to the roots α + β + mδ, and finally the factors corresponding to the roots β + mδ. Similarly, we can rearrange the factors entering χ ζ 1 ⊗ ϕ ζ 2 (R ≻δ ) in such a way that the factors corresponding to the roots (δ − β) + mδ come first, then the factors corresponding to the roots (δ − α) + mδ and finally the factors corresponding to the roots (δ − α − β) + mδ.
We denote byL γ (ζ 12 ), γ ∈ ∆ + (A 2 ), the product of the factors corresponding to the roots γ + mδ, and byL δ−γ (ζ 12 ), γ ∈ ∆ + (A 2 ), the product of the factors corresponding to the roots (δ − γ) + mδ. Now, using (3.43)-(3.51) and summing up the arising geometrical series, we come to the expressionŝ
Recalling the definition (B.21) and having in mind equations (3.41) and (3.42), we determine that for m > 1 we have
Starting with these expressions we obtain
Multiplying the factors (3.52)-(3.57), (3.58) and (3.40) in the given order we obtain the following L-operator
As we noted above its inverse after the change ζ → ζ −1 becomes an L-operator of typě L. To write it in a simple form we apply the automorphism
being a particular case of the automorphisms (3.23), (3.24) . After all we come to the expressioň
One can verify that (3.59) where the matrix G(ζ) is given by equation (3.22) , and the mapping γ ζ , ζ ∈ C × , is defined as
Therefore, the Q-operators obtained from L-operators corresponding to different values of s, s 1 and s 2 are connected by a change of the spectral parameters and a similarity transformation.
If we use the family (3.28)-(3.30) with µ 1 = µ 2 = q − q −1 , ρ = −1/(q − q −1 ) 3 and ν 1 = ν 2 = ν 3 = 0 we come to homomorphisms χ ζ defined in the following way:
This leads to the L-operator
which also satisfies equation (3.59). Besides, with the change ζ → ζ −1 it can be verified that the corresponding inverse L-operator satisfies the relation (B.14) ofĽ-type.
TypeĽ. We define a homomorphism ψ from U¯h(b
2 )) to Osc¯h ⊗ Osc¯h using (3.31)-(3.33) with µ 1 = µ 2 = 1/(q − q −1 ), ρ = 1/(q − q −1 ) 3 and ν 1 = ν 2 = ν 3 = 0. For the corresponding homomorphisms ψ ζ we then have
The expression for ϕ ζ 1 ⊗ ψ ζ 2 (K) is the same as in the previous case and has the form (3.40).
It follows from (B.25) that
hence, taking into account equations (3.63), we obtain
Equation (B.26) leads to the relations
Using equation (B.29), we come to the relations
and, using (B.27) and (B.28), we determine that for m > 0 we have
Taking into account the relations (3.12)-(3.16), we come to the equations
Now we use the appropriate reordering of the factors entering ϕ ζ 1 ⊗ ψ ζ 2 (R ≺δ ) and
Using equation (B.29) and taking into account (3.64), we determine that for m > 1 one has Having in mind the relation (B.30) , we obtain
Multiplying the factors (3.65)-(3.70), (3.71) and (3.40) in the prescribed order we obtain the following L-operatoř
In this case we haveĽ (3.72) where the matrix G(ζ) is given by equation (3.22) and the mapping γ ζ by the relations (3.60). If we use (3.34)-(3.36) with µ 1 = µ 2 = q − q −1 , ρ = −1/(q − q −1 ) 3 and ν 1 = ν 2 = ν 3 = 0 we come to homomorphisms ψ ζ defined in the following way:
and we obtain one more L-operatoř
which also satisfies equation (3.72).
CONCLUDING REMARKS
Note here that, as is known, the R-matrices considered in this paper, up to a respective scalar factor and with a special choice of the parameters s i , allow for the decomposition
0 , (4.1) where the non-degenerate matrix R 0 does not depend on the spectral parameter and has the form
For the cases considered in our paper n is either 2 or 3, but actually the relations (4.1) and (4.2) are valid for all quantum groups U¯h(g(A (1) n−1 )). Obviously, the same decomposition holds also forR(ζ) witĥ
The L-operators have similar property, and, for example, an L-operator of typeL, again up to a respective scalar factor, can be represented in the form
whereL + andL − do not depend on the spectral parameter and satisfy the relationŝ
where × means a generalization of the Kronecker product defined by equation (B.12).
One could try to construct L-operators starting from these relations. In this way, however, one would lose the convenient and highly non-trivial normalization which is implied by the functional relations in the universal form arising when they are derived from the universal R-matrix. Moreover, it is worthwhile noticing that the matricesL + andL − have upper-triangular and lower-triangular forms, respectively. In the considered q-oscillator representation the matrixL + turns out to be degenerate and the matrixL − is non-degenerate. Moreover, the matrixΠ =L −1 −L + satisfies the relationΠ 2 =Π. This equation implies that the matrixL(1) is singular. It seems that this property is important for the very existence of the functional equations satisfied by the corresponding transfer matrices and Q-operators, see, for example, [33] .
Note that for an L-operator of typeĽ on the other hand the matrixĽ − turns out to be degenerate and the matrixĽ + is non-degenerate. Here the matrixΠ =Ľ −1 +Ľ − satisfies the relationΠ 2 =Π, and the matrixĽ(1) is singular as well.
APPENDIX A. KAC-MOODY ALGEBRAS OF FINITE AND AFFINE TYPE
A.1. Generators and relations. Let A = (a ij ) be a generalized Cartan matrix of finite or affine type. It is customary to assume that the numeration of the indices of A starts from 1 for the finite type, and from 0 for the affine type. Denote by g ′ (A) the complex Lie algebra defined by 3n generators h i , e i , f i and by the relations
It is assumed that i and j are different in the last line of the relations called Serre relations. For the affine type we assume that the last n − 1 rows of the matrix A are linearly independent which can be achieved by applying a permutation to the rows and the same permutation to the columns of A. In this case we introduce an additional generator d and additional relations
We denote the corresponding Lie algebra by g(A) and assume that g(A) = g ′ (A) for finite type. The Lie algebra g(A) is the Kac-Moody algebra with the generalized Cartan matrix A. In the finite-type case g(A) is isomorphic to the corresponding finitedimensional complex simple Lie algebra with the Cartan matrix A.
A.2. Cartan subalgebra and roots. The linear span h(A) of the generators h i for the finite type, or of the generators h i and d for the affine type, is called the Cartan subalgebra.
We denote the dual space of h(A) by h * (A). It can be shown that
where for any γ ∈ h * (A) we denote The set Q(A) ⊂ h * (A), defined as
is called the root lattice. We denote by Q + (A) and Q − (A) the sublattices 
for the affine-type case. In both cases, with respect to the corresponding bilinear form on h * (A), one has
A.4. Extended Cartan matrix. Let A = (a ij ) i,j=1,...,n be a generalized Cartan matrix of finite type. The set of roots of the Lie algebra g(A) contains a unique maximal root θ characterized by the property that there is no root γ of g(A) such that γ − θ is a positive root of g(A). The extended Cartan matrix A (1) = (a ij ) i,j=0,1,...,n is obtained from A by the rules a 00 = 2 and
is a generalized Cartan matrix of affine type. The Cartan subalgebra h(A) of g(A) can be naturally identified with a subalgebra of the Cartan subalgebra h(A (1) ) of g(A (1) ). We identify h * (A) with the subspace of h * (A (1) ) consisting of the elements γ which satisfy the equations γ(h 0 ) = 0 and γ(d) = 0. Hence, the set of roots ∆(A) can be considered as a subset of h * (A (1) ). It can be shown that
where δ = α 0 + θ. The system of positive roots is
The affine Lie algebras g(A (1) ) form the family of untwisted affine Lie algebras.
A.5. Universal enveloping algebra. Let A = (a ij ) be a generalized Cartan matrix. The universal enveloping algebra U(g (A) ) of the Kac-Moody algebra g(A) is a complex associative algebra with unity defined by the same generators and relations as g(A) where Lie bracket is understood as commutator. Now the Serre relations can be written as
It is possible to exclude the generator d and consider the algebra U(g ′ (A)).
APPENDIX B. QUANTUM GROUPS AND THE UNIVERSAL R-MATRIX
B.1. q-numbers. We use the usual definition for q-number, q-factorial and q-binomial coefficient:
We assume also that the q-exponential is given by
where another q-deformation is used:
(n) q = q n − 1 q − 1 and the q-factorial is defined as
B.2. Quantum groups. Let A = (a ij ) be a generalized Cartan matrix of finite or affine type,h be an indeterminate and q = exph. The quantum group associated with the Lie algebra g(A), 14 is a complex associative algebra U¯h(g(A)) with unity defined by 3n generators h i , e i , f i in the finite-type case, or by 3n + 1 generators h i , e i , f i , d in the affine case, and by the relations
It is worth to note that we consider the elements of U¯h(g(A)) as formal power series inh. If we exclude the generator d from our consideration, we will obtain an algebra denoted by U¯h(g ′ (A)).
We define the quantum analog of the Cartan anti-involution by the relations
together with the rule ω(h) = −h implying that ω(q) = q −1 .
14 In general, one can associate the quantum group with any Kac-Moody algebra g(A) with the symmetrizable Cartan matrix A.
The algebras U¯h(g(A)
) and U¯h(g ′ (A)) are Hopf algebras with co-multiplication defined by the relations
The Cartan subalgebra h(A) can be naturally identified with the vector subspace of U¯h(g(A) ) formed by linear combinations of the generators h i and d, and we say that an element a ∈ U¯h(g(A) ) is a root vector corresponding to a root γ ∈ h * (A) if γ = 0 and [h, a] = γ(h)a for all h ∈ h(A). It is evident that actually γ ∈ Q(A). Let a and b be root vectors corresponding to roots α and β respectively. We define the q-commutator [a, b] 
, and as the usual commutator if α ∈ Q + (A) and β ∈ Q − (A), or α ∈ Q − (A) and β ∈ Q + (A).
B.3. Symmetric group and tensor products. Let A be an associative unital algebra. Define an action of the symmetric group S n on the tensor product A ⊗n in the following way. Let s ∈ S n , define a linear operator Π s on A ⊗n by the equation
The set of operators Π s define a left action of S n on A ⊗n , i. e. we have
for all s, t ∈ S n . Let M be an element of the tensor product A ⊗k , where k ≤ n. Denote by M 12...k the element of A ⊗n defined as
. . , i k are distinct integers in the range from 1 to n. We define
where t is any element of S n such that
Here for any s ∈ S n we have
Now let V be a vector space and A = End(V). Given s ∈ S n , we define a linear operator P s on V ⊗n by
The set of operators P s define a left action of S n in V ⊗n . We have the relation
which implies the equation
If s is a transposition (i j) we write Π ij and P ij instead of Π s and P s , respectively. If n = 2 we denote Π = Π 12 and P = P 12 .
B.4. Universal R-matrix. Let A be a Hopf algebra with co-multiplication ∆. One can show that A is a Hopf algebra with respect to the opposite co-multiplication ∆ op = Π • ∆. The Hopf algebra A is said to be almost co-commutative if there exists an invertible element R ∈ A ⊗ A such that
for all a ∈ A. An almost co-commutative Hopf algebra A is called quasi-triangular if
In this case the element R is called the universal R-matrix. One can show that the universal R-matrix satisfies the Yang-Baxter equation
B.5. R-matrices. Assume that for any ζ ∈ C × there is given a homomorphism ϕ ζ from A to a unital associative algebra B. We denote 
Assume that R(ζ 1 , ζ 2 ) actually depends on ζ 1 /ζ 2 only. In this case we define
and call R(ζ) an R-matrix. Here and below we denote ζ ij = ζ i /ζ j . Now (B.4) takes the form
. Consider the case where ϕ is a representation of the algebra A in some vector space V. Here we can assume that B = End(V), and that
and the relation (B.2), we rewrite the left-hand side of the Yang-Baxter equation in the following way:
Similarly, we rewrite the right-hand side as
It is not difficult to verify that P 12 P 13 P 23 = P 23 P 13 P 12 , therefore, the Yang-Baxter equation is equivalent to the equatioň
This equation can also be written as
In a similar way one can show that in terms of
Let e a be a basis of V. Define endomorphisms E ab ∈ End(V) with the help of the equations E ab (e c ) = e a δ bc .
It follows from this definition that
For any M ∈ End(V) we have
for appropriate numbers M ab , and one can verify that
It is easy to show that the endomorphisms E ab are linearly independent. Thus, they form a basis of the vector space End(V). One can be convinced that the endomorphisms E ac ⊗ E bd form a basis of the vector space End(V ⊗ V) and we have
where R ab,cd (ζ) are some functions of ζ. Usually, one identifies R(ζ) with a matrixvalued function formed by the functions R ab,cd (ζ), hence the name R-matrix.
Defining functionsR ab,cd (ζ) bŷ
we see thatR
Similarly, defining functionsŘ ab,cd (ζ) by
we see thatŘ
B.6. L-operators. For any ζ ∈ C × let ϕ ζ be a homomorphism from A to a unital associative algebra B and χ ζ a homomorphism from A to a unital associative algebra C. ByL(ζ 1 , ζ 2 ) we denote an element of C ⊗ B defined aŝ
IfL(ζ 1 , ζ 2 ) only depends on ζ 1 /ζ 2 , we definê
and call the elementL(ζ) an L-operator. It follows from (B.3) that the R-matrix and L-operator satisfy the equation
where R 23 (ζ),L 13 (ζ) andL 12 (ζ) are elements of C ⊗ B ⊗ B defined in an evident way. Assume again that for any ζ ∈ C × the homomorphism ϕ ζ is a representation of A in a vector space V. It is clear that in this case one haŝ
whereL ab (ζ) are some C-valued functions of ζ. Using equation (B.6) one can show that equation (B.9) is equivalent to the system of equations
(B.10)
Taking into account (B.7), we rewrite equations (B.10) as We follow here the notation used in [16] . We call a matrix-valued functionL(ζ) formed by algebra-valued functionsL ab (ζ) an L-operator of typeL if it satisfies the relation (B.11).
One can define another type of L-operator, L(ζ 12 ) = ϕ ζ 1 ⊗ ψ ζ 2 (R), (B.13) where ψ ζ for any ζ ∈ C × is a homomorphism from A to a unital associative algebra D. In the case where for any ζ ∈ C × the homomorphism ϕ ζ is a representation of A in the vector space V, one can writě
E ab ⊗Ľ ab (ζ).
IdentifyingŘ(ζ) with a matrix-valued function formed by the functionsŘ ab,cd (ζ) = R ba,cd (ζ) andĽ(ζ) with a matrix-valued function formed by the functionsĽ ab (ζ), we obtainŘ (ζ 12 )(Ľ(ζ 1 ) ×Ľ(ζ 2 )) = (Ľ(ζ 2 ) ×Ľ(ζ 1 ))Ř(ζ 12 ).
(B.14) We call a matrix-valued functionĽ(ζ) formed by algebra-valued functionsĽ ab (ζ) an L-operator of typeĽ if it satisfies the relation (B.14).
B.7. Khoroshkin-Tolstoy construction. Khoroshkin and Tolstoy proposed a procedure to construct the universal R-matrix for the quantum groups U¯h(g ′ (A (1) )) associated to untwisted affine Lie algebras [36] . An example of an extension of the procedure to the case of twisted affine Lie algebras is considered in [27] . For simplicity we consider the case when the initial Cartan matrix A is symmetric. In this case the extended Cartan matrix A (1) is also symmetric.
The first step of the procedure is to choose a special ordering of the positive roots of g(A (1) ).
We say that the system of positive roots ∆ + (g(A (1) )) is supplied with a normal order if its roots are totally ordered in such a way that (i) all multiple roots follow each other in an arbitrary order;
(ii) each non-simple root α + β, where α is not proportional to β is placed between α and β.
We fix some normal order of ∆ + (A (1) ) which satisfies the additional condition that for any root γ ∈ ∆ + (A) one has γ + mδ ≺ kδ ≺ (δ − γ) + ℓδ.
(B.15)
The second step of the procedure is to construct the root vectors corresponding to the positive roots of g(A (1) ) from the root vectors corresponding to the simple positive roots e α 0 = e δ−θ and e α i .
First, we construct the root vectors corresponding to the roots γ and δ − γ, γ ∈ ∆ + (A). Here if γ = α + β, α ≺ γ ≺ β, and there are no roots α ′ and β ′ between α and β such that γ = α ′ + β ′ , we define (1) )) are the associative unital algebras defined by the generators e i , h i and f i , h i , respectively. It means, in particular, that in order to define an L-operator of typeL it is enough to assume that χ ζ for any ζ ∈ C × is a homomorphism from U¯h(b ′ + (A (1) )) to some unital associative algebra. Similarly, to define an L-operator of typeĽ it is enough to assume that ψ ζ for any ζ ∈ C × is a homomorphism from U¯h(b ′ − (A (1) )) to some unital associative algebra.
To construct an R-matrix we should define the corresponding homomorphisms ϕ ζ . In the case under consideration, the simplest way to do this is to start with a ζ-independent homomorphism ϕ and then define ϕ ζ by the relations 
