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It is known that each symmetric stable distribution in Rd is related to a norm on Rd
that makes Rd embeddable in Lp([0, 1]). In the case of a multivariate Cauchy distribution
the unit ball in this norm is the polar set to a convex set in Rd called a zonoid. This
work interprets symmetric stable laws using convex or star-shaped sets and exploits
recent advances in convex geometry in order to come up with new probabilistic results
for multivariate symmetric stable distributions. In particular, it provides expressions
for moments of the Euclidean norm of a stable vector, mixed moments and various
integrals of the density function. It is shown how to use geometric inequalities in order
to bound important parameters of stable laws. Furthermore, covariation, regression and
orthogonality concepts for stable laws acquire geometric interpretations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Since P. Lévy it is well known that the characteristic function of a symmetric stable law in Rd can be represented as the
exponential of the norm as ϕ(u) = e−‖u‖α , where α is the characteristic exponent of the stable law. It is also well known (see
[1,2] and [3, Lemma 6.4]) that all normswhichmight appear in this representationmake (Rd, ‖·‖) isometrically embeddable
in the space Lp([0, 1])with p = α ∈ (0, 2].
Each norm in Rd gives rise to the corresponding unit ball F . In this paper we neglect the convexity property of the norm
and use the term norm, where other works sometimes use the term gauge function. If the norm is convex, it can be realised
as the support function ‖u‖ = h(K , u) for the set K polar to the unit ball F , see Section 2. It is known from convex geometry
(see [4] for the standard reference) that unit balls in spaces embeddable in L1([0, 1]) are exactly polar sets to zonoids. Recall
that zonoids appear as Hausdorff limits of zonotopes, i.e. finite Minkowski sums of segments. In application to stable laws
with characteristic exponent α = 1, we have that ϕ(u) = e−h(K ,u) is a characteristic function (necessarily corresponding to
the multivariate Cauchy distribution) if and only if K is a zonoid. It is known that all planar centrally symmetric convex sets
are zonoids, while this is no longer the case in dimensions 3 and more. This corresponds to a result of Ferguson [5], who
showed that the dependency structure of symmetric bivariate Cauchy distributions can be described using any norm in R2,
while such a representation is no longer possible for all norms in dimensions three and more.
It is explained in Section 3 that the correspondence between norms and stable laws can be extended to include all
symmetric stable laws by representing their characteristic functions using (possibly non-convex) norms. The unit ball F
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in the corresponding norm is a star-shaped set called the star body associated with the stable law. Thus, each symmetric
stable distribution is uniquely determined by a star body F and the value of the characteristic exponentα and the paper aims
to show that this geometric interpretation is useful in the studies of multivariate stable laws. In particular, F is an ellipsoid if
and only if the underlying distribution is sub-Gaussian. Section 4 shows that if the characteristic exponent α is at least one,
then the norm is convex and the support function representation is also possible using the associated zonoid K being the
polar set to F . This associated zonoid K is called Lp-zonoid (where p = α), since K can be represented as the Hausdorff limit
of a power sum of segments, i.e. the support function of K is the p-mean of the support functions of the summands. Part II
of this work deals with one-sided stable laws, including max-stable laws studied in [6].
While the general correspondence between zonoids and stable laws is well understood, this paper concentrates on
further relationships between probabilistic aspects of stable laws and geometric properties of associated star-shaped and
convex sets. The core of the paper begins in Section 5, where it is shown how to relate the value of the probability density
function f of the symmetric stable law at zero to the volume of the associated star body F . It is shown how derivatives of
f at the origin are related to further geometric properties of F , in particular to certain ellipsoids associated with F . It also
provides an expression for the Rényi entropy of symmetric stable laws. Using geometric results on approximation of convex
sets with ellipsoids, Section 5 ends up with a result that gives an estimate for the quality of approximation of a symmetric
stable law with a sub-Gaussian one.
Section 6 uses the Fourier analysis for generalised functions together with the geometric representation of the
characteristic function in order to compute a number of important characteristics of symmetric stable laws: the moments
of the norm of a stable random vector, which previously were known only in the isotropic case, mixedmoments of (possibly
signed) powers of the coordinates, integrals of the density over subspaces, etc. This section also presents a number of
inequalities for the moments and settles the equality cases. Finally, it clarifies a relationship between zonoids of stable
laws and zonoids of random vectors studied in [7] and mentions relevant statistical applications.
Section 7 describes several operations with associated star bodies and zonoids and their probabilistic meaning. Using
recent approximation results from convex geometry, it is proved that each symmetric stable law can be obtained as the
limit for sums of sub-Gaussian laws. It also mentions optimisation ideas, which appear, e.g. in optimising a portfolio whose
components have jointly stable distribution.
A geometric interpretation of the covariation is given in Section 8. It also discusses the regression problem for symmetric
stable laws, in particularly, the linearity property of multiple regression, which goes back to W. Blaschke’s characterisation
theorem for ellipsoids. Section 9 discusses the concept of James orthogonality for symmetric stable random variables, which
is also extended to define orthogonality of symmetric stable random vectors.
This work attempts to highlight novel relationships between convex geometry and the theory of stable distributions.
Further developments are surely possible by invoking other recent results on isotropic bodies, geometric concentration
inequalities, or properties of convex sets in spaces of high (but finite) dimension.
2. Star bodies and convex sets
A set F in Rd is star-shaped if [0, u] ⊂ F for each u ∈ F . A closed bounded set F is called a star body if for every u ∈ F the
interval [0, u) is contained in the interior of F and theMinkowski functional (or the gauge function) of F defined by
‖u‖F = inf{s ≥ 0 : u ∈ sF}
is a continuous function of u ∈ Rd. The set F can be recovered from its Minkowski functional by
F = {u : ‖u‖F ≤ 1},
while the radial function
ρF (u) = ‖u‖−1F
provides the polar coordinate representation of the boundary of F for u from the unit Euclidean sphere Sd−1. In the following
we usually consider origin-symmetric star-shaped sets and call them centred in this case. If the star body F is centred and
convex, then ‖u‖F becomes a convex norm on Rd.
The `p-ball in Rd is defined by
Bdp = {x ∈ Rd : ‖x‖p ≤ 1},
where ‖x‖p = (|x1|p + · · · + |xd|p)1/p for p 6= 0, i.e. ‖x‖p = ‖x‖F with F = Bdp.
A convex set K in Rd is called a convex body if K is compact and has non-empty interior. We usually use the letter F for
star bodies (which are not necessarily convex) and K for convex bodies.
The support function of a bounded set A in Rd is defined by
h(A, u) = sup{〈x, u〉 : x ∈ A}, u ∈ Rd. (2.1)
Clearly, h(A, u) coincides with the support function of the convex hull of A.
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The polar set to a convex body K is defined by
K ∗ = {u : h(K , u) ≤ 1}. (2.2)
The same definition applies if K is not necessarily convex. If K is convex, then F = K ∗ is also convex and
‖u‖F = h(K , u), u ∈ Rd,
i.e. the Minkowski functional of F is the support function of K .
The Firey p-sum of convex sets K1 and K2 that both contain the origin can be defined for p ≥ 1 as the convex set
L = K1+p K2 with the support function
h(L, u) = (h(K1, u)p + h(K2, u)p)1/p, (2.3)
see [8,9]. If p = 1, the Firey sum turns into theMinkowski sum
K1 + K2 = {x1 + x2 : x1 ∈ K1, x2 ∈ K2}.
Further ‖x‖ (without subscript) denotes the Euclidean norm of x ∈ Rd. The (Euclidean) norm of a set K is defined as
‖K‖ = sup{‖u‖ : u ∈ K}. By Vold(K) or |K | we denote the d-dimensional Lebesgue measure of K . The volume of the unit
`2-ball (i.e. Euclidean ball) B in Rd is denoted by
κd = |B| = pi
d/2
0
(
1+ d2
) ,
where 0 is the Gamma function. The same expression for κd is used also for all real d > 0.
A random compact set in Rd is a random element in the space of closed sets equipped with the Hausdorff metric and
the corresponding Borel σ -algebra, see [10]. If X is a random compact set in Rd such that ‖X‖ is integrable, then Eh(X, u)
is the support function of a convex compact set called the (selection or Aumann) expectation of X and denoted by EX , see
[10, Section 2.1]. If X is a simple random convex set, i.e. X takes only a finite number of convex compact values K1, . . . , Kn
with probabilities p1, . . . , pn, then EX = p1K1+· · ·+pnKn. The expectation of a general X can be obtained by approximating
X with simple random sets, see [10, Th. 2.1.21].
By applying (2.3) to simple random sets it is possible to define the Firey p-expectation EpX , p ≥ 1, of a random compact
set X such that 0 ∈ X almost surely and E‖X‖p <∞. In particular, h(EpX, u) = (E[h(X, u)p])1/p is the p-mean of h(X, u) for
p ≥ 1, see also [11].
Sets that appear as finite Minkowski sums of segments are called zonotopes. Zonoids are limits of zonotopes in the
Hausdorff metric, i.e. they can be represented as expectations of random segments. By changing the Minkowski sum to
the Firey p-sum with p ≥ 1 one obtains Lp-zonoids. This generalisation in the geometric context has been first mentioned
in [12] and has been thoroughly investigated in [13]. It should be noted that Lp-zonoids are exactly those sets that appear
as polar sets to the unit balls in spaces isometric to a d-dimensional subspace of Lp([0, 1]), see [14].
3. Star bodies associated with SαS distributions
A random vector ξ ∈ Rd is called symmetric α-stable (notation SαS) if ξ coincides in distribution with −ξ and, for all
a, b > 0,
a1/αξ1 + b1/αξ2 D= (a+ b)1/αξ,
where ξ1, ξ2 are independent copies of ξ , and
D= denotes equality in distribution. The value of α is called the characteristic
exponent of ξ . It is well known that ξ is normally distributed if and only if α = 2.
Theorem 3.1 (See Th. 2.4.3 [15]). A random vector ξ is SαS with α ∈ (0, 2) if and only if there exists a unique symmetric finite
measure σ on the unit sphere S in Rd such that the characteristic function of ξ is given by
ϕξ (u) = Eei〈ξ,u〉 = exp
{
−
∫
S
|〈u, z〉|ασ(dz)
}
. (3.1)
Themeasureσ is called the spectralmeasure of ξ . Representation (3.1) holds also forα = 2, although the spectralmeasure
is not necessarily unique in this case. Although the sphere S can be defined with respect to any chosen (reference) norm in
Rd, in this paper we only use the Euclidean reference norm, so that S = Sd−1 is the Euclidean sphere in Rd.
The expression in the exponential on the right-hand side of (3.1) is an even homogeneous (of order α) function of u and
so defines the Minkowski functional of a centred star body set F as
‖u‖αF =
∫
Sd−1
|〈u, z〉|ασ(dz), (3.2)
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so that
ϕξ (u) = e−‖u‖αF , u ∈ Rd. (3.3)
The star body F is called the associated star body of ξ . Since ‖u‖F is finite, F always contains a neighbourhood of the origin. If
σ is not concentrated on a great sub-sphere of Sd−1 (i.e. the intersection of Sd−1 with a (d− 1)-dimensional subspace), then
ξ is called full-dimensional. In this case ‖u‖F > 0 for all u 6= 0.
The right-hand side of (3.2) is called the α-cosine transform of σ , which is studied also for all α > −1, see [16], where it
is shown that σ is unique if α is not an even integer. Although σ is not unique for α = 2, the star body associated with the
normal law is a unique ellipsoid.
In Section 4 we see that F is convex if α ∈ [1, 2] and in some cases for all α ∈ (0, 2], see Example 4.4. The following
simple examples deal with general α ∈ (0, 2].
Example 3.2 (Complete Independence). If ξ is SαS with i.i.d. components, then ϕξ (u) = e−‖u‖αα , i.e. the star body F associated
with ξ is `α-ball Bdα . This star body is not convex if α < 1.
Example 3.3 (Complete Dependence). If ξ = (ξ1, . . . , ξ1) for SαS random variable ξ1, then
ϕξ (u) = exp
{
−
∣∣∣∑ ui∣∣∣α} .
Note that ξ is not full-dimensional, so that ρF (u) = ‖u‖−1F =
∣∣∑ ui∣∣−1 is the radial function of an unbounded star body F .
The corresponding polar set F∗ is the segment with end-points±(1, . . . , 1).
A centred convex body F in Rd is called an Lp-ball if Rd with norm ‖ · ‖F is isometric to a d-dimensional subspace of
Lp([0, 1]). Denote byLp the family of Lp-balls. It is known that F ∈ Lp if and only if
‖u‖pF =
∫
Sd−1
|〈u, z〉|pµ(dz) (3.4)
for a finite measure µ on Sd−1, see [16, Lemma 4.8] for p ≥ 1 and [3, Lemma 6.4] for general p > 0. Note that (3.4) is called
the Blaschke–Lévy representation of the norm, which is discussed in detail in [17]. It should be noted that exp{−‖u‖pF } is
positive definite for p ∈ (0, 2] if and only if F ∈ Lp, see [18,14] for a survey of related results. By comparing (3.4) with
Theorem 3.1 and symmetrising, if necessary, the measure µ, we see that Lα is exactly the family of associated star bodies
of SαS laws. In the following we often switch between the letters α and p, since the former is common in the literature on
stable laws, while the latter is typical in convex geometry and functional analysis.
It is shown in [3, Cor. 6.7] that if F is an Lp-ball with p ∈ (0, 2], then F is also an Lr -ball for each r ∈ (0, p). It is instructive
to provide a probabilistic proof of this fact.
Theorem 3.4. If F is an Lp-ball for p ∈ (0, 2], then F is also an Lr -ball for all r ∈ (0, p].
Proof. Consider an SαS random vector ξ with α = p and the associated star body F . Let ζ be a non-negative stable random
variable with β ∈ (0, 1). Then the characteristic function of ξ ′ = ζ 1/αξ is given by
Eei〈ξ
′,u〉 = e−‖u‖αβF .
Thus, F is the associated star body of the symmetric stable ξ ′ with the characteristic exponent αβ , so that F is an Lr -ball for
r = αβ = pβ < p. Note that ξ and ξ ′ share the same associated star body F . 
The associated star body F can be estimated from the estimates of the spectral measure described in [19–21] or by using
the empirical log-characteristic function of ξ , see also Remarks 6.9 and 6.17.
4. Zonoids and SαS laws with α ∈ [1, 2]
If α ∈ [1, 2], it is possible to arrive at a dual interpretation of the characteristic function (3.1) by noticing that |〈u, x〉| is
the support function of the segment [−x, x], so that∫
Sd−1
|〈u, z〉|ασ(dz) =
∫
Sd−1
h([−z, z], u)ασ(dz) = h(K , u)α, (4.1)
where K = σ(Sd−1)1/αEα[−η, η] is the rescaled Firey α-expectation of the random set X = [−η, η] and η is a random
vector with values in Sd−1 distributed according to the normalised spectral measure σ . The Minkowski inequality implies
that h(K , u) is indeed a support function of a convex set. If α = 1, then K is called a zonoid, see [4, Section 3.5]. Note that
representation (4.1) appears already in [1,2] in view of its relationship to stable distributions and negative definite functions
on the one hand and Lp-balls on the other one.
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Definition 4.1. Let σ be a finite measure on Sd−1. A convex set K in Rd is called Lp-zonoidwith p ≥ 1 and spectral measure
σ if K = c1/pEp[−η, η], where c is the total mass of σ and η is distributed according to c−1σ .
If σ is a p-integrable probability measure on Rd, then the Lp-zonoid can be defined as Ep[−η, η]where η has distribution
σ . The following result now becomes an easy corollary from Theorem 3.1.
Theorem 4.2. A random vector ξ is SαS with α ∈ [1, 2] if and only if there exists a unique centred Lα-zonoid K such that the
characteristic function of ξ is given by
ϕξ (u) = e−h(K ,u)α , u ∈ Rd. (4.2)
The set K from Theorem 4.2 is said to be the associated zonoid of ξ . The corresponding polar set F = K ∗ is convex and
becomes the associated star body of ξ . It is well known that all centred convex compact sets on the plane are L1-zonoids
(i.e. classical zonoids), while this no longer holds in dimensions 3 and more. It follows immediately from Theorem 3.4 that
the family of Lp-zonoids becomes richer if p ∈ [1, 2] decreases.
Example 4.3 (Independent Components). The components of SαS vector ξ with α = p ∈ [1, 2] are independent if and only
if its associated zonoid K is a rescaled `q-ball with 1/p+ 1/q = 1, i.e.
K = {(a1x1, . . . , adxd) : x ∈ Bdq}
for a1, . . . , ad ∈ R, so that the associated star body F = K ∗ is a rescaled `p-ball, see Example 3.2. If some of the ai’s vanish,
then ξ is no longer full-dimensional. Thus, an `q-ball is Lr -zonoid for all r ∈ [1, p]with p being reciprocal to q.
Example 4.4 (Ellipsoids and Sub-Gaussian Laws). The family of full-dimensional L2-zonoids is the family of centred ellipsoids
in Rd, that also correspond uniquely to non-degenerate Gaussian laws on Rd. Thus ellipsoids are also Lp-zonoids for any
p ∈ [1, 2]. Since polar sets to ellipsoids are again ellipsoids, ellipsoids are also Lp-balls for each p ∈ (0, 2]. Ellipsoids do not
have a unique spectral measure for α = 2. However, if an ellipsoid is represented as an Lp-zonoid with p ∈ [1, 2) or an
Lp-ball with p ∈ (0, 2), then its spectral measure is unique. The corresponding SαS random vector is said to have a sub-
Gaussian distribution, see [15, Section 2.5].
Theorem 4.5. Each Lp-zonoidwith p > 1 and spectral measurewhich is not concentrated on a great sub-sphere of Sd−1 is strictly
convex, i.e. its support function is differentiable at every point.
Proof. If p > 1, then |〈u, v〉|p is a differentiable function of u, so its integral is also differentiable. Since σ is full-dimensional,
the integral with respect to σ does not vanish, so that its 1p th power is also differentiable. The equivalence of strict convexity
and differentiability properties is explained in [4, Cor. 1.7.3]. 
The strict convexity of K means that for each u ∈ Rd the support set
T (K , u) = {y ∈ K : 〈y, u〉 = h(K , u)} (4.3)
is a singleton {x} and the gradient of h(K , u) equals x. Theorem 4.5 implies that polytopes cannot be Lp-zonoids for p > 1,
so that the approximation by polytopes (often used in the studies of zonoids) is no longer useful for Lp-zonoids with p > 1.
5. Symmetric stable densities
5.1. Value of the density at the origin
Consider SαS random vector ξ with α ∈ (0, 2] and the characteristic function given by (3.3). It is useful to interpret this
characteristic function as
ϕξ (u) = e−‖u‖αF = P {ζ ≥ ‖u‖F } = E1ζ≥‖u‖F = E1u∈ζ F , (5.1)
where ζ is a non-negative random variable with P {ζ ≥ x} = e−xα for x > 0, so that
Eζ λ = 0(1+ λ/α), λ > −α. (5.2)
The inversion formula for the Fourier transform yields the following expression for the probability density function f of ξ
(2pi)df (x) =
∫
Rd
e−i〈u,x〉ϕξ (u)du = E
∫
Rd
e−i〈u,x〉1u∈ζ Fdu
= E
∫
ζ F
ei〈u,x〉du. (5.3)
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Since f is the expectation of the characteristic function of the uniform law on ζ F , the bounds on this characteristic function
(see, e.g., [22, Th. 1]) can be used to derive bounds for f .
By substituting x = 0 in (5.3) we obtain
f (0) = 1
(2pi)d
0
(
1+ d
α
)
|F |. (5.4)
5.2. Derivatives at the origin
Since ϕξ (u)multiplied by a product of powers of the coordinates of u is integrable, representation (5.3) implies that f is
infinitely differentiable. Its derivatives at the origin are given by
(2pi)d
∂2mf
∂xk11 · · · ∂xkdd
∣∣∣∣∣
x=0
= (−1)m0
(
1+ 2m+ d
α
)∫
F
v
k1
1 · · · vkdd dv,
where 2m = k1+· · ·+kd. The central symmetry of F implies that the partial derivatives of odd orders vanish. By combining
these partial derivatives (withm = 1) we arrive at the following expression(
d∑
i=1
wi
∂
∂xi
)2
f
∣∣∣∣∣∣
x=0
= − 1
(2pi)d
0
(
1+ 2+ d
α
)∫
F
〈w, v〉2dv,
where w = (w1, . . . , wd). The integral on the right-hand side can be written as ‖w‖2E where E is an ellipsoid in Rd called
(for a convex F ) the Binet ellipsoid of F , see [23], which also shows how to bound this integral.
Note that
d∑
i=1
w2i
∂2f
∂x2i
∣∣∣∣∣
x=0
= − 1
(2pi)d
0
(
1+ d+ 2
α
)∫
F
d∑
i=1
w2i v
2
i dv,
where (w21x
2
1 + · · · + w2dx2d) = ‖x‖2Ew defines a norm of x with the unit ball being the centred ellipsoid Ew with semi-axes
w−11 , . . . , w
−1
d . Corollary 2.2a of [23] yields that∫
F
(w21x
2
1 + · · · + w2dx2d)dx ≥
d
d+ 2 |F |
1+ 2d (w1 · · ·wd)2/d κ−2/dd ,
and so provides an upper bound for the weighted sum of the second derivatives of the density f of ξ at the origin as
d∑
i=1
w2i
∂2f
∂x2i
∣∣∣∣∣
x=0
≤ − 4pid
d+ 2
0
(
1+ d+2
α
)
0
(
1+ d2
)2/d
0
(
1+ d
α
)1+2/d (w1 · · ·wd)2/df (0)1+2/d,
with the equality attained if F is a dilate of the ellipsoid Ew , i.e. for the corresponding sub-Gaussian law.
5.3. Expectation of integrable functions
Integrating (5.3) leads to the following expression
Eg(ξ) = 1
(2pi)d
E
[∫
ζ F
gˆ(−v)dv
]
, (5.5)
where gˆ is the Fourier transform of an integrable function g . If g is the Fourier transform of a measure µ, then Eg(ξ) =
Eµ(ζ F). For example, E exp{−‖ξ‖2/2} equals the expected standard Gaussian content of ζ F . If g is the indicator of the
Euclidean ball Br of radius r centred at the origin, then
gˆ(u) = (2rpi/‖u‖)d/2Jd/2(r‖u‖),
where Jd/2 is the Bessel function. Therefore
P {‖ξ‖ ≤ r} =
( r
2pi
)d/2 ∫
F
‖v‖−d/2E[ζ d/2Jd/2(rζ‖v‖)]dv.
Another instance of (5.5) appears if g is itself the density of Sα′S law with associated star body F ′. Then
Eg(ξ) = 1
(2pi)d
E|ζ F ∩ ζ ′F ′|, (5.6)
where P
{
ζ ′ > x
} = e−xα′ , x ≥ 0, and ζ ′ is independent of ζ .
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Theorem 5.1. If ξ is SαS with associated star body F and α ∈ (0, 2], then, for all c 6= 0, the density f of ξ satisfies∫
Rd
f (cx)f (x)dx = (1+ cα)−d/α f (0).
Proof. Apply (5.6) with g(x) = cdf (cx) and α = α′, so that F ′ = cF . Then
Eg(ξ) = cd
∫
Rd
f (x)f (cx)dx = 1
(2pi)d
|F |E(min(ζ , cζ ′))d
= 1
(2pi)d
0
(
1+ d
α
)
(1+ c−α)d/α |F |.
Then note that |F | is related to f (0) by (5.4). 
By choosing c = 1 we see that the density of each SαS law satisfies∫
Rd
f (x)2dx = 2−d/α f (0). (5.7)
The left-hand side can be recognised as the inverse to the 2-Rényi entropy power of ξ . The universal identity (5.7) can
be used to estimate the characteristic exponent α for any symmetric stable law. For this, the value of the density at the
origin is estimated by, e.g., the kernel-type estimator, while the 2-Rényi entropy power can be estimated from the Voronoi
tessellation generated by the sample as described in [24].
6. Homogeneous functions of SαS vectors
6.1. Moments of the norm
If g is a homogeneous function, i.e. g(cx) = cλg(x) for all x ∈ Rd and c > 0, and so is not integrable over Rd, then one
can interpret its Fourier transform using generalised functions. We refer to [25] for the thorough account of generalised
functions and their Fourier transforms. The left-hand side of (5.5) for not necessarily integrable g can be interpreted as the
action of g on the density f of ξ (denoted (g, f )), while the right-hand side as the action of the Fourier transform gˆ of g on
ϕξ , i.e.
(g, f ) = 1
(2pi)d
(gˆ, ϕξ )
is Parseval’s identity. Since ϕξ given by (5.1) is not necessarily infinitely differentiable, the action of a generalised function
on it should be interpreted as a limit if the action of gˆ does not involve differentiation.
Theorem 6.1. If ξ is SαS and λ ∈ (−d, α), then
E‖ξ‖λ = 2
λ−1
pid/2
0
(
d+ λ
2
)
0
(
1− λ
α
)
0
(
1− λ2
) ∫
Sd−1
‖u‖λF du. (6.1)
Proof. Consider (5.5) for g(x) = ‖x‖λ = rλ. Using the expression for the Fourier transform of g (see [25, Section II.3.3]) one
arrives at
E‖ξ‖λ = 2
λ
pid/2
0( d+λ2 )
0
(− λ2 )
(
r−λ−d, E1ζ F
)
,
where (r−λ−d, ψ) denotes the action of the generalised function r−λ−d on the test function ψ . If 0 < λ < α, then it is
possible to use the regularisation for r−λ−d (see [25, Section I.3.9]) to obtain(
r−λ−d, E1ζ F
) = E(ζ−λ)ωd ∫ ∞
0
t−λ−1(SF (t)− 1)dt,
whereωd is the surface area of the unit sphere in Rd and SF (t) is the ratio of the surface areas of S(t)∩ F and the sphere S(t)
of radius t . Then
ωd
∫ ∞
0
t−λ−1(1− SF (t))dt =
∫
Sd−1
∫ ∞
0
t−λ−1(1− 1ut∈F )dtdu
=
∫
Sd−1
∫ ∞
‖u‖−1F
t−λ−1dtdu,
which, together with the expression (5.2) for the moment of ζ , proves (6.1) for λ > 0.
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If λ ∈ (−d, 0), then no regularisation is needed, so that
E‖ξ‖λ = 2
λ
pid/2
0
( d+λ
2
)
0
(− λ2 ) 0
(
1− λ
α
)∫
F
‖u‖−λ−ddu.
Then (6.1) is obtained by passing to polar coordinates and using the fact that 0(1−λ/2) = (−λ/2)0(−λ/2). A direct check
shows that (6.1) holds also for λ = 0. 
Remark 6.2. An alternative proof of Theorem 6.1 can be carried over using the plane-wave expansion of the Euclidean norm
‖x‖λ = 1
2pi (d−1)/2
0
( d+λ
2
)
0
( 1+λ
2
) ∫
Sd−1
|〈u, x〉|λdu,
see [25, Section 3.10] and the expression for the moments of |〈u, ξ〉| from Theorem 6.16.
Example 6.3 (Isotropic Law). Assume that ξ is isotropic, i.e. ‖u‖F = σ‖u‖ for all u and F = Bσ−1 is the ball of radius σ−1.
Then (6.1) and the expression for the surface area ωd of the unit sphere imply that
E‖ξ‖λ = (2σ)λ 0
( d+λ
2
)
0
( d
2
) 0 (1− λα )
0
(
1− λ2
) , λ ∈ (−d, α),
which is a well-known formula, see, e.g., [26, Eq. (7.5.9)].
If it is difficult to integrate ‖u‖λF over the unit sphere, it is possible to use trivial bounds R−1 ≤ ‖u‖F ≤ r−1, where R and
r are the radii of the circumscribed and the inscribed balls to F . The following lower bound is sharper for λ > 0.
Corollary 6.4. In the setting of Theorem 6.1 with λ ∈ (0, α), we have
E‖ξ‖λ ≥ 2λ 0
( d+λ
2
)
0
( d
2
) 0 (1− λα )
0
(
1− λ2
) ( κd|F |
)λ/d
(6.2)
with the equality if and only if F is a Euclidean ball.
Proof. The expression
V˜−λ(L, F) = 1d
∫
Sd−1
‖u‖−d−λL ‖u‖λFdu
is called the dual mixed volume of star bodies K and L (note that the original definition [27] is written for the radial functions
of L and F ). Now it suffices to apply the dual mixed volume inequality (see [27] and [28, (2.4)])
V˜−λ(L, F)d ≥ |L|d+λ|F |−λ
with L being the unit Euclidean ball. 
Note that the right-hand side of (6.2) equals E‖η‖λ, where η is an isotropic SαS random vector with the associated star
body being the Euclidean ball of the same volume as F .
Example 6.5 (Multivariate Normal and Sub-Gaussian Distributions). If ξ has a multivariate normal distribution with
covariance matrix C , then F is the ellipsoid E with ‖u‖2E = 12 〈Cu, u〉 and (6.1) implies
E‖ξ‖λ = 2
λ/2−1
pid/2
0
(
d+ λ
2
)∫
Sd−1
〈Cu, u〉λ/2du (6.3)
for λ ∈ (−d, 2). By passing to the limit, the formula holds also for λ = 2. The integral retains its value for ξ having a sub-
Gaussian distribution with the same associated star body F . Thus, the ratio of the moments of the norm for a normal vector
and the corresponding SαS sub-Gaussian vector depends only on α, dimension and the order of the moment.
If σ 21 , . . . , σ
2
d are the eigenvalues of C , then F = E has semi-axes
√
2/σi, i = 1, . . . , d, whence κd/|F | equals 2−d/2∏ σi
and Corollary 6.4 yields that
E‖ξ‖λ ≥ 2λ/2 0
( d+λ
2
)
0
( d
2
) 0 (1− λα )
0
(
1− λ2
) ( d∏
i=1
σi
)λ/d
(6.4)
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with the equality if and only if σ1 = · · · = σd. In particular, if C is diagonal, then
E(ξ 21 + · · · + ξ 2d )λ/2 ≥
0
( d+λ
2
)
0
( d
2
) 0 ( 12 )
0
( 1+λ
2
) d∏
i=1
E|ξi|λ
with the equality if and only if E|ξi|λ does not depend on i. For this, we have used (6.4) and the fact that
E|ξi|λ = 2λ/20
( 1+λ
2
)
0
( 1
2
) 0 (1− λα )
0
(
1− λ2
) σ λi .
Example 6.6 (SαS Vectors with i.i.d. Components). Let ξ be SαS with the associated star body being `α-ball with α ∈ (0, 2],
so that its coordinates ξ1, . . . , ξd are i.i.d. SαS random variables, see Example 3.2. The formula for the volume of the `p-ball
from [29, p. 11] and (6.2) imply that
E(ξ 21 + · · · + ξ 2d )λ/2 ≥ 2−λ
0
( d+λ
2
)
0
( 1+λ
2
) 0 ( 12 )
0
( d
2
) 0 (1+ dα )λ/d
0
(
1+ 1
α
)λ κλ/dd E|ξ1|λ
for all λ ∈ (0, α). For the opposite inequality note that the largest Euclidean ball inscribed in Bdα has radius d
1
2− 1α , whence
E(ξ 21 + · · · + ξ 2d )λ/2 ≤
1√
pi0
( d
2
) 0 ( d+λ2 )
0
( 1+λ
2
) d 1α− 12 E|ξ1|λ
for λ ∈ (0, α). Both the inequalities turn into an equality for α = 2 and any λ ∈ (0, 2] and yield the well-known moments
of the chi-square distribution with d degrees of freedom.
Using bounds for the average values of norms on the unit sphere (see [30]) it is possible to relate moments of different
orders.
Corollary 6.7. Let ξ be SαS with α ∈ (1, 2] and the associated star body F . Let b be the radius of the largest centred Euclidean
ball inscribed in F . Then for all λ ∈ [1, α)
aλmax
(
M1,
c1b
√
λ√
d
)λ
≤ E‖ξ‖λ ≤ aλmax
(
2M1,
c2b
√
λ√
d
)λ
,
where c1 and c2 are absolute constants,
M1 = pi
(d+1)/2
0( d+12 )0(1− 1α )
E‖ξ‖ =
∫
Sd−1
‖u‖Fdu
and
aλ = 2
λ−10( d+λ2 )0
(
1− λ
α
)
pid/20
(
1− λ2
) .
The following result describes the limiting behaviour of E‖ξ‖λ as λ ↑ α.
Corollary 6.8. If ξ is SαS with α ∈ (0, 2) and spectral measure σ , then
lim
λ↑α
E‖ξ‖λ
0
(
1− λ
α
) = 2α√
pi
0
( d+α
2
)
0
(
α+1
2
)
0
( d
2
)
0
(
1− α2
)
0
( d−1
2
)
0
( d+α+1
2
) σ(Sd−1).
Proof. It suffices to refer to (6.1) together with∫
Sd−1
‖u‖αF du =
∫
Sd−1
∫
Sd−1
|〈u, y〉|ασ(dy)du =
∫
Sd−1
(∫
Sd−1
|〈u, y〉|αdu
)
σ(dy),
and use the fact that∫
Sd−1
|〈u, y〉|αdu = 2pi
(d−1)/2
0( d−12 )
B
(
α + 1
2
,
d
2
)
‖y‖α,
where B is the Beta function. 
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Remark 6.9 (Estimation of F in the Planar Case). Consider a centred star body L and define the function gL(x) =
‖x‖−1 Vold−1(L ∩ x⊥), where Vold−1(L ∩ x⊥) is the (d− 1)-dimensional volume of the intersection of L and the hyperplane
orthogonal to x. It is known [3, p. 72] that the Fourier transform of gL is given by (2pi)d‖u‖−d+1L /(pi(d− 1)), whence
EgL(ξ) = 1
pi(d− 1)0
(
1+ 1
α
)∫
Sd−1
ρF (u)ρL(u)d−1du.
If L = {ty : y ∈ S, t ∈ [0, 1]}with S being a symmetric subset of the unit sphere, then the integral turns into ∫S ρF (u)du. If
d = 2, then gL(ξ) = 2‖ξ‖−11ξ⊥∩S 6=∅, whence a direct estimate of EgL(ξ) yields consistent estimates of the integrals of ρF (u)
and thereupon of F itself.
6.2. Mixed moments
The following result deals with joint moments of the coordinates of ξ . For a function g(x1, . . . , xd) and j = 1, . . . , d
denote
∆jg(x) = g(x)− g(x|j),
where x|j is xwith the jth coordinate replaced by zero.
Theorem 6.10. If ξ is SαS and λ1, . . . , λd are positive numbers with λ =∑ λi < α, then
E(|ξ1|λ1 · · · |ξd|λd) = 2λ−d (−1)
d
pid/2
0
(
1− λ
α
) d∏
i=1
λi0
(
λi+1
2
)
0
(
1− λi2
) ∫
Rd
|u1|−λ1−1 · · · |ud|−λd−1(∆1 · · ·∆d1F (u))du. (6.5)
Proof. The result follows from the formula for the Fourier transform of |x|λ as −2 sin(λpi/2)0(λ + 1)|u|−λ−1 (see
[25, Section II.2.3]) and the fact that the Fourier transform of the direct product
∏ |xi|λi is the direct product of Fourier
transforms, see [25, Section II.3.2]. The expression ∆1 · · ·∆d1F (u) appears as a result of the regularisation procedure, see
[25, Section I.3.2]. Finally, one needs the expression for the (−λ)th moment of ζ from (5.2) and the fact that
1
pi
0(λ+ 1) sin λpi
2
= λ2
λ−1
√
pi
0
(
λ+1
2
)
0
(
1− λ2
) . 
Since∆1 · · ·∆d1F (u) vanishes in a neighbourhood of the origin, the integral in (6.5) is well defined. If d = 2, then
∆1∆21F (u) = 1F (u1, u2)− 1F (0, u2)− 1F (u1, 0)+ 1.
The signed power of a real number t is defined by
t〈λ〉 = |t|λ sign (t),
where sign (t) is the sign of t .
Theorem 6.11. If ξ is SαS in Rd for an even d and λ1, . . . , λd are non-negative numbers, with none of them being 1 and such
that λ =∑ λi < α, then
E(ξ 〈λ1〉1 · · · ξ 〈λd〉d ) =
2λid
pid/2
0
(
1− λ
α
) d∏
i=1
0(1+ λi2 )
0( 12 − λi2 )
∫
F
u〈−λ1−1〉1 · · · u〈−λd−1〉d du, (6.6)
where the integral is understood as its principal value, i.e. the limit of the integral over F \ εB as ε → 0. The mixed moments
vanish if d is odd.
Proof. Use the formula 2i0(λ + 1) cos(λpi/2)u〈−λ−1〉 for the Fourier transform of the function x〈λ〉 with a non-integer λ
(see [25, Section II.2.3]) and identities for the Gamma function. 
For a centred star body F in Rk denote
I(F) =
∫
F
du
u1 · · · uk ,
where the integral is understood as its principal value (note that F contains a neighbourhood of the origin in Rk). Note that
I(AF) = I(F) for each diagonal matrix Awith non-vanishing entries.
Corollary 6.12. If ξ is SαS random vector in Rd and d is even, then
E sign (ξ1 · · · ξd) = i
d
pid
I(F). (6.7)
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Since the left-hand side of (6.7) does not exceed one in absolute value, we obtain an inequality |I(F)| ≤ pid for all centred
star bodies F ⊂ Rd. Note that the expectation in (6.7) does not depend on α.
Note that in (6.6) at most one of the λi’s equals 1, since their total sum is strictly less than 2. The case of λi = 1 needs a
special treatment, since the Fourier transform of x is given by (−2pi i)δ′(u), i.e. it acts as (−2pi i) times the derivative of the
test function at zero.
Theorem 6.13. Let ξ be SαS with α ∈ (1, 2], the associated star body F and the associated zonoid K = F∗. If d is even and
λ2, . . . , λd are non-negative numbers such that λ = 1+ λ2 + · · · + λd < α, then
E(ξ1ξ
〈λ2〉
2 · · · ξ 〈λd〉d ) = −
α2λ−1id
pi (d−1)/2
0
(
2− λ
α
) d∏
i=2
0
(
1+ λi2
)
0
(
1
2 − λi2
)
×
∫
F∩e⊥1
u〈−λ2−1〉2 · · · u〈−λd−1〉d ‖u‖α−1F h(T (K , u), e1)du2 · · · dud, (6.8)
where e1 = (1, 0, . . . , 0), T (K , u) is the support set of K in direction u, see (4.3), and the integral is understood as its principal
value. The mixed moments vanish if d is odd.
Proof. Since α > 1, Theorem 4.5 implies that the support function of K is differentiable. It is well known (see [4, Th. 1.7.2])
that the directional derivative of the support function is given by
lim
s↓0
h(K , u+ vs)− h(K , u)
s
= h(T (K , u), v). (6.9)
This formula for v = e1 yields that the Fourier transform x̂1 acts on ϕ(u) = e−h(K ,u)α as
(−2pi i)e−h(K ,u|1)αα‖u|1‖α−1F h(T (K , u|1), e1),
where u|1 = (0, u2, . . . , ud). The remainder of the proof relies on the formulae for Fourier transforms of the signed powers
as in Theorem 6.11. 
The following result determines the probability that SαS vector ξ takes a value from a polyhedral cone.
Theorem 6.14. If ξ is SαS with associated star body F , then for each invertible matrix A we have
P
{
ξ ∈ ARd+
} = 1
(2pi)d
[
d
2
]∑
m=0
pid−2m(−1)m
∑
{i1,...,i2m}⊂{1,...,d}
I((A>F) ∩ Hi1,...,i2m),
where Hi1,...,i2m is the hyperplane of dimension 2m spanned by the basis vectors ei1 , . . . , ei2m .
Proof. By [25, II.2.3 (6)], the Fourier transform of the generalised function x0j+ = 1xj≥0 is given by iu−1j + piδ(uj), so that the
Fourier transform of 1x∈Rd+ is the product
d∏
k=1
(
i
uk
+ piδ(uk)
)
.
Now it suffices to open the parentheses in the product and use the fact that the delta function δ(uk) applied to the indicator
of F yields 1.
Finally, it remains to note that P
{
ξ ∈ ARd+
} = P {A−1ξ ∈ Rd+} and that A−1ξ has the associated star body A>F . 
It is easy to see that the result of Theorem6.14 corresponds to (6.7) for d = 2. In a similarmanner it is possible to compute
mixed moments of the positive parts of the components of ξ .
6.3. Integrals of the density
The following result expresses the integrals of the density over one-dimensional subspaces of Rd.
Theorem 6.15. If f is the density of SαS law, then, for each unit vector u,∫
R
f (tu)dt = 1
(2pi)d−1
0
(
1+ d− 1
α
)
AF ,u, (6.10)
where AF ,u = Vold−1(F ∩u⊥) is the (d−1)-dimensional Lebesgue measure of the intersection of F with the subspace orthogonal
to u.
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Proof. Using the technique of generalised functions, it is possible to calculate the Fourier transformof the function g = δ〈u,x〉
for a fixed unit vector u as (gˆ, ψ) = (g, ψˆ) for any test functionψ and its Fourier transform ψˆ , see [25]. A direct calculation
shows that
(gˆ, ψ) = (2pi)d−1
∫
R
ψ(tu)dt.
By applying this expression to the density f and using (5.1) we obtain that
(g, ϕ) = E Vold−1((ζ F) ∩ u⊥) = 0
(
1+ d− 1
α
)
AF ,u. 
The question, whether the inequality AF1,u ≤ AF2,u for convex sets F1 and F2 and all u ∈ Sd−1 implies that the volume of F1
is smaller than the volume of F2 is known in convex geometry under the name of the Busemann–Petty problem. This problem
has been recently completely solved (see, e.g. [31] for the solution based on the Fourier analysis) by establishing that the
answer is affirmative only in dimensions at most 4. The sets F that appear as associated star bodies of SαS distributions are
Lp-balls and so are intersection bodies, for which the Busemann–Petty problem has an affirmative answer in all dimensions,
see [3, Section 4.3]. In application to stable distributions this means that if two SαS densities f1 and f2 with the same
characteristic exponent satisfy∫
R
f1(tu)dt ≤
∫
R
f2(tu)dt, u ∈ Sd−1,
then f1(0) ≤ f2(0). Recall that by (5.4) the value of the density at the origin is proportional to the volume of F .
It is also possible to consider the intersection of F with a subspace Hk of dimension k and obtain that (see also [3,
Lemma 3.24])∫
H⊥k
f (x)dx = 1
(2pi)k
0
(
1+ k
α
)
Volk(F ∩ Hk),
which yields (5.4) for k = d and (6.10) for k = d− 1. For k = 1 we get∫
〈u,x〉=0
f (x)dx = 1
pi
0
(
1+ 1
α
)
ρF (u) = 1
pi
0
(
1+ 1
α
)
‖u‖−1F ,
which may be used to estimate ρF (u) = ‖u‖−1F .
It is also possible to express the integral of the type
∫∞
0 f (tu)t
d+λ−1dt by means of the action of the generalised function
|t|−d−λ on the test function AF ,u(t) = Vold−1(F ∩ (u⊥+ tu)). This yields the Ld+λ-star of ξ , see [28]. In particular, the L1-star
of ξ has the radial function (6.10) and so is proportional to the intersection body of F .
6.4. Scalar products and zonoids of random vectors
Moments of scalar products of ξ with unit vector u can be easily calculated by using the Fourier transform of the
generalised function |〈x, u〉|λ, see [3, Lemma 3.14], or by the explicit calculation of the moments of the SαS random variable
〈ξ, u〉.
Theorem 6.16. If ξ is SαS and u ∈ Sd−1, then
E|〈ξ, u〉|λ = 2λ0
(
λ+1
2
)
√
pi
0
(
1− λ
α
)
0
(
1− λ2
)‖u‖λF
for λ ∈ (−1, α).
The zonoid of an integrable random vector ξ is defined as the expectation of the random segment X = [0, ξ ], see [32,7].
Representing X as 12ξ +
[− 12ξ, 12ξ], the expectation of X can be found from
h(EX, u) = 1
2
〈Eξ, u〉 + 1
2
E|〈ξ, u〉|.
If ξ is SαS with α ∈ (1, 2], then Eξ = 0 and Theorem 6.16 with λ = 1 yields that
EX = 1
pi
0
(
1− 1
α
)
K .
Thus, the zonoid of ξ in the sense of [7] coincides with the rescaled associated zonoid of ξ . The volume of the zonoid EX
is closely related to the expectation of a random determinant whose columns are i.i.d. realisations of ξ . Note also various
statistical applications of zonoids of random vectors, e.g. for trimming of multivariate observations, see [33].
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Remark 6.17 (Estimation of K ). If α ∈ (1, 2], the associated zonoid of ξ can be estimated as the rescaled zonoid of ξ , e.g. by
evaluating the Minkowski average of [0, ξ (i)], i = 1, . . . , d, for the i.i.d. sample ξ (1), . . . , ξ (n). Despite the fact that this
Minkowski average is a polytope and so cannot be an Lp-zonoid with p > 1 by Theorem 4.5, it converges to K in the
Hausdorff metric by the strong law of large numbers for random sets [10, Section 3.1]. In order to recover the spectral
measure from the associated zonoid, one can use the inversion formula for the p-cosine transform (see [17]) combined
with a smoothing operation applied to the support function of K . Pivato and Seco [34] describe further methods suitable
to estimate the spectral measure from the log-characteristic function of the stable law. Note that this log-characteristic
function is ‖u‖αF and so is immediately related to the sets F and K .
7. Operations with associated sets
7.1. Sums and approximations with sub-Gaussian laws
If ξ ′ and ξ ′′ are independent SαS with associated star bodies F1 and F2, then ξ = ξ ′ + ξ ′′ has the characteristic function
Eei〈u,ξ〉 = exp {−(‖u‖αF1 + ‖u‖αF2)} .
One says that the associated star body of ξ is the radial sum (also called α-star sum) of F1 and F2.
Theorem 7.1. If ξ ′ and ξ ′′ are independent SαS in Rd with α ∈ [1, 2] and probability densities fξ ′ and fξ ′′ respectively, then the
probability density of ξ = ξ ′ + ξ ′′ satisfies
fξ (0)−α/d ≥ fξ ′(0)−α/d + fξ ′′(0)−α/d
with the equality if and only if the associated star bodies of ξ ′ and ξ ′′ are dilates.
Proof. The result follows from (5.4) and the dual Brunn–Minkowski inequality for radial sums of star bodies, see [27,
Prop. 1.12]. 
The following result concerns approximation by sub-Gaussian laws. It opens a possibility to generate a symmetric stable
law as a sum of sub-Gaussian laws, which are much easier to simulate. Note that the simulation of multivariate stable laws
is considered to be a difficult problem [35,36].
Theorem 7.2. A probability distribution inRd is SαS with α ∈ [1, 2] if and only if it can be obtained as a weak limit for the sums
of independent sub-Gaussian laws with the same characteristic exponent.
Proof. By [16, Cor. 6.14], each centred convex body F is an Lp-ball with p ≥ 1 if and only if ‖u‖pF can be uniformly
approximated for u from the unit sphere by finite sums of the form ‖u‖pE1 + · · · + ‖u‖pEm , where E1, . . . , Em are centred
ellipsoids. The proof is completed by setting p = α and using the fact that exp{−‖u‖αEi} is the characteristic function of a
sub-Gaussian law. 
Some useful probability metrics are defined using logarithms of characteristic functions of random vectors. Extending
the definition of the distance between two random variables from [37, Ex. I.1.15] for the multivariate case, it is possible to
define the distance between two SαS vectors ξ ′ and ξ ′′ with the same characteristic exponent α ∈ [1, 2] and the associated
zonoids K1 and K2 as
mα(ξ
′, ξ ′′) = sup
{
‖u‖−α| log Eei〈u,ξ ′〉 − log Eei〈u,ξ ′′〉| : u ∈ Rd
}
= sup {|h(K1, u)α − h(K2, u)α| : u ∈ Sd−1} .
If α = 1, the right-hand side becomes the Hausdorff distance between K1 and K2. This metric was used by [38] to bound
the difference between densities of symmetric stable laws and in [39] to develop simulation methods based on the discrete
approximation to the spectral measure.
Theorem 7.3. For each SαS vector ξ with α ∈ [1, 2) in Rd and the associated zonoid K there exists a sub-Gaussian SαS vector
η such that mα(ξ , η) ≤ (dα/2 − 1)‖K‖α .
Proof. For each centred convex body K in Rd there exists a centred ellipsoid E (called the John ellipsoid) such that E ⊂ K ⊂√
dE, see e.g. [40, Th. 4.2.12]. Then it suffices to note that
|h(K , u)α − h(E, u)α| ≤ |dα/2h(E, u)α − h(E, u)α| ≤ h(E, u)α(dα/2 − 1)
and use the fact that h(E, u) ≤ ‖E‖ ≤ ‖K‖ for all u ∈ Sd−1. 
Results from Section 6 can be used to relate moments of ξ and η. For instance, Theorem 6.1 implies that 1 ≤
E‖ξ‖λ/E‖η‖λ ≤ dλ/2. The described estimates can also be used to assess errors that appear when substituting a general
SαS law by its sub-Gaussian approximation.
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7.2. Linear transforms and optimisation
Consider maximisation of E|〈ξ, u〉|λ over u ∈ Rd for fixed λ ∈ (0, α) under the constraints 〈u, µ〉 = r for some µ ∈ Rd+,
r ≥ 0, and 〈u, (1, . . . , 1)〉 = 1. By Theorem 6.16, this is equivalent tomaximising ‖u‖F for u satisfying the constraints, i.e. its
solution is the direction of the smallest radius–vector function for the set F ∩ H , where
H = {u ∈ Rd : 〈u, µ〉 = r, 〈u, (1, . . . , 1)〉 = 1}.
This corresponds to the idea of portfolio selection studied in [41] for α > 1.
It is also possible to consider further optimisation problems for the moments of the norm of η = Aξ , where A is an
invertible linear transform and α ∈ [1, 2]. The direct computation shows that η has the associated zonoid AK and the
associated star body (A>)−1F . By Theorem 6.1 minimising E‖Aξ‖λ for λ ∈ (−d, α) over A ∈ SLn, corresponds to the
minimisation of the integral of ‖A>u‖F over u ∈ Sd−1. Consider a special case of this problem for λ = 1 and α ∈ (1, 2]. In
terms of the associated zonoid K = F∗, we can equivalently minimise the mean width
w(AK) = 2
∫
Sd−1
h(AK , u)du,
over A ∈ SLn. It is shown in [42] that AK has the minimal width position if the measure on the unit sphere with density
h(AK , ·) is isotropic.
7.3. Subvectors and concatenation
Taking a subvector of ξ corresponds to a section of the associated star body F by the corresponding coordinate subspace.
By applying orthogonal transformations, we see that the projection of ξ on any subspace H has the associated star-shaped
set (F ∩ H)⊕ H⊥, i.e. the direct sum of F ∩ H and the space orthogonal to H . If the projection of ξ on H is considered to be
a random element in H , then its associated star body is F ∩ H . Therefore, the values at the origin of the probability density
function of the projected ξ are closely related to the intersection body of F .
A bound on the volume of a convex set using volumes of its (d−1)-dimensional sections (see [43] and [40, p. 341]) yields
the following inequality for the values of the density function at the origin
f (0)d−1 ≥ 0
(
1+ d
α
)d−1
0
(
1+ d−1
α
)d (d− 1)!d(d!)d−1
d∏
i=1
f−i(0),
where f−i(0) is the density at the origin of the subvector of ξ with the ith coordinate excluded. This inequality holds for all
SαS laws with convex associated star bodies. In the bivariate case,
f (0) ≥ 0
(
1+ 2
α
)
20
(
1+ 1
α
)2 f1(0)f2(0),
where f1 and f2 are the marginal densities. Note that the coordinates of ξ = (ξ1, ξ2) can be independent with a convex F
only if α ∈ [1, 2].
Consider the random vector η = (ξ ′, ξ ′′) obtained by concatenating two SαS vectors ξ ′ and ξ ′′ of dimensions d′ and d′′.
Then ξ ′ and ξ ′′ are independent if and only if the associated star body F of η satisfies
‖(u1, u2)‖αF = ‖u1‖αF ′ + ‖u2‖αF ′′ , u1 ∈ Rd
′
, u2 ∈ Rd′′ ,
where the associated star bodies F ′ and F ′′ of ξ ′ and ξ ′′ are obtained as sections of F .
7.4. Ordering and Banach–Mazur distance
Now explore the ordering of SαS vectors based on inclusion relationship for their associated star bodies. Write η  ξ if
Fξ ⊂ Fη for their associated star bodies Fξ and Fη .
Theorem 7.4. If Fξ ⊂ Fη for the associated star bodies of SαS random vectors ξ and η with α ∈ (0, 2], then there exist ξ˜ D= ξ
and η˜ D= η such that |〈ξ˜ , u〉| ≥ |〈η˜, u〉| a.s. simultaneously for all u ∈ Sd−1.
Proof. Fix u ∈ Sd−1. Since 〈ξ, u〉 and 〈η, u〉 are SαS random variables with scale parameters ‖u‖Fξ ≥ ‖u‖Fη , it is possible to
define ξ and η on the same probability space, so that |〈ξ˜ , u〉| ≥ |〈η˜, u〉| a.s. By repeating the same argument, it is possible
to show that finite-dimensional distributions of the |〈ξ, u〉|, u ∈ Sd−1, are stochastically greater than the finite-dimensional
distributions of |〈η, u〉|, u ∈ Sd−1. The statement follows from the continuity of the processes, see also [44, Th. 4]. 
Definition 7.5. If F1 and F2 are two convex sets representing the unit balls in Rd with two norms, then the Banach–Mazur
distance ρBM(F1, F2) between F1 and F2 (or between the corresponding normed spaces) is defined as the infimum of t > 0
such that F1 ⊂ AF2 ⊂ tF1 for an invertible matrix A, see [45, Section 2.1].
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The Banach–Mazur distance ρBM(ξ , η) between two SαS vectors ξ and ηwith α ∈ [1, 2] (needed to ensure the convexity
of the associated star bodies) is defined as the Banach–Mazur distance between their associated star bodies. By Theorem 7.4,
ρBM(ξ , η) is the infimum of t > 0 such that ξ  Aη  tξ for an invertible matrix A. It is well known that the Banach–Mazur
distance between any d-dimensional space and Rd with the elliptical norm is at most
√
d. Therefore, for each SαS random
vector ξ there exists a sub-Gaussian random vector ηwith the same characteristic exponent such that ρBM(ξ , η) ≤
√
d and
both η and ξ can be realised on the same probability space as ξ˜ and η˜ so that
|〈η˜, u〉| ≤ |〈Aξ˜ , u〉| ≤ √d|〈η˜, u〉| a.s.
holds simultaneously for all u, see also Theorem 7.3. It is known that (Rd, ‖ · ‖p) is the farthest from the Euclidean among all
subspaces of Lp([0, 1]), see [45, Section 5.1]. Thus, the SαS law with independent components is the farthest one from the
sub-Gaussian law with the same characteristic exponent.
Dvoretzky’s theorem (see [45]) states that if a natural number n and ε > 0 are given, then every normed space of
sufficiently large dimension d (depending on n and ε) has an n-dimensional subspace, whose Banach–Mazur distance from
Rd with an elliptical norm is less than ε. Since section of star bodies correspond to projections of SαS vectors, Dvoretzky’s
theorem implies that each SαS vector with convex associated star body and of sufficiently high dimension can be projected
onto an n-dimensional subspace, such that its projection lies arbitrarily close to a sub-Gaussian law.
7.5. Weak convergence
From representation (3.3) for the characteristic function one immediately obtains that if F1, F2, . . . is a sequence of star
bodies corresponding to SαS vectors ξ1, ξ2, . . .with fixed α ∈ (0, 2], then ξn d→ ξ (converge in distribution) if and only if ξ
is an SαS law with associated star body F satisfying ‖u‖Fn → ‖u‖F as n→∞ for all u ∈ Rd. It is also possible to provide a
version of this result for distributions from the domain of attraction of SαS laws.
Definition 7.6. If η is a random vector in Rd, then its associated star body at level t is the star-shaped set Ft obtained by
(3.2) using the spectral measure σt given by
σt(A) = P
{
η
‖η‖ ∈ A | ‖η‖ ≥ t
}
, t > 0.
The classical limit theorem for convergence to stable random vectors with α ∈ (0, 2) implies that if η belongs to the
domain of attraction of SαS law ξ if and only if ‖η‖ has a regularly varying tail and σt converges weakly to σ being the
spectral measure of ξ , see [46].
If α ≥ 1, the weak convergence of measures σt is equivalent to the Hausdorff convergence of the corresponding Lα-
zonoidsKt = F∗t . This can be proved in the sameway as forα = 1 on [4, p. 184]. For generalα ∈ (0, 2], theweak convergence
of σt to σ is equivalent to the pointwise convergence of norms ‖u‖Ft for u ∈ Sd−1 together with the convergence of the
integrals of the normsover theunit sphere. Note that the latter convergence implies the convergence of the totalmasses ofσt .
8. Covariation and regression
8.1. Bivariate case
The covariation replaces the concept of covariance for SαS vectors. If ξ = (ξ1, ξ2) is SαS in R2 with α > 1 and the
spectral measure σ , then the covariation of ξ1 on ξ2 is defined by
[ξ1, ξ2]α =
∫
S1
s1s
〈α−1〉
2 σ(ds),
see [15, Section 2.7]. It is mentioned in [15, Section 2.7] that the covariation can be equivalently defined as
[ξ1, ξ2]α = 1
α
∂σ α(t1, t2)
∂t1
∣∣∣∣
t1=0,t2=1
, (8.1)
where σ(t1, t2) is the scale parameter of Y = t1ξ1 + t2ξ2, i.e.
σ α(t1, t2) =
∫
S1
|t1s1 + t2s2|ασ(ds). (8.2)
Theorem 8.1. If ξ = (ξ1, ξ2) is SαS with α ∈ (1, 2] and the associated zonoid K , then
[ξ1, ξ2]α = x1xα−12 , (8.3)
where T (K , (0, 1)) = {(x1, x2)} is the support point of K in direction (0, 1), see (4.3).
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Proof. By Theorem 4.5, Lp-zonoids with p > 1 are strictly convex, so that the support set T (K , u) is indeed a singleton
for each direction u. The right-hand side of (8.2) can be identified as h(K , u)α for K being the associated zonoid of ξ . The
partial derivative on the right-hand side of (8.1) then becomes the directional derivative of h(K , u) in direction (1, 0). By
[4, Th. 1.7.2] this derivative can be expressed as h(T (K , (0, 1)), (1, 0)). Hence
[ξ1, ξ2]α = h(K , (0, 1))α−1h(T (K , (0, 1)), (1, 0)) = x1xα−12 . 
It is shown in [15, Lemma 2.7.16] that, for all p ∈ (1, α),
E(ξ1ξ
〈p−1〉
2 )
E|ξ2|p =
[ξ1, ξ2]α
[ξ2, ξ2]α . (8.4)
Using Theorems 6.10 and 6.13 it is possible to calculate the moments on the left-hand side explicitly as
E(ξ1ξ
〈p−1〉
2 ) =
α2p−1√
pi
0
(
2− p
α
) 0 (1+ p−1
α
)
0
( 1
2 − p−12
) 2x1xp−12
α − p ,
E|ξ2|p = 2pxp2
0
( 1+p
2
)
√
pi
0
(
1− p
α
)
0(1− p2 )
,
where x1 and x2 are the coordinates of T (K , (0, 1)). By dividing these expressions we arrive at x1/x2, which is exactly the
right-hand side of (8.4).
8.2. Multivariate case
The following result determines covariations for random variables that belong to a linear span of an SαS random vector.
Theorem 8.2. Let ξ be SαS in Rd with α ∈ (1, 2]. If u′, u′′ are non-zero vectors in Rd, then
[〈ξ, u′〉, 〈ξ, u′′〉]α = h(K , u′′)α−1h(T (K , u′′), u′). (8.5)
Proof. The scale parameter of t1〈ξ, u′〉 + t2〈ξ, u′′〉 is h(K , t1u′ + t2u′′). By differentiating its power with respect to t1 as in
(8.1), we arrive at (8.5). 
Theorem 8.2 provides an alternative reformulation of [15, Lemma 2.7.5]. The right-hand side of (8.5) considered to be a
function of u′ is the support function of the singleton h(K , u′′)α−1T (K , u′′), and so is additive with respect to u′. In particular,
if u′ = (1, 1, 0) and u′′ = (0, 0, 1) in R3, it yields the additivity of the covariation of SαS random variables with respect to
its first argument. Similarly, one deduces the additivity of the covariation with respect to the sum of independent second
arguments. Furthermore, the covariations on the left-hand side of (8.5) for all u′, u′′ determine uniquely the associated
zonoid K . Once the associated zonoid has been found, it is possible to use it to determine the covariation and regression
coefficients for any linear combination of the components from ξ without the need to estimate the corresponding spectral
measure.
Example 8.3 (`p-balls). Assume that K is the unit `α-ball, which corresponds to SαS vector ξ with i.i.d. components. The
support point T (K , u) equals the gradient of ‖u‖α = h(K , u), see [4, Cor. 1.7.3]. Therefore T (K , u) = {‖u‖1−αα u〈α−1〉}. By
(8.5),
[〈ξ, u′〉, 〈ξ, u′′〉]α = 〈u′, (u′′)〈α−1〉〉.
8.3. Regression coefficients and linearity conditions
The covariation is used to build regression models for SαS distributions. By [15, Th. 4.1.2],
E(ξ1|ξ2) = [ξ1, ξ2]α[ξ2, ξ2]α ξ2 a.s.
Since [ξ2, ξ2]α = xα2 for T (K , (0, 1)) = {(x1, x2)}, we obtain
E(ξ1|ξ2) = x1x2 ξ2 a.s.,
i.e. the regression line is the line passing through the origin and the support point T (K , (0, 1)). Therefore, the regression
lines are identical for any two SαS laws that share the same associated zonoid, e.g. for the Gaussian law and its sub-Gaussian
variant.
I. Molchanov / Journal of Multivariate Analysis 100 (2009) 2195–2213 2211
It is known [15, Section 4.1] that multiple regression is not always linear for α ∈ (1, 2). The necessary and sufficient
conditions for the linearity given in [47] can be reformulated geometrically as follows.
Consider a convex set K and the one-dimensional subspace Hx spanned by x ∈ Rd. The shadow boundary of K in direction
x is the set ∂(K + Hx) ∩ ∂K , where ∂ denotes the topological boundary in Rd, see [48, Def. 3.4.7].
Theorem 8.4. Let (ξ1, . . . , ξd) be an SαS random vector with α ∈ (1, 2] and the associated zonoid K . Then E(ξ1|ξ2, . . . , ξd) is
linear in ξ2, . . . , ξd if and only if the shadow boundary of K in direction e1 = (1, 0, . . . , 0) is a subset of a (d− 1)-dimensional
hyperplane, which does not contain e1.
Proof. By Theorem 3.1 from [47], the conditional expectation is linear if and only if, for all u2, . . . , ud,
∂
∂u1
ϕξ (u1, u2, . . . , ud)|u1=0 =
d∑
i=2
ai
∂
∂ui
ϕξ (0, u2, . . . , ud).
By differentiating (4.2) and using [4, Th. 1.7.2] for the directional derivative of the support function, it is easily seen that this
holds if and only if
h(T (K , u|1), e1) =
d∑
i=2
aih(T (K , u|1), ei), (8.6)
where u|1 is uwith the first coordinate replaced by zero. Since h(T (K , u|1), ei) is the ith coordinate of the singleton T (K , u|1),
(8.6) means that T (K , u|1) is orthogonal to a = (1,−a2, . . . ,−ad) for all u|1 = (0, u2, . . . , ud). In other words, the shadow
boundary of K in direction e1 lies in the hyperplane orthogonal to a. By the condition, the first coordinate of a is not zero, so
that this hyperplane does not contain e1. 
Example 8.5 (Sub-Gaussian Laws). If ξ is sub-Gaussian with the norm ‖u‖E = 〈Cu, u〉, then K = E∗ is an ellipsoid. It is easy
to see (see [49]) that T (K , u) is the point C−1u/
√〈C−1u, u〉. Then the condition of Theorem 8.4 holds with a = Ce1.
Corollary 8.6. Let (ξ1, . . . , ξd) be an SαS random vector with α ∈ (1, 2], the associated zonoid K and the spectral measure σ .
Then E(ξ1|ξ2, . . . , ξd) is linear in ξ2, . . . , ξd if and only if there exists a ∈ Rd with non-vanishing first coordinate such that one
of the following equivalent conditions holds for all u orthogonal to e1:
〈grad h(K , u), a〉 = 0, (8.7)∫
Sd−1
〈y, a〉〈y, u〉〈α−1〉σ(dy) = 0, (8.8)
[〈ξ, a〉, 〈ξ, u〉]α = 0. (8.9)
Proof. Since the support function of K is differentiable by Theorem 4.5, the support point of K in direction u is given by the
gradient of h(K , u), see [4, Cor. 1.7.3]. This yields, (8.7). By differentiating (4.1), it is easy to see that
grad h(K , u) = h(K , u)α−1
∫
Sd−1
y〈u, u〉〈α−1〉σ(dy),
so that (8.7) is indeed equivalent to (8.8). Finally, (8.5) implies that
[〈ξ, a〉, 〈ξ, u〉]α =
∫
Sd−1
〈y, a〉〈y, u〉〈α−1〉σ(dy). 
The vector ξ has the multiple regression property if, for each linear transformation A, the multiple regression of the first
coordinate of η = Aξ onto the remaining coordinates is linear. By Theorem 8.4, this happens if and only if the shadow
boundary of K in each direction is contained in a (d − 1)-dimensional hyperplane. W. Blaschke proved in 1916 that for
dimension d ≥ 3 this is the case if and only if K is an ellipsoid, see [48, Th. 3.4.8]. By Theorem 8.4, this geometric result
translates into the multiple regression criterion from [15, Prop. 4.1.7].
9. James orthogonality
The associated zonoid Kξ can be used as the scale parameter of SαS random vector ξ in case α ∈ [1, 2]. For general
α ∈ (0, 2], the star body plays the role of the inverse scale parameter. Based on this observation, it is possible to generalise
several concepts that have been defined only in the univariate and bivariate cases or for α > 1.
The covariation norm |||η|||α of SαS random variable η is defined to be the scale parameter of η, i.e. |||η|||α = a if and
only if ϕη(u) = e−aαuα , see [15, Section 2.9]. The family Sξ of SαS random variables obtained as linear combinations of the
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coordinates of SαS random vector ξ in Rd becomes a normed space if Sξ is equipped with the covariation norm. If ξ has the
associated star body F and η = 〈u, ξ〉, then |||η|||α = ‖u‖F , i.e. (Sξ , ||| · |||α) is isometric to (Rd, ‖ · ‖F ).
The definition of normality in normed linear spaces goes back to G. Birkhoff (1935), see [48, Section 3.2]. If (X, ‖ · ‖) is a
normed linear space, then x is normal to y (notation x a y) if ‖x+ cy‖ ≥ ‖x‖ for all c ∈ R. This concept was later explored
by R.C. James, and appeared under the name James orthogonality in the literature on stable laws, see [15].
If (ξ1, ξ2) are two jointly SαS random variables with α ∈ (1, 2], then ξ2 is said to be James orthogonal to ξ1 (notation
ξ2 a ξ1) if |||cξ1 + ξ2|||α ≥ |||ξ2|||α for all c ∈ R. The James orthogonality condition can be written as
|||u1ξ1 + u2ξ2|||α ≥ |u2| · |||ξ2|||α, u = (u1, u2) ∈ R2.
If α ∈ (1, 2], we have ξ2 a ξ1 if and only if [ξ1, ξ2]α = 0, see [15, Prop. 2.9.2].
Theorem 9.1. If (ξ1, ξ2) is SαS inR2 with α ∈ (1, 2] and the associated star body F , then ξ2 a ξ1 if and only if F ⊂ R×[−a, a],
where a = ρF ((0, 1)).
Proof. Since the scale parameter of (u1ξ1 + u2ξ2) equals h(K , u), the James orthogonality condition reads h(K , u) ≥
h(K , (0, u2)) for all u = (u1, u2) ∈ R. By passing to the radial function of F = K ∗, we see that
ρF (u/‖u‖) ≤ ‖u‖|u2|ρF ((0, 1)).
If r(θ) = ρF (cos θ, sin θ), then
r(θ) ≤ | sin θ |−1ρF ((0, 1)),
which immediately implies the statement, taking into account the equation of R× [−a, a] in polar coordinates. 
Theorem 9.1 immediately implies that independent SαS variables are James orthogonal and that the James orthogonality
implies independence in the sub-Gaussian case, where F is an ellipsoid.
The isometry between (Sξ , ||| · |||α) and (Rd, ‖ · ‖F ) makes it possible to extend the James orthogonality concept for
α ∈ [1, 2] (i.e. allow for α = 1) and immediately yields the following result.
Theorem 9.2. Let ξ be SαS with α ∈ [1, 2] and associated star body F . For each u, v ∈ Rd, we have 〈ξ, u〉 a 〈ξ, v〉 if and only
if u a v in (Rd, ‖ · ‖F ).
Therefore, orthogonality property of SαS random variables from Sξ reduces to orthogonality in the normed space
(Rd, ‖ · ‖F ) if F is convex. It is also possible to extend the orthogonality concept for all α ∈ (0, 2] as long as F is convex.
It is known that the orthogonality is symmetric in a normed space of dimension at least 3 if and only if the space is
Euclidean, i.e. F is an ellipsoid, see [48, Th. 3.4.10]. The corresponding probabilistic statement is a part of [15, Prop. 2.9.3]
for dimension d ≥ 3, while the case d = 2 was mentioned as an open problem in [15, p. 109]. Concerning the latter, it
is known in geometry that in dimension d = 2 the orthogonality is symmetric if and only if the boundary of F is a Radon
curve, see [50] and [48, p. 94]. Recall that ∂F is a Radon curve if and only if the boundary of F in the second and fourth
quadrants coincides with the boundary of the projection bodyΠK of K = F∗. The projection body is defined by its support
function h(ΠK , u), which equals the (d−1)-dimensional volume ofK projected onto the linear subspace orthogonal to u, see
[4, p. 296].
The James orthogonality is a property of the associated star body or associated zonoid of an SαS law and is not directly
influenced by α. If it holds for an SαS law, then it applies for all symmetric stable laws that share the same associated star
body.
It is also possible to definemultivariate extensions of the James orthogonality concept.
Definition 9.3. If ξ and η are SαS in Rd with α ∈ [1, 2], then η is said to be
(i) James orthogonal to ξ (notation η a ξ ) if the associated zonoid of cξ + η contains the associated zonoid of η for all
c ∈ R;
(ii) strongly James orthogonal to ξ (notation ηaS η) if 〈v, η〉 is James orthogonal to 〈u, ξ〉 for all u, v ∈ Rd.
The strong James orthogonality is linear invariant, i.e. all linear transformations preserve this property. It is easy to see
that if ηaS ξ , then the associated zonoid of (cξ + η) contains the associated zonoid of η for all c ∈ R, i.e. the strong
orthogonality implies (i). For this it suffices to note that this associated zonoid has the support function h(K , (cx, x)) and
apply Definition 9.3(ii) with u = cx and v = x.
Theorem 9.4. If (ξ , η) is SαS in R2d with α ∈ [1, 2] and the associated star body F , then ηaS ξ if and only if
‖u+ v‖F ≥ ‖v‖F (9.1)
for all u = (u1, . . . , ud, 0, . . . , 0) and v = (0, . . . , 0, v1, . . . , vd). Furthermore, η a ξ if and only if (9.1) holds for
u = (c, . . . , c, 0, . . . , 0), v = (0, . . . , 0, 1, . . . , 1) and all c ∈ R.
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Proof. For each u′, u′′ ∈ Rd, the scale parameter of c〈u′, ξ〉 + 〈u′′, η〉 is ‖(cu′, u′′)‖F . By the condition, this is at least
‖(0, u′′)‖F , which is the scale parameter of 〈u′′, η〉. 
If ξ and η from Theorem 9.4 are independent, then
‖u+ v‖αF = ‖u+ v‖αFξ + ‖u+ v‖αFη = ‖u‖αFξ + ‖v‖αFη ≥ ‖v‖αFη ,
i.e. η is strong James orthogonal to ξ .
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