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Abstract
We consider the Stokes eigenvalue problem in a bounded domain of R3 with Dirich-
let boundary conditions. The aim of this paper is to advance the development of
high-order terms in the asymptotic expansions of the boundary perturbations of eigen-
values, eigenfunctions and eigenpressures for the Stokes operator caused by small per-
turbations of the boundary. Our derivation is rigorous and proved by layer potential
techniques.
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1 Introduction
The field of eigenvalue problems under shape perturbation has been an active research
area for several decades. Several related problems belong to Stokes systems, which
are further subdivided by assumptions on the underlying media and on the Dirichlet
boundary conditions. The main objective of this paper is to present a schematic way
to derive high-order asymptotic expansions for both eigenvalues and eigenfunctions for
the Stokes operator caused by small perturbations of the boundary. The properties of
eigenvalue problems under shape deformation have been a subject of comprehensive
studies [1, 2, 5, 13] and the area continues to carry great importance [8, 10, 12, 14, 9].
A substantial portion of these investigations discusses the properties of smoothness
and analyticity of eigenvalues and eigenfunctions with respect to perturbations.
∗Department of Mathematics, CNRS (UMR 8088), University of Cergy-Pontoise, 2 avenue Adolphe Chau-
vin, 95302 Cergy-Pontoise Cedex, France. (Email: christian.daveau@u-cergy.fr)
†De´partement de Mathe´matiques, Universite´ des Sciences de Carthage, Bizerte, Tunisie. (Email: ab-
dessatar.khelifi@fsb.rnu.tn)
1
Let Ω ⊂ R3 be a bounded open domain with boundary of class C2. We consider
the following eigenvalue problem for the Stokes system with homogeneous boundary
conditions: 

−∆v +∇.p = λv in Ω
∇.v = 0 in Ω
v = 0 in ∂Ω.
(1)
Here v = (v1, v2, v3) denotes the velocity field, while the scalar function p is the pres-
sure.
It is well known that this eigenvalue problem admits a sequence of a no decreasing
positive eigenvalues 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · tending to infinity as n→ +∞.
The eigenfunctions {vn}n≥1 ⊂ (H
1
0 (Ω))
2 and the eigenpressures {pn}n≥1 ⊂ L
2(Ω) may
be taken so that {vn}n≥1 constitutes an orthonormal basis of
H(Ω) := {v ∈ (L2(Ω))3 : ∇ · v = 0 in Ω, and u = 0 on ∂Ω}.
The pressure p is determined up to an additive constant.
We assume that Ω has a small and smooth deformation and that the boundary of the
deformed domain Ωδ is the set of points x˜ defined by
∂Ωδ := {x˜ = x+ δρ(x)ν(x), x ∈ ∂Ω} (2)
where ν(x) is the outward normal vector on on ∂Ω and ρ(x) is a real function in C2(∂Ω)
that satisfies
‖ρ(x)‖C2(∂Ω) < 1. (3)
Obviously, the domain Ωδ is of class C
2 and the Dirichlet eigenvalue problem for the
Stokes system can be defined in Ωδ as well.
In this paper, we derive the asymptotic of eigenvalues, eigenfunctions and the eigen-
pressures solutions to the Stokes system:

−∆vδ +∇.pδ = λδvδ in Ωδ
∇.vδ = 0 in Ωδ
vδ = 0 in ∂Ωδ.
(4)
Here we suppose that the eigenvalue λ0 is simple. Then the eigenvalue λδ is simple
and is near to λ0 associated to the normalized eigenfunction vδ.
To the best of our knowledge, this is the first work to rigorously investigate Stokes
eigenvalue problem in the presence of the perturbation (2) and derive high-order terms
in the asymptotic expansion of λδ−λ0 and vδ− v0 when δ → 0. However, by the same
method, one can derive asymptotic formula for the Neumann problem as well.
Zuazua and Ortega have proved in [13] the regularity of the eigenvalues and eigen-
functions of the Stokes system with respect to the perturbation parameter, by using
the Lyapunov-Schmidt method. Their proofs are essentially inspired in the work of J.
Albert [1, 2] for the Laplace operator. Our analysis and uniform asymptotic formulas
of eigenvalues and eigenfunctions, which are represented by the single-layer potential
involving the Green function, are considerably different from those in [8, 13].
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This paper is organized as follows. In section 1, we describe the main problem
in this work. In section 2, we develop a boundary integral formulation for solving the
eigenvalue problem (4), and we present some preliminary results. In the last section, we
derive by layer potentials techniques formal asymptotic expansion for both eigenvalues
and eigenfunctions of the Stokes operator.
2 Integral equations method
We now develop a boundary integral formulation for solving the eigenvalue problems
(1) and (4). The components of the fundamental Stokes tensor Γ and those of the
associated pressure vector P , which determine the fundamental solution (Γ, P ) of the
Stokes system in R3, are given by (see for instance [11])
Γij(λ, x) =
1
4π
δijeiλ|x|
|x| +
1
4πλ2
∂xi∂xj (
eiλ|x|−1
|x|3
)
Pi(x) =
1
4π
xi
|x|3
.
(5)
We recall that the ith row, Γi of Γ satisfies{
−∆Γi +∇.Pi(x)− λΓi = e
iδ(x) in R3
∇.Γi = 0 in R
3;
(6)
where (ei; i = 1, 2, 3) is the orthonormal basis of R3.
2.1 The potential theory for the Stokes system
Let us denote by ϕ = (ϕ1, ϕ2, ϕ3) a complex vector-valued function in the class C
0(∂Ω).
The hydrodynamic single layer potential with density ϕ ∈ C0(∂Ω)3 is the vector
function S(λ)ϕ(x) defined by
S(λ)ϕ(x) :=
∫
∂Ω
Γ(λ, |x− y|)ϕ(y) dσ(y), x ∈ R3\∂Ω. (7)
The pressure term Q corresponding to the single layer potential is the function
given by
Qϕ(x) :=
∫
∂Ω
P (x, y)ϕ(y) dσ(y), x ∈ R3\∂Ω.
For a cureful stady of these potentials, one can refer to [11], [17], [10].
Taking into account the well known properties of Green function Γ, one obtains the
result that the pair (Sϕ,Qϕ) are smooth functions in each of the domains Ω and R3\Ω
respectively. Also these functions are classical solution to the Stokes system (1).
The continuity and jump relations of the Stokes surface potentials on the boundary
∂Ω are described in the following proposition (see [6] pp. 41-42 or [17] p. 66 ):
Proposition 2.1 Let ϕ ∈ C0(∂Ω)3 and let S denotes the surface potential defined in
(7). Then on the boundary ∂Ω the following continuity and jump relations are satisfied:
(S(λ)ϕ)
∣∣
+
= (S(λ)ϕ)|− = S(λ)ϕ
∂S(λ)(ϕ)
∂ν
(x)
∣∣
±
= ±
ϕ(x)
2
+
∫
∂Ω
∂Γ(λ, |x− y|)
∂ν(x)
ϕ(y) dσ(y).
3
2.2 The boundary integral formulation of the problem
In this section, we give a boundary integral formulation in order to solve the eigenvalue
problems (1) and (4).
Proposition 2.2 Suppose ρ satisfies (3). Then, there exists δ0 > 0 such that the map
Ψδ(x) defined by
Ψδ(x) = x+ δρ(x)ν(x) (8)
is a C2- diffeomorphism from ∂Ω to ∂Ωδ for δ < δ0. In addition, the following equality
holds
det (∇Ψδ) = 1 + tr∇(ρν)δ +
1
2
[(
tr∇(ρν)
)2
− tr
(
∇(ρν)2
)]
δ2 + det (∇(ρν)) δ3,(9)
where tr means the trace of a matrix. Moreover, we have tr∇(ρν) = div(ρν).
Proof. Recall that ∂Ω is C3 and so ν(x) is a C2 vector-valued function. Since the
function ρ(x) is C2, the map Ψδ(x) is also C
2. A simple calculation yields the equal-
ity (9). Consequently, for δ small enough the map Ψδ(x) is a C
2- diffeomorphism from
∂Ω to ∂Ωδ.
We further denote Ψ−1δ the reciproque function of Ψδ(x). Thanks to Ψ
−1
δ , we can
define the operator Aδ(λ) as follows:
Aδ(λ)ϕ(x) =
(
SΩδ(λ)ϕ(Ψ
−1
δ )
)
(Ψδ(x)), ϕ ∈ (L
2(∂Ω))3 (10)
where SΩδ(λ) is the hydrodynamic single layer potential given by (7) when we have
replaced the boundary ∂Ω by ∂Ωδ.
For i, j ∈ {1, 2, 3}, we can define the jth-component of the vector-valued function
Aδ(λ) as follows:
(Aδ(λ)ϕ)j(x) =
((
SΩδ (λ)ϕ
)
j
(Ψ−1δ )
)
(Ψδ(x)), ϕ ∈ (L
2(∂Ω))3. (11)
The jth-component of the single layer potential SΩδ(λ) is given by(
SΩδ(λ)ϕ
)
j
(x˜) :=
∫
∂Ωδ
Γji(λ, |x˜− y˜|)ϕi(y˜) dσδ(y˜), x˜ ∈ R
3\∂Ωδ, j = 1, 2, 3, (12)
where ϕi is the i
th-component of the vector-valued function ϕ. Using Proposition 2.2,
relations (11)-(12) and the continuity relations given by Proposition 2.1, we obtain for
x ∈ ∂Ω that(
Aδ(λ)ϕ
)
j
(x) =
∫
∂Ω
Γji(λ, |Ψδ(x)−Ψδ(y)|) det (∇Ψδ(y))ϕi(y) dσ(y), j = 1, 2, 3.
(13)
Let A0 the operator defined as in (10) by
A0φ = S(λ)φ,
where φ ∈ (L2(∂Ω))3. Then, we have the following result, which is a slight variation of
the Lemma 6.1 due to Ammari and Triki [3] on the scalar eigenvalue problem for the
Laplacian.
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Proposition 2.3 The operator-valued function A0(λ) : H
−1/2(∂Ω)3 → H1/2(∂Ω)3 is
Fredholm of index zero in C\iR−. In addition the Dirichlet eigenvalues of the Stokes
system (1) are exactly its real zeros.
From Proposition 2.3 we know that if λ0 is an eigenvalue of (1) then λ0 is a real
zero of A0(λ). Moreover, for ǫ0 small enough, the function A
−1
0 (λ) is meromorphic in
Dǫ0(λ0), where Dǫ0(λ0) the disc of center λ0 and radius ǫ0, and λ0 is its unique pole
in Dǫ0 . Furthermore we have the Laurent expansion
A−10 (λ) = (λ− λ0)
−1ℓ0 +R0(λ), (14)
where ℓ0 : KerA0(λ0)→ KerA0(λ0), and R0(λ) is a holomorphic function.
Our main results in this section are summarized in the following theorem.
Theorem 2.1 Suppose that the eigenvalue λ0 of (1) is with multiplicity 1. Then, there
exists a positive constant δ0(ǫ0) such that for |δ| < δ0, the operator-valued function
λ 7→ Aδ(λ) has a real zero λ(δ) in Dǫ0(λ0). This zero is exactly the eigenvalue of
the perturbed eigenvalue problem (4), and is an analytic function with respect to δ in
]− δ0, δ0[. It satisfies λ(0) = λ0. Moreover, the following assertions hold:
A−1δ (λ) = (λ− λ(δ))
−1ℓ(δ) +Rδ(λ),
ℓ(δ) : Ker(Aδ(λ(δ)) → Ker(Aδ(λ(δ)),
(15)
where Rδ(λ) is a holomorphic function with respect to (δ, λ) ∈]− δ0, δ0[×Dǫ0(λ0).
3 Asymptotic behaviors
3.1 High-order terms in the expansion of Aδ
We now present some basic results related to shape perturbation. To begin, let
(τ1(x), τ2(x)) be the orthornormal basis of the tangent plan to the surface ∂Ω at a
regular point x. Their cross product is so orthogonal to ∂Ω at the point x. By chang-
ing their order, we can assume that τ1× τ2 is a vector pointing towards the exterior of
the surface ∂Ω. Then dividing it by its length yields the unit normal vector ν(x), that
is
ν0(x) =
τ1(x)× τ2(x)
|τ1(x)× τ2(x)|
, (16)
for x ∈ ∂Ω. Evidently ν0 = ν, where ν was introduced in section 1.
Set
τ δ1 = grad Ψδ · τ1, and τ
δ
2 = grad Ψδ · τ2.
Using Proposition 2.2, we find that
τ δ1 = τ1 + δMτ1, and τ
δ
2 = τ2 + δMτ2, (17)
where the (3× 3)- matrix M is given by
M =

 ∂1(ρν1) ∂2(ρν1) ∂3(ρν1)∂1(ρν2) ∂2(ρν2) ∂3(ρν2)
∂1(ρν3) ∂2(ρν3) ∂3(ρν3)


5
with νi means the i-th (i = 1, 2, 3) component of the vector ν.
For δ sufficiently small, one can see that the outward unit normal vector to ∂Ωδ is
given by
νδ(x) =
τ δ1 (x)× τ
δ
2 (x)
|τ δ1 (x)× τ
δ
2 (x)|
, (18)
for x ∈ ∂Ω. Then, the following asymptotic expansion holds.
Proposition 3.1 Let ν0 be given by (16). Then, the outward unit normal νδ(x) to
∂Ωδ at x, can be expanded uniformly as
νδ(x) = ν
(0)(x) +
∞∑
n=1
δnν(n)(x), x ∈ ∂Ω, (19)
where the vector-valued functions ν(n) are uniformly bounded regardless of n. In par-
ticular, for x ∈ ∂Ω
ν(0)(x) = ν(x), (20)
ν(1) =
1
|τ1 × τ2|
[
τ1 ×Mτ2 +Mτ1 × τ2 −
(
ν0 · (τ1 ×Mτ2 +Mτ1 × τ2)
)
ν0
]
. (21)
Proof.
Considering the expansions (17) for δ sufficiently small, the relation (18) becomes
νδ =
a+ δb+ δ2c
|a+ δb+ δ2c|
, (22)
where a,b, and c are vector-valued functions given by
a = τ1 × τ2,
b =Mτ1 × τ2 + τ1 ×Mτ2,
c =Mτ1 ×Mτ2.
So that, by expanding the quotient (22) as δ tends to zero, we get the desired re-
sults.
Next, one can use Proposition 2.2 to get a uniformly convergent expansion for the
surface element as follows:
Proposition 3.2 Let y˜ = Ψδ(y) where Ψδ(y) is given by (8) for y ∈ ∂Ω. Then, the
following expansion for the surface element dσδ(y˜) holds uniformly for y ∈ ∂Ω:
dσδ(y˜) = det (∇Ψδ) dσ(y) =
(
σ0(y) + σ1(y)δ + σ2(y)δ
2 + σ3(y)δ
3
)
dσ(y), (23)
where σ0 ≡ 1, σ1(y) = ∇ · (ρν), σ2(y) =
1
2
[(
tr∇(ρν)
)2
− tr
(
∇(ρν)2
)]
, and σ3(y) =
det (∇(ρν)).
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Set
x˜ = Ψδ(x), x ∈ ∂Ω (24)
y˜ = Ψδ(y), y ∈ ∂Ω, (25)
and define
Θ(x, y) :=
1
δ
(
Ψδ(x)−Ψδ(y)− (x− y)
)
for δ 6= 0. (26)
Recall that Ψδ is a C
2 vector-valued function on ∂Ω, then Θ is also a C2 function on
(∂Ω)2. Moreover, the following holds.
Proposition 3.3 The vector-valued function Θ(x, y) is C2 on (∂Ω)2 and there exists
a constant C > 0 that only depends on Ω and ρ such that
|Θ(x, y)| ≤ C|x− y|, (27)
|Θ(x, y) · (x− y)| ≤ C|x− y|2, (28)
for all x, y ∈ ∂Ω.
Proof. Expression (26) shows that
Θ(x, y) = ρ(x)ν(x)− ρ(y)ν(y). (29)
Since ∂Ω is a C3 surface, there exists a constant C ′ > 0 such that
|ν(x)− ν(y)| ≤ C ′|x− y|,
|ν(x) · (x− y)| ≤ C ′|x− y|2,
for all x, y ∈ ∂Ω.
The last inequalities and the C2 regularity of ρ yield the results of the proposition.
Now, by using (26) we get
x˜− y˜ = x− y + δΘ(x, y), (x, y) ∈ ∂Ω× ∂Ω, (30)
and the following results hold.
Lemma 3.1 Let r > 0 be a fixed real and m ≥ 2 be a fixed integer. The following
asymptotic expansions
eiλ|x˜−y˜|
|x˜− y˜|m
=
eiλ|x−y|
|x− y|m
(
1 + δT
(m)
1 (x, y) +
∑
n≥2
δnT (m)n (λ;x, y)
)
, (31)
∂x˜i∂x˜j
eiλ|x˜−y˜| − 1
|x˜− y˜|3
= R
(ij)
0 (λ;x, y) + δR
(ij)
1 (λ;x, y) +
∑
n≥2
δnR(ij)n (λ;x, y) (32)
hold uniformly for (λ, x, y) ∈ Br(0) × ∂Ω
2, where Br(0) is a ball in the complex plane
of center zero and radius r. In addition the functions T
(m)
n (λ;x, y) and R
(ij)
n (λ;x, y)
are smooth and bounded uniformly on Br(0)× ∂Ω
2. The first coefficients are given by:
R
(ij)
0 (λ;x, y) := ∂xi∂xj
eiλ|x−y| − 1
|x− y|3
,
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and
R
(ij)
1 (λ;x, y) = (x− y) ·Θ(x, y)
(
− λ2δij − 3iλ
δij
r
− iλ3
rirj
r
+7λ2
rirj
r2
+ 15iλ
rirj
r3
)eiλr
r5
+(x−y)·Θ(x, y)
(
4iλ
δij
r
−15
δij
r2
−λ2[−5
rirj
r2
+
(riθj + rjθi)
(x− y) ·Θ(x, y)
−7iλ[−6
rirj
r3
+
1
r
(riθj + rjθi)
(x− y) ·Θ(x, y)
]
+15[−7
rirj
r4
+
1
r2
(riθj + rjθi)
(x− y) ·Θ(x, y)
)eiλr
r5
+15
(x− y) ·Θ(x, y)
r7
(
δij − [−7
rirj
r2
+
(riθj + rjθi)
(x− y) ·Θ(x, y)
]
)
,
where r = |x− y|, rj = xj − yj, θj means the j
th component of Θ, and δij means the
Kronecker index.
Proof. For m = 2 and x 6= y we have
|x˜− y˜|2 = |x− y + δΘ(x, y)|2 = |x− y|2
(
1 + δc
(2)
1 (x, y) + δ
2c
(2)
2 (x, y)
)
,
where
c
(2)
1 (x, y) =
2Θ(x, y) · (x− y)
|x− y|2
, c
(2)
2 (x, y) =
Θ(x,y)·Θ(x,y)
|x−y|2 .
Proposition 3.1 shows that c
(2)
1 (x, y) and c
(2)
2 (x, y) are bounded uniformly on ∂Ω
2.
For m > 2, we have:
|x˜− y˜|m = |x− y + δΘ(x, y)|m = |x− y|m
∣∣1 + δΘ(x, y)
|x− y|
∣∣m,
where x 6= y.
Using (26), Proposition 2.2 and Proposition 3.3, we see that the regular vector-valued
function (x, y) 7→ Θ(x,y)|x−y| is well defined on ∂Ω× ∂Ω, and it is independent of δ.
Therefore, we can expand
|x˜− y˜|m = c
(m)
0 (x, y) +
∞∑
n=1
δnc(m)n (x, y) uniformly on ∂Ω× ∂Ω, (33)
where the first coefficients c
(m)
0 (x, y) = |x − y|
m, c
(m)
1 (x, y) = m < x − y,Θ(x, y) >
|x − y|m−2 and c
(m)
2 (x, y) =
m
2 |x − y|
m
[
|Θ(x,y)|x−y| |
2 + (m − 2)
(
< x−y
|x−y|2
,
Θ(x,y)
|x−y| >
)2]
.
Moreover, if m is even, then c
(m)
n (x, y) = 0 for n ≥ m+ 1.
Now combining (33) for m = 1 with the well known asymptotic expansion of the
exponential function, we immediately get
eiλ|x˜−y˜| =
∞∑
n=0
δnKn(λ;x, y) uniformly on Br(0) × ∂Ω × ∂Ω, (34)
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where the first coefficientsK0(λ;x, y) = e
iλc
(1)
0 = eiλ|x−y|, and the coefficientsKn(λ;x, y)
can be deduced recursively from c
(1)
n .
Thanks to relations (30), (33) and (34), we can obtain the desired result given by (31)
where the coefficients T
(m)
n can be deduced easily from c
(m)
n and Kn.
To prove relation (32), we firstly expand
∂x˜i∂x˜j
eiλ|x˜−y˜| − 1
|x˜− y˜|3
=
1
|x˜− y˜|3
∂x˜i∂x˜j
(
eiλ|x˜−y˜|− 1
)
+ ∂x˜i
( 1
|x˜− y˜|3
)
∂x˜j
(
eiλ|x˜−y˜|− 1
)
(35)
+∂x˜j
( 1
|x˜− y˜|3
)
∂x˜i
(
eiλ|x˜−y˜| − 1
)
+ ∂x˜i∂x˜j
( 1
|x˜− y˜|3
)(
eiλ|x˜−y˜| − 1
)
.
To simplify, let us denote r = |x− y|, ri = xi − yi, r˜ = |x˜ − y˜|, and rˆj defined by the
relation
∂x˜j r˜ =
rˆj
r˜
. (36)
Then,
∂x˜j (
1
r˜3
) = −3
rˆj
r˜5
, and ∂x˜i∂x˜j (
1
r˜3
) = −3
δij
r˜5
+ 15
rˆirˆj
r˜7
. (37)
Now, by using the following result
∂x˜j
(
eiλ|x˜−y˜| − 1
)
= ∂x˜j (iλr˜
)
eiλr˜ = iλ
rˆj
r˜
eiλr˜, (38)
we get that
∂x˜i∂x˜j
(
eiλ|x˜−y˜| − 1
)
= iλ
[
∂x˜i(
rˆj
r˜
)eiλr˜ +
rˆj
r˜
∂x˜ie
iλr˜
]
= iλ
[δij
r˜
−
rˆirˆj
r˜3
+ iλ
rˆirˆj
r˜2
]
eiλr˜. (39)
To find the desired result in (32), we may use (37), (38) and (39) to see that the relation
(35) verifies:
∂x˜i∂x˜j
eiλ|x˜−y˜| − 1
|x˜− y˜|3
=
[
iλ
δij
r˜4
−3
δij
r˜5
−λ2
rˆirˆj
r˜5
−7iλ
rˆirˆj
r˜6
+15
rˆirˆj
r˜7
]
eiλr˜+3
δij
r˜5
−15
rˆirˆj
r˜7
. (40)
On the other hand, the components of the vectorial relation (30) can be given as
follows
x˜i − y˜i = xi − yi + δθi(x, y). i = 1, 2, 3 (41)
where θi(x, y) means the i
th component of the vector-valued function Θ(x, y).
Then, by relations (36) and (41) we deduce that
rˆj = x˜i − y˜i = xi − yi + δθi(x, y) = ri + δθi(x, y), i = 1, 2, 3. (42)
Using both relations (30) and (42), we get the following expansion
rˆirˆj = α
(ij)
0 + α
(ij)
1 δ + α
(ij)
2 δ
2, (43)
where the first coefficients: α
(ij)
0 = rirj, α
(ij)
1 = riθj + rjθi and α
(ij)
2 = θi · θj.
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Now regarding (33) and using the fact that c
(m)
0 6= 0 for each integer m. Then one
can expand
1
r˜m
= κ
(m)
0 (x, y) +
∞∑
n=1
δnκ(m)n (x, y) uniformly , (44)
where the first coefficients: κ
(m)
0 (x, y) = (c
(m)
0 )
−1(x, y), and κ
(m)
1 (x, y) = −
(
c
(m)
1 (c
(m)
0 )
−2
)
(x, y).
By using (43)-(44), we get that
rˆirˆj
r˜m
= β
(ij)
0,m + δβ
(ij)
1,m +
∞∑
n=2
δnβ(ij)n,m, (45)
where the first coefficients: β
(ij)
0,m(x, y) = α
(ij)
0 (c
(m)
0 )
−1(x, y), and
β
(ij)
1,m(x, y) = −α
(ij)
0
(
c
(m)
1 (c
(m)
0 )
−2
)
(x, y) + α
(ij)
1 (c
(m)
0 )
−1(x, y).
To achieve the proof, we may insert all expansions (34), (44) (for m ∈ {4, 5}), and
(45)(for m ∈ {5, 6, 7} into (40). We get that
∂x˜i∂x˜j
eiλ|x˜−y˜| − 1
|x˜− y˜|3
= R
(ij)
0 (x, y) + δR
(ij)
1 (x, y) +
∞∑
n=2
δnR(ij)n (x, y)
where the first coefficient:
R
(ij)
0 (λ;x, y) =
(
iλδijκ
(4)
0 − 3δijκ
(5)
0 −λ
2β
(ij)
0,5 − 7iλβ
(ij)
0,6 +15β
(ij)
0,7
)
K0+3δijκ
(5)
0 − 15β
(ij)
0,7
=
[
iλδij(c
(4)
0 )
−1 − 3δij(c
(5)
0 )
−1 − λ2rirj(c
(5)
0 )
−1 − 7iλrirj(c
(6)
0 )
−1 + 15rirj(c
(7)
0 )
−1
]
eiλc
(1)
0
+3δij(c
(5)
0 )
−1 − 15rirj(c
(7)
0 )
−1.
Using the fact that c
(m)
0 = |x− y|
m, we find that
R
(ij)
0 (λ;x, y) := ∂xi∂xj
eiλ|x−y| − 1
|x− y|3
.
Based on (40), we find that
R
(ij)
1 (λ;x, y) =
(
iλδijκ
(4)
0 − 3δijκ
(5)
0 − λ
2β
(ij)
0,5 − 7iλβ
(ij)
0,6 + 15β
(ij)
0,7
)
K1
+
(
iλδijκ
(4)
1 − 3δijκ
(5)
1 − λ
2β
(ij)
1,5 − 7iλβ
(ij)
1,6 + 15β
(ij)
1,7
)
K0 + 3δijκ
(5)
1 − 15β
(ij)
1,7 .
So that, by using the fact that K1 = iλΘ ·
(x−y)
r e
iλc
(1)
0 , we get
R
(ij)
1 (λ;x, y) = iλΘ·
(x− y)
r
(
iλδij(c
(4)
0 )
−1−3δij(c
(5)
0 )
−1−λ2rirj(c
(5)
0 )
−1−7iλrirj(c
(6)
0 )
−1
+15rirj(c
(7)
0 )
−1
)
eiλc
(1)
0
+
(
iλδij(c
(4)
0 )
−2c
(4)
1 − 3δij(c
(5)
0 )
−2c
(5)
1 − λ
2[−rirj(c
(5)
0 )
−2c
(5)
1 + (riθj + rjθi)(c
(5)
0 )
−1]
−7iλ[−rirj(c
(6)
0 )
−2c
(6)
1 +(riθj+rjθi)(c
(6)
0 )
−1]+15[−rirj(c
(7)
0 )
−2c
(7)
1 +(riθj+rjθi)(c
(7)
0 )
−1]
)
eiλc
(1)
0
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+3δij(c
(5)
0 )
−2c
(5)
1 − 15[−rirj(c
(7)
0 )
−2c
(7)
1 + (riθj + rjθi)(c
(7)
0 )
−1].
Using the explicit forms of the coefficients c
(m)
0 and c
(m)
1 given above, we immediately
get the desired expression of R
(ij)
1 (λ;x, y). The other coefficients can be deduced easily
by the same manner in terms of c
(m)
n .
Now using (41), we obtain for i, j = 1, 2, 3 that:
(x˜i − y˜i)(x˜j − y˜j) = gˆ0(x, y) + δgˆ1(x, y) + δ
2gˆ2(x, y), (46)
where
gˆ0(x, y) = (xi − yi)(xj − yj), gˆ1(x, y) = θi(x, y)(xj − yj) + θj(x, y)(xi − yi),
and
gˆ2(x, y) = θi(x, y) · θj(x, y).
Now, by using (23), (33) and (46), we immediately get
(x˜i − y˜i)(x˜j − y˜j)
|x˜− y˜|m
dσδ(y˜) =
(
Tˆ0(x, y) + δTˆ1(x, y) +
∑
n≥2
δnTˆn(x, y)
)
dσ(y), (47)
where the Taylor coefficients Tˆn can be given explicitly with the aid of gˆ0, gˆ1, and gˆ2.
Next, the following result holds.
Lemma 3.2 The following uniform expansion holds on R× ∂Ω × ∂Ω:
(x˜i − y˜i)(x˜j − y˜j)|x˜− y˜|e
iλ|x˜−y˜|dσδ(y˜) = Eδ(λ;x, y) dσ(y) =
∞∑
n=0
δnEn(λ;x, y) dσ(y)
(48)
with
E0(λ;x, y) = gˆ0(x, y)|x − y|e
iλ|x−y|,
and the other coefficients En are deduced from those σn, c
(1)
n , Kn and gˆn.
Proof. From the proof of Lemma 3.1 (for m = 1) and from relations (23) and (46),
one can get that
(x˜i − y˜i)(x˜j − y˜j)|x˜− y˜|e
iλ|x˜−y˜|dσδ(y˜) =
(
gˆ0(x, y) + δgˆ1(x, y)+
δ2gˆ2(x, y)
)( ∞∑
n=0
δnc(1)n
)( ∞∑
n=0
Kn(λ;x, y)
)(
σ0(y) + δσ1(y)+
δ2σ2(y) + δ
3σ3(y)
)
dσ(y).
By collecting terms of equal powers in the above relation, one can deduce easily the
uniform expansion (48) with
E0(λ;x, y) = gˆ0(x, y)|x − y|e
iλ|x−y|.
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Now, from (5) we have
Γij(λ, |x− y|) =
eiλr
4π
[δij
r
−
xˆixˆj
r3
]
+
eiλr
4πλ
[
i
δij
r4
− 4i
xˆixˆj
r4
− 3irxˆixˆj
]
+
1
4πλ2
[
− 3
δij
r5
+ 15
xˆixˆj
r7
]
+
eiλr
4πλ2
[
− 3
δij
r5
+ 15
xˆixˆj
r3
]
,
where r = |x − y| and xˆi = xi − yi. Then, by inserting relations (31), (46), (47) and
that given by Lemma 3.2 into above identity, we immediately get the following main
results
Proposition 3.4 Let the perturbed boundary ∂Ωδ defined by (2). Let x˜ and y˜ given
by (24)-(25), and the surface element dσδ(y˜) given by (23). Then, the components
Γij, 1 ≤ i, j ≤ 3 of the fundamental Stokes tensor can be expanded uniformly as:
Γij(λ, |x˜− y˜|) dσδ(y˜) =
(
Γ
(0)
ij (λ, |x− y|) + δΓ
(1)
ij (λ, |x− y|) (49)
+
∑
n≥2
δnΓ
(n)
ij (λ, |x − y|)
)
dσ(y), y ∈ ∂Ω
where the first coefficients:
Γ
(0)
ij (λ, |x− y|) :=
δij
4π
(
T
(1)
0 +
i
λ
T
(4)
0 − 3
r0
λ2
− 3
T
(5)
0
λ2
)
+
1
4π
(
15
λ2
− 1)T
(3)
0 gˆ0 −
4i
4πλ
T
(4)
0 gˆ0
−
3i
4πλ
E0 +
15
4πλ2
Tˆ0,
and
Γ
(1)
ij (λ, |x− y|) :=
δij
4π
(
T
(1)
1 +
i
λ
T
(4)
1 − 3
r1
λ2
− 3
T
(5)
1
λ2
)
+
1
4π
(
15
λ2
− 1)
[
T
(3)
0 gˆ1 + T
(3)
1 gˆ0
]
−
4i
4πλ
[
T
(4)
0 gˆ1 + T
(4)
1 gˆ0
]
−
3i
4πλ
E1 +
15
4πλ2
Tˆ1.
In Proposition 3.4, the coefficients r0 and r1 are deduced from (33) for m = 5.
Now, introduce a sequence of components of integral operators (A
(n)
i )n≥0, defined
for any ϕ ∈ L2(∂Ω)3 by:
(
A(n)ϕ
)
i
(x) =
∫
∂Ω
Γ
(n)
ij (x, y)ϕj(y) dσ(y), for i, j ∈ {1, 2, 3} and n ≥ 0. (50)
Using previous results, il is clear that we know explecitely the first terms A
(0)
i , A
(1)
i .
For any positive integer N , we can by recursive method get the term A
(N)
i . Then, the
following theorem holds.
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Theorem 3.1 Let Aδ be the operator defined by (10). Let Ψδ(x) be the diffeomorphism
defined as in Lemma 2.2. Let N be a positive integer. There exists a positive constant
C depending only on N , and ‖ρ‖C2 such that for any ϕ˜ ∈ L
2(∂Ωδ)
3 and i, j ∈ {1, 2, 3},
the ith-component Aδi defined by (13) satisfies:
∥∥(Aδϕ˜)
i
oΨδ −
(
A(0)ϕ)i −
N∑
n=1
δn
(
A(n)ϕ
)
i
∥∥
L2(∂Ω)
≤ CδN+1‖ϕ‖L2(∂Ω)3 ,
where ϕ = ϕ˜oΨδ.
3.2 Asymptotic expansion of the eigenelements
To develop asymptotic behaviors of eigenvalues and eigenfunctions with respect to
the parameter of perturbation δ, we may use the results of Theorem 3.1. Then, the
following asymptotic expansion related to the operator Aδ appears clearly.
Proposition 3.5 Suppose that we have all hypothesis of Theorem 3.1. Then, the
operator Aδ(λ) defined by (10) can be expanded uniformly for x ∈ ∂Ω as follows:
Aδ(λ)ϕ = A(0)(λ)ϕ+ δA(1)(λ)ϕ + δ2A(2)(λ)ϕ+ · · · ; as δ → 0, (51)
where ϕ ∈ L2(∂Ω)3, the ith-component of the first term is given by(
A
(0)
i (λ)ϕ
)
i
(x) =
∫
∂Ω
Γ
(0)
ij (x, y)ϕj(y) dσ(y), for i, j ∈ {1, 2, 3},
and more generally, the ith-component of the term with order n is given by(
A(n)(λ)ϕ
)
i
(x) =
∫
∂Ω
Γ
(n)
ij (x, y)ϕj(y) dσ(y), for i, j ∈ {1, 2, 3} and n ≥ 1.
The coefficients Γ
(n)
ij are given by (49).
Let aj(δ) denotes:
aj(δ) =
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)
j(Aδ)−1(λ)∂λA
δ(λ)ϕdλ, (52)
where ϕ ∈ L2(∂Ω)3. The functions aj(δ) is analytic in a complex neighborhood of 0
and satisfies: aj(δ) = aj(δ). The following main result holds.
Proposition 3.6 Suppose that λ0 is an eigenvalue with multiplicity 1 of the eigenvalue
problem (1). Let the operator Aδ be defined by (10). Then, there exists a small positive
number δ0 such that the eigenvalue λ(δ) is analytic in ]− δ0, δ0[ and satisfy:
λ(δ) = λ0 + δλ1 +
∑
n≥2
λnδ
n, (53)
where the first coefficients are given explicitly by:

λ1 =
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)
[
(A(0))−1(λ)A(1)(λ)(A(0))−1(λ)∂λA
(0)(λ)
]
ϕ dλ,
λ2 =
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)
[
(A(0))−1A(1)(A(0))−1∂λA
(1) + (A(0))−1A(2)(A(0))−1∂λA
(0)+
(A(0))−1
(
A(1)(A(0))−1
)2
∂λA
(0)
]
ϕ dλ,
where ϕ ∈ L2(∂Ω)3
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Proof. Let λδ be the eigenvalue of the eigenvalue problem (4) and let ϕ ∈ L
2(∂Ω)3.
Then, if we take the curl of the first equation in (4), we see that there exists a function
w = w(vδ) called vorticity associated to vδ such that{
∆w + λδw = 0 in Ω
v = 0 in ∂Ω.
(54)
That is, w is an eigenfunction of the negative Laplacian, but with boundary conditions
on the velocity vδ.
Next, let uδ be the stream function for vδ given as in Lemma 2.10 of [8]. Then w = ∆uδ
and ∇uδ = 0 on ∂Ω. Since uδ is determined only up to a constant we can then assume
that uδ = 0 on ∂Ω.
Thus, uδ satisfies the following eigenvalue problem for the Dirichlet biharmonic oper-
ator: {
∆∆uδ + λδ∆uδ = 0 in Ω
uδ = 0 in ∂Ω.
(55)
Note that Temam [16] exploits the similar correspondence between the Stokes problem
and the biharmonic problem in the proof of the regularity of solutions to the Stokes sys-
tem and to justify several results. Moreover, as pointed out by Ashbaugh in [4], there is
a similar correspondence between the eigenvalue problems for the Dirichlet Laplacian
and system (55) with the boundary condition ∇ · uδ = 0 replaced by ∆uδ = 0.
Then, one can exploit this correspondence to use the approach used in [3] to develop
an asymptotic expansion for the eigenvalue.
So that, it is well known that there exits a polynomial-valued function δ 7→ Qδ(λ)
of degree 1, analytic in ]− δ0, δ0[ and of the form:
Qδ(λ) = λ− a1(δ)
such that the perturbation λδ−λ0 is precisely its zero. For the existence of Qδ one can
follow the general approach used, for example, in [3] for the case of Laplace operator.
Writing:
Qδ(λδ − λ0) = 0.
Then we have
λδ − λ0 = a1(δ).
Therefore, by (52) we have
λδ − λ0 =
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)(A
δ)−1(λ)∂λA
δ(λ)ϕdλ. (56)
On the other hand, for δ in a small neighborhood of 0, the following Neumann series
converges uniformly with respect to λ in ∂Dǫ0 :
(Aδ)−1(λ) = (A(0))−1(λ) +
∞∑
k=1
(A(0))−1(λ)
[(
A(0)(λ)−Aδ(λ)
)
(A(0))−1(λ)
]k
.
So that,
λδ − λ0 =
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)(A
(0))−1(λ)∂λA
δ(λ)ϕ dλ+
14
12iπ
tr
∫
∂Dǫ0
(λ− λ0)
∞∑
k=1
(A(0))−1(λ)
[(
A(0)(λ)−Aδ(λ)
)
(A(0))−1(λ)
]k
∂λA
δ(λ)ϕ dλ
By using (14), we find that
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)(A
(0))−1(λ)∂λA
δ(λ)ϕ dλ = 0. This
result is a direct consequence of the fact that R0(λ) and ∂λA
δ(λ) are holomorphic in
the variable λ.
Now we have:
λδ−λ0 =
1
2iπ
tr
∫
∂Dǫ0
(λ−λ0)(A
(0))−1(λ)
[(
A(0)(λ)−Aδ(λ)
)
(A(0))−1(λ)
]
∂λA
δ(λ)ϕ dλ+
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)(A
(0))−1(λ)
[(
A(0)(λ)−Aδ(λ)
)
(A(0))−1(λ)
]2
∂λA
δ(λ)ϕ dλ+
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)
∑
k≥3
(A(0))−1(λ)
[(
A(0)(λ)−Aδ(λ)
)
(A(0))−1(λ)
]k
∂λA
δ(λ)ϕ dλ.
Inserting expression (51) into above relation, we may get:
λδ−λ0 =
1
2iπ
tr
∫
∂Dǫ0
(λ−λ0)(A
(0))−1
[
δA(1)(A(0))−1+δ2A(2)(A(0))−1+· · ·
](
∂λA
(0)+δ∂λA
(1)
(57)
+δ2∂λA
(2) + · · ·
)
ϕ dλ+
1
2iπ
tr
∫
∂Dǫ0
(λ− λ0)(A
(0))−1
[
δA(1)(A(0))−1+
δ2A(2)(A(0))−1 + · · ·
]2(
∂λA
(0) + δ∂λA
(1) + δ2∂λA
(2) + · · ·
)
ϕ dλ+ · · ·
If we collect the same powers of δ, then we get the desired results.
Define,
Bδ(λ)ϕ(x) = (W(λ)ϕ)(Ψ
−1
δ )(Ψδ(x)),
where ϕ ∈ L2(∂Ω) and Ψδ given by Section 1, and W(λ) is the operator associated
to hydrodynamic double layer potential [10, 11, 17]. Then, the following main results
hold.
Theorem 3.2 Let Aδ be the operator defined by (10), and Mδ = Aδ+Bδ. Let O0 be a
bounded neighborhood of Ω in R3. Then there exists a constant δ1 > 0 smaller than δ0
such that the eigenfunction v(δ) corresponding to the eigenvalue, λ(δ), in (H1(Ωδ))
3 ∩
H(Ωδ) can be chosen to depend holomorphically in (x, δ) ∈ O0×] − δ1, δ1[. Moreover
this eigenfunction satisfies the following asymptotic formulae
v(x; δ) = v0(x) +
∑
n≥1
vn(x)δ
n, (58)
where the function v0 is the eigenfunction solution of (1) associated to λ0. The terms
vn are computed from the Taylor coefficients of the operator valued function Mδ and
of those of the function a(δ) = (aij(δ))1≤i,j≤3.
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Proof. From [10, 12] we deduce that there exists a continuous function ϕ(t, δ), which
is analytic in R2×]− δ0, δ0[ and such that
vδ(x) = S(λδ)ϕ+W(λδ)ϕ, x ∈ Ω (59)
solves the eigenvalue problem (4). Moreover, the function given by
U(δ)(x) =M(λ(δ))ϕ(Ψ−1, δ)
satisfies the eigenvalue problem (4) in Ωδ with the boundary conditions: U(δ)|∂Ωδ = 0.
Here, M(λ(δ))ϕ(Ψ−1, δ) =Mδ(λ)ϕ.
Now, by (59), we deduce that v(x; δ) = U(δ)(x) =M(λ(δ))ϕ(Ψ−1, δ) is jointly analytic
with respect to (x, δ) in {‖x−Ψδ=0(y)‖ ≤ z0}×]−δ0, δ0[, where z0 is a positive constant.
The function v(x; δ) is jointly analytic in the variables (x, δ) ∈ O0×]− δ0, δ0[.
We shall now give the asymptotic expansion of the function v(x; δ) when δ tends to 0.
Integral equation (7) gives us
v(δ)(x) =
∫
∂Ω
M(λ(δ), |x −Ψδ(y)|)ϕ(y, δ)|∇Ψδ(y)|dσ(y), (60)
whereM is the kernel of the operatorMδ. The perturbed eigenvalue λ(δ) is in a small
neighborhood of λ0 for small values of δ. Then we have the following Taylor expansion
M(λ(δ), |x −Ψδ(y)|)|∇Ψδ(y)| =M(λ0, |x−Ψ(y)|)|∇Ψ(y)|+
∑
k≥1
δkMk(x, y),
(61)
which holds uniformly in x ∈ O0 and y ∈ ∂Ω. The analyticity of the function ϕ(y, δ)
with respect to δ immediately gives
ϕ(t, δ) = ϕ0(y) +
∑
k≥1
δkϕk(y), (62)
uniformly in y ∈ ∂Ω. Substituting the last two asymptotics into (60) we find
v(x; δ) = v(x; δ = 0) +
∑
k≥1
δk[
k∑
n=1
∫
∂Ω
ϕk−n(y)Mn(x, y)dσ(y)]. (63)
The next result provide us with the asymptotic expansion of the eigenpressures.
Corollary 3.1 Suppose that we have all hypothesis of Theorem (3.2). Then the eigen-
pressures pδ solution of (4) have the following uniform asymptotic expansion:
pδ(x) = p0(x) +
∑
n≥1
pn(x)δ
n, (64)
where the function p0 is the eigenpressure solution of (1) associated to λ0. The terms
pn are computed from the Taylor coefficients λn and vn = (v
1
n, v
2
n, v
3
n) as follows:
pn(.;xi; .) =
∫
∆vindxi +
n∑
k=0
λk
∫
vin−kdxi, where i = 1, 2, 3.
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Proof. From system (4) we have
∇.pδ = ∆vδ + λδvδ
. Hence, we can expand the function pδ in powers of δ as we have done for λδ and vδ.
Moreover, we have:
∂ipδ = ∆v
i
δ + λδv
i
δ, for i = 1, 2, 3. (65)
To get the coefficients of the formula (64) one can insert both asymptotic expansions
(53) and (58) into relation (65), and integrate with the convenable variable.
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