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1. Introduction
1.1. Preliminary
The gamma function occupies an important place in analysis and number theory. In the present
paper, we make an attempt to generalize the gamma function and start investigations on the theory
of “generalized gamma functions”. In this section, we will give the deﬁnition of generalized gamma
functions attached to certain zeta functions.
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K. Katayama / Journal of Number Theory 130 (2010) 1642–1674 1643The classical gamma function Γ (s) was introduced by Euler (Euler’s second integral):
Γ (s) =
∞∫
0
e−xxs−1 dx, Re s > 0. (1.1.1)
The gamma functions often appear in the company of various zeta functions. One such instance is:
(I) as the gamma factors of the functional equations of the Riemann zeta function, ζ(s) =∑∞n=1 1ns ,
or of other zeta functions. (See [1], [16, II] and [17].)
Euler’s Γ -function (1.1.1) is one example in class (I).
Another notable example might be the appearance of the gamma function in
(II) Lerch’s theorem ([11], also see the footnote of p. 271 of [19]):
log
Γ (u)√
2π
=
[
∂
∂s
ζ(s;u)
]
s=0
(1.1.2)
where
ζ(s;u) =
∞∑
n=0
1
(u + n)s
is the Hurwitz zeta function (0 < u  1) and ws = es logw with logw = log|w| + √−1argw
(−π < argw < π). Here the gamma function appears as the special value of the ﬁrst derivative
of the Hurwitz zeta function at s = 0.
One more remarkable fact on the gamma function is the following:
(III) the n-th derivative of the gamma function Γ (v) at v = 1 is a polynomial of special values
γ , ζ(2), ζ(3), . . . , ζ(n − 1), where γ is the Euler constant.
There exists already some generalization of the gamma functions along the line of (I). For instance,
Igusa [7] developed the theory of local zeta functions, as a generalization of (1.1.1).
In the present paper, we will focus on a generalization of gamma functions along the line of (II).
1.2. Barnes and Shintani
In early 1900’s, Barnes [3,4], considered generalizations of gamma functions in the direction (II).
Barnes deﬁned and discussed the double gamma functions, and subsequently the multiple gamma
functions attached to the multiple (Hurwitz-) Riemann zeta functions. They are now called Barnes’
multiple zeta functions.
Here we will brieﬂy recall Barnes’ multiple zeta function and multiple gamma function.
Barnes’ multiple (r-ple) zeta function is deﬁned by
ζr(s;u; ω˜) =
∞˜∑
m˜=0˜
1
(u + L(m˜))s , Re s > r (1.2.1)
where
1644 K. Katayama / Journal of Number Theory 130 (2010) 1642–1674ω˜ = (ω1,ω2, . . . ,ωr) with Reωi > 0, i = 1,2, . . . , r,
m˜ = (m1,m2, . . . ,mr) with mi ∈ Z, mi  0,
0˜ = (0,0, . . . ,0) with r-ple 0,
∞˜ = (∞,∞, . . . ,∞) with r-ple ∞, and
L(x˜) = x˜ · ω˜ = x1ω1 + x2ω2 + · · · + xrωr, for x˜ = (x1, x2, . . . , xr), xi ∈ R.
We call u + L(m˜) in (1.2.1) as the general term of ζr(s;u; ω˜).
ζr(s;u; ω˜) is continued analytically to a meromorphic function in the whole s-plane via the con-
tour integral representation
ζr(s;u; ω˜) = Γ (1− s)e
−sπ√−1
2π
√−1
∫
I(λ,∞)
e−utts−1 dt∏r
i=1(1− e−ωi t)
. (1.2.2)
Here I(λ,∞) for a positive λ, denotes the integral path in the complex plane consisting of the linear
segment from ∞ to λ, followed by the counterclockwise circle, with radius λ, around 0 which does
not contain any poles = 0 of the integrand of (1.2.2), going from λ to λ and then the linear segment
from λ to ∞.
Then Barnes’ r-ple gamma function Γr(u; ω˜) is deﬁned by
log
Γr(u; ω˜)
ρr(ω˜)
=
[
∂
∂s
ζr(s;u; ω˜)
]
s=0
= 1
2π
√−1
∫
I(λ,∞)
e−ut∏r
i=1(1− e−ωi t)
log t
t
dt + (γ − π√−1 )ζr(0;u; ω˜) (1.2.3)
with
− logρr(ω˜) = lim
u→0
([
∂
∂s
ζr(s;u; ω˜)
]
s=0
+ logu
)
. (1.2.4)
Here log t is a real-valued function on the upper line segment of I(λ,∞). (This is obviously a gener-
alization of (1.1.1).) ρr(ω˜) is called the Stirling modular form.
For example, for r = 1, we have
Γ1(u;ω) = 1√
ω
Γ
(
u
ω
)
exp
{(
u
ω
− 1
2
)
logω
}
,
ρ1(ω) =
√
2π
ω
.
When Γr(u; ω˜) and ζr(s;u; ω˜) are related in this way, we say that Barnes’ multiple gamma functions
are attached to Barnes’ multiple zeta functions.
In the mid-1970’s, Shintani [12,13] introduced his zeta function
ζ
(
s; {L j}; x˜; ξ˜
)= ∞˜∑
m˜=0˜
∏r
k=1 ξ
mk
k∏n
j=1 L j(m˜ + x˜)s
(1.2.5)
where L j(u˜) is a linear form of r variables, ξ˜ is an r-tuple of complex numbers ξk , |ξk|  1,
k = 1,2, . . . , r and x˜ is an r-tuple of positive numbers. He then used it to evaluate, among others,
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determined the “gamma function” attached to his zeta function. Further he developed the theory of
gamma functions attached to his zeta function for the case n = r = 2, and ξ˜ = (1,1) in (1.2.5).
1.3. Deﬁnition of the generalized gamma functions
In this paper, we only consider the Epstein zeta functions. This is the starting point of our inves-
tigation on the theory of generalized gamma functions. Generalized gamma functions attached to the
other classes of zeta functions (for which Hurwitz type functions might be deﬁned) will be considered
in subsequent papers.
In the present paper, we follow the path laid down by Shintani. First we deﬁne “(generalized)
gamma functions” attached to the following zeta functions
ζr;g;n
(
s; v˜; {G j}, F ; w˜
)= ∞˜∑
m˜=0˜
F (m˜ + w˜)
(
∏n
j=1 G j(m˜ + v˜))s(
the sum is taken over m˜ ∈ Z+r from 0˜ to ∞˜ with
n∏
j=1
G j(m˜ + v˜) = 0
)
(1.3.1)
and
ζ ∗r;g;n
(
s; v˜; {G j}, F ; w˜
)= ∞˜∑
m˜=−∞˜
F (m˜ + w˜)
(
∏n
j=1 G j(m˜ + v˜))s(
the sum is taken over m˜ ∈ Zr from − ∞˜ to ∞˜ with
n∏
j=1
G j(m˜ + v˜) = 0
)
. (1.3.2)
Here
v˜ = (v1, v2, . . . , vr) with vi  0,
G j(m˜), j = 1,2, . . . ,n, are positive deﬁnite homogeneous forms of degree g and of r variables,
F (x˜) is a function of x˜ = (x1, . . . , xr) such that F (0˜) = 0.
The sums are taken over m˜ ∈ Zr , or m˜ ∈ Z+,r with ∏nj=1 G j(m˜ + v˜) = 0.
For short, we write, for F (x˜) = 1 (the constant function),
ζr;g;n
(
s; v˜; {G j},1; w˜
)= ζr;g;n(s; v˜; {G j})
and
ζ ∗r;g;n
(
s; v˜; {G j},1; w˜
)= ζ ∗r;g;n(s; v˜; {G j}).
For G j = L j (linear forms), ζr;g;n is absolutely convergent for Re s > r/n and is continued mero-
morphically to the whole complex s-plane.
Now we assume:
(C I) there exists a constant c > 0 such that the right-hand side of (1.3.1) (or (1.3.2)) is absolutely and
uniformly convergent for Re s > c,
and
1646 K. Katayama / Journal of Number Theory 130 (2010) 1642–1674(C II) the zeta function (1.3.1) (or (1.3.2)) is continued analytically to a meromorphic function to the
whole s-plane.
Taking F = 1, we now deﬁne generalized Stirling’s modular forms
ρr;g;n
({G j}), ρ∗r;g;n({G j})
and generalized gamma functions
Γr;g;n
(
v˜; {G j}
)
, Γ ∗r;g;n
(
v˜; {G j}
)
as follows:
(1.3.3) Deﬁnition.
(i) − logρr;g;n
({G j})= lim
v˜→0˜
[
∂
∂s
(
ζr;g;n
(
s; v˜; {G j}
)+
(
n∏
j=1
G j(v˜)
)−s)]
s=0
.
(ii) − logρ∗r;g;n
({G j})= lim
v˜→0˜
[
∂
∂s
(
ζ ∗r;g;n
(
s; v˜; {G j}
)+
(
n∏
j=1
G j(v˜)
)−s)]
s=0
.
(1.3.4) Deﬁnition.
(i) log
Γr;g;n(v˜; {G j})
ρr;g;n({G j}) =
[
∂
∂s
ζr,g;n
(
s; v˜; {G j}
)]
s=0
,
(ii) log
Γ ∗r;g;n(v˜; {G j})
ρ∗r;g;n({G j})
=
[
∂
∂s
ζ ∗r,g;n
(
s; v˜; {G j}
)]
s=0
.
From the deﬁnition, it is plain that
lim
v˜→0˜
n∏
j=1
G j(v˜)Γr;g;n
(
v˜; {G j}
)= 1, (1.3.5)
and
lim
v˜→0˜
(
n∏
j=1
G j(v˜)
)
Γ ∗r;g;n
(
v˜; {G j}
)= 1. (1.3.6)
For example, we can recover some classical results of Lerch, and of Barnes:
Γ1;1;1(v; L) = the ordinary Γ (v) and ρ1;1;1(L) =
√
2π for L(x) = x (Lerch);
Γr;1;1(v˜; L) = Γr(u; ω˜), u = t v˜ω˜ and ρr;1;1(L) = ρr(ω˜) for L(x)
= x1ω1 + x2ω2 + · · · + xrωr (Barnes).
In this paper, we mainly discuss the case F = 1. In a subsequent paper, we will consider the case
F (x˜) = e2π
√−1x˜·w˜ .
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Now we brieﬂy summarize the contents of the subsequent sections.
In Section 2, we recall Barnes’ (resp. Shintani’s) gamma functions whose general terms are forms of
degree 1 (resp. the product of forms of degree 1). This section also records some necessary formulas
required for our subsequent discussion.
In Section 3, a connection between the theory of generalized gamma functions and Kronecker’s
limit formulas are given. The connection is inspired by the “s = 0”-version of Kronecker’s limit formu-
las initiated by H.M. Stark [18]. In Theorem (3.4.17), we obtain Kronecker’s limit formulas for Epstein
zeta functions. Theorem (3.4.18) gives a connection between generalized gamma functions and Kro-
necker’s limit formulas.
In Theorem (3.4.23), we give a connection between generalized gamma functions attached to Ep-
stein zeta functions of r variables and that of r − 1 variables.
A list of notations.
1.1 ζ(s;u) = the Hurwitz zeta function (0 < u  1).
1.2 ζr(s;u; ω˜) = the Barnes multiple zeta function,
Γr(u; ω˜) = the Barnes gamma function,
ρr(ω˜) = the Stirling modular form.
1.3 ζr;g;n(s; v˜;G j; F ; w˜) = the generalized Lerch type zeta function whose sum runs from 0˜ to ∞˜,
ζ ∗r;g;n(s; v˜;G j; F ; w˜) = the generalized Lerch type zeta function whose sums runs from −∞˜
to ∞˜,
ζr;g;n(s; v˜;G j) = ζr;g;n(s; v˜;G j;1; 0˜),
ζ ∗r;g;n(s; v˜;G j) = ζ ∗r;g;n(s; v˜;G j; F ; 0˜),
ρr;g;n(G j) = the Stirling modular form for ζr;g;n(s; v˜;G j),
ρ∗r;g;n(G j) = the Stirling modular form for ζ ∗r;g;n(s; v˜;G j),
Γr;g;n(v˜;G j) = the generalized gamma function for ζr;g;n(s; v˜;G j),
Γ ∗r;g;n(v˜;G j) = the generalized gamma function for ζ ∗r;g;n(s; v˜;G j).
2.2 B[ξ ]m = the twisted Bernoulli number of degree m,
B[ξ ]m(u) = the twisted Bernoulli function of degree m,
ζ(s;u, v) = the twisted Hurwitz or Lerch zeta function.
3.1 Q 1 =
( 1 b
b c
)
, c − b2 > 0, z1 = x1 + y1
√−1, y1 =
√
c − b2.
3.2 Er(s; u˜, v˜; Q ) = the Epstein zeta function,
ai = ai(r; u˜; v˜; Q ) = the i-th coeﬃcient of the Laurent expansion of Er(s; u˜, v˜; Q ).
3.3 Kν(z) = the modiﬁed Bessel function of the second kind,
z(s; v; z) = the (quadratic) Bessel zeta function.
3.4 m˜ = ( m˜1
m
)
,
Q = ( P q˜1t q˜1 qrr )= ( P 0˜1t 0˜1 λ
)[( Er−1 P−1q˜1t 0˜1 1
)],
k1(s; u˜1,u) = the Mellin transform of the series R1(u˜1,u; x),
k2(s; u˜1,u) = the Mellin transform of the series R2(u˜1,u; x),
Kr−1(u˜1,u) = a generalization of the eta function,
Q −1 = ( A p˜1t p˜1 a )= ( A 0˜1t 0˜1 μ )[( Er−1 A
−1 p˜1
t 0˜1 1
)],
h(s; v˜1; Q −1) = an entire function represented as the inﬁnite sum of Bessel zeta functions.
2. Preparation: Barnes’ and Shintani’s multiple gamma functions
2.1. Barnes’ multiple gamma functions
In this subsection, we shall recall some results from the theory of gamma functions of Barnes [2,3]
and that of Shintani [13,14]. Recall from (1.2.1) that Barnes’ multiple zeta function ζr(s;u; ω˜), whose
general term was denoted by (u + L(m˜)):
1648 K. Katayama / Journal of Number Theory 130 (2010) 1642–1674ζr(s;u; ω˜) =
∞˜∑
m˜=0˜
1
(u +m1ω1 +m2ω2 + · · · +mrωr)s , (2.1.1)
where we use the notation u+ L(m˜) = u+m1ω1 +m2ω2 +· · ·+mrωr . Then by the notation of (1.3.1),
ζr(s;u; ω˜) = ζr;1;1(s; v˜; L), with L(x˜) = t x˜ · ω˜ and u = t v˜ · ω˜.
Stirling’s modular form and Barnes’ multiple gamma function are deﬁned in Deﬁnitions (1.2.3)
and (1.3.4), respectively by
− logρr(ω˜) = lim
u→0
([
∂
∂s
ζr(s;u; ω˜)
]
s=0
+ logu
)
(2.1.2)
and
log
Γr(u; ω˜)
ρr(ω˜)
=
[
∂
∂s
ζr(s;u; ω˜)
]
s=0
, u = t v˜ · ω˜. (2.1.3)
These are
− logρr;1;1(L) and log Γr;1;1(u; v˜; L)
ρr;1;1(L)
with u = t v˜ · ω˜
by Deﬁnitions (1.3.3) and (1.3.4), respectively.
In particular, by Lerch’s formula (1.1.2), we have
log
Γ1(u;ω)
ρ1(ω)
=
[
∂
∂s
ζ1(s;u;ω)
]
s=0
= log Γ (u/ω)√
2π
+
(
u
ω
− 1
2
)
logω (2.1.4)
for Hurwitz’s zeta function with modulus ω:
ζ1(s;u;ω) =
∞∑
m=0
1
(u +mω)s =
∞∑
m=0
1
((v +m)ω)s , u = vω.
Now, Γ2;1;1(v˜; Lz) is continued holomorphically to the domain
D = {(u, z); u = −(m + nz), m,n = 0,1,2, . . . , z ∈ C \ (−∞,0]}
and ρ2;1;1(Lz) is continued holomorphically to the domain C \ (−∞,0].
Hereafter, for short, we denote Γ2;1;1(v˜; Lz) by Γ2(u; z) (u = v1 + v2z), and ρ2;1;1(Lz) by ρ2(z). It
is known that the difference equations [15] hold for Γ2(u; z): namely
Γ2(u + 1; z)
Γ2(u; z) = (2π)
1/2Γ
(
u
z
)−1
exp
{(
1
2
− u
z
)
log z
}
,
Γ2(u + z; z)
Γ2(u; z) = (2π)
1/2Γ (z)−1.
From the difference equations, we can derive the following formulas
Γ2(1; z) =
(
2π
z
)1/2
, Γ2(z; z) = (2π)1/2, Γ2(1+ z; z) = (2π)z−1/2 (2.1.5)
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proved, also see [9,10],
(2.1.6) Proposition. For Im z > 0
Γ2(u, z)
ρ2(z)
· Γ2(1− u,−z)
ρ2(−z) ·
Γ2(1+ z − u, z)
ρ2(z)
· Γ2(u − z,−z)
ρ2(−z)
= η(z)
ϑ1(u, z)
· exp
{
π
√−1
(
− 1
6z
+ u − u
2
z
)}
and
ρ2(z)ρ2(−z) = (2π)3/2z−1/2η(z)exp
{
π
√−1
(
1
4
+ 1
12z
)}
.
In the above, for Im z > 0 and u ∈ C, η(z) and ϑ1(u, z) are classically deﬁned as
η(z) = eπ
√−1z/12
∞∏
m=1
(
1− e2π
√−1mz),
ϑ1(u, z) = −
√−1eπ
√−1z/4(eπ√−1u − e−π√−1u)
·
∞∏
m=1
(
1− e2π
√−1(u+mz))(1− e−2π√−1(u−mz))(1− e2π√−1mz)
=
∞∑
n=−∞
eπ
√−1(n+(1/2))2z+2π√−1(n+(1/2))(u−(1/2)).
2.2. Twisted Bernoulli numbers and twisted zeta functions
We now recall the notion of twisted Bernoulli numbers and functions from [8] for subsequent
use. Let ξ be a complex number with |ξ |  1, ξ = 1. Let v be a positive real number. Then twisted
Bernoulli numbers B[ξ ]m and twisted Bernoulli functions B[ξ ]m(v) are deﬁned by
(1− ξ) 1
1− ξe−t =
∞∑
m=0
B[ξ ]m
m! t
m, B[ξ ]0 = 1, (2.2.1)
(1− ξ) e
−vt
1− ξe−t =
∞∑
m=0
B[ξ ]m(v)
m! t
m, B[ξ ]0(v) = 1. (2.2.2)
Then, we have (Proposition 1.2.1 of [8])
B[ξ ]n(v) =
(
B[ξ ] − v)n, (2.2.3)
where, in the binomial expansion of the right,
(
B[ξ ])k(the k-th power of B[ξ ])= B[ξ ]k.
1650 K. Katayama / Journal of Number Theory 130 (2010) 1642–1674Now, it is known that
(ξ − 1)n+1
ξ
B[ξ ]n+1 = Pn(ξ)
is a polynomial in ξ of degree n, called the Eulerian polynomial.
Also, it is known that Pn(ξ) is reciprocal, monic with positive integer coeﬃcients and has n differ-
ent real roots [5, pp. 109–119].
The twisted Hurwitz or Lerch zeta function ζ(s;u; v) is deﬁned by
ζ(s;u; v) =
∞∑
m=0
e2π
√−1mu
(v +m)s (2.2.4)
for Re s > 1, u ∈ R and 0 < v  1.
We know that ζ(s;u; v) has the contour integral representation (1.2.2) with ω˜ = v .
(2.2.5) Proposition. For p ∈ Z, p > 0, ξ = e2π
√−1u ,
ζ(1− p;u; v) = (−1)
p−1
1− ξ
(
B[ξ ] − v)p−1.
In particular
ζ(0;u; v) = 1
1− ξ .
Proof. We have
ζ(1− p;u; v) = Γ (p)(−1)
p−1
2π
√−1
∫
I(λ,∞)
e−vtt−p
1− ξe−t dt = (p − 1)!(−1)
p−1 Rest=0
e−vtt−p
1− ξe−t .
Here by (2.2.2),
Rest=0
e−vtt−p
1− ξe−t =
B[ξ ]p−1(v)
(1− ξ)(p − 1)! .
Then our proposition follows from (2.2.3). 
(2.2.6) Proposition. Put ξ = e2π
√−1u . Then
(i) ξζ(0;u;1) + ξ−1ζ(0;1− u;1) = −1,
(ii) ξζ(1− p;u;1) + ξ−1ζ(1− p;1− u;1) = 0, for p odd > 1.
Proof. (i) is an easy consequence of Proposition (2.2.5). For (ii), we have
Rest=0
e−tt−p
−t = −ξ−1 Rest=0
t−p
−1 −(−t) = −
ξ−1
−1
(−1)p−1B[ξ−1]p−1
.1− ξe 1− ξ e 1− ξ (p − 1)!
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ξζ(1− p;u;1) = ξ
−1
(ξ−1 − 1)p P p−2
(
ξ−1
)= ξ
(1− ξ)p P p−2(ξ)
since P p−2(ξ) is a reciprocal polynomial of degree p − 2. Therefore, for p odd, we have
ξζ(1− p;u;1) + ξ−1ζ(1− p;1− u;1) = 0. 
3. Generalized gamma functions attached to Epstein zeta functions and Kronecker’s limit formula
3.1. The classical Kronecker’s limit formula
Gamma functions are closely connected with Kronecker’s limit formulas. Shintani [15] ﬁrst made
this connection transparent. In this subsection, we brieﬂy review his results.
For u˜ = (u1,u2) = 0˜ with u1,u2  0 and t˜ = (t1, t2), with t1, t2 ∈ C \ (−∞,0], consider
ζ2;1;2
(
s; u˜; {L1, L2}
)= ∞˜∑
m˜=0
1
(L1(m˜ + u˜)L2(m˜ + u˜))s (3.1.1)
with Li(x˜) = x1 + x2ti , i = 1,2.
Then
∂
∂s
ζ2;1;2
(
s; u˜; {L1, L2}
)
is holomorphic with respect to (t1, t2) ∈ {C \ (−∞,0]} × {C \ (−∞,0]}, and[
∂
∂s
ζ2;1;2
(
s; u˜; {L1, L2}
)]
s=0
= log
{
Γ2(u1 + u2t1; t1)Γ2(u1 + u2t2; t2)
ρ2(t1)ρ2(t2)
}
+ (t2 − t1)B2(u1){log t1 − log t2}
4t1t2
. (3.1.2)
Here we understand that log is a holomorphic function on C \ (−∞,0] and is real valued on the
positive real axis.
Now we consider the gamma function attached to the Epstein zeta function of a binary positive
deﬁnite quadratic form Q 1 =
( 1 b
b c
)
.
For ξ˜ = t(ξ1, ξ2), we can write t ξ˜ Q ξ˜ = (ξ1 + ξ2z1)(ξ1 + ξ2 z¯1), with z1 = b+
√
b2 − c = x1 +
√−1y1
and y1 = Im z1 > 0. Then for u˜ = (u1,u2), 0 u1,u2 < 1 put w1 = u1 + u2z1 and assume w1 +m1 +
m2z1 = 0. The notation ∑′ below means the sum over all m˜ such that w1 +m1 +m2z1 = 0. Then we
have
ζ ∗2;2;1(s; u˜; Q 1) =
∞˜∑′
m˜=−∞˜
1
|w +m1 +m2z1|2s = ζ
∗
2;1;2
(
s; u˜; {Lz1 , Lz¯1}
)
with
Lz1(x˜) = ξ1 + ξ2z1, for ξ˜ = (ξ1, ξ2).
Now, ζ2;1;2(s; u˜; {Lz1 , Lz¯1 }) is nothing but Shintani’s ζ(s; A; (u, v)) with A =
( 1 z1).1 z¯1
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log
Γ ∗2;2;1(u˜; Q 1)
ρ∗2;2;1(Q 1)
=
[
∂
∂s
ζ ∗2;2;1(s; u˜; Q 1)
]
s=0
= − log
∣∣∣∣ϑ1(w1, z1)η(z1) · exp
(
π
√−1w1(w1 − w¯1)
z1 − z¯1
)∣∣∣∣
2
(3.1.3)
by the computation only on generalized gamma functions. For ρ2(z), Γ2(w; z), see (1.2.3) and (1.2.4).
This is the “s = 0”-version of the classical Kronecker’s limit formula (see Section 3.2 below). Here
log(−z1) = log z1 − π
√−1 and log(−z¯1) = log z1 + π
√−1 for Im z1 > 0.
To determine ρ∗2:2:1(Q 1), add log|w1|2 = log(Q 1[u˜]) to the both sides of (3.1.3) and let w1 → 0.
Then by (3.1.3), (2.1.5) and Proposition (2.1.6), Shintani obtained, in [15],
− logρ∗2;2;1(Q 1) = log
∣∣η(z1)∣∣−4 − log(2π)2. (3.1.4)
3.2. The “s = 0”-version of Kronecker’s limit formulas
Kronecker’s limit formulas are closely connected with gamma functions and Stirling’s modular
forms. Let Q = (qi, j) be the matrix of a positive deﬁnite quadratic form Q (x˜) = t x˜Q x˜ of r variables.
Let u˜, v˜ be two arbitrary r rowed real columns. Then the Epstein zeta function is deﬁned by
Er(s; u˜, v˜; Q ) =
∑
m˜+v˜ =0˜
e2π
√−1 tm˜·u˜
(Q [m˜ + v˜])s . (3.2.1)
The right-hand side of (3.2.1) converges absolutely for σ > r/2 (s = σ + √−1t) and uniformly for
σ  r/2+  with any  > 0. It is known that Er satisﬁes the functional equation [6,17]
π−sΓ (s)Er(s; u˜, v˜; Q )
= e−2π
√−1 t u˜·v˜ |Q |−1/2π r/2−sΓ (r/2− s)Er
(
r/2− s; v˜,−u˜; Q −1). (3.2.2)
Er(s; u˜, v˜; Q ) has an analytic continuation to the whole s-plane, which is holomorphic for u˜ /∈ Zr and
meromorphic having only a pole at s = 12 r, of order 1, for u˜ ∈ Zr . The Laurent expansion of Er at
s = r/2 is of the form
Er(s; u˜; v˜; Q ) = a−1
s − (r/2) + a0 + a1
(
s − (r/2))+ · · · , (3.2.3)
with ai = ai(r; u˜; v˜; Q ) and
a−1 = π
r/2
|Q |1/2Γ (r/2) for u˜ ∈ Z
r,
a−1 = 0 for u˜ /∈ Zr .
In the case r = 2, E2(s; u˜, v˜; Q ) of (3.2.1), for v˜ = 0˜, becomes the Eisenstein series:
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∞∑′
m1,m2=−∞
ys
|m1 +m2z|2s , for u˜ = 0˜, and
(ii) E2(s; u˜, 0˜, Q ) =
∞∑′
m1,m2=−∞
yse2π
√−1(m1u1+m2u2)
|m1 +m2z|2s , for u˜ = (u1,u2) = 0˜, (3.2.4)
with z = b+
√−1
a = x+ yi, y > 0, in assuming det Q =
∣∣ a b
b c
∣∣= 1.
Now by (3.2.4) for u˜ = 0˜ or = 0˜, we have
E2
(
s; t(u2,−u1); 0˜; Q
)= ys ∞˜∑′
m˜=∞˜
e2π
√−1(m1u2−m2u1)
|m1 +m2z|2s ,
where ′ means the sum excluding m˜ = 0˜. Then the functional equation becomes
π−sΓ (s)E2
(
s; t(u2,−u1); 0˜; Q
)= π−(1−s)Γ (1− s)E2(1− s; 0˜; t(−u2,u1); Q −1). (3.2.5)
Here E2 of the right-hand side is written as, for Re s > 1:
E2
(
s; 0˜; t(−u2,u1); Q −1
)= ys ∑
m˜+u˜ =0˜
1
|m1 + u1 + z(m2 + u2)|2s
with
x˜ = t(x1, x2), Q −1[x˜] = |x1z − x2|
2
y
, u˜ = t(u1,u2) and m˜ = t(m1,m2).
Classically, Kronecker’s ﬁrst limit formula is concerned with a0(2; 0˜, 0˜, Q ) for (3.2.4)(i) and Kro-
necker’s second limit formula with a0(2; u˜, 0˜; Q ) with u˜ = 0˜ for (3.2.4)(ii). For u˜ = t(u1,u2), the
results [17, pp. 14, 32] are
a0(2; 0˜, 0˜, Q ) = lim
s→1
(
E2(s; 0˜, 0˜; Q ) − π
s − 1
)
= 2π(γ − log2− log√y∣∣η(z)∣∣2) (3.2.6)
and
a0(2; u˜, 0˜, Q ) = z − z¯−2π√−1
∞∑′
m1,m2=−∞
e2π
√−1(m1u1+m2u2)
|m1 +m2z|2
= log
∣∣∣∣ϑ1(u2 − u1z, z)η(z) eπ
√−1zu21
∣∣∣∣
2
. (3.2.7)
From the view point of the “s = 0”-theory, these formulas are obtained in the following way: Put
Q 1 =
( 1 b/a
b/a c/a
)
. Then Q = aQ 1 and
E2(s; u˜; 0˜; Q ) = a−s E2(s; u˜; 0˜; Q 1).
Then by (3.1.3) and (3.1.4) and by using the functional equation (3.2.5), we obtain (3.2.6) and (3.2.7).
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necker’s limit formulas (3.2.6), (3.2.7) are equivalent, respectively, to
[
∂
∂s
E2
(
s; 0˜, 0˜; Q −1)]
s=0
= − log(4π2 y∣∣η(z)∣∣4) (3.2.8)
and [
∂
∂s
E2
(
s; 0˜, u˜; Q −1)]
s=0
= −2 log
∣∣∣∣ϑ1(u1 + u2z, z)η(z) eπ
√−1w(w−w¯)/(z−z¯)
∣∣∣∣ (3.2.9)
with w = u1 + u2z.
The “s = 0”-version is very useful and provides links between “Kronecker’s limit formula” and the
theory of Γ -functions. In fact, in [15], Shintani obtained the formulas (3.1.3) and (3.1.4) using his
“s = 0”-theory on Eisenstein series ζ2;2;1(s; u˜; Q 1) and the double gamma functions mentioned above.
Now we generalize Stark’s device [18] to Epstein’s zeta function (3.2.1). From (3.2.3), we have
Er(r/2− s; u˜, v˜; Q ) = −a−1
s
+ a0 − a1s + · · · . (3.2.10)
(3.2.11) Proposition.
(i) For u˜ ∈ Zr ,
[
∂
∂s
Er
(
s; v˜,−u˜; Q −1)]
s=0
= e2π
√−1 t u˜·v˜
(
−2 logπ + Γ ′(1) + Γ
′(r/2)
Γ (r/2)
+ a0(r; u˜; v˜; Q )
a−1(r; 0˜; v˜; Q )
)
.
(ii) For u˜ /∈ Zr ,
[
∂
∂s
Er
(
s; v˜,−u˜; Q −1)]
s=0
= e2π
√−1 t u˜·v˜ a0(r; u˜; v˜; Q )
a−1(r; 0˜; v˜; Q )
.
Here Γ ′(s) means ddsΓ (s) and note that it is assumed that |Q | = 1.
This proposition implies that the computation of a0 (namely, the derivation of Kronecker’s limit
formula) is equivalent to the computation of
[
∂
∂s
Er
(
s; v˜,−u˜; Q −1)]
s=0
.
Proof. Proof of (i).
From (3.2.3) and (3.2.10), it follows
[
sEr(r/2− s; u˜, v˜; Q )
]
s=0 = −a−1(r; u˜; v˜; Q ) = −
π r/2
|Q |1/2Γ (r/2) (3.2.12)
and [
∂
∂s
(
sEr(r/2− s; u˜, v˜; Q )
)]
s=0
= a0. (3.2.13)
Hereafter, a0(r; u˜; v˜; Q ), a−1(r; 0˜; v˜; Q ) are abbreviated as a0, a−1, respectively.
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π−(r/2−s)Γ (r/2− s)sEr(r/2− s; u˜, v˜; Q )
= e−2π
√−1 t u˜·v˜ |Q |−1/2π−sΓ (s + 1)Er
(
s; v˜,−u˜; Q −1). (3.2.14)
Then letting s tend to 0, we have
Er
(
0; v˜,−u˜; Q −1)= −e2π√−1 t u˜·v˜a−1|Q |1/2π−r/2Γ (r/2) = −e2π√−1 t u˜·v˜ . (3.2.15)
Now
∂
∂s
(
the left-hand side of (3.2.14)
)
= π−(r/2−s) logπΓ (r/2− s)sEr(r/2− s; u˜, v˜; Q )
− π−(r/2−s)Γ ′(r/2− s)sEr(r/2− s; u˜, v˜; Q )
+ π−(r/2−s)Γ (r/2− s) ∂
∂s
(
sEr(r/2− s; u˜, v˜; Q )
)
. (3.2.16)
Hence we have by (3.2.12) and (3.2.13),
lim
s→0
[
∂
∂s
(
the left-hand side of (3.2.14)
)]
= − logπ · |Q |−1/2 + Γ
′(r/2)
Γ (r/2)
|Q |−1/2 + π−r/2Γ (r/2) · a0. (3.2.17)
Further from
∂
∂s
(
the right-hand side of (3.2.14)
)
=
{
−π−s logπΓ (s + 1)Er
(
s; v˜,−u˜; Q −1)+ π−sΓ ′(s + 1)Er(s; v˜,−u˜; Q −1)
+ π−sΓ (s + 1) ∂
∂s
Er
(
s; v˜,−u˜; Q −1)}e−2π√−1 t u˜·v˜ |Q |−1/2 (3.2.18)
and (3.2.15), it follows that
lim
s→0
[
∂
∂s
(
the right-hand side of (3.2.14)
)]
= −|Q |−1/2(− logπ + Γ ′(1))+ e−2π√−1 t u˜·v˜ |Q |−1/2[ ∂
∂s
Er
(
s; v˜,−u˜; Q −1)]
s=0
. (3.2.19)
Then equating (3.2.17) and (3.2.19), we arrive at (i) of the proposition.
Proof of (ii). In this case, Er(s; u˜, v˜; Q ) has no pole at s = r/2. The expansion of Er(r/2− s; u˜, v˜; Q )
at s = 0 is of the form
Er(r/2− s; u˜, v˜; Q ) = a0 − a1s + · · · , a0 = a0(r; u˜, v˜; Q ). (3.2.20)
This comes from (3.2.3).
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Er
(
0; v˜,−u˜; Q −1)= 0. (3.2.21)
(3.2.16) and (3.2.18) are valid also for the present case (note that here u˜ /∈ Zr ). The last line of (3.2.16)
is further computed as
π−(r/2−s)Γ (r/2− s)
{
Er(r/2− s; u˜, v˜; Q ) − s ∂
∂s
E2(r/2− s; u˜, v˜; Q )
}
.
Then we have, by (3.2.20),
[
(3.2.16)
]
s=0 = π−r/2Γ (r/2)Er(r/2; u˜, v˜; Q ) = π−r/2Γ (r/2)a0
and by (3.2.21),
[
(3.2.18)
]
s=0 = e−2π
√−1 t u˜·v˜ |Q |−1/2
[
∂
∂s
Er
(
s; v˜,−u˜; Q −1)]
s=0
.
Then (ii) of the proposition follows. 
By Deﬁnitions (1.3.3) and (1.3.4),
log
Γ ∗r;2;1(u˜, Q
−1)
ρ∗(Q −1)
=
[
∂
∂s
Er
(
s; 0˜, u˜; Q −1)]
s=0
,
with
− logρ∗(Q −1)= lim
u˜→0˜
{[
∂
∂s
Er
(
s; 0˜, u˜; Q −1)]
s=0
+ log Q −1[u˜]
}
.
Hence we have the following consequence, which asserts “obtaining the gamma function” is equiva-
lent to “obtaining Kronecker’s limit formula” for Epstein’s zeta function:
(3.2.22) Corollary.
(i)
[
∂
∂s
Er
(
s; 0˜, 0˜; Q −1)]
s=0
= −2 logπ + Γ ′(1) + Γ
′(r/2)
Γ (r/2)
+ a0(r; 0˜, 0˜; Q )
a−1(r; 0˜; 0˜; Q )
.
(ii) For u˜ /∈ Zr and v˜ = 0˜,
log
Γ ∗r;2;1(u˜, Q
−1)
ρ∗r;2;1(Q −1)
= a0(r;−u˜, 0˜; Q )
a−1(r; 0˜; 0˜; Q )
.
Proposition (3.2.11) is a generalization of Stark’s idea to the Lerch–Epstein (or Epstein) zeta func-
tion Er(s; u˜, v˜; Q ) for a real, positive deﬁnite symmetric matrix Q of size r and for u˜, v˜ ∈ Rr .
Corollary (3.2.22) gives a connection between generalized gamma functions and the constant terms
a0(r; u˜; v˜; Q ) of the Laurent or the Taylor expansion of Epstein’s zeta function. a0(r; u˜; v˜; Q ) is deter-
mined in Theorem (3.4.17). Our result rediscovers Epstein’s result [6] in the case u˜ = v˜ = 0˜.
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(i) of Proposition (3.2.11) and (3.2.8) show that
[
∂
∂s
E2
(
s; 0˜, 0˜; Q −1)]
s=0
= −2 logπ − 2γ + a0(2; 0˜, 0˜; Q )
π
= − log(4π2 y∣∣η(z)∣∣4).
From this, we have
a0(2; 0˜, 0˜; Q ) = 2π
(
γ − log2− log√y∣∣η(z)∣∣2)
which coincides with (3.2.6).
Remark. In the Hurwitz case, we reformulate the sum
ζ(s;1;u) =
∞∑
n=0
1
(u + n)s =
∞∑
n=0
1
((u + n)2)s/2 .
Taking the sum from −∞ to ∞, we have
ζ ∗(s;1;u) =
∞∑
n=−∞
1
((u + n)2)s/2 = ζ(s;1;u) + ζ(s;1;1− u).
Then (ii) of Corollary (3.2.22) holds for this ζ ∗ . We have
log
Γ ∗1;2;1(u; ζ ∗)
ρ∗1;2;1(ζ ∗)
=
[
∂
∂s
ζ ∗(s;1;u)
]
s=0
= log Γ (u)√
2π
+ log Γ (1− u)√
2π
= − log(2 sinπu),
a0 =
{
the constant term of the Taylor expansion of ζ(s;u;1) at s = 1}= −2 log(2 sinπu)
and
a−1 =
{
the residue of ζ(s;0;1) at s = 1}= 2.
Thus
log
Γ ∗1;2;1(u; ζ ∗)
ρ∗(ζ ∗)
= a0
a−1
.
3.3. Bessel zeta functions
In [16, II] (§26.2), Siegel considered the expansion of the Epstein zeta function attached to a pos-
itive deﬁnite quadratic form of two variables, in terms of functions whose coeﬃcients are Bessel
functions. In this setting, Siegel was successful in deriving Kronecker’s limit formula. In order to gen-
eralize the process to the n variables case, ﬁrst we introduce Bessel zeta functions.
For ν, z ∈ C, we denote by Kν(z), the modiﬁed Bessel function of the second kind. It is deﬁned by
Kν(z) = π
2
I−ν(z) − Iν(z)
sinνπ
(ν /∈ Z),
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n
2
[
∂ I−ν
∂ν
− ∂ Iν(z)
∂ν
]
ν=n
(n ∈ Z),
with
Iν(z) =
∞∑
λ=0
1
λ!Γ (λ + ν + 1)
(
z
2
)ν+2λ
for z which is not a negative real number.
It is known that Kν(z) has the integral representation
Kν(z) = 1
2
(
z
2
)ν ∞∫
0
e−t−(z2/(4t))t−ν−1 dt
(
Reν > −1
2
, |arg z| < π
4
)
. (3.3.1)
Also, known are the asymptotic expansion, for |z| → ∞,
Kν(z) ∼
(
π
2z
)1/2
e−z
∞∑
n=0
Γ (ν + n + (1/2))
n!Γ (ν − n + (1/2))(2z)n
(
|arg z| < 3
2
π
)
, (3.3.2)
the recursive formula
Kν−1(z) − Kν+1(z) = −
(
2ν
z
)
Kν(z) (3.3.3)
and the expansion, for half-integers ν of Kν ,
K1/2+n(z) = K−1/2−n(z) =
(
π
2z
)1/2
e−z
n∑
k=0
(n + k)!
k!(n − k)!(2z)k (n ∈ Z). (3.3.4)
For v  0, z 0, we deﬁne z(s; v; z) by
(3.3.5) Deﬁnition.
z(s; v; z) =
∞∑
m=1
e2π
√−1mv
∞∫
0
e−πxm2−(π z2)/xxs−1 dx.
For z = 0, (3.3.5) becomes
z(s; v;0) =
∞∑
m=1
e2π
√−1mv
∞∫
0
e−πxm2xs−1 dx
= Γ (s)
π s
∞∑
m=1
e2π
√−1mv
m2s
= Γ (s)
π s
ξζ(2s; v;1)
with ξ = e2π
√−1v . (Here ζ(s; v;1) is deﬁned in (2.2.4).)
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∞∫
0
e−πxm2−(π z2)/xxs−1 dx = 2
(
z
|m|
)s
Ks
(
2π |m|z) (3.3.6)
and for z > 0, v  0,
z(s; v; z) = 2zs
∞∑
m=1
e2π
√−1mv
ms
Ks
(
2π |m|z). (3.3.7)
Hence we call z(s; v; z), z > 0, the (quadratic) Bessel zeta function.
By the asymptotic formula (3.3.2), we have
(3.3.8) Proposition. For z > 0, the inﬁnite series for z(s; v; z) converges absolutely and uniformly for any s
and is an entire function of s.
Further we deﬁne, for z > 0, v  0,
z(s; v; z) = 2zs−2
∞∑
m=1
e2π
√−1mv
ms−2
Ks(2πmz).
This also converges absolutely and uniformly for any s and is an entire function of s. From the recur-
sive formula (3.3.3), we have the following recursive formula for z.
(3.3.9) Proposition. For z > 0, v  0,
z(s − 1; v; z) +
(
s
π
)
z(s; v; z) = 2z(s + 1; v; z).
Example. By (3.3.4), values of Bessel zeta functions at half-integers s (z > 0), can be computed rela-
tively easily.
(i) s = 12 ,
z
(
1
2
; v; z
)
=
∞∑
m=1
e2π
√−1mv−2πmz
m
= − log(1− e2π√−1ω), ω = v + √−1z.
(ii) s = k + 12 , k > 0, k ∈ Z,
z
(
k + 1
2
; v; z
)
= zk
k∑
l=0
(k + l)!
l!(k − l)!(4π z)l
∞∑
m=1
e2π
√−1mv−2πmz
mk+l+1
.
(iii) s = −k − 12 , k > 0, k ∈ Z,
z
(
−k − 1
2
; v; z
)
= z−k−1
k∑
l=0
(k + l)!
l!(k − l)!(4π z)l
∞∑
m=1
e2π
√−1mv−2πmz
ml−k
.
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Let Q be the real symmetric matrix of a positive deﬁnite quadratic form of r variables. Let u˜ =
t(u1,u2, . . . ,ur) and v˜ = t(v1, v2, . . . , vr) be real columns. We consider Epstein’s zeta function
Er(s; u˜, v˜; Q ) =
∑
m˜+v˜ =0˜
e2π
√−1 tm˜·u˜
(Q [m˜ + v˜])s (3.4.1)
where m˜ runs over all integral columns with m˜ + v˜ = 0˜ and Q [x˜] = t x˜Q x˜. The right-hand side is
absolutely convergent for Re s > r/2. As mentioned in Section 3.2, it is known that Er(s; u˜, v˜; Q ) can
be continued analytically to the whole complex s-plane, entire for u˜ /∈ Zr and holomorphic except for
s = r/2, for u˜ ∈ Zr , where Er has a simple pole with the residue π r/2|Q |1/2Γ (r/2) .
We may take u˜ = t(u1,u2, . . . ,ur), 0 u j < 1, j = 1,2, . . . , r.
We know that the following inversion formula holds [17]:
e2π
√−1 t u˜·v˜∑
m˜
e−π Q [m˜+v˜]+2π
√−1 tm˜·u˜ = |Q |−1/2
∑
m˜
e−π Q −1[m˜−u˜]+2π
√−1 tm˜·v˜ (3.4.2)
where m˜ runs over all integral columns.
By Euler’s integral
π−sΓ (s)t−s =
∞∫
0
e−πtxxs−1 dx,
we have
π−sΓ (s)Er(s; u˜, v˜; Q ) =
∑
m˜+v˜ =0˜
e2π
√−1 tm˜·u˜
∞∫
0
e−πxQ [m˜+v˜]xs−1 dx (3.4.3)
for Re s > r/2. Put
m˜ =
(
m˜1
m
)
, u˜ =
(
u˜1
u
)
, v˜ =
(
v˜1
v
)
,
with columns m˜1, u˜1, v˜1 of size r − 1. Put
Q =
(
P q˜1
t q˜1 qrr
)
=
(
P 0˜1
t 0˜1 λ
)[(
Er−1 P−1q˜1
t 0˜1 1
)]
(3.4.4)
where P is a real symmetric matrix of size r −1, q˜1 and 0˜1 are columns of size r −1, Er−1 is the unit
matrix of size r − 1 and
λ = qrr − P−1[q˜1].
Then we have ∑
m˜
e−π Q [m˜+v˜] =
∑
m
e−πλ(m+v)2
∑
m˜
e−π P [m˜1+v˜1+P−1q˜1(m+v)]1
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∑
m˜1
e−π P [m˜1+v˜1+P−1q˜1(m+v)] = |P |−1/2
∑
m˜1
e−π P−1[m˜1]+2π
√−1 tm˜1(v˜1+P−1q˜1(m+v)],
by the inversion formula (3.4.2), the following formula is obtained:
∑
m˜
e−π Q [m˜+v˜]
= |P |−1/2
∑
m˜1
e−π P−1[m˜1]+2π
√−1 tm˜1·v˜1 ∑
m
e−πλ(m+v)2+2π
√−1 tm˜1·P−1q˜1(m+v). (3.4.5)
We put
v˜ = −√−1Q −1u˜, u˜ =
(
u˜1
u
)
, (3.4.6)
with a real r − 1 column u˜1 and u ∈ R. We have
Q −1 =
(
P−1 + λ−1P−1q˜1t q˜1P−1 −λ−1P−1q˜1
−λ−1t q˜1P−1 λ−1
)
and
Q −1u˜ = w˜ =
(
w˜1
w
)
with
w˜1 = P−1u˜1 + λ−1P−1q˜1t q˜1P−1u˜1 − uλ−1P−1q˜1, w = −λ−1t q˜1P−1u˜1 + uλ−1.
Then
v˜1 = −
√−1w˜1, v = −
√−1w. (3.4.7)
Put (3.4.6) into the left-hand side of (3.4.5). Then we have
∑
m˜
e−π Q [m˜+v˜] =
∑
m˜
e−π Q [m˜]+2π
√−1 tm˜·u˜+π t w˜1·u˜1+πuw . (3.4.8)
By (3.4.7), the right-hand side of (3.4.5) becomes
|P |−1/2
∑
m˜1
e−π P−1[m˜1]+2π
√−1 tm˜1·v˜1 ·
∑
m
e−πλ(m+v)2+2π
√−1 tm˜1 P−1q˜1(m+v)
= |P |−1/2
∑
m˜1
e−π P−1[m˜1]+2π tm˜1·w˜1
·
∑
e−πλm2+2π
√−1λmw+πλw2+2π√−1mtm˜1 P−1q˜1+2πw tm˜1 P−1q˜1 . (3.4.9)m
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m˜1 = 0˜1 and inversing the terms for m = 0 by the inversion formula (3.4.2), we have
∑
m˜
e−πxQ [m˜]+2π
√−1 tm˜·u˜
=
∑
m˜1
e−πxP [m˜1]+2π
√−1 tm˜1·u˜1 + x−(r−1)/2R1(u˜1,u; x) + x−(r−1)/2R2(u˜1,u; x) (3.4.10)
where
R1(u˜1,u; x) = |P |−1/2
∑
m =0
e−πxλm2−πx−1 P−1[u˜1]+2π
√−1m(u−t u˜1 P−1q˜1)
and
R2(u˜1,u; x) = |P |−1/2
∑
m˜1 =0˜1,m =0
e−πx−1 P−1[m˜1−u˜1]−πxλm2+2π
√−1m(u+( tm˜1− t u˜1)P−1q˜1).
Put
k1(s; u˜1,u) =
∞∫
0
R1(u˜1,u; x)xs−(r−1)/2−1 dx
and
k2(s; u˜1,u) =
∞∫
0
R2(u˜1,u; x)xs−(r−1)/2−1 dx.
Then the Mellin transform of (3.4.10) becomes
Er(s; u˜; 0˜; Q ) = Er−1(s; u˜1; 0˜1; P )
+ π
s
Γ (s)
k1
(
s − (r − 1)/2; u˜1,u
)+ π s
Γ (s)
k2
(
s − (r − 1)/2; u˜1,u
)
. (3.4.11)
We divide our computation into two cases.
(I) The case u˜1 = 0˜1. In this case,
k1
(
s − (r − 1)/2; 0˜1,u
)= |P |−1/2 Γ (s − (r − 1)/2)
π s−(r−1)/2λs−(r−1)/2
∑
m =0
e2π
√−1mu
|m|2s−r+1 .
Hence the second term of the right-hand side of (3.4.11) becomes, with ξ = e2π
√−1u ,
ϕ(s)Γ
(
s − r − 1
2
)(
ξζ(2s − r + 1;u;1) + ξ−1ζ(2s − r + 1;1− u;1)) (3.4.12)
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ϕ(s) = π
(r−1)/2
λs−(r−1)/2|P |1/2Γ (s)
and ζ(s;u; v) is deﬁned in (2.2.4).
First assume u = 0. The left-hand side of (3.4.11) is meromorphic with only pole of order 1 at
s = r/2. The residue at s = r/2 is π r/2|Q |1/2Γ (r/2) . The second term of the right-hand side of (3.4.1) is
equal to
2ϕ(s)Γ
(
s − (r − 1)/2)ζ(2s − r + 1).
Hence the second term on the right has a pole of order 1, at s = r/2, with residue π r/2|Q |1/2Γ (r/2) . Hence,
poles, at s = r/2, of the left and the right of (3.4.11) are canceled. Γ (s− (r −1)/2) in the second term
of the right-hand side has poles at s = −n + (r − 1)/2, for n = 0,1,2,3, . . . . The pole for n = 0 has
residue π
(r−1)/2
|P |1/2Γ ((r−1)/2) , since ϕ((r − 1)/2) = π
(r−1)/2
|P |1/2Γ ((r−1)/2) and ζ(0) = −1/2. It is canceled with the
pole at s = (r − 1)/2 of the ﬁrst term of the right. The poles of Γ (s− (r − 1)/2) of the second term at
s = −n + (r − 1)/2, n = 1,2,3, . . . vanish by ζ(2s − r + 1) = 0 for s = −n + (r − 1)/2, n = 1,2,3, . . . .
Next, assume u = 0. Then the left-hand side has no pole at s = r/2. Also the ﬁrst term on the right
has no pole there. Further, the second term on the right has no pole at s = r/2, by Proposition (2.2.6).
Poles at s = −n+ (r − 1)/2 with n = 0,1,2, . . . of Γ (s− (r − 1)/2) are canceled with 0 of ξζ(2s− r +
1;1; ξ) + ξ−1ζ(2s − r + 1;1; ξ−1) by Proposition (2.2.6).
Therefore the third term π
s
Γ (s) k2(s − (r − 1)/2; 0˜1,u) on the right is an entire function of s.
(II) The case u˜1 = 0˜.
The second term on the right-hand side of (3.4.11) is
π s
Γ (s)
k1
(
s − (r − 1)/2; u˜1,u
)= 2π s
Γ (s)|P |1/2λs−(r−1)/2
∞∑′
m=−∞
e2π
√−1m(u−t u˜1 P−1q˜1)
·
(
z
|m|
)s−(r−1)/2
Ks−(r−1)/2
(
2π |m|z)
= π
s
Γ (s)|P |1/2λs−(r−1)/2
(
z
(
s − (r − 1)/2; v; (λP−1[u˜1])1/2)
+ z(s − (r − 1)/2;−v; (λP−1[u˜1])1/2)), (3.4.13)
with
v = u − t u˜1P−1q˜1 and z =
√
λP−1[u˜].
Here z(s; v; z) is deﬁned in Deﬁnition (3.3.5). Hence by Proposition (3.3.9), the right-hand side of the
above is entire.
In this case, the left-hand side and the ﬁrst term of the right-hand side of (3.4.11) are entire. So,
the last term k2(s − (r − 1)/2; u˜1,u) is also entire.
Thus in (3.4.11), the ﬁrst three terms are entire functions of s. Hence we arrive at the following
(3.4.14) Proposition. Let u˜1 be a real column of size r − 1, u ∈ R and Q a positive deﬁnite, real symmetric
matrix of size r. Let P , λ and q˜1 be as in (3.4.4). Then
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Γ (s)
k2
(
s − (r − 1)/2; u˜1,u
)= π s
Γ (s)
|P |−1/2
∞˜∑′
(m˜1,m)=−∞˜
e2π
√−1m(u+ t (m˜1−u˜1)P−1q˜1)
·
∞∫
0
e−πx−1 P−1[m˜1−u˜1]−πxλm2xs−(r−1)/2−1 dx
is an entire function of s, where m˜1 runs over all Zr−1 except for 0˜1 .
By (3.4.10) and (3.3.7), it is easy to see that
k2
(
s − (r − 1)/2; u˜1,u
)
= 2|P |1/2λs−(r−1)/2−(r−1)/2
∞˜∑′
m˜1=−∞˜
∞∑′
m=−∞
e2π
√−1mv(m˜1) Ks−(r−1)/2(2π |m|z(m˜1))
|m|s−(r−1)/2
= 2|P |1/2λs−(r−1)/2
·
∞˜∑′
m˜1=−∞˜
{
z
(
s − (r − 1)/2; v(m˜1); z(m˜1)
)− z(s − (r − 1)/2;−v(m˜1); z(m˜1))}, (3.4.15)
with
v(m˜1) = u + t(m˜1 − u˜1)P−1q˜1 and z(m˜1) =
√
λP−1[m˜1 − u˜1].
Example. Consider the case r = 2, ( a b
b c
)
, |Q | = 1 and τ = b+
√−1
a = x+ y
√−1. Then (3.4.11) becomes
(∞,∞)∑′
(m1,m)=(−∞,−∞)
yse2π
√−1(m1u1+m2u)
|m1 +mτ |2s
=
∞∑′
m1=−∞
yse2π
√−1m1u1
|m1|2s
+ π
s y1/2
Γ (s)
∞∑′
m=−∞
∞∑
m1=−∞
e2π
√−1m(u+(m1−u1)x)
∞∫
0
e−π y(m1−u1)2/t−π ym2tts−1/2−1 dt
which coincides with the formula (53) of §28, [16, II]. Further, we have
(∞,∞)∑′
(m1,m)=(−∞,−∞)
yse2π
√−1(m1u1+m2u)
|m1 +mτ |2s
=
∞∑′
m1=−∞
yse2π
√−1m1u1
|m1|2s +
2π s
Γ (s)|P |1/2λ(s−1)/2
∞˜∑′
m˜ =−∞˜
∞∑′
m=−∞
e2π
√−1mv(m˜1) Ks−1/2(2π |m|z(m˜1))
|m|s−1/2
1
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∞∑′
m1=−∞
yse2π
√−1m1u1
|m1|2s
+ 2π
s
Γ (s)|P |1/2λs−1/2
∞˜∑
m˜1=−∞˜
{
z
(
s − 1/2; v(m˜1); z(m˜1)
)− z(s − 1/2;−v(m˜1); z(m˜1))}.
Now we shall examine k1(s − (r − 1)/2; u˜1,u) and k2(s − (r − 1)/2; u˜1,u) at s = r/2 to obtain the
constant term a0(r; u˜; 0˜; Q ) of Laurent expansion of Er(s; u˜; 0˜; Q ) at s = r/2 (u˜ = t(u˜1,u)).
(i) The case u˜ = 0˜.
We have, by (3.4.12),
π s
Γ (s)
k1
(
s − (r − 1)/2; 0˜1,0
)= 2π(r−1)/2λ(r−1)/2|P |1/2 Γ (s − (r − 1)/2)λsΓ (s) ζ(2s − r + 1).
Since it is known that, with Euler’s constant γ ,
Γ (1/2) = √π, Γ ′(1) = −γ and Γ ′(1/2) = −√π(γ + log2),
and, at s = r/2,
ζ(2s − r + 1) = 1/2
s − r/2 + γ + · · · ,
λ−s = λ−r/2 + λr/2 logλ · (s − r/2) + · · · ,
Γ (s − (r − 1)/2)
Γ (s)
=
√
π
Γ (r/2)
−
√
πΓ (r/2)(γ + 2 log2) − Γ ′(r/2)
Γ (r/2)2
(s − r/2) · · · ,
we have
π s
Γ (s)
k1
(
s − (r − 1)/2; 0˜1,0
)= π r/2
Γ (r/2)|P |1/2λ1/2
{
1
s − r/2 + γ −
Γ ′(r/2)
Γ (r/2)
− log4λ
}
. (3.4.16)
(ii) The case u˜ = 0˜. By (3.4.13) and Example in the last part of Section 3.3, we have, at s = r/2,
π s
Γ (s)
k1
(
s − (r − 1)/2; u˜1,u
)= π r/2
Γ (r/2)|Q |1/2
{
z(1/2; v; z) + z(1/2;−v; z)}
= π
r/2
Γ (r/2)|Q |1/2
∑
m=1
{
e2π
√−1m(v+z√−1 )
m
+ e
2π
√−1m(−v+z√−1 )
m
}
= − π
r/2
Γ (r/2)|Q |1/2 log
(
1− e2π
√−1ω(u˜1,u;Q ))(1− e−2π√−1ω¯(u˜1,u;Q ))
where
v = u − t u˜1P−1q˜1, z =
(
λP−1[u˜1]
)1/2
, ω(u˜1,u; Q ) = v + z
√−1
and ω¯ is the complex conjugate of ω.
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π s
Γ (s)
k2
(
s − (r − 1)/2; u˜1,u
)
= π
r/2
Γ (r/2)|Q |1/2
∑
m˜1 =0˜1
{
z(1/2; v; z) + z(1/2;−v; z)}
= − π
r/2
Γ (r/2)|Q |1/2
∑
m˜1 =0˜1
log
((
1− e2π
√−1ω(u˜1,u;m˜1;Q ))(1− e2π√−1ω¯(u˜1,u;m˜1;Q ))),
where
v = u + t(m˜1 − u˜1)P−1q˜1, z =
(
λP−1[m˜1 − u˜1]
)1/2
and
ω(u˜1,u;m˜1; Q ) = v + z
√−1.
Hence we obtain, by (3.4.11), the following main result:
(3.4.17) Theorem (Kronecker’s limit formula for Epstein’s zeta function). Let u˜ = ( u˜1
u
)
be a real column of
size r. Let Q be a real, positive deﬁnite symmetric matrix of size r. Assume
Q =
(
P 0˜
t 0˜ λ
)[(
Er−1 P−1q˜1
t 0˜ 1
)]
,
with a real symmetric matrix P of size r − 1, λ > 0 and a column q˜1 of size r − 1. Further put
ω(u˜1,u;m˜1; Q ) = u + t(m˜1 − u˜1)P−1q˜1 +
√−1(λP−1[m˜1 − u˜1])1/2,
with
ω(u˜1,u; Q ) = ω(u˜1,u; 0˜1; Q )
and
Kr−1(u˜1,u; Q ) = −
∑
m˜1 =0˜1
log
((
1− e2π
√−1ω(u˜1,u;m˜1;Q ))(1− e2π√−1ω¯(u˜1,u;m˜1;Q ))).
Let a0(r; u˜; 0˜; Q ) be the constant term of the Laurent or the Taylor expansion of Epstein’s zeta function
Er(s; u˜; v˜; Q ). Then
(i) for u˜ = 0˜,
a0(r; 0˜; 0˜; Q ) = Er−1(r/2; 0˜1; 0˜1; P ) + π
r/2
Γ (r/2)|Q |1/2
{
γ − Γ
′(r/2)
Γ (r/2)
− log(4λ)
}
+ π
r/2
Γ (r/2)|Q |1/2 Kr−1(0˜1,0; Q ),
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a0(r; u˜; 0˜; Q ) = Er−1(r/2; u˜1; 0˜1; P )
− π
r/2
Γ (r/2)|Q |1/2 log
(
1− e2π
√−1ω(u˜1,u;0˜1;Q ))(1− e−2π√−1ω¯(u˜1,u;0˜1;Q ))
+ π
r/2
Γ (r/2)|Q |1/2 Kr−1(u˜1,u; Q ).
Note. Kr−1(u˜1,u; Q ) can be viewed as a generalization of η-functions.
Now combining this theorem with Corollary (3.2.22), we have the following
(3.4.18) Theorem (The “s = 0”-version of Kronecker’s limit formula). Let u˜ = ( u˜1
u
)
, Q , P , λ, ω and Kr−1 be
the same as in Theorem (3.4.17). Then:
(i) The case u˜ = 0˜.[
∂
∂s
Er
(
s; 0˜, 0˜; Q −1)]
s=0
= |Q |
1/2Γ (r/2)
π r/2
Er−1(r/2; 0˜1; 0˜1; P ) + Kr−1(0˜1,0; Q ) − log
(
4π2λ
)
.
(ii) The case u˜ = 0˜.
log
Γ ∗r;2;1(u˜; Q −1)
ρ∗r;2;1(Q −1)
= |Q |
1/2Γ (r/2)
π r/2
Er−1(r/2;−u˜1; 0˜1; P )
− log((1− e2π√−1ω(−u˜1;−u;Q ))(1− e−2π√−1ω¯(−u˜1,−u;Q )))
+ Kr−1(−u˜1,−u; Q ).
Next we shall derive the formula combining gamma functions for degree r and degree r − 1. Here
we put
Q −1 =
(
A p˜1
t p˜1 a
)
=
(
A 0˜1
t 0˜1 μ
)[(
Er−1 A−1 p˜1
t 0˜1 1
)]
. (3.4.19)
Let v˜1 be a real column of size r − 1 with non-negative entries < 1. Put v˜ =
( v˜1
v
)
, v ∈ R, 0 v < 1.
In (3.4.1), use xQ −1, with x > 0, instead of Q . Then separate the sums for m = 0 and for m˜1 = 0˜1
in the right-hand side. Next, invert the sum for m = 0 by the inversion formula (3.4.2) for A. Lastly,
canceling the constant term of the sum of the left-hand side against the constant term of the sum for
m = 0 of the right-hand side, we have∑
m˜ =0˜
e−πxQ −1[m˜−v˜]
=
∑
m˜1 =0˜1
e−πxA[m˜1−v˜1+A−1 p˜1v]−πxμv2 + x−(r−1)/2|A|−1/2
∑
m =0
e−πxμ(m−v)2
+ x−(r−1)/2|A|−1/2
∑
m =0,m˜1 =0˜1
e−πxμ(m−v)2−πx−1A−1[m˜1]−2π
√−1 tm˜1(v˜1+A−1 p˜1(m−v)),
where
∑
m˜ =0˜ means the sum for m˜ over all Z
r−1, r  1, except for m˜ = 0˜.
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∑
m˜1 =0˜
{
A
[
m˜1 − v˜1 + A−1 p˜1v
]+ μv2}−s,
shows up if v = 0. So hereafter we assume v = 0. Now, for v = 0, the above formula becomes
∞˜∑
m˜=−∞˜
e−πxQ −1[m˜−v˜] =
∑
m˜1 =0˜1
e−πxA[m˜1−v˜1] + x−(r−1)/2|A|−1/2
∑
m =0
e−πxμm2
+ x−(r−1)/2|A|−1/2
∑
m =0,m˜1 =0˜1
e−πxμm2−πx−1A−1[m˜1]−2π
√−1 tm˜1(v˜1−A−1 p˜1m)
since
∞˜∑
m˜=−∞˜
e−πxQ −1[m˜−v˜] =
∞˜∑′
m˜=−∞˜
e−πxQ −1[m˜−v˜] + e−πxQ −1[v˜],
∞˜∑
m˜1=−∞˜
e−πxA[m˜1−v˜1] =
∞˜∑′
m˜1=−∞˜
e−π A[m˜1−v˜1] + e−πxA−1[v˜1],
and
Q −1[v˜] = A[v˜1].
Mellin transformation of the above gives, for Re s > r/2,
Er
(
s; 0˜;−v˜; Q −1)= Er−1(s; 0˜1;−v˜1; A) + 2π(r−1)/2Γ (s − (r − 1)/2)
μs−(r−1)/2Γ (s)|A|1/2 ζ(2s − r + 1)
+ π
s
Γ (s)
h
(
s − (r − 1)/2; v˜1; Q −1
)
(3.4.20)
with
(3.4.21) Deﬁnition.
h
(
s; v˜1; Q −1
)= |A|−1/2 ∑
m˜1 =0˜1,m =0
e−2π
√−1 tm˜1(v˜1−A−1 p˜1m)
∞∫
0
e−πx−1A−1[m˜1]−πxμm2xs−1 dx.
Then as in the case of Proposition (3.4.14), we have the following
(3.4.22) Proposition. Let v˜1 be a real column of size r − 1 and Q be a positive deﬁnite real symmetric matrix
of size r. Let A, μ and p˜1 be the same as in (3.4.19). Then h(s; v˜1; Q −1) is an entire function of s.
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By (3.3.6), we have, with z(m˜1) =
√
μA−1[m˜1],
∞∫
0
e−πx−1A−1[m˜1]−πxμm2xs−(r−1)/2−1 dx = 2
(
z(m˜1)
μm
)s−(r−1)/2
Ks−(r−1)/2
(
2π |m|z(m˜1)
)
.
Hence
h
(
s − (r − 1)/2; v˜1; Q −1
)= |A|−1/2 ∑
m˜1 =0˜1
e2π
√−1 tm˜1 v˜1 ∑
m =0
e−2π
√−1 tm˜1A−1 p˜1m
·
∞∫
0
e−πx−1A−1[m˜1]−πxμm2xs−(r−1)/2−1 dx
= |A|−1/2 2
μs−(r−1)/2
∑
m˜1 =0˜1
e2π
√−1 tm˜1 v˜1 z(m˜1)s−(r−1)/2
·
∑
m =0
e−2π
√−1mtm˜1A−1 p˜1
|m|s−(r−1)/2 Ks−(r−1)/2
(
2π |m|z(m˜1)
)
= |A|−1/2 1
μs−(r−1)/2
∑
m˜1 =0˜1
(
z
(
s − (r − 1)/2; tm˜1A−1 p˜1; z(m˜1)
)
+ z(s − (r − 1)/2;− tm˜1A−1 p˜1; z(m˜1))).
(3.4.23) Theorem. Let Q be a positive deﬁnite real symmetric matrix. Let A, p˜1 , μ be the same as in (3.4.19).
For a v˜1 ∈ Rr−1 , put v˜ = t(v˜1,0).
Let h(s; v˜1; Q −1) be the entire function of s deﬁned above. Then
(i) r = 2k + 1,
log
Γ ∗2k+1;2;1(−v˜; Q −1)
ρ∗2k+1;2;1(Q −1)
= log Γ
∗
2k;2;1(−v˜1; A)
ρ∗2k;2;1(A)
+ 2(−1)
k(πμ)k
k!|A|1/2 ζ
′(−2k) + h(−k; v˜1; Q −1),
(ii) r = 2k,
log
Γ ∗2k;2;1(−v˜; Q −1)
ρ∗2k;2;1(Q −1)
= log Γ
∗
2k−1;2;1(−v˜1; A)
ρ∗2k−1;2;1(A)
− Γ (1/2− k)(μπ)
(r−1)/2B2k
|A|1/2k
+ h(1/2− k; v˜1; Q −1),
where ζ ′(s) = ∂
∂s ζ(s).
Proof. We shall compute [ ∂
∂s {(3.4.20)}]s=0 in three steps: (Step I), (Step II) and (Step III).
(Step I) For the left-hand side and the ﬁrst term of the right-hand side of (3.4.20), we have, by
deﬁnition,
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∂
∂s
Er
(
s; 0˜;−v˜; Q −1)]
s=0
= log Γ
∗
r;2;1(−v˜; Q −1)
ρ∗r;2;1(Q −1)
and
[
∂
∂s
Er−1(s; 0˜1;−v˜1; A)
]
s=0
= log Γ
∗
r−1;2;1(−v˜1; A)
ρ∗r−1;2;1(A)
.
(Step II) We shall compute [ ∂
∂s (the second term of the right of (3.4.20))]s=0.
We have
2π(r−1)/2Γ (s − (r − 1)/2)
μs−(r−1)/2Γ (s)|A|1/2 =
μ(r−1)/2π(r−1)/2
|A|1/2 ·
Γ (s − (r − 1)/2)
μsΓ (s)
and
∂
∂s
(
Γ (s − (r − 1)/2)
μsΓ (s)
ζ(2s − r + 1)
)
= ∂
∂s
(
Γ (s − (r − 1)/2)
μsΓ (s)
)
ζ(2s − r + 1) + Γ (s − (r − 1)/2)
μsΓ (s)
∂
∂s
ζ(2s − r + 1). (3.4.24)
Consider the last term of the right-hand side of this. If r is odd, put r = 2k + 1. Then Γ (s−k)μsΓ (s) goes to
(−1)k
k! as s → 0.
Hence
Γ (s − (r − 1)/2)
μsΓ (s)
∂
∂s
ζ(2s − r + 1) goes to (−1)
k
k!
∂
∂s
(
ζ(−2k)).
If r is even, then it is easy to see
Γ (s − (r − 1)/2)
μsΓ (s)
∂
∂s
ζ(2s − r + 1) → 0, for s → 0.
To compute the ﬁrst term of the right of (3.4.24), we rewrite it as
∂
∂s
(
Γ (s − (r − 1)/2)
μsΓ (s)
)
= Γ (s − (r − 1)/2)
μsΓ (s)
(
Γ ′(s − (r − 1)/2)
Γ (s − (r − 1)/2) −
Γ ′(s)
Γ (s)
− logμ
)
. (3.4.25)
First assume r is odd. Put r = 2k + 1. Then (3.4.25) becomes
Γ (s − k)
μsΓ (s)
(
Γ ′(s − k)
Γ (s − k) −
Γ ′(s)
Γ (s)
− logμ
)
.
This converges to a ﬁnite value, because the terms of Γ
′(s−k)
Γ (s−k) and
Γ ′(s)
Γ (s) , going to ∞ for s → 0, are
canceled by
Γ ′(s)
Γ (s)
= −γ − 1
s
−
∞∑( 1
s + n −
1
n
)
. (3.4.26)n=1
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[
∂
∂s
(
π(r−1)/2Γ (s − (r − 1)/2)
μs−(r−1)/2Γ (s)|A|1/2
)]
ζ(2s − r + 1) → 0 for s → 0.
Next assume r is even. Put r = 2k. Then the right-hand side of (3.4.25) becomes
Γ (s + (1/2) − k)
μsΓ (s)
(
Γ ′(s + (1/2) − k)
Γ (s + (1/2) − k) − logμ
)
− Γ (s + (1/2) − k)
μsΓ (s)
· Γ
′(s)
Γ (s)
. (3.4.27)
The formula inside ( ) is of ﬁnite value for s = 0. Hence the ﬁrst term of (3.4.27) tends to 0 as s → 0.
The second term of (3.4.27) equals
Γ (s + (1/2) − k)
μsΓ (s + 1) s
Γ ′(s)
Γ (s)
.
Here s Γ
′(s)
Γ (s) goes to −1 as s → 0 by (3.4.26). Hence the second term of (3.4.27) goes to Γ (1/2 − k).
Since ζ(1− 2k) = − B2k2k , we have, for r = 2k,
[
∂
∂s
(
π(r−1)/2Γ (s − (r − 1)/2)
μs−(r−1)/2Γ (s)|A|1/2
)]
ζ(2s − r + 1) → − (μπ)
(2k−1)/2Γ (1/2− k)B2k
|A|1/2k
for s → 0.
(Step III) Finally we compute
[
∂
∂s
(
the last term of (3.4.20)
)]
s=0
=
[
∂
∂s
(
1
Γ (s)
)
π sh
(
s − (r − 1)/2; v˜1; Q −1
)
+ 1
Γ (s)
∂
∂s
(
π sh
(
s − (r − 1)/2; v˜1; Q −1
))]
s=0
.
We have
∂
∂s
(
1
Γ (s)
)(
π sh
(
s − (r − 1)/2; v˜1; Q −1
))
= − Γ
′(s)
Γ (s)2
(
π sh
(
s − (r − 1)/2; v˜1; Q −1
))→ h(−(r − 1)/2; v˜1; Q −1)
as s → 0. This is because, by (3.4.26),
Γ ′(s)
Γ (s)2
→ −1, as s → 0
and
1
Γ (s)
∂
∂s
(
π sh
(
s − (r − 1)/2; v˜1; Q −1
))→ 0, as s → 0,
since
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∂s
(
π sh
(
s − (r − 1)/2; v˜1; Q −1
))
has a deﬁnite value at s = 0. Altogether, we obtain the theorem. 
Note that for r even, h(s − (r − 1)/2; v˜1; Q −1), s ∈ Z, has a relatively simple representation, by
Deﬁnition (3.3.5). In fact, with
r = 2k, x(m˜1) = tm˜1A−1 p˜1, z(m˜1) =
√
μA−1[m˜1],
ω
(
m˜1; Q −1
)= x(m˜1) + √−1z(m˜1),
we have
h
(
1/2− k; v˜1; Q −1
)= |A|−1/2μk−1/2
2
∑
m˜1 =0˜1
{
e−2π
√−1 tm˜1 v˜1z
(
1/2− k; tm˜1A−1 p˜1;
√
μA−1[m˜1]
)
+ e2π
√−1 tm˜1 v˜1z
(
1/2− k;− tm˜1A−1 p˜1;
√
μA−1[m˜1]
)}
= |A|−1/2μ
k−1/2
2
k−1∑
l=0
(k + l − 1)!
(4π)ll!(k − l − 1)!
∑
m˜1 =0˜1
1
z(m˜1)
·
∞∑
m=1
e−2π
√−1 tm˜1 v˜1+2πm
√−1ω(m˜1;Q −1) + e2π
√−1 tm˜1 v˜1−2πm
√−1ω¯(m˜1;Q −1)
ml−k+1
.
Example (r = 2). We compute (ii) of Theorem (3.4.23) for r = 2. Consider the case r = 2, k = 1 and
Q −1 =
(
c −b
−b a
)
=
(
c 0
0 1/c
)[(
1 −b/c
0 1
)]
, A = c, μ = 1/c, v˜ = t(v,0),
x(m˜1) = (−b/c)m1, z(m˜1) = |m1|/c, ω(m1) = −m1b/c + |m1|
√−1/c,
τ = (−b + √−1 )/c, τ − τ¯ = 2√−1/c.
Then
h
(−1/2; v; Q −1)= ∞∑
m=1
∞∑
m1=1
1
m1
[
e2π
√−1m1(−v+mτ ) + e2π
√−1(−v−mτ¯ )
+ e2π
√−1m1(v+mτ ) + e2π
√−1m1(v−mτ¯ )]
= −
∞∑
m=1
[
log
(
1− e2π
√−1(−v+mτ ))(1− e2π√−1(−v−mτ¯ ))
· (1− e2π√−1(v+mτ ))(1− e2π√−1(v−mτ¯ ))]
= − log
[
eπ
√−1(τ−τ¯ )/12
·
∣∣∣∣
∏∞
m=1(1− e2π
√−1(v+mτ ))(1− e−2π
√−1(v−mτ ))(1− e2π
√−1mτ )
η(τ )
∣∣∣∣
2]
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6c
− π
2c
+ 2 log(2 sinπ v) − log
∣∣∣∣ϑ1(v, τ )η(τ )
∣∣∣∣
2
,
E1(s;0;−v; c) =
∞∑
m=−∞
1
(c(−v +m)2)s =
1
cs
ζ(2s; v) + 1
cs
ζ(2s;1− v),
log
Γ ∗1;2;1(−v; c)
ρ∗1;2;1(c)
=
[
∂
∂s
E1(s;0;−v1; c)
]
s=0
= 2 logΓ (v)Γ (1− v) − 2 log2π
= −2 log(2 sinπ v),
log
Γ ∗2;2;1(−v˜; Q −1)
ρ∗2;2;1(Q −1)
= − log
∣∣∣∣ϑ1(v, τ )η(τ )
∣∣∣∣
2
.
This coincide with (3.2.9) for u1 = v,u2 = 0,w = u.
Example (r = 3). Consider the case k = 1, r = 3 in (i) of Theorem (3.4.23). We have
log
Γ ∗3;2;1(v˜; Q −1)
ρ∗3;2;1(Q −1)
= log Γ
∗
2;2;1(−v˜1; A)
ρ∗2;2;1(A)
− 2πμ|A|1/2 ζ
′(−2) + h(−1; v˜1; Q −1), (3.4.28)
where
Q −1 =
(
A p˜1
t p˜1 d
)
=
(
A 0˜1
t 0˜1 μ
)[(
E2 A−1 p˜1
t 0˜1 1
)]
.
We take |A| = 1. Hence μ = |Q |−1 and
A =
(
c −b
−b a
)
=
(
c 0
0 1/c
)[(
1 −b/c
0 1
)]
, v˜ = (v˜1,0), v˜1 = (v,0).
By the above Example (r = 2),
log
Γ ∗2;2;1(−v˜1; A)
ρ∗2;2;1(A)
= − log
∣∣∣∣ϑ1(v, τ )η(τ )
∣∣∣∣
2
and
h
(−1; v˜1; Q −1)= |Q |−1/2 ∑
m˜1 =0˜1
(
z
(−1; tm˜1A−1 p˜1; z(m˜1))+ z(−1;−tm˜A−1 p˜1; z(m˜1)))
= 2|Q |−1/2
∑
m˜1 =0˜1
e2π
√−1 tm˜1 v˜1
z(m˜1)
∑
m =0
e−2π
√−1m·tm˜1A−1 p˜1
|m|−1 K−1
(
2π |m|z(m˜1)
)
= 2|Q |1/2
∑
m˜1 =0˜1
e2π
√−1 tm˜1 v˜1√
cm21 − 2bm1m2 + am21
·
∑
m =0
|m|e−2π
√−1m·tm˜1A−1 p˜1 K−1
(
2π |m|z(m˜1)
)
.
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z(m˜1) =
√
μA−1[m˜1] =
√
cm21 − 2bm1m2 + am22
ac − b2 .
By (ii) of Corollary (3.2.22),
(3.4.28) is equal to
a0(3;−v˜, 0˜; Q )
a−1(3; 0˜, 0˜; Q )
.
Hence
a0(3;−v˜, 0˜; Q ) = − π
3/2
|Q |1/2Γ (3/2) log
Γ ∗3,2,1(−v˜; Q −1)
ρ∗3,2,1(Q −1)
= − π
3/2
|Q |1/2Γ (3/2) log
∣∣∣∣ϑ1(v, τ )η(τ )
∣∣∣∣
2
− 2π
5/2μ3/2
Γ (3/2)
ζ ′(−2)
+ π
3/2
|Q |1/2Γ (3/2)h
(−1; v˜1; Q −1).
This is Kronecker’s limit formula for Epstein’s zeta function for a positive quadratic form of three
variables.
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