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We compute the spin-orbit torque in a transition metal heterostructure using Slater-Koster pa-
rameterization in the two-center tight-binding approximation and accounting for d-orbitals only.
In this method, the spin-orbit coupling is modeled within Russel-Saunders scheme, which enables
us to treat interfacial and bulk spin-orbit transport on equal footing. The two components of the
spin-orbit torque, dissipative (damping-like) and reactive (field-like), are computed within Kubo
linear response theory. By systematically studying their thickness and angular dependence, we were
able to accurately characterize these components beyond the traditional ”inverse spin galvanic” and
”spin Hall” effects. Whereas the conventional field-like torque is purely interfacial, we unambigu-
ously demonstrate that the conventional the damping-like torque possesses both an interfacial and
a bulk contribution. In addition, both field-like and damping-like torques display substantial an-
gular dependence with strikingly different thickness behavior. While the planar contribution of the
field-like torque decreases smoothly with the nonmagnetic metal thickness, the planar contribution
of the damping-like torque increases dramatically with the nonmagnetic metal thickness. Finally,
we investigate the self-torque exerted on the ferromagnet when the spin-orbit coupling of the non-
magnetic metal is turned off. Our results suggest that the spin accumulation that builds up inside
the ferromagnet can be large enough to induce magnetic excitations.
I. INTRODUCTION
Current-driven spin-orbit torques have become a
prodigal area of research in the past ten years1,2. This
magnetic torque enables the electrical control of ferro-
magnets using spin densities generated through angular
momentum transfer between the orbital and spin degrees
of freedom3,4. Understanding the physical origin of the
torques, their symmetries and materials dependence has
been the subject of intense collaborations between exper-
imentalists and theorists. From the theory standpoint,
several mechanisms have been identified, among which
spin Hall effect5, inverse spin galvanic effect6–8 (also
called Rashba-Edelstein effect), spin swapping9–11, inter-
facial spin precession12,13 etc. In spite of these efforts,
important questions remain to be answered as experi-
mental data point toward complex thickness, angular and
temperature dependences14–18. Although initial oversim-
plified theories attributed the dissipative ”damping-like”
component of the torque (even under time reversal) to
spin Hall effect19,20 and the reactive ”field-like” compo-
nent (odd under time reversal) to the inverse spin gal-
vanic effect6,21, this crude picture has been severely ques-
tioned by the most recent experiments. It remains un-
clear whether the torque components can be solely at-
tributed to spin Hall effect, inverse spin galvanic effect,
or a combination of both. In addition, a recent series of
experiments22–24 have identified unexpected torque com-
ponents that are attributed to mechanisms beyond spin
Hall and inverse spin galvanic effects11–13. A detailed
discussion on these open questions can be found in Ref.
2.
In order to properly characterize and predict the
behavior of spin-orbit torques in heterostructures, the
model should be both comprehensive and transparent.
As a matter of fact, such a model should ideally ac-
count for the realistic band structure of the heterostruc-
ture to treat bulk and interfacial spin-orbit effects on
equal footing. But it should also be able to provide gen-
eral trends that can serve as guidelines to experiments.
To date, most models have addressed only certain as-
pects of the spin-orbit torques such as the interfacial in-
verse spin galvanic through model Hamiltonians6–8,25–28
or spin Hall effect either through drift-diffusion or Boltz-
mann transport equation20,29. Whereas these approaches
are quite transparent, their main limitation is their in-
ability to treat both interface and bulk effects altogether
and in particular the neglect of interfacial orbital hy-
bridization that is known to be crucial in transition
metal multilayers30–32. The common denominator be-
tween spin Hall and inverse spin galvanic effects is that
they both stem from non-equilibrium orbital currents33,34
or densities35 that involve specific admixture of atomic
orbitals. Consequently, the proper modeling of spin-orbit
effects in heterostructures beyond the Rashba and spin
Hall phenomenologies requires a multi-orbital scheme.
To date, the most accurate approach to compute multi-
orbital transport properties is to rely on density func-
tional theory. This approach has been used exten-
sively to compute spin and anomalous Hall effects in
the bulk36–39, and has been recently extended to com-
pute spin transport in heterostructures (e.g., Ref. 40).
Various techniques have been proposed including Wan-
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2nier interpolation of the band structure41–44, Korringa-
Kohn-Rostoker method45,46, or real space Hamiltonian
with tight-binding linear muffin-tin orbitals47,48. While
the first two methods are well adapted to compute Kubo-
Streda formula, the latter is suitable for two-terminal
simulations, following the Landauer-Bu¨ttiker scheme.
These different methods present the crucial advantage of
modeling accurately the orbital hybridization across the
whole structure. They are however computationally in-
tensive, which makes them hardly adapted for systematic
investigations (such as thickness dependence).
From this standpoint, developing a multi-orbital tight-
binding model is an interesting option as it reduces the
size of the matrices to deal with numerically49,50. When
interfaced with density functional theory, this method
enables the accurate simulation of magnetic51 as well as
transport properties33 in bulk materials. Using this ap-
proach, the intrinsic contribution to spin Hall effect has
been computed in various materials (semiconductors52,
transition metals33,53,54, topological insulators55, Weyl
semimetals39 etc.) using the zero-temperature Berry cur-
vature formula. Unfortunately, these results are only
valid for vanishing disorder in the bulk, and cannot be
transposed to experimentally relevant setup where injec-
tion through interface dominate5. To properly compute
spin-charge conversion processes and spin-orbit torque,
one needs to model the full heterostructure, including
the interface40,41. Recently, we applied this approach to
a heterostructure made of a topological insulator capped
with a (ferro- or antiferro-) magnetic material56,57. In
this work, each unit cell is modeled by a 4×4 Hamil-
tonian matrix regularized on a cubic lattice58. Although
quite crude, this approximation allowed us to model spin-
orbit torque in various transport regimes and determine
the minor role of spin Hall effect in these structures.
In the present work, we use a multi-orbital tight-
binding model to compute the spin-orbit torque in tran-
sition metal heterostructures. Whereas this method does
not provide the accurate band structure obtained by den-
sity functional theory, it retains the most prominent fea-
tures of the density of states, atomic spin-orbit coupling
and interfacial orbital hybridization. It is also more flexi-
ble and computationally efficient, allowing for systematic
characterization of the non-equilibrium properties of the
heterostructure. In particular, we investigate the thick-
ness and angular dependences of the torque components
and obtain a large ”planar” damping-like torque. We
also investigate the nature of the self-torque, i.e. the
spin-orbit torque taking place in the ferromagnet itself,
and demonstrate that it can be substantial in spite of the
large magnetic exchange59,60.
II. MODEL AND FORMALISM
In this section, we first introduce a toy model to discuss
how the interfacial orbital mixing gives rise to ”Rashba-
like” spin-orbit coupling. Then, we describe the tight-
FIG. 1. (Color online) Schematics of the diatomic chain
model. The atoms of the bottom chain (gray) possess both
pz (a) and px (b) orbitals, while the atoms of the top chain
has only pz orbitals. The phase acquired by Bloch electrons
hopping from one orbital to the other is also given.
binding model of the heterostructure, and finally we ex-
pose the formalism we use to compute the transport prop-
erties.
A. Interfacial spin splitting with p and d orbitals
In centrosymmetric materials, such as the transition
metals we consider in this work, the spin Hall effect
occurring in the bulk is usually attributed to intrinsic
origin61,62, i.e. to the Berry curvature of the wave func-
tions. Following the scenario established by Tanaka et
al.33,34,63, Berry curvature in momentum space creates
an orbital Hall current, which is spin-polarized by turn-
ing on the atomic spin-orbit coupling. In contrast, lit-
tle is known about the orbital origin of the interfacial
”Rashba” spin-orbit coupling. Since the early works
on this topic64–66, it was proposed that upon inversion
symmetry breaking, the spin-orbit coupling experienced
by the Bloch electrons acquires a momentum-dependent
Zeeman energy term, usually written
HR = αRσˆ · (pˆ× z), (1)
where αR is called the Rashba parameter. In their pi-
oneering work, Petersen and Hedeg˚ard67 considered the
Rashba spin splitting of Au (111) surface and proposed
that the surface potential facilitates the admixture be-
tween pz and px,y orbitals. This hybridization results in
Rashba spin-orbit coupling when atomic spin-orbit cou-
pling is turned on. A similar idea was put forward by
Bihlmayer et al.68, suggesting that inversion symmetry
breaking promotes the admixture between l and l ± 1
orbitals. In this section, we wish to provide an explicit
derivation of this effect and establish a direct connec-
tion between orbital mixture due to inversion symmetry
breaking and Rashba-like spin-orbit coupling.
Let us consider a chain of atoms, extended along x
and with all three px, py and pz orbitals. We can dis-
card the py orbitals from our discussion right away since
they don’t couple to either px, or pz. We now break the
inversion symmetry by coupling this chain with another
3chain of atoms with only pz orbitals. The system is de-
picted on Fig. 1(a) and (b). The atoms of the bottom
chain (with both px and pz) are represented in gray and
the atoms of the top chain (with pz only) are in light
blue. In the two-center tight-binding approximation and
the {ptz,pbz,pbx} basis, the Hamiltonian of this diatomic
chain reads
Hchain =
 εtk Vzz VzxVzz εzk 0
V ∗zx 0 ε
x
k
 . (2)
Here pην refers to the ν-th orbital of the top (η = t)
or bottom chain (η = b), Vzz = (Vσ + Vpi) cos kxa/2 and
Vzx = −i(Vσ−Vpi) sin kxa/2, Vσ,pi being the Slater-Koster
hopping integrals69. In order to keep our result analyt-
ically tractable, we assume that εzk = ε
x
k. Then, we end
up with three bands with dispersion,
ε0k = ε
z
k, ε
±
k =
εtk + ε
z
k
2
± 1
2
∆k, (3)
with ∆k =
√
(εtk − εzk)2 + 4(|Vzz|2 + |Vzx|2). The corre-
sponding eigenstates read
|0〉 = 1√|Vzz|2 + |Vzx|2 (−Vzx|pbz〉+ Vzz|pbx〉) , (4)
|+〉 = cosχ|ptz〉+
sinχ√|Vzz|2 + |Vzx|2 (Vzz|pbz〉+ V ∗zx|pbx〉) ,(5)
|−〉 = − sinχ|ptz〉+
cosχ√|Vzz|2 + |Vzx|2 (Vzz|pbz〉+ V ∗zx|pbx〉) ,
(6)
where cos 2χ = (εtk − εzk)/∆k. We now evaluate the
orbital momentum on the bottom chain, and using
〈pbx|L|pbz〉 = iy, we get
〈0|L|0〉 = − 2Im [VzzV
∗
zx]√|Vzz|2 + |Vzx|2y, (7)
〈+|L|+〉 = sin2 χ 2Im [VzzV
∗
zx]√|Vzz|2 + |Vzx|2y, (8)
〈−|L|−〉 = cos2 χ 2Im [VzzV
∗
zx]√|Vzz|2 + |Vzx|2y, (9)
where 2Im [VzzV
∗
zx] = [(Vσ)
2 − (Vpi)2] sin kxa. This toy
model shows that, due to the lack of inversion symmetry,
the eigenstates of the diatomic chain acquire an orbital
momentum that is odd in linear momentum k. This orbit-
momentum locking results in orbital Edelstein effect35,
i.e. the electrical generation of an orbital magnetic mo-
ment.
When atomic spin-orbit coupling is turned on, the spin
momentum of the Bloch electron aligns on its orbital mo-
mentum. Therefore, in the {|0〉, |+〉, |−〉} basis, the spin-
diagonal Hamiltonian of these Bloch states acquires an
off-diagonal contribution,
〈ξsoL · σˆ〉 =Mso [(Vσ)
2 − (Vpi)2] sin kxa√
[Vσ)2 + (Vpi)2 + 2VσVpi cos kxa
σˆy,
(10)
FIG. 2. (Color online) (a) Schematics of the bcc heterostruc-
ture composed of a ferromagnetic metal (blue) deposited on
top of a nonmagnetic metal (gray). For simplicity, we con-
sider that both metals possess the same lattice parameter. (b)
Hopping parameters at the interface between the ferromagnet
and the nonmagnetic metal. t1 stands for the nearest neigh-
bor hopping and t2 stands for the second nearest neighbor
hopping.
where σˆ is the vector of Pauli spin matrices, andMso =
Diag(−ξtso, ξbso sin2 χ, ξbso cos2 χ), Diag(...) being the di-
agonal matrix and ξηso the spin-orbit coupling energy of
the η-th chain (η = t, b). This Hamiltonian explicitly
connects the linear momentum kx with the spin momen-
tum σy, resulting in Rashba and Dzyaloshinskii-Moriya
effects70. This model can be straightforwardly extended
to higher dimensions and higher order orbitals (d, f etc.).
In the case of a transition metal interface, the orbital ad-
mixture required to obtain a spin density along Sy for an
electron propagating along x is typically dxy-dyz, dzx-dz2
or dzx-dx2−y2 . A microscopic model of spin-orbit effects
at interfaces should a minima contain these orbitals.
B. Tight-binding model of the heterostructure
We now move on to the description of the tight-binding
model of our transition metal heterostructure, depicted
on Fig. 2(a). This heterostructure consists of two adja-
cent metallic slabs with bcc crystal structure along the
(001) direction, possessing the same lattice parameter.
Each metallic slab is constituted of monolayers stacked
on top of each other. Considering the ten d-orbitals,
each monolayer adopts a square lattice described by the
Hamiltonian
Hmono =

γkxy 0 0 t
k
xy,z2 0
0 γkyz t
k
zx,yz 0 0
0 tk,∗zx,yz γ
k
zx 0 0
tk,∗xy,z2 0 0 γ
k
z2 0
0 0 0 0 γkx2−y2
 (11)
where the parameters γkν and t
k
µ,ν are given explicitly
in the Appendix. This Hamiltonian is written in the
basis {dxy,dyz,dzx,dz2 ,dx2−y2}. This form is valid for
4V 1σ V
1
pi V
1
δ V
2
σ V
2
pi V
2
δ
FM -0.618 0.37 -0.035 -0.37 0.08 0.01
NM -1.61 0.71 0.034 -0.99 -0.17 0.12
FM/NM -1.11 0.54 -0.001 -0.68 -0.046 0.066
εxy,yz,zx εz2,x2−y2 ∆xy,yz,zx ∆z2,x2−y2 ξsoc
FM 12.8 12.5 1.85 1.73 0.065
NM 13.16 11.66 0 0 0.367
TABLE I. Slater-Koster parameters used to model the
FM/NM heterostructure and extracted from Ref. 50. The
parameters are given in eV.
each spin species, so that the spin-dependent Hamilto-
nian reads Hmono ⊗ σˆ0. In addition, we define the ex-
change Hamiltonian, Hex, as
Hex = 1
2
Diag
(
∆xy,∆yz,∆zx,∆z2 ,∆x2−y2
)⊗ σˆ ·m.
(12)
Here ∆ν is the exchange energy of the ν-th d orbital
and m is the ferromagnetic order parameter. Hence, the
Hamiltonian for a square lattice monolayer is a 10×10
matrix. In addition, one needs to account for the spin-
orbit coupling matrix,
Hsoc = ξso

0 iσˆy −iσˆx 0 2iσˆz
−iσˆy 0 iσˆz −i
√
3σˆx −iσˆx
iσˆx −iσˆz 0 i
√
3σˆy −iσˆy
0 i
√
3σˆx −i
√
3σˆy 0 0
−2iσˆz iσˆx iσˆy 0 0
 .
(13)
The Hamiltonian of a monolayer is therefore
H0 = Hmono ⊗ σˆ0 +Hex +Hsoc. (14)
This monolayer is connected to the top nearest monolayer
by the matrix T1 whose elements are the nearest neighbor
hopping parameters tz,kµ,ν between orbital dµ in the bot-
tom layer and orbital dν in the top layer. The connection
to the second top nearest monolayer is accounted for by
the matrix T2. The elements of both matrices are given
explicitly in the Appendix. The Hamiltonian of one bcc
slab is then defined
Hlayer =

H0 T1 T2 0
T †1 H0 T1 T2
. . .
T †2 T †1 H0 T1
. . .
0 T †2 T †1 H0
. . .
. . .
. . .
. . .
. . .

. (15)
The matrix elements of Hmono, T1 and T2 are written
in terms of the two-site Slater-Koster parameters (see
Appendix) given for each slab in Table I. We adopt the
parameters computed by Papaconstantopoulos50 for bulk
bcc Fe and bcc W. The lattice parameter of both slabs
is set to that of bulk bcc W, a0 = 3.155 A˚, imposing
9% lattice mismatch with bcc Fe whose bulk lattice pa-
rameter is 2.866 A˚. Notice that the onsite energies of
the ferromagnetic orbitals are rigidly shifted by an offset
ε0 compared to their value in bulk Fe in order to allow
for band structure alignement between the ferromagnetic
and nonmagnetic metals (see below). With these param-
eters, we determine the Hamiltonian for the nonmagnetic
(NM) and ferromagnetic (FM) slabs, HNM and HF.
Finally, the heterostructure is obtained by stitching the
two individual slabs together.
H =
(
HF TFN
T †FN HNM
)
(16)
The hopping matrix TFN is simply given by T1 and
T2 adopting the parameters of Table I. In the absence
of further knowledge, the hopping parameters between
the highest nonmagnetic layer and the lowest magnetic
layer are taken as the average of the bulk hopping pa-
rameters of Fe and W. Ideally, one would need to fit
the tight-binding parameters to the band structure of
the heterostructure computed self-consistently from first
principles51, which remains out of the scope of the present
work but constitutes an appealing development of the
present work. Indeed, we emphasize that the nonmag-
netic transition metal is expected to acquire interfa-
cial magnetization by proximity with the ferromagnetic
metal31. This induced magnetization is neglected in our
model because our tight-binding parameters are that of
the bulk materials. Nevertheless, a previous first princi-
ples investigation of the Pt/Co(111) interface has shown
that such an induced magnetization has minor effect on
the spin-orbit torque (see Fig. 7 in Ref. 40).
Considering the numerous approximations we took
(first and second nearest neighbor hopping only, no self-
consistent computation of the interfacial and exchange
potentials, constrained lattice parameter, neglect of s
and p orbitals, etc.), we do not expect our tight-binding
model to accurately represent a realistic Fe/W bilayer.
Nonetheless, we benchmarked our tight-binding model
against the density of states of a Fe/W bilayer com-
puted by density functional theory in order to enforce
its reliability. These simulations have been conducted
using Vienna ab initio simulation package (VASP)71,72
with PAW-PBE GGA pseudopotentials73,74. The struc-
ture has been relaxed until forces on all the atoms go
below 0.001 eV/A˚ allowing both the atomic coordinates
and lattice vectors to change. We have used an energy
cut off of 500 eV. For self consistent cycles we have used
a 16×16×1 k-mesh and for the density of states, we have
used a 24×24×1 k-mesh. We have neglected the effect of
spin-orbit coupling and conducted a spin-polarized cal-
culation as we are interested in spin-resolved density of
states. Including spin-orbit coupling does not make any
drastic change in the total density of states.
The first principles density of states of Fe(5)/W(7) pro-
jected on the d-orbitals only is reported on Fig. 3(a)
5FIG. 3. (Color online) Spin-resolved density of states of
Fe(5)/W(7) projected on the d-orbitals and calculated by
(a) density functional theory and (b) our tight-binding model
(with Γ = 10 meV). The blue shaded region corresponds to W
(nonmagnetic layer) while the red shaded region corresponds
to Fe (magnetic layer). The vertical dashed lines in (b) cor-
respond to two cases of interest discussed in Section III A.
together with the density of states obtained for our
FM(5)/NM(7) system [Fig. 3(b)]. The figures in paren-
thesis indicate the number of monolayers, and the density
of states is defined − 1pi Im[GˆR], where GˆR = (ε−H+ iΓ)
is the retarded Green’s function and Γ is the homoge-
neous broadening. The tight-binding density of state in
Fig. 3(b) is obtained for a rigid energy shift ε0 = 3.1
eV, and the Fermi energy is fixed at 14 eV in order to
qualitatively reproduce the balance between up and down
Fermi electrons obtained by VASP. With these parame-
ters, the total number of electrons in the ferromagnetic
and nonmagnetic metals are nFM↑ = 4.6, n
FM
↓ = 2.34 and
nNM↑ + n
NM
↓ = 4.73.
We immediately observe a number of differences be-
tween the two densities of states in terms of bandwidth
and peak position. These differences are attributed to the
crude approximations of the tight-binding model men-
tioned above. Nevertheless, both densities of states dis-
play the same essential features: similar bandwidth, spin
splitting of the ferromagnetic metal, large overlap be-
tween the two materials close to Fermi level etc. There-
fore, although our FM/NM heterostructure does not re-
produce the ideal Fe/W case, it is a good representative
of transition metal heterostructures.
We conclude this discussion by considering the spin
texture in momentum space. As explained above, sym-
metry breaking at the interface results in orbital Edel-
stein effect, which promotes the onset of spin-momentum
locking in the presence of spin-orbit coupling. Figure 4
shows the band structure around Γ¯ point projected on
the spin momentum components, sx,y,z = 〈σˆx,y,z〉. In
this calculation, the magnetization is set along z. Figure
4(a) displays sx component when spanning the momen-
tum between Y¯ and Γ¯ points, Fig. 4(b) displays sy com-
ponent when spanning the momentum between X¯ and
Γ¯ points, and Fig. 4(c) displays sz component along the
X¯−Γ¯−Y¯ path. The in-plane spin texture is antisymmet-
ric in momentum and displays the σˆ ∼ z × k symmetry
expected for Rashba spin-orbit coupling. In contrast, the
sz component is symmetric and reflects the spin polar-
ization of the bands due to magnetic exchange.
C. Transport formalism
The transport properties are computed using Kubo-
Streda formula41,75. In this framework, the conductivity
tensor reads
σij =
e~
2pi
∫
dε∂εf(ε)Tr
[
vˆjGˆ
Rvˆi(Gˆ
R − GˆA)
]
. (17)
Here, Tr denotes the trace over the orbital, spin and
monolayer degrees of freedom and the sum over the
Brillouin zone, e = −|e| is the electron charge, and
vˆi = (1/~)∂kiH is the velocity operator. The local spin
density on monolayer η per unit electric field reads
Sη =
e~
2pi
∫
dε∂εf(ε)Tr
[
Pˆη ⊗ σˆGˆRvˆi(GˆR − GˆA)
]
, (18)
where Pˆη is the projector on monolayer η. By construc-
tion, the matrix elements of Pˆη are equal to the 5×5
identity matrix I5 at the position of layer η and zero
elsewhere,
Pˆη =

. . .
0
I5
0
. . .

. (19)
The torque per unit electric field is defined as
T = − e~
2pi
∫
dε∂εf(ε)Tr
[
m×ΩexGˆRvˆi(GˆR − GˆA)
]
(20)
where m × Ωex = −m × ∂mH is the torque operator.
In the remaining of the article, the conductivity of the
slab is defined as σij/t, t being the thickness of the full
heterostructure. The local spin density per unit elec-
tric field is in m−1 and the torque is expressed as a spin
conductivity, in the units of (~/2e) Ω−1 ·m−1. The disor-
der is accounted for through a homogeneous broadening
Γ. Under this approximation, no higher order scattering
events are taken into account (e.g., skew scattering, spin
swapping etc.).
6FIG. 4. (Color online) Spin-resolved band structure for
FM(5)/NM(7) bilayer: (a) sx along Y¯ − Γ¯ − Y¯, (b) sy along
X¯− Γ¯− X¯, and (c) sz along X¯− Γ¯− Y¯. Blue and red colors
refer to opposite sign of the spin momentum.
FIG. 5. (Color online) Non-equilibrium in-plane spin density
profile per unit electric field across the FM/NM bilayer. The
shaded blue area refers to the FM region and the shaded yel-
low area refers to the NM region. The black solid line is the
spin density when the spin-orbit coupling of both ferromag-
netic and nonmagnetic layers is turned on, and the red solid
line is the spin density when only the spin-orbit coupling of
the ferromagnetic layer is on. Here the magnetization points
perpendicular to the plane, along z.
III. CURRENTS-DRIVEN SPIN-ORBIT
TORQUES IN FM/NM HETEROSTRUCTURE
A. Spin density profile
We first compute the current-driven spin density pro-
file throughout the heterostructure, when the magneti-
zation m points out of plane (m‖z). The two in-plane
components, Sx and Sy, are given in Figs. 5(a) and (b),
respectively. The black curves correspond to the case
where spin-orbit coupling is present in both ferromag-
netic and nonmagnetic layers, while the red curves corre-
spond to the case where only the ferromagnetic layer pos-
sesses spin-orbit coupling (see Section IV). When spin-
orbit coupling is present in both ferromagnetic and non-
magnetic layers, we observe a clear accumulation of Sx
and Sy components in the nonmagnetic metal. It is in-
structive to notice that the scale over which the spin den-
sity accumulates close to the interface is different for the
two components. The Sy component is localized close to
the interface and vanishes quickly over about 10 mono-
layers (ML - corresponding to about 1.3 nm), while Sx
slowly decays over a few tens of ML (i.e., about 5 nm).
Notice also that Sx penetrates deeper in the ferromag-
netic layer than Sy. This distinction suggests that Sx
is controlled by non-local transport processes (e.g., scat-
7FIG. 6. (Color online) Dependence of the two torque compo-
nents, (a) field-like torque and (b) damping-like torque, as a
function of the homogeneous broadening Γ, for different values
of the transport energy, E−Ef = 1 eV (black), E−Ef = 0 eV
(blue) and E−Ef = −1 eV (red). The inset displays the slab
conductivity. Here the magnetization points perpendicular to
the plane, along z.
tering and diffusion), while Sy is much more localized at
the interface. Finally, a last important feature that dis-
tinguishes Sx and Sy is the presence of a non-vanishing
Sy component close to the outer surface of the nonmag-
netic layer. These two features are consistent with the
standard representation of spin-orbit torque as arising
from diffusive spin Hall effect and interfacial Rashba-like
effect. As a result, one expects the torque to display two
components, conventionally referred to as field-like and
damping-like components and reading
TFL = τFLm× (z×E), (21)
TDL = τDLm× [(z×E)×m]. (22)
We conclude this preliminary study by computing the
torque exerted on the ferromagnetic layer as a function of
the disorder, shown in Fig. 6. The disorder-dependence
of the torque components has been extensively used in
previous studies to identify their physical origin26,41: a
1/Γ-dependence, resembling the one of conductivity, sug-
gests that extrinsic, intraband-dominated processes are
involved, while a constant value when Γ → 0 indicates
that intrinsic, interband-dominated processes govern the
effect. Figure 6 displays the disorder-dependence of the
(a) field-like and (b) damping-like components for three
different Fermi energies, corresponding to different hy-
bridization conditions as indicated by the dashed verti-
cal lines in Fig. 3(b). The conductivity and field-like
torque both show 1/Γ-dependence, confirming the intra-
band and extrinsic origin of this component (see, e.g.,
Ref. 26). The damping-like torque saturates for Γ → 0,
as expected for an interband intrinsic effect, but shows
a more irregular behavior and even a change of sign for
large disorder strength. In summary, the disorder depen-
dence computed in Fig. 6 is consistent with the pre-
vious calculations of spin-orbit torque, both assuming
a model Hamiltonian26 and using realistic density func-
tional theory41.
B. Thickness dependence
We now address the thickness dependence of the two
torque components, a property that has been investi-
gated in numerous experiments14,18,76–79. To the best
of our knowledge, such a thickness dependence has not
been computed within density functional theory due to
the prohibitive numerical cost. Hence, it has only been
addressed using phenomenological models based on drift-
diffusion or Boltzmann transport equations20,80–82. In
these works, the inverse spin galvanic effect is modeled
by an interfacial Rashba interaction and the spin Hall
effect is modeled using bulk drift-diffusion (e.g., Refs. 59
and 83). These models disregard quantum and semi-
classical size effects as well as higher order scattering
events such as spin swapping10,11 and interfacial spin
precession12. The only physical mechanism giving rise
to a non-trivial thickness dependence within these ap-
proaches is the spin relaxation in the nonmagnetic layer.
In this context, the magnitude of both torque compo-
nents follows a ∼ 1 − cosh−1(tNM/λsf) law, where tNM
is the nonmagnetic layer thickness and λsf is its spin re-
laxation length. This law has been confirmed, at least
phenomenologically, in several experimental studies14,84
(see also Fig. 24 in Ref. 2). However, at very small
thicknesses (≈ 0.5 nm for Ta substrate and ≈ 2 nm for
Hf substrate), a change of sign of the torque components
has been reported that remains unexplained14,85,86.
Figure 7 shows (a) field-like torque and (b) damping-
like torque for various disorder strengths Γ as a function
of the thickness of the nonmagnetic metal. The corre-
sponding conductivity is shown in the insert of Fig. 8(b)
for reference. It displays the usual G0/(1 + 3λ/8t) be-
havior expected in the semiclassical size effect regime87,
which clearly indicates that the heterostructure doesn’t
enter the diffusive regime before the nonmagnetic layer
thickness reaches about 10 nm, which is consistent with
experimental reports79. The field-like torque [Fig. 7(a)]
is mostly constant over the thickness range, display-
ing quantum oscillations over the first 20 monolayers
(≈ 2.7 nm) but keeping the same sign. In contrast, the
damping-like torque [Fig. 7(b)] progressively increases
from a negative value to a positive one, before reach-
ing saturation. The thickness at which the saturation
8FIG. 7. (Color online) Transport properties upon varying the
nonmagnetic layer thickness (left panels) and the ferromag-
netic layer thickness (right panels). This figure shows the
thickness dependence of (a,c) the field-like torque and (b,d)
the damping-like torque. The curves are calculated for a mag-
netization pointing along z and for various disorder strength,
Γ = 10 meV (black), Γ = 20 meV (blue), Γ = 50 meV (red),
and Γ = 100 meV (green).
is reached strongly depends on the disorder strength,
suggesting that spin-dependent scattering plays an im-
portant role here. The change of sign occurs around
20 monolayers (≈ 2.7 nm) and is weakly sensitive to
the disorder, suggesting a transition between two ”in-
trinsic” (i.e., band structure driven) mechanisms of op-
posite signs. This sign change is similar to the one
observed experimentally14,85,86. Since our model does
not account for complex scattering events, we suggest
that this change of sign is associated with the compe-
tition between the interfacial Berry-curvature induced
damping-like torque88 and the spin Hall effect coming
from the bulk of the nonmagnetic material. Since the
Berry-curvature induced damping-like torque is an in-
terfacial effect, it does not significantly depend on the
nonmagnetic metal thickness. On the contrary, the con-
tribution to the damping-like torque from the spin Hall
effect necessitates a nonmagnetic layer thickness larger
than the spin relaxation length to be efficient and com-
pensate the interfacial Berry-curvature induced contri-
bution. One last remark is in order: in our simulation,
the spin Hall and Berry-curvature induced contributions
have opposite sign. However, we speculate this is only ac-
cidental as the spin Hall-driven contribution is controlled
by the interplay between spin-orbit coupling and band
filling as governed by Hund’s third rule33,54, whereas the
interfacial Berry-curvature contribution is governed by
the interfacial potential drop. This feature is therefore
not general.
It is instructive to consider the thickness dependence
of the torque efficiency, defined as the ratio between the
torque and the conductivity of the heterostructure. This
efficiency would be equivalent to the spin Hall angle in
FIG. 8. (Color online) Efficiency of the (a) field-like torque
and (b) damping-like torque as a function of the nonmagnetic
layer thickness. The curves are calculated for a magnetization
pointing along z and for various disorder strength, Γ = 10
meV (black), Γ = 20 meV (blue), Γ = 50 meV (red), and
Γ = 100 meV (green).
the case only spin Hall effect were present in the struc-
ture. The efficiency of the field-like and damping-like
torques is reported on Fig. 8(a) and (b), respectively,
while the conductivity of the heterostructure is shown in
the inset of (b), for reference. It is clear that the field-
like torque efficiency is much larger for small thicknesses,
as the current density is concentrated close to the inter-
face. A similar feature is obtained for the damping-like
torque efficiency. It is noticeable that the efficiency drops
significantly within the first 10-15 monolayers (≈ 2 nm),
showing that quantum confinement can be beneficial for
spin-orbit torque.
To complete this study, let us now consider the influ-
ence of the ferromagnetic layer thickness. Experimen-
tally, it is found that the field-like component decreases
strongly with the ferromagnetic layer thickness while the
damping-like component remains mostly constant14. We
observe a similar feature in our calculations, shown in
Fig. 7(c) and (d). The field-like component increases
upon increasing the ferromagnetic layer thickness and
saturates after about 10 monolayers. The damping-like
component displays a similar increase as a function of
the ferromagnetic layer thickness, but it also exhibits
large quantum oscillations, which makes the systematic
increase more difficult to see at first glance. This be-
havior is associated with the absorption of the transverse
spin current by the ferromagnetic layer over the spin de-
phasing length. If the ferromagnetic layer thickness is
thinner than the spin dephasing length, the injected spin
9current (or, equivalently, the spin density smearing into
the ferromagnetic layer) is not entirely absorbed and is
reflected back into the nonmagnetic layer, resulting in a
reduced torque. Upon increasing the ferromagnetic layer
thickness, more spin current is absorbed, resulting in an
increase and saturation of the torque (see, e.g., Ref. 89).
This scenario was experimentally confirmed recently90,
but cannot be properly modeled using drift-diffusion the-
ories due to the importance of quantum oscillations in
this thickness range20,81.
C. Angular dependence
The calculations presented above were all performed
by setting the magnetization along z. Yet, several
experimental15,17,24 and theoretical studies48,91–94 have
pointed out that the spin-orbit torque does not reduce
to the forms given in Eqs. (21)-(22). For the highest
C∞ symmetry, Belashchenko et al.48 proposed that the
spin-orbit torque be written
T = −PAθ m× (z×E) + PA
′
θ (m ·E)m× (z×m) (23)
−PBθ m× [(z×E)×m] + PB
′
θ (m ·E)m× z + ...
where PXθ =
∑
nX2nP2n(cos θ), P2n(x) being the Leg-
endre polynomials. The first and third terms are sim-
ply the conventional field-like and damping-like torques.
The second and fourth terms can be referred to as ”pla-
nar” field-like and ”planar” damping-like torques, respec-
tively. These components are only non-zero when the
magnetization lies along the applied electric field. In
Ref. 92, these two planar components were obtained an-
alytically and related to the presence of D’yakonov-Perel’
anisotropic spin relaxation. As a matter of fact, in such
ultrathin magnetic heterostructures the spin component
pointing perpendicular to the plane of the interface and
that pointing in-plane relax at different rates, which mod-
ifies the overall spin dynamics at the interface, resulting
in these additional torque components.
To evaluate this angular anisotropy, we computed the
two components Tx and Ty when varying the magnetiza-
tion in the (y, z) and (z, x) planes. From Eq. (23), we
expect
Tx/ cos θ = P
A
θ , (24)
Ty/ cos
2 θ = PBθ (25)
when the magnetization rotates in the (y, z) plane, and
Tx/ cos θ = P
A
θ − sin2 θPA
′
θ , (26)
Ty = P
B
θ + sin
2 θPB
′
θ (27)
where the magnetization rotates in the (z, x) plane. By
fitting these angular dependences using Legendre poly-
nomials, we obtain the first four components of the ex-
pansion of Eq. (23). These components are reported on
Fig. 9 upon varying the thickness of the nonmagnetic
metal.
FIG. 9. (Color online) Legendre expansion coefficients as
function of the thickness of the nonmagnetic layer. These co-
efficients correspond to (a) the conventional field-like torque,
(b) the conventional damping-like torque, (c) the planar field-
like torque and (d) the planar damping-like torque.
The conventional field-like torque, reported in Fig.
9(a), dominates all the other components and exhibits
almost no angular dependence (A0  A2,4,6). The con-
ventional damping-like torque, reported in Fig. 9(b),
is about one order of magnitude smaller, exhibits the
sign reversal discussed previously and displays a sizable
angular dependence at small thicknesses (B2  B4,6).
This angular dependence vanishes upon increasing the
thickness of the nonmagnetic layer. Interestingly, the
two ”planar” components exhibit a radically different be-
havior. First of all, both components are comparable in
magnitude with the damping-like torque, which means
that they play a crucial role in current-driven dynamics
and cannot be neglected. Second, the planar field-like
torque [Fig. 9(c)] exhibits a substantial angular depen-
dence (A′0 ≈ A′2  A′4,6) that saturates after a few mono-
layers only. This indicates that this component is mostly
of interfacial origin, in agreement with the D’yakonov-
Perel’ scenario evoked in Ref. 92. Finally, the planar
damping-like torque presents a surprising behavior [Fig.
9(d)]. It displays almost no angular dependence (except
at small thicknesses), and increases steadily over a few
tens of monolayers before reaching saturation at large
thicknesses. This progressive saturation is similar to the
one expected for spin Hall-driven damping torque origi-
nating from the nonmagnetic layer, as mentioned in Sec-
tion III B.
Therefore, the results reported on Fig. 9 suggest that
the planar field-like torque is associated with an interfa-
cial effect and can be seen at the companion of the con-
ventional interfacial (Rashba) field-like torque, while the
planar damping-like torque is associated with bulk mech-
anisms and accompanies the conventional (spin Hall-
driven) damping-like torque. To complete this discussion
we emphasize that Safranski et al. 24 reported a planar
Hall torque that they attributed to the planar Hall effect
from the bulk of the ferromagnet. In our case, the spin-
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FIG. 10. (Color online) Spin-orbit torque components upon
varying the nonmagnetic layer thickness (left panels) and the
ferromagnetic layer thickness (right panels), when spin-orbit
coupling is present in both nonmagnetic and ferromagnetic
layers (black) and when it is present only in the ferromagnetic
layer (blue). The curves are calculated for a magnetization
pointing along z and for Γ = 50 meV.
orbit coupling of the ferromagnet remains quite small
(see Section IV) and it is unlikely that such a mechanism
contributes to the torques reported on Fig. 9.
IV. SELF-TORQUE IN THE FERROMAGNET
To complete this study, we now turn off the spin-orbit
coupling of the nonmagnetic layer. The spatial profile
of the spin density is shown in Fig. 5, red curves. The
features described above survive: Sx is more delocalized
than Sy, although their magnitude is much (three or four
times) weaker than in the case where spin-orbit coupling
is present in both layers. The thickness dependence is
shown in Fig. 10, blue curves. The black curves represent
the case where the spin-orbit coupling is present in both
layers and serves as a reference. The field-like torque
starts slightly positive [Fig. 10(a)], switches sign around
about 10 monolayers and increases negatively until reach-
ing saturation at about 50 monolayers. The damping-like
torque shows a similar behavior. It also starts slightly
positive [Fig. 10(b)], switches sign about 15 monolay-
ers and increases negatively until reaching saturation at
about 60 monolayers. It is interesting to note that the
self-field-like torque has the same sign as the case where
spin-orbit coupling is present everywhere, whereas the
self-damping-like torque is opposite.
To understand this distinct behavior, we compute
the dependence of the anomalous Hall conductivity and
torque components as a function of the spin-orbit cou-
pling energy of the individual layers. The results are
reported on Fig. 11. The black lines correspond to
the case where the spin-orbit coupling is in the nonmag-
netic metal only, whereas the blue lines correspond to the
FIG. 11. (Color online) Dependence of the (a) anomalous Hall
conductivity, (b) field-like and (c) damping-like components
of the spin-orbit torque upon varying the spin-orbit coupling
ξso. The black lines represent the case where the spin-orbit
coupling of the ferromagnet is set to zero, whereas the blue
lines represent the case where the spin-orbit coupling of the
nonmagnetic metal is set to zero. In this calculation, we set
the nonmagnetic metal thickness to 40 monolayers and the
ferromagnet thickness to 7 monolayers. The curves are cal-
culated for a magnetization pointing along z and for Γ = 50
meV.
case where the spin-orbit coupling is in the ferromagnet
only. The anomalous Hall conductivity [Fig. 11(a)] and
damping-like torque [Fig. 11(c)] both change sign de-
pending on which layer possesses spin-orbit coupling. In
contrast, the field-like torque remains negative, irrespec-
tive of where the spin-orbit coupling is [Fig. 11(b)].
The field-like torque, as explained in Section II A, is as-
sociated with the interfacial, Rashba-like spin-orbit cou-
pling, whose sign is governed by the interfacial potential
drop. Therefore, for a given spin-orbit coupling strength,
its sign is opposite on the two sides of the interface [see
Eq. (10)]. This seems contradictory with the results of
Fig. 11(b) and suggests that the sign of the spin-orbit
coupling experienced by the Bloch states of the nonmag-
netic layer is opposite to the one experienced by the Bloch
states of the ferromagnet. This observation is consis-
tent with Hund’s third rule that states that for mate-
rials with more-than-half-filled electronic shells such as
Fe, the spin and orbital momenta are aligned with each
other, while for materials with less-than-half-filled elec-
tronic shells like W, there are anti-aligned. Since our
tight-binding model is parameterized on these two ele-
ments, it is reasonable that Hund’s third rule applies. As
a consequence, the opposite potential drop felt by Bloch
states on each side of the interface is compensated by
the opposite effective spin-orbit coupling, and the field-
like torque is the same whether the spin-orbit coupling is
on the ferromagnet or on the nonmagnetic layer.
In contrast, the damping-like torque at large thick-
nesses and the anomalous Hall conductivity are not asso-
ciated with interfacial potential drop, but rather with the
(spin) Berry curvature of the bulk material. It is there-
fore solely governed by the effective spin-orbit coupling
experienced by the Bloch electrons and is opposite when
switching the spin-orbit coupling from the ferromagnet
to the nonmagnetic metal.
The dependence as a function of the ferromagnetic
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layer thickness is reported in Fig. 10(c) and (d) for the
field-like and damping-like torques, respectively. We ob-
tain similar thickness dependence as in the case where
spin-orbit coupling is present in both layers, reflecting
the importance of the spin dephasing length. Using our
realistic parameters, the self-torque we obtain is about
four to fives times smaller in magnitude compared to the
torque arising from the nonmagnetic metal, consistent
with the relative magnitude of the spin-orbit coupling
(about 65 meV in Fe compared to 360 meV in W). These
calculations support an idea that was put forward in Ref.
59: the spin Hall current generated inside the ferromag-
netic layer can create an efficient torque on the magnetic
order as long as the two opposite interfaces are dissimilar.
V. CONCLUSION
Using a multi-orbital tight-binding model, we com-
puted the spin-orbit torque in a transition metal het-
erostructure, treating bulk and interfacial spin-orbit ef-
fects coherently and on equal footing. Thickness and
angular dependences of the torque show that it pos-
sesses four sizable components, the conventional field-like
and damping-like torques, as well as two planar com-
ponents that vanish when the magnetization lies out-of-
plane. The conventional field-like torque is entirely con-
trolled by the interface, as expected from interfacial in-
verse spin galvanic effect, while the damping-like torque
possesses two components, an interfacial one dominat-
ing at small thicknesses and a bulk contribution dom-
inating at large thicknesses. The former is attributed
to the intrinsic interfacial Berry-curvature-driven damp-
ing torque88, whereas the latter is associated with the
spin Hall effect generated in the bulk of the nonmagnetic
metal.
Interestingly, the planar field-like torque shows sub-
stantial angular dependence and is of interfacial ori-
gin, like the conventional field-like torque. In contrast,
the planar damping-like torque does not exhibit angular
dependence and increases with the nonmagnetic metal
thickness, indicating that it originates from the bulk of
the nonmagnetic layer, similarly to the conventional spin
Hall-driven damping torque. Our results demonstrate
that these four torque components are present in any
transition metal heterostructures and must be taken into
account when interpreting the experimental data, and in
particular the current-driven magnetization dynamics.
Finally, we investigate the self-torque exerted on the
ferromagnet when spin-orbit coupling of the nonmagnetic
metal is turned off. Our results suggest that the spin
accumulation that builds up inside the ferromagnet can
be large enough to induce magnetization excitations.
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Appendix: Hopping integrals
The parameters appearing in Eq. (11) are
γkxy = εxy + (3V
2
σ + V
2
pi ) cos k˜x cos k˜y,
γkyz = εyz + 2(V
2
pi + V
2
δ ) cos k˜x cos k˜y,
γkzx = εzx + 2(V
2
pi + V
2
δ ) cos k˜x cos k˜y,
γkz2 = εz2 + (V
2
σ + 3V
2
δ ) cos k˜x cos k˜y,
γkx2−y2 = εyz + 4V
2
pi cos k˜x cos k˜y,
tkzx,yz = 2(V
2
δ − V 2pi ) sin k˜x sin k˜y,
tkxy,z2 =
√
3(V 2σ − V 2pi ) sin k˜x sin k˜y,
where V 2σ,pi,δ are the two-site second nearest neighbor
hopping integrals in the (x, y) plane69, as depicted in
Fig. 2(b), and k˜x,y = kx,ya0/2. The matrix elements of
the nearest neighbor hopping matrix T1 are
tz,kxy = (V
1
pi + V
1
δ )
(
cos k˜x + cos k˜y
)
,
tz,kyz = (V
1
pi + V
1
δ ) cos k˜x + 2(V
1
σ + V
1
δ ) cos k˜y,
tz,kzx = (V
1
pi + V
1
δ ) cos k˜y + 2(V
1
σ + V
1
δ ) cos k˜x,
tz,kx2−y2 =
1
8
(3V 1σ + 4V
1
pi + 9V
1
δ )
(
cos k˜x + cos k˜y
)
,
tz,kz2 =
1
8
(V 1σ + 12V
1
pi + 3V
1
δ )
(
cos k˜x + cos k˜y
)
,
where we used the shorthand notation tz,kν,ν = t
z,k
ν , and
tz,kxy,zx = −i(V 1pi − V 1δ ) sin k˜y,
tz,kxy,yz = −i(V 1pi − V 1δ ) sin k˜x,
tz,kyz,x2−y2 =
3i
4
(V 1σ − V 1δ ) sin k˜y,
tz,kzx,x2−y2 = −
3i
4
(V 1σ − V 1δ ) sin k˜x,
tz,kz2,x2−y2 =
√
3
8
(V 1σ + 3V
1
δ − 4V 1pi )
(
cos k˜x − cos k˜y
)
,
tz,kyz,z2 = −
i
√
3
4
(V 1σ − V 1δ ) sin k˜y,
tz,kzx,z2 = −
i
√
3
4
(V 1σ − V 1δ ) sin k˜x,
tz,kyz,zx = t
z,k
xy,x2−y2 = t
z,k
xy,z2 = 0.
Again, V 1σ,pi,δ are the two-site nearest neighbor hopping
integrals69, as depicted in Fig. 2(b). The second nearest
neighbor hopping matrix T2 reads
T2 = Diag
(
V 2δ , V
2
pi , V
2
pi , V
2
σ , V
2
δ
)
, (A.1)
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which connects the n-th monolayer to the n+2-th mono-
layer.
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