We consider complexifications of Riemannian symmetric spaces X of nonpositive curvature. We show that the maximal Grauert domain of X is biholomorphic to a maximal connected extension AG of X = G/K ⊂ G C /K C on which G acts properly, a domain first studied by D. Akhiezer and S. Gindikin [1] . We determine when such domains are rigid, that is, when Aut C ( AG ) = G and when it is not (when AG has "hidden symmetries"). We further compute the G-invariant plurisubharmonic functions on AG and related domains in terms of Weyl group invariant strictly convex functions on a W-invariant convex neighborhood of 0 ∈ a. This generalizes previous results of M. Lassalle [25] and others. Similar results have also been proven recently by Gindikin and B. Krötz [8] and by Krötz and R. Stanton [24].
Introduction
The purpose of this paper is to investigate certain canonical complexifications of irreducible Riemannian symmetric spaces of the noncompact type. We are interested in determining whether these complexifications are rigid in the sense that their complex automorphism group is isomorphic to the isometry group of the symmetric space (this is always a subgroup) or whether the complex manifold exhibits additional symmetries. We also deal with a question of Steinness, verifying a conjecture of Akhiezer and Gindikin.
The construction of the canonical complexifications is actually very general and applies to any real-analytic Riemannian manifold. A general rigidity result was proven in our previous paper [7] for the complex manifolds associated to compact Riemannian manifolds, but almost nothing is known about the complexifications of arbitrary noncompact manifolds. In the case of symmetric spaces, we are continuing work of S.-J. Kan and D. Ma [21] .
Before specializing to symmetric spaces, we start with the following theorem, proven independently by V. Guillemin and M. Stenzel in [10] and by L. Lempert and R. Szőke in [26] . Suppose that (M, g) is a real-analytic Riemannian manifold of dimension n. Identify M with the zero section in T M. Let ρ : T M → R be the length, with respect to g, of tangent vectors. THEOREM A There exists a unique complex structure on all sufficiently small neighborhoods of M in T M such that the following conditions hold: (1) ρ 2 is strictly plurisubharmonic, and the corresponding Kähler metric restricts to g on M; (2) ρ is a solution of the homogeneous complex Monge-Ampère equation (dd c ρ) n = 0 on T r M \ M.
Then when M is a compact manifold or a symmetric space, the complex structure exists on the disk bundles T r M for r sufficiently small. In this case, we call the resulting complex manifolds T r M Grauert tubes, and r is often called the radius of the tube. We also call the complex manifolds Grauert domains even if the underlying neighborhood of M in T M is not necessarily a metric tube. For a general noncompact M, the canonical complex structure need not exist on any T r M. An equivalent characterization of these complex manifolds (see also [26] ) is that the complex structure is the unique one making the leaves of the Riemann foliation with their natural complex structures into holomorphic curves. In other words, for any geodesic γ : R → M, the map dγ : C → T M,
is actually holomorphic with respect to the Grauert domain structure wherever that structure is defined.
We remark here that all Grauert tubes have an antiholomorphic involution σ : T r M → T r M given by v → −v.
By functoriality of the construction, the differential of any isometry of M is actually a biholomorphism of a Grauert tube T r M. We say that a Grauert domain N , invariant under the action of Isom(M, g), is rigid if its complex automorphism group Aut C (X ) = d Isom(M, g).
The following theorem is taken from [7] . THEOREM B Any Grauert tube T r M of finite radius r over a compact manifold M is rigid. Now, for symmetric (or locally symmetric) spaces of nonnegative curvature, the canonical complex structure exists on the whole tangent bundle T M (see, e.g., [33] ). The resulting complex manifolds for compact rank 1 spaces are described by G. Patrizio and P.-M. Wong in [28] . As a particular case, the Grauert tube complex structure on T S 2 associated to the standard round metric on S 2 is biholomorphic to the complex quadric {z 2 1 + z 2 2 + z 2 3 = 1} in C 3 . Thus such tubes of infinite radius are not rigid in general.
For Riemannian manifolds with some negative sectional curvature, the whole tangent bundle cannot be given the structure of a Grauert domain. In fact, the following theorem of Lempert and Szőke (see [26] again) gives an upper bound on the radius of a Grauert tube. THEOREM C Suppose that the sectional curvature of a 2-plane of (M, g) is equal to −λ with λ > 0. Then if a Grauert tube structure exists on T r M, the radius satisfies
Hence for manifolds (M, g) with some negative sectional curvature, there is a finite radius r max for which a Grauert tube structure exists on T r M if and only if r ≤ r max . We emphasize that the rigidity Theorem B holds even if r = r max . From now on we concentrate on the case when (M, g) is a symmetric space of noncompact type, the main interest of this paper. The following theorem is proven by Kan and Ma in [21] . THEOREM D Let (M, g) be a symmetric space, and let T r M be an associated Grauert tube with r < r max . Then T r M is either rigid or the ball.
It turns out that there is at most one r for which T r M is covered by a ball, so we can say that all but at most one T r M are rigid for r < r max . One surprising result of this paper is that for rank 1 symmetric spaces of noncompact type, the tubes T r max M are never rigid; in fact, they are all Hermitian symmetric.
We define the maximal Grauert domain associated to a real-analytic (M, g) to be the largest connected domain in T M containing M on which our canonical complex structure exists, that is, on which we can define a complex structure satisfying the conditions of a Grauert domain. We show that this definition makes sense and describe the domain explicitly for symmetric spaces of noncompact type.
Without loss of generality, suppose that (M, g) is an irreducible symmetric space of noncompact type. It is not hard to show that when (M, g) is of rank 1, the maximal Grauert domain is just the Grauert tube of maximal radius. However, for higher-rank cases the maximal Grauert domain is always larger.
In Section 2 we show that maximal Grauert domains can be described algebraically and correspond to the domains defined and studied by Akhiezer and Gindikin, among others (see [1] ).
Let M be written in Klein form as M = G/K , where G is a connected semisimple Lie group with finite center and K is a maximal compact subgroup. The groups G and K can be complexified to linear algebraic groups G C and K C over C. Let o = e · K C ∈ G C /K C . Throughout the paper we write exp for exponentiation in the Lie groups G or G C and reserve Exp for the exponential map on the Riemannian manifold M. Now let g be the Lie algebra of G, and let g = k + p be a Cartan decomposition corresponding to the pair (G, K ). We let a be a maximal abelian subalgebra of p, and we let be a root system of g with respect to a.
We identify
The maximal Grauert domain associated to M = G/K is biholomorphic to the do-
This is essentially contained in [1] or [33] , but we clarify it in Section 2.
There is an alternative for the complex automorphism group of maximal Grauert domains. We prove that the domains are either rigid or biholomorphic to Hermitian symmetric spaces. In fact, we prove the following.
THEOREM 2
Let ω ⊆ ω be a symmetric convex domain invariant under the action of the Weyl group. Then the domain D = G(exp(iω )) · o is either Hermitian symmetric or Aut C (D ) ∼ = d Isom(M).
It remains to decide in specific cases whether a maximal Grauert domain is rigid or Hermitian symmetric. In the second case, we have a Hermitian symmetric space with an antiholomorphic involution whose fixed-point set is isomorphic to the original symmetric space. Such objects have been classified by H. Jaffee [17] , [18] . An immediate consequence, for example, is that the maximal Grauert domain of SL(3, R)/ SO(3) is rigid.
Suppose then that we have a Hermitian symmetric space N with an antiholomorphic involution σ whose fixed-point set is our symmetric space M = G/K . Then N is always a Grauert domain corresponding to M. We need to decide whether N is the maximal domain. Suppose N = G /K in Klein form, and suppose that g = k + p is its Cartan decomposition. Again letting g = k + p be the decomposition of the Lie algebra of G, since M ⊂ N is totally geodesic, we have k ⊂ k and p ⊂ p . Let a be a maximal abelian subalgebra of p, and let a with a ⊂ a ⊂ p be a maximal abelian subalgebra of p . Let ⊂ a * be the root system of g with respect to a, and let ⊂ a * be the root system of g with respect to a . PROPOSITION 
The Hermitian space N is the maximal Grauert domain corresponding to M if and only if max
For example, if M itself is Hermitian symmetric, then the maximal Grauert domain is biholomorphic to the product M × M into which M embeds diagonally. A result close to this special case of the theorem is contained in [38] . The condition in Proposition 3 is sometimes awkward to check, especially in exceptional cases, but fortunately it is equivalent to the simple condition given in the next theorem. Combining Theorem 4 with Jaffee's classification, it is easy to obtain a general description of the maximal Grauert domains of irreducible symmetric spaces of the noncompact type. This section concludes with the resulting list (see Table 1 ).
Whether they are Hermitian symmetric or not, we are able to prove the following general result on the structure of the maximal Grauert domains. THEOREM 
5
The maximal Grauert domain associated to a symmetric space is Stein.
This result was conjectured in [1] by Akhiezer and Gindikin, who showed some examples of this property. These domains are intimately related to the linear cycle spaces of P. Griffiths (see [37] for a review). Several examples of the theorem were thus shown by A. Huckleberry, J. Wolf, and R. Zireau in various papers on linear cycle spaces (see [37] for references), using the fact that the linear cycle spaces are Stein (see, e.g., [36] ). In particular, the results of the current paper were in part motivated by the appearance of "hidden symmetries" for some linear cycle spaces, as was pointed out to us by Joe Wolf.
We remark that many of the results stated here can be recovered from different points of view. In particular, an independent work of Krötz and Stanton (see [24] ) also establishes Theorems 4 and 5. Another proof of Theorem 5 follows from the results of Gindikin and Krötz in [8] , while the case of classical groups in a sharper form was treated by Gindikin and T. Matsuki in [9] . The recent papers of L. Barchini [4] and Huckleberry [15] also pursue the point of view coming from complex flag manifolds and actions of real forms; while this paper was being revised, the work of Huckleberry and Wolf [16] appeared with another characterization of the Akhiezer-Gindikin domain as an Iwasawa domain that has a boundary determined by the closure of the union of certain hypersurfaces and is therefore holomorphically convex.
Our proof of the last theorem is by a direct characterization of the G-invariant plurisubharmonic functions on the maximal Grauert domain. In fact, we prove the following. THEOREM 6 Let g = k ⊕ p be the Cartan decomposition, let a ⊂ p be maximally abelian, let W be the Weyl group for the adjoint action of K on p, and let ω ⊂ a be the set describing the Akhiezer-Gindikin domain
Let u be a strictly convex, W -invariant, smooth function on ω, and letũ be its Ginvariant extension on AG . Thenũ is strictly plurisubharmonic.
Earlier examples of this result are due to H. Azad and J.-J. Loeb [3] for compact symmetric spaces and to K.-H. Neeb [27] for certain nondegenerate semigroups. An original inspiration was the work of Lassalle (see [25] ).
After giving the algebraic description of maximal Grauert domains in Section 2, we show in Section 3 that for a Hermitian symmetric space the corresponding maximal domain is simply the product of the space with itself. This is used to prove Proposition 3 in Section 4. In Section 5 the maximality condition is shown to be equivalent to the simpler statement in Theorem 4. In Section 6 we prove the alternative for the biholomorphism groups of the Grauert domains. Finally, in Section 7 we prove that the maximal Grauert domains are Stein by characterizing, as already noted, their G-invariant plurisubharmonic functions.
The notation in Table 1 is taken from the book [13] . We notice that all rank 1 examples have Hermitian symmetric maximal Grauert tubes. Some real symmet- 20) , so (9)) (e 6(−14) , so(10) + R) all other exceptional spaces rigid ric spaces do appear as the fixed-point sets of involutions on Hermitian symmetric spaces but nevertheless have rigid maximal domains. Examples of this are the spaces SO 0 ( p, q)/ SO( p) × SO(q) for q > 2, which appear as the fixed-point sets of involutions on SO( p, q)/S(U p × U q ). However, if p and q are even, then SO( p, q)/S(U p × U q ) is a maximal Grauert domain. Another similar example is SO * (8)/ Sp(4) inside (e 7(−25) , e 6 + R).
Algebraic description of maximal Grauert domains
In this section we determine the maximal domain of definition of adapted complex structures for symmetric spaces M = G/K of noncompact type, and we show that this domain is biholomorphic to the domain defined by Akhiezer and Gindikin in [1] . The boundary of this set in the tangent bundle T M of M is described in terms of roots. To define these we need some notation.
Let G, K , G C , K C , g, k, p, a be as in the introduction; that is, let M = G/K , where G has Lie algebra g = k + p and a ⊂ p is maximal abelian. Let be a root system of g with respect to a for the decomposition
of the adjoint representation of a. Here, Z (a) denotes the centralizer of a. We can identify the tangent bundle
As in the introduction, let
Then it is proven in [1] that the map
Furthermore, the leaves of the Riemann foliation map onto holomorphic curves in D, and so the pullback of the complex structure on D gives G × K (Ad(K )ω) the (unique) adapted complex structure.
We want to to show that this is actually the maximal domain. This amounts to proving that the canonical complex structure cannot be extended any further over complexified geodesics in T M. To do this, suppose that H ∈ ω and that there exists some α ∈ with α(H ) = π/2. Let γ be the geodesic in M = G/K with γ (0) = H . Then we have a map
Proof that D is maximal
We need to show that a Grauert domain structure can extend only over dγ (|t| < 1). In [33, Section 3], a precise criterion describes how far the complex structure can be extended along a complexified geodesic. In the following, this criterion is related to the root decomposition (1) .
Note that the linear operator on p,
is the Jacobi operator for the geodesic γ in T eK G/K ∼ = p. Since Z (a) ∩ p = a, the decomposition into eigenspaces of the Jacobi operator is given by
In the case of a Riemannian symmetric space of noncompact type, the eigenvalues −α(H ) 2 of −(ad(H )) 2 are nonpositive.
Since the Riemannian curvature tensor is parallel, the solutions of the Jacobi equation
, where the f j are functions and the v j are the parallel vector fields along γ such that v j (0) is an eigenvector of the Jacobi operator. For an
It is understood that a root α can appear repeatedly here. For v j with eigenvalue zero, the fundamental solutions are obviously 1 and t. An
for Jacobi fields along γ . These have the properties Y ver j (0) = 0 and ∇Y hor
Jacobi fields along γ are in one-to-one correspondence to vector fields along dγ invariant under the geodesic flow and the fiber multiplication
The fields ξ j corresponding to Y hor j and η j corresponding to Y ver j are a frame of T (T M) along dγ | C\R . In [33] , it is shown that the almost complex structure tensor for the adapted complex structure along dγ with respect to the frame ξ 1 , η 1 , ξ 2 , η 2 , . . . , ξ n , η n is given by n blocks. A block for v j with nonzero eigenvalue is given by
Inspection of the J j shows that there are poles at s H if and only if α j (s H ) ∈ (π/2)Z for some α j . The blocks for zero-eigenvalues do not contribute poles. Note that the poles at s = 0 are due to the fact that the ξ 1 , η 1 , ξ 2 , η 2 , . . . , ξ n , η n are not a frame there. This confirms the result.
Maximal Grauert domain of a Hermitian symmetric space of noncompact type
Let M = G/K be Hermitian symmetric of noncompact type. Thus M can be thought of as a bounded domain in some C n . More precisely, there is an open embedding of M = G/K in its compact dual (Hermitian) symmetric space U/K . Let M denote M with the opposite complex structure. Then M embeds diagonally in M × M and is the fixed-point set of the antiholomorphic involution (x, y) → (y, x). It is the aim of this section to show that M × M is actually the maximal Grauert domain corresponding to M. We follow very closely Chapter VIII from the book [13] .
We use notation similar to that in the introduction, but now we let g C , k C , and p C denote the complexifications of g, k, and p, respectively. Also, let h be a maximal abelian subalgebra of k; then the complexification h C is a Cartan subalgebra of g C . Let be the nonzero roots of g C with respect to h C , and let
is the Killing form. We let g Cα be the corresponding root subspaces. Now, there exists a maximal set ⊂ of long strongly orthogonal roots = {γ 1 , . . . , γ r } and corresponding vectors X γ ∈ g Cγ such that
is a maximal abelian subspace of p. The restricted roots in the decomposition (1) are given by (case C r )
(for this, see [2] or [35] ). This description yields the fact that the strongly orthogonal roots determine the domain ω ⊂ a in the Hermitian symmetric case:
and max
We now use the representation from [13] of M as a bounded symmetric domain D. The geodesic σ with σ (0) = X can be complexified to a proper map σ : {| Im z| < r } → D, where r = π/(4 max γ ∈ |t γ |). This follows from [14, Corollary 7.18] . In other words, the complexified geodesic exists on {| Im z| < 1} provided that max α∈ |α(X )| = π/2.
Proof that D is biholomorphic to M × M
We can now construct the required biholomorphism from the maximal Grauert do-
First define the map as follows. Map each geodesic in M ⊂ T M into M × M diagonally. This map extends analytically to the complexified geodesic. The above result shows that the complexified geodesic maps into M × M as a properly embedded disk. Doing this on each geodesic gives us our map. Considering the open embeddings of M and M in U/K and U/K , respectively, recall that the complexification G C = U C acts transitively and holomorphically with parabolic isotropy groups P andP, respectively. So our map is given by
In particular, it is holomorphic.
We check that the map is injective. If it were not injective, this would correspond to two distinct geodesics σ 1 and σ 2 in M → M×M whose complexifications intersect off the diagonal, say, at a point p. Using the antiholomorphic involution, we see that the complexified geodesics actually intersect at a second point p off the diagonal also. We note that in a Hermitian symmetric space a complexified geodesic corresponding to an initial geodesic σ with σ (0) = X lies inside the image of the exponential map at σ (0) applied to the plane spanned by X and i X . Let q 1 = σ 1 (0) and q 2 = σ 2 (0). Then there is a geodesic δ in M × M from q 1 to p, and we must have
If the complex subspace spanned by Y in T p (M × M) is equal to that spanned by δ ( p), then the original geodesics must coincide, contrary to our hypothesis. Otherwise, since the complexified geodesics also intersect at p , we see that Exp p cannot be a diffeomorphism, which is also a contradiction. Hence this map is injective and therefore biholomorphic onto its image. Hence the map G × K (Ad(K )ω) → M × M is a biholomorphism.
Proof of Proposition 3
Suppose that N is a Hermitian space of noncompact type with an antiholomorphic involution σ having fixed-point set M. Then M is totally geodesic in N and is itself a Riemannian symmetric space with the restricted metric. In fact, if N = G /K , then M = G/K where G is the centralizer of σ in G and K is the centralizer of σ in K . We now use the notation g , a , g, a from the introduction for the Lie algebras and maximal abelian subalgebras of N and M, respectively. We let be a root system for a, and we let be a root system for a . First suppose max
In this case we want to construct a biholomorphism from N to the maximal Grauert tube over M. To do this, let γ : R → M be a geodesic. Since M ⊂ N is totally geodesic, γ is also a geodesic in N . Assume that γ (0) = X ∈ a and max α∈ |α(X )| = π/2. Then the calculation in Section 3 shows that γ can be complexified in N to a proper map on {| Im z| < 1} ⊂ C. Now since max α∈ |α(X )| = π/2 also, by identifying γ with the same geodesic in M ⊂ T M, we can extend this identification to an analytic isomorphism between the complexified geodesic in N and the differential of γ in the maximal Grauert domain. Doing this on every geodesic, the same reasoning as in Section 3 shows that we get a well-defined map from N to the maximal Grauert domain. It is a biholomorphism since it is analytic on each geodesic.
Finally, we notice that any biholomorphism from the maximal Grauert domain to N must be exactly of this form. Namely, M ⊂ T M must map to the fixed-point set of an involution, and since G pushes forward to a subgroup of G , geodesics must map to geodesics. Hence the condition in Proposition 3 is both necessary and sufficient.
Remark. If the condition of Proposition 3 is not satisfied, the map constructed above from N to T M is still a biholomorphism onto its image. In this case, N embeds as a subdomain of the maximal Grauert domain. Examples of this phenomenon are the Grauert domains over the symmetric spaces SO(2, 1)/ SO(2) and SO(3, 2)/ SO(3) × SO(2). Here SO(2, 1)/ SO(2) ⊂ SO(2, 1)/S(U 2 × U 1 ) ⊂ SO(2, 1)/ SO(2) × SO(2, 1)/ SO (2) and SO (3, 2) 
The first case here is a rank 1 example, and so the maximal Grauert domain coincides with the maximal Grauert tube. Normalizing the curvature of the hyperbolic plane H = SO(2, 1)/ SO(2) to be −1, we have r max = π/2 and the tubes
Proof of Theorem 4
We use the same notation as in Section 4.
We first show that we can assume that the Hermitian symmetric space N is irreducible. Let N = N 1 × · · · × N n be the decomposition of N into irreducible factors. Since the conjugation σ induces an isometry of N , it must permute the factors N i isometrically. Hence we can number the factors so that σ (N 2 j−1 ) = N 2 j , j = 1, . . . , k, and σ (N j ) = N j , j = 2k +1, . . . , n. If M j denotes the fixed-point set of σ restricted to N 2 j−1 × N 2 j , j = 1, . . . , k, or to N j , j = 2k + 1, . . . , n, it follows that M is isometric to the product of all these M j and that M j is Hermitian and diagonal in N 2 j−1 × N 2 j , j = 1, . . . , k, where N 2 j−1 and N 2 j are the same symmetric space with opposite complex structures. Note that N is a maximal Grauert domain if and only if each of the N j , j = 2k + 1, . . . , n, are maximal for the corresponding M j 's because of the maximality results in Section 3 applied to M j ⊂ N 2 j−1 × N 2 j . Thus we may assume that N is irreducible.
The Cartan decomposition g = k +p for N with respect to the Cartan involution θ yields the decomposition g = k + p for M, where k = k ∩ g and p = p ∩ g.
Choose a maximal abelian subspace a ⊂ p. Without loss of generality, we can assume that a ⊂ a , a maximal abelian subalgebra of p .
Since N is irreducible, there are strongly orthogonal roots γ 1 , . . . , γ r for g with respect to a . In the root decomposition
it is known that dim(g γ i ) = 1 for all i (see, e.g., [2, Section 2.3]). Now, associated to γ i , there is a subalgebra sl 2 (R) ⊂ g spanned by g γ i , g −γ i = θ(g γ i ), and some x i ∈ a (see again [2] ). Upon exponentiation this sl 2 (R) generates a complex disk in N .
The root space decomposition of Hermitian symmetric spaces discussed in Section 3 implies
Now let s = rank(N ) ≥ rank(M) = r . Let J be the complex structure on p = T 0 (N ). Then a = a + a , where a is contained in the (−1)-eigenspace of the complex conjugation σ on N and J a ⊂ p. Here again, a is a maximal abelian subspace of p and a is maximal abelian in p. Of course, if r = s, we simply have a = a and a = {0}.
The polydisk theorem (see, e.g., [2] again) tells us that exp(a ) can be complexified to a totally geodesic, embedded polydisk s ⊂ N . The involution σ restricts to an involution on s whose fixed-point set P is totally geodesic in s and hence M. Clearly, T 0 (P) = a + J a , and P has rank r and dimension s since a ∩ J a = 0; otherwise, the bounded symmetric domain would contain a J -invariant complete 2dimensional flat, which would be a copy of C, contradicting Liouville's theorem. Now, an involution on a polydisk s either preserves a factor or preserves a pair of factors 2 , permuting the pair. In the second case, up to choosing coordinates (z, w) ∈ 2 , we may take σ (z, w) = (w, z), and the fixed-point set is a copy of the hyperbolic plane H . Thus P = H p × R q . The R-factors come from factors of s fixed by σ , and so we may assume that they are tangent to some x i ∈ a, as above, corresponding to a strongly orthogonal root. Comparing ranks and dimensions, we find that p + q = r and 2 p + q = s, respectively. Thus p = s − r and q = 2r − s.
Suppose that s < 2r . Then P contains at least one R-factor, and so we may assume that there exists an x i ∈ T 0 (P) ⊂ T 0 (M) = p. If N were the maximal Grauert domain, then by Proposition 3 we could find an X ∈ g such that [X, x i ] = γ i (x i )X . We claim that X ∈ g γ i . But by the direct sum decomposition (4), we have
By inequality (5) , this gives us z = 0 and Y α = 0 for α = γ i , justifying our claim. Now since dim(g γ i ) = 1, we have g γ i ⊂ g and also g −γ i ⊂ g. Therefore the sl 2 (R) associated to γ i is a subalgebra of g, and the complex disk it generates lies in M. This contradicts the fact that M is a totally real submanifold of N .
Finally, suppose that s = 2r . (Certainly s ≤ 2r as J a is abelian in p and so is of dimension less than or equal to r .) In this case we wish to show that N is the maximal Grauert domain. To do this, given a vector X ∈ p, we need to find a Jacobi field along the corresponding geodesic which, when complexified, has a pole at the boundary of the complexified geodesic (see Section 2) . We may assume that X ∈ a, and clearly it would suffice to find such a Jacobi field tangent to P. Since s = 2r , by the argument in the preceding paragraph, we have P = H r . Each copy of H in this factorization corresponds to two strongly orthogonal roots, say, γ 1 , γ 2 , permuted up to sign by σ . The diagonal copy of Sl 2 (R) in the product of the Sl 2 (R)'s corresponding to γ 1 , γ 2 acts transitively on H , and the product group acts transitively on the corresponding bidisk 2 in our maximal s . As each such H is Hermitian, from Section 3 we know that the correponding bidisk 2 is its maximal Grauert domain, as s is of P = H r . Finally, since P is totally geodesic both in M and in s , which in turn are totally geodesic in N , a Jacobi field (in P or in M, equivalently) does exist tangent to P, as required.
Proof of Theorem 2
Let M = G/K be an irreducible Riemannian symmetric space of noncompact type, and let N be an associated Grauert domain, that is, a G-invariant subset of T M equipped with the canonical complex structure. It is the aim of this section to show that N is either rigid or Hermitian symmetric. This domain is invariant under the action of G by construction.
We use the fact that as N admits a bounded strictly plurisubharmonic function, namely, the length-squared function ρ 2 , it is a hyperbolic complex manifold (see [31, Theorem 3] ).
For ξ ∈ T p N we define the infinitesimal Kobayashi metric
Here H ( , N ) is the set of all holomorphic maps from the unit disk into N . We let d denote the Kobayashi pseudodistance on N . That is, given p, q ∈ N ,
where the infimum is taken over all piecewise C 1 -smooth curves γ : [0, 1] → N with γ (0) = p and γ (1) = q. Then, as N is hyperbolic, d is a metric and induces the usual topology on N (see [29] ).
First note that any biholomorphism of N which preserves M must be the differential of an isometry of M. Such a result was proven in [21, Section 6] , in the context of Grauert tubes of less than maximal radius. The proof, however, extends to our more general case. We remark here that the tubes of less than maximal radius are all complete hyperbolic. We do not know how to prove this for general Grauert domains (except as a consequence of some of them being Hermitian symmetric). The proof of [21] as written does use tautness of the tubes, but in fact, hyperbolicity is enough (see [23, Chapter V, Theorem 3.3]).
Suppose that N is not rigid. Then we can say that there exists a biholomorphism of N which moves M off itself. According to [23, Chapter V, Theorem 2.1], the biholomorphism group Aut C (N ) is a Lie group with compact isotropy groups. As the orbit of a point in N \ M under the action of G has higher dimension than M, we deduce that the identity component Aut 0 C (N ) must itself move M off itself. We think of elements of the Lie algebra aut C (N ) of Aut 0 C (N ) as vector fields on N and can consider their restriction to points of N . Then given a base point p ∈ M, there exists a vector field in the Lie algebra transverse to M at p. Hence the restriction of aut C (N ) to T p (N ) contains both T p (M) (thinking of M as a submanifold of N since M is a symmetric space) and another vector v transverse to T p (M). We may assume that v lies in the fiber T of T M at p. Now, the derivative of the action of K on N acts on T p (N ) and preserves the restriction of aut C (N ). Moreover, this adjoint representation acts irreducibly on T , using the assumption that M is irreducible. We deduce that the restriction of aut C (N ) to T p (N ) is equal to T p (N ).
As a consequence of this, there exist elements of Aut 0 C (N ) taking p to all points in a sufficiently small neighborhood U of p in N . CLAIM This implies that (N , d) must be complete.
Proof
Again we argue by contradiction. If (N , d) is not complete, the collection C of all Cauchy sequences {x i } with no convergent subsequences is nonempty.
Hence the function f : N → [0, ∞) given by
is in fact finite-valued. It is strictly positive since N is hyperbolic. As d is invariant under Aut C (N ) , so is f , and hence f is constant, say, equal to D, in U . Choose > 0 such that D − /2 > 0 and S = {q ∈ N | d( p, q) = } is a compact subset of U . Now let {x i } ∈ C be such that sup i d( p, x i ) < D + /2. Every path from p to x i must pass through a point in S. Therefore we can find a sequence q i ∈ S with d(q i , x i ) < D − /2.
As S is compact, after taking subsequences, we may assume that q i converges to a point q ∈ S.
Then replacing the subsequence {x i } by {x i } i≥N for some large N , we have
But this contradicts f (q) = D, completing the proof of the claim.
We already know that the set of points in N which can be mapped to p by an element of Aut C (N ) is open, but now since N is complete hyperbolic and, in particular, taut, this set is also closed. Hence Aut C (N ) acts transitively. Also, the geodesic symmetry at p of M extends to an involution in Aut C (N ), and the fixed-point set of the action by conjugation is exactly the (compact) isotropy group of p. Thus N is an Hermitian symmetric space, as required. This completes the proof of Theorem 2.
Direct proof that the Akhiezer-Gindikin domain is Stein.
The main point of this section is to establish Theorem 6.
Proof of Theorem 6
Let us set the notation. The symbols g, k, p, a, θ denote the Lie algebras, Cartan involution, eigenspaces, and so on, as above, associated to our symmetric space M. Let g C = g ⊗ C, k C , θ, and so on, be the corresponding complexified objects. Let G, K , G C , K C , and so on, be the corresponding groups and complex groups. Let W be the Weyl group of g with respect to K , a. Let X = G C /K C be the affine complexification of M. Define o = e · K C ∈ X . Let u be the compact twin of g, where u = k ⊕ ip, where multiplication by i is meant in g C , and let U ⊂ G C be the corresponding subgroup, the maximal compact subgroup of G C . Let ξ 1 , ξ 2 , . . . , ξ n be an orthonormal basis of p. There is an orthogonal direct sum decomposition p = a + p , where p is the orthogonal complement of a ⊂ p. (Note that this use of p is different from its previous use in this paper.) Let M c = U/K ⊂ X be the compact twin symmetric space of our original M. If σ denotes the conjugation of X fixing M, let τ = θ • σ = σ • θ be the conjugation for M c . Let AG be the Akhiezer-Gindikin domain, which is the image G · exp(i Ad(K )ω) · K C in G C /K C . We write here AG for G × K Ad(K )ω, too. Here the exp is taken as the group exponential in G C , but it is also the geodesic exponential in the compact twin M c . For any vector ξ ∈ g ⊗ C, letξ denote the corresponding vector field given byξ ( p) = (d/dt) exp(tξ ) · p | t=0 either on X or, equivalently, on Ad(K )ω ⊂ ip, for fields tangent to M c within AG .
Let u be a smooth, strictly convex, W -invariant function on ia. We first need to show that there exists a corresponding smooth G-invariant functionũ on AG . It is a classic result due to C. Chevalley and used by Harish-Chandra in [12] that the W -invariant polynomials on a are equal under restriction to the K -invariant polyno-mials on p. On the other hand, G. Schwarz has shown in [30] that every K -invariant C ∞ -function on p is a C ∞ -function of the K -invariant polynomials on p and has shown a similar result for a and W -invariant polynomials. Therefore the restriction map C ∞ (p) K → C ∞ (a) W is an isomorphism. An obvious localization of this result shows that the same is true if we replace a by ω and p by K · ω. An alternative here is to follow Theorem 5.8 from Chapter 2 of S. Helgason's book [14] (trivially extended from compactly supported functions to functions defined on invariant open sets). In fact, Chevalley's result is also outlined there in an exercise. Now, we have our W -invariant smooth function on iω lifted to i Ad(K )ω and therefore on G × i Ad(K )ω, extending it to be constant on the G factor. Now if we divide G × i Ad(K )ω by the K -action k : (g, iv) → (gk −1 , i Ad(k)v), then K acts freely and the quotient is diffeomorphic to the Akhiezer-Gindikin domain under the map (g, iv) → g · exp(iv) · o. But this map is a smooth submersion, and our Kinvariant function on G × i Ad(K )ω descends to a well-defined G-invariant functioñ u on the Akhiezer-Gindikin domain. This function is smooth because the map onto the Akhiezer-Gindikin domain is submersive. (The function downstairs can be expressed in terms of restrictions of smooth functions upstairs to a smooth local cross-section of the submersion.)
We wish to show thatũ is strictly plurisubharmonic. Fix ξ 0 ∈ Ad(K )ω; we want to show i∂∂(ũ) > 0 at x 0 = exp(iξ 0 ) · o ∈ M c . Without loss of generality, we can assume ξ 0 ∈ ω; in particular, ξ 0 ∈ a.
We use the fact that we are inside AG at x 0 in the following observation: ξ 1 , . . . ,ξ n are linearly independent at x 0 and span a totally real subspace of the tangent space of X at x 0 . This follows immediately from the (equivariant) bundle structure of the Grauert domain construction.
More precisely, as described in Section 2, there is a G-equivariant biholomorphism from the maximal Grauert domain D ⊂ T M onto AG . In T M, vectors ξ ∈ p ∼ = T 0 M lift to vectorsξ corresponding to the vectorfields defined above and ξ (x 0 ) lies in the horizontal subspace of T x 0 (T M). This follows because isometries of M extend simply by their differentials to biholomorphisms of T M. It is clear that if ξ 1 , . . . , ξ n are a basis of p, thenξ 1 , . . . ,ξ n are linearly independent vectors spanning the horizontal distribution. Furthermore, the horizontal subspaces are Lagrangian with respect to the symplectic form on T M given by pulling back the canonical symplectic form on T * M using the Riemannian metric on M. But, recalling our notation from the introduction, this symplectic form coincides with the Kähler form −dd c ρ 2 on D (see [26, Section 5] for this). Thus the space spanned byξ 1 , . . . ,ξ n is Lagrangian with respect to a Kähler form compatible with our complex structure and in particular is totally real.
Since the group G C acts holomorphically on X , we have that Z k =ξ 1,0 k is a holomorphic vector field, andZ j is antiholomorphic. As a result, [Z l ,Z k ] = 0 for all k, l = 1, . . . , n. Since the span of theξ k is totally real, the complex fields Z 1 , . . . , Z n are C-linearly independent at x 0 and span the complex tangent space at that point. Thus it suffices to show that the matrix i∂∂(ũ)(Z i ,Z j ) is positive definite. This reduces immediately to the matrix Z i ·Z j (ũ).
sinceξ l (ũ) ≡ 0 for all l. Note also that Jξ k = (iξ k ) for all k. Finally, note that
since the flow ofξ k is holomorphic. Now [ξ k , ξ l ] = η ∈ k, and as k acts on M c at x 0 , we have the basic observation that the tangent space to the orbit of K through x 0 is spanned by vectors iξ , ξ ∈ p .
To see this, it is enough to consider a point x 0 = exp(iξ 0 ) ∈ exp(ia), ξ 0 ∈ ω, by G-invariance of the domain AG . In [1] , it is shown that
Thus an element ξ ∈ k decomposes as ξ = Ad(x 0 )ξ + iη for some ξ ∈ k and η ∈ p. Since ξ and ξ are orthogonal to ia in u, one sees that iη is orthogonal to ia too, implying that η ∈ p . Since ξ ∈ iη + Ad(x 0 )k,
and it follows that the tangent space to the orbit of K through x 0 is spanned by ip .
Hence at x 0 there is some ξ ∈ p such that is positive definite at x 0 . We now write the basis ξ 1 , ξ 2 , . . . , ξ n of p so that ξ i , ξ j , j, i = 1, . . . , r = dim(a), denote elements in a; and ξ k , ξ l from among ξ r +1 , . . . , ξ n are in p = orthogonal complement of a ⊂ p. More precisely, let be the set of roots for a acting on g, and let + be the positive roots with respect to some ordering. For α ∈ , let X α be a nonzero vector in g α
For α ∈ , X α − θ X α ∈ p , and in fact, a basis for p is given by X α − θ X α , α ∈ + . Note that in this notation we are counting the α s ∈ + with multiplicity. Finally, the X α − θ X α are orthogonal to one another, and so, up to scale, we may take them as an orthonormal basis for p . In other words, for k, l = r + 1, . . . , n, we can take ξ k , ξ l to be of the form X α − θ X α , up to a scale factor. Let x 1 , . . . , x n denote the affine coordinates in p corresponding to this (orthonormal) basis of p.
We have the following three types of terms to consider in the matrix iξ s iξ t (ũ):
a-terms iξ i iξ j (ũ), i, j = 1, . . . , r ;
(2) cross-terms iξ i iξ k (ũ), i = 1, . . . , r, k = r + 1, . . . , n; (3) p -terms iξ k iξ l (ũ), k, l = r + 1, . . . , n. In case (2) , notice that [Z s ,Z t ] ≡ 0 and the calculations above imply that
The first two types of terms are easy to compute and do not even require us to know the fields iξ s very explicitly.
Case (1) . In this case, the subalgebra a is abelian, and the subspace exp(ia) · 0 ⊂ M c is flat. Therefore
Case (2) . First use the basic observation above to see that at all regular ξ 0 ∈ a the tangent vector iξ k is tangent to the orbit of K through x 0 = exp(iξ 0 ) · o and that, by K -invariance ofũ, iξ k (ũ)(x 0 ) = 0. Since the regular ξ 0 are dense in a, this is true at every x 0 ∈ exp(ia) · o. Therefore, since every iξ i is tangent to exp(ia) · 0, we have
Case (3) . Here we have to examine the differential of the exponential map more clearly to see how the fields iξ s are transported from M c back to p by the inverse of the exponential map.
We work along constant speed geodesics γ ξ (t) = exp(itξ ) · o, ξ ∈ p, in M c . Since we are using the Jacobi equation, it is useful to understand parallel transport along γ ξ 0 explicitly. Let h t = exp(itξ 0 ) ∈ U , and note that the tangent space to M c at h t = γ ξ 0 (t) is identified with dh t * ip = u (mod Ad(h t )(k)). Parallel vectors along γ ξ 0 are simply those of the form dh t * iξ for fixed ξ ∈ p. Given this identification, a Jacobi field Y (t) can be written in terms of the parallel fields as
and the coefficient functions satisfy the ordinary differential equations
Taking into account the initial conditions v α (0) = 0,v α (0) = 1, and setting all other coefficients equal to zero, we get
We are assuming, provisionally, that ξ 0 is regular, so α(ξ 0 ) = 0 for all α ∈ . If we denote the inverse map to exp by "log," then we have
Recall that since 0 = ξ 0 ∈ ω 0 , we have 0 < |α(ξ 0 )| < π/2, so the denominator above does not vanish.
Next we have to figure out how to represent the fields iξ k back on p. Of course, these are just the derivatives of the actions of exp(it (X α − θ X α )) ∈ U on M c . This is computable at x 0 = h 1 ·o as dh 1 * [d/dt | t=0 h −1 1 ·exp(it (X α −θ X α ))·h 1 ·o]. Now this curve at o ∈ M c obviously has as derivative at t = 0 the image of Ad(h −1 1 )i(X α − θ X α ) ∈ u (mod k). We can calculate this using h 1 = exp(iξ 0 ) ∈ U . So,
We carry out the computation on p near ξ 0 ; that is, we compute
We are thinking of du as a 1-form on ip.
We first want to use the basic observation above to replace the tangent vector i(X α − θ X α ) at x 0 byη for suitable η ∈ k. We repeat that we are assuming provisionally that ξ 0 is regular. To do this, let us calculate, much as before,
Taken together with what was shown above, we conclude that
Going back to our original computation, this gives us
Because the subgroup K fixes o ∈ M c , the exponential map from o is equivariant with respect to the action of K on T o (M c ) = ip and on M c . Thus we conclude that
For simplicity, set k t = exp(t (X α + θ X α )) ∈ U . K -equivariance of exp implies that
Next, we note that d log * (x 0 ) sends the subspace spanned by i(X α − θ X α ) to the subspace spanned by i(X α − θ X α ), and similarly, the subspace spanned by iξ j , j = 1, . . . , r, gets sent to the subspace ia ⊂ ip. As a result,
Finally, in the case when α = β, then i([θ X α , X α ] − θ [θ X α , X α ]) ∈ i Z (a) ∩ a = ia. Recalling that d log * (x 0 ) is the "identity" when restricted to vectors tangent to the flat exp(ia) · 0 ⊂ M c , we get
where i{[θ X α , X α ] − θ[θ X α , X α ]} ∈ a. Therefore we get
for all α ∈ + . We write
where B is the Killing form on g and c > 0 is a positive constant of proportionality.
(Recall that we are assuming that the symmetric space M is irreducible.) The vector v 0 denotes the gradient of u at the point ξ 0 ∈ p. Hence we can calculate du · 2i([θ X α , X α ]) = −2cB(v 0 , [X α , θ X α ])
where the last factor {−2cB(X α , θ X α )} is greater than zero for every α ∈ + . Summarizing, we have shown i(X α − θ X α ) i(X β − θ X β )(ũ)(x 0 ) = 0 for all α, β ∈ + , α = β, and for β = α, putting our previous calculations together, we get
= cot α(ξ 0 ) α(ξ 0 ) · − 2cB(X α , θ X α ) · α(v 0 )α(ξ 0 ) .
As already noted, the first two factors in this last line are strictly positive for ξ 0 regular in ω. We claim that the last factor, α(ξ 0 )α(v 0 ), is greater than zero for ξ 0 regular in ω and u strictly convex and W -invariant on ω.
To show this, by W -invariance, we can assume that α(ξ 0 ) > 0 without loss of generality. Let σ α ∈ W be the reflection with respect to the wall {α = 0}. Let L be the intersection of the line in a through ξ 0 and σ α (ξ 0 ) and ω. We let η = L ∩ {α = 0} and w be a unit vector in a perpendicular to {α = 0} and oriented so that α(w) > 0. We write points ξ on L as ξ = η + tw. The function u restricted to L is strictly convex and, by W -invariance, has a minimum at η, so it is an elementary observation that du dt (η + tw) > 0, t > 0.
In fact, u(η + tw) = dt 2 + o(t 2 ) for some d > 0. Hence
as required, and thus i(X α − θ X α ) i(X α − θ X α )(ũ)(x 0 ) is strictly positive for ξ 0 regular in ω. Now, if η t = η + tw and v t is the gradient of u at η t , then
and so α(v t ) α(η t ) = 2d + o (1) .
For ξ 0 = η not regular then, the result follows from the regular case, passing to the limit ξ 0 from the regular η t ∈ a, taking into account that the function cot α(η t ) α(v t ) = α(v t ) α(η t ) α(η t ) sin(α(η t )) · cos α(η t ) has a finite, nonvanishing limit as t → 0, provided |α(ξ 0 )| < π/2. This completes the proof of the theorem.
COROLLARY 7
The domain AG has the Stein property.
Proof
Let be a discrete subgroup of G acting completely discontinuously on M = G/K such that \M is a compact manifold. Such a can be found according to [5] . Let u be given, as in Theorem 6, by a strictly convex, W -invariant function u compactly exhausting ω. For instance, u(ξ ) := α∈ 1 (π/2) 2 − α(ξ ) 2 has these properties with respect to the symmetric space metric on p ∼ = T eK G/K restricted to a. Thenũ pushes down to a smooth, strictly plurisubharmonic exhaustion function of \ AG , which is therefore Stein. The universal covering AG of \ AG is then also Stein (see [32, pages 66, 67] ), completing the proof of the corollary.
Remark. Note that the proof that α(ξ 0 )α(v 0 ) > 0 uses the (global) convexity of ω. We can "localize" the theorem by replacing ω by ω , which is convex in ω and Winvariant. It is not true that a strictly convex function u defined on a neighborhood of iξ 0 in ic + ∩ iω, where c + is the interior of the positive Weyl chamber for + , can be extended to a neighborhood of exp(iξ 0 ) · o ∈ AG as a g-invariant function that is strictly plurisubharmonic. To see this, we can take any strictly convex function u defined in a neighborhood in ia of iξ 0 , and such that α(v 0 ) < 0, where iv 0 is the gradient of u at iξ 0 . In fact, calculations as above show that the local K -invariant extension of u to p ∩ Ad(K ) · ω is not convex and, more precisely, that its real Hessian is similar to the complex Hessian ofũ at the corresponding point in AG . As above, if u is strictly convex on a W -invariant convex open set of a, then its K -invariant extension to a subset of p is strictly convex.
