We give a signed generalization of Laurent's theorem that characterizes feasible positive semidefinite matrix completion problems in terms of metric polytopes. Based on this result, we give a characterization of the maximum rank completions of the signed positive semidefinite matrix completion problem for odd-K 4 minor free signed graphs. The analysis can also be used to bound the minimum rank over the completions and to characterize uniquely solvable completion problems for odd-K 4 minor free signed graphs. As a corollary we derive a characterization of the universal rigidity of odd-K 4 minor free spherical tensegrities, and also a characterization of signed graphs whose signed Colin de Verdière parameter ν is bounded by two, recently shown by Arav et al.
Introduction
Given an undirected graph G = (V, E) with vertex set V = {1, . . . , n} and an edge weight c : E → [−1, 1], the (real) positive semidefinite matrix completion problem P(G, c) asks to decide whether the following set is empty, and if not to find a point in it:
X ∈ S n + | X[i, i] = 1 ∀i ∈ V, X[i, j] = c(ij) ∀ij ∈ E where S n + denotes the set of positive semidefinite matrices of size n. If G has no edge, then its feasible region is the set E n := {X ∈ S n + | X[i, i] = 1 ∀i ∈ V } of correlation matrices, which is known as the elliptope. In general the set E(G) of edge weights c for which the program P(G, c) is feasible is the projection of the elliptope along the coordinate axes [23] , and understanding E(G) is one of fundamental questions in this context (see [4, 13, 24, 16] ). It has been shown by Laurent [23] that arccos(E(G))/π coincides with the metric polytope of a graph G if and only if G is K 4 -minor free. The definition of the metric polytope will be given in the next section.
In this paper we consider a signed version of the PSD matrix completion problem. A signed graph is a pair (G, Σ) of an undirected graph G (which may contains parallel edges) and Σ ⊆ E. For a signed graph (G, Σ) and c : E → [−1, 1], the signed PSD matrix completion problem P(G, Σ, c) asks to decide wether the following set is empty and to find a point if it is nonempty:
We prove a signed generalization of Laurent's theorem which says that, denoting by E(G, Σ) the set of edge weights c for which P(G, Σ, c) is feasible, arccos(E(G, Σ))/π coincides with a signed version of the metric polytope if and only if (G, Σ) is odd-K 4 minor free. (See Section 2.2 for the definition of minors of signed graphs.) In fact our main theorem (Theorem 3.1) states a much stronger property of the completion problem. Namely, if (G, Σ) is odd-K 4 minor free and c ∈ [−1, 1] E is nondegenerate 1 , the strict complementarity always holds in P(G, Σ, c), and the maximum rank is characterized by the rank of a dual solution determined by the facet of arccos(c)/π in the signed metric polytope.
In the proof we also obtain that any feasible P(G, Σ, c) has a solution of rank at most three (resp., at most two) if (G, Σ) is odd-K 4 minor free (resp., odd-K 2 3 minor and odd-K 4 minor free). This is the first signed version of the low-dimensional embeddability of edge-weighted graphs into the spherical space or the Euclidean space discussed in [5, 6, 26, 17] . Our main theorem will also play a key role in the analysis of the singularity degree of the positive semidefinite matrix completion problem in [29] .
It is known that the strict complementarity condition is closely related to the unique solvability in semidefinite programming [11] . Adapting the analysis, we also give a characterization of uniquely solvable signed PSD matrix completions for odd-K 4 minor signed graphs (Theorem 5.3) . The characterization can be tested in polynomial time by a repeated application of a shortest path algorithm, provided that arccos(c)/π is given as input. The concept of unique solvability of the signed PSD matrix completion problem coincides with the so-called universal rigidity of spherical tensegrities in rigidity theory. (A tensegrity is a structure made of cables and struts, see, e.g., [10] .) Thus our unique solvability characterization implies a characterization of the universal rigidity of odd-K 4 minor free spherical tensegrities (Corollary 6.2). The universal rigidity is a modern topic in rigidity theory, which was introduced by Zhu, So, and Ye [30] and was implicit in a classical paper by Connelly [8] . Its characterization is known in the unsigned generic case [15] , and understanding it at the level of graphs or/and in nongeneric cases is recognized as a challenging problem [12, 15, 21] .
Our characterization of universal rigidity has an application to a graph parameter, Colin de Verdière parameter ν(G), introduced by Colin de Verdière [7] . This is one of well-studied parameters among those defined in terms of spectral properties of graphs (see, e.g., [18, 19] ). Recently Arav et al. [1] introduced a signed version of the Colin de Verdière parameter and gave a characterization of signed graphs for which the signed Colin de Verdière parameter is equal to one. Later in [2] they further gave a characterization of signed graphs whose signed Colin de Verdière parameter is bounded by at most two. This characterization can be derived as a corollary of our characterization of universal rigidity.
The paper is organized as follows. In Section 2 we introduce terminogies for proving our main theorem. In Section 3 we state our main theorem and a corollary, and the proof is given in Section 4. In Section 5 we discuss about uniquely solvable completion problems for odd K 4 -minor signed graphs. We give corollaries to the universal rigidity of spherical tensegrities in Section 6 and to signed Colin de Verdiére parameter in Section 7.
Preliminaries
In Section 2.1 we formulate the signed PSD matrix completion problem and its dual. In Section 2.2 we introduce necessary notion about signed graphs and a structural theorem of odd-K 4 minor free signed graphs. In Section 2.3 we introduce the metric polytope and its signed version.
We use the following notation throughout the paper. For an undirected graph G, V (G) and E(G) denote the vertex and the edge set of G, respectively. If G is clear from the context, we simply use V and E to denote V (G) and E(G), respectively. For F ⊆ E, let V (F ) be the set of vertices incident to an edge in F . For X ⊆ V , let δ(X) denotes the set of edges between X and V \ X. If X = {v} for some v ∈ V , then δ({v}) is simply denoted by δ(v). A path P is said to be internally disjoint from a graph G if P and G are edge-disjoint and their vertices do not intersect except possibly at endvertices of P .
For a finite set X, let R X be a |X|-dimensional vector space each of whose coordinate is associated with an element in X.
As given in the introduction, we denote E n = {X ∈ S n + : ∀i, X[i, i] = 1}. Each entry of a symmetric matrix of size n is associated with an edge of the complete graph K n . Using this correspondence, the projection π G of the space of real symmetric matrices of size n to R E is defined. Then E(G) = π G (E n ). Also let e i be a vector in R n whose i-th coordinate is one and the other entries are zero.
A positive semidefinite matrix X of rank d can be represented as P P for some d × n matrix of rank d. This representation is referred to as a Gram matrix representation of X. By assigning the i-th column of P with each vertex, one can obtain a map p : V → R d . If X ∈ E n , p is actually a map to the unit sphere S d−1 . Conversely, any p :
. This X is denoted by Gram(p).
SDP formulation
Given a signed graph (G, Σ) and c ∈ [−1, 1] E , we are interested in the following SDP, denoted by P(G, Σ, c), and its dual:
where E ij = (e i e j + e j e i )/2. Throughout the paper, for ω ∈ R V ∪E , we use the capital letter Ω to denote i∈V ω(i)E ii + ij∈E ω(ij)E ij . We say that ω is supported on F ⊆ E if ω(e) = 0 for every e ∈ E \ F . The signed version of E(G) can be defined as
A pair (X, ω) of a primal and a dual feasible solutions are said to satisfy the complementarity condition if Tr(XΩ) = 0 and (X[i, j] − c(ij))ω(ij) = 0 for every edge ij ∈ E. Since the dual problem is strictly feasible, this is equivalent to saying that ω is a dual optimal solution. Also the complementarity condition implies rank X + rank Ω ≤ |V |. The pair is said to satisfy the strict complementarity condition if the inequality holds with equality.
The following lemma will be a fundamental tool to analyze the strict complementarity. Essentially the same statement is given in [9] . Lemma 2.1. Let (G, Σ) be a signed graph, and (G 1 , Σ 1 ) and (G 2 , Σ 2 ) be two signed subgraphs with
, and c i be the restriction of c to E(G i ). Suppose that there is a strict complementarity pair
Then Ω 1 + Ω 2 satisfies the strict complementarity condition with any maximum rank solution of P(G, Σ, ω) (where each Ω i is regarded as a matrix of size |V (G)| × |V (G)| by appending zero columns and zero rows).
Moreover, Ω 1 + Ω 2 satisfies the strict complementarity condition even in
and let c be the restriction of c to F . Then Ω 1 + Ω 2 is a dual feasible solution of P(G , Σ , c ). We show that Ω 1 + Ω 2 satisfies a strict complementarity condition with any maximum rank solution of P(G , Σ , c ).
Let X i = P i P i be a Gram matrix representation of X i , where each P i is row-independent. Since
, each P i can be expressed as P i =P i 0 P S for some row-independent matrix P S of size d × |S|. We concatenate P 1 and P 2 (by changing the row ordering of P 2 appropriately) such that
Then P P forms a feasible solution of P(G , Σ , c ) by
We show that P P and Ω 1 +Ω 2 satisfy the strict complementarity condition. Clearly P P, Ω 1 + Ω 2 = 0, implying rank P P ≤ dim ker(Ω 1 + Ω 2 ). To show the opposite direction, take any x ∈ ker(Ω 1 + Ω 2 ) ⊆ R V (G) . Note that x restricted to R V (G i ) is in ker Ω i . This implies that, denoting the restriction of x to R V (G i ) by x i , x i is spanned by the rows of P i . Since P S is row independent, x restricted to R S is uniquely represented as a linear combination of the row vectors of P S . Hence, it follows from (1) that the representation of x 1 as a linear combination of the row vectors of P 1 can be concatenated with that of x 2 as a linear combination of the rows of P 2 so that x is represented as a linear combination of the rows of P . In other words x is spanned by rows of P , meaning that rank P P = rank P ≥ dim ker(Ω 1 + Ω 2 ).
Odd-K 4 minor free signed graphs
A signed graph (G, Σ) is a pair of an undirected graph G (which may contain parallel edges) and Σ ⊆ E(G). An edge in Σ (resp. in E(G) \ Σ) is called odd (resp. even), and a cycle (or a path) is said to be odd (resp. even) if the number of odd edges in it is odd (resp. even).
The resigning on X ⊆ V changes (G, Σ) with (G, Σ∆δ(X)), where A∆B := (A \ B) ∪ (B \ A) for any two sets A, B. Two signed graphs are said to be (sign) equivalent if they can be converted to each other by a series of resigning operations. A signed graph is called a minor of (G, Σ) if it can be obtained by a sequence of the following three operations: (i) the removal of an edge, (ii) , where the even edges are dotted.
Figure 2: 2-split the contraction of an even edge, and (iii) resigning. We say that (G, Σ) is (H, Σ ) minor free if (H, Σ ) is not a minor of (G, Σ). Similarly (H, Σ ) is called an odd-subdivision of (G, Σ) if it can be obtained from (G, Σ) by subdividing even edges and resigning.
A signed graph (G, Σ) is said to be bipartite if it has no odd cycle, equivalently it is equivalent to (G, {∅}).
For an undirected graph H, signed graph (H, E(H)) is called odd-H. Also the signed graph obtained from H by replacing each edge with two parallel edges with distinct signs is called odd-H 2 . We will frequently encounter odd-K 4 and odd-K 2 3 , which are illustrated in Figure 1 . The proof of the main theorem relies on a structural theorem of odd-K 4 minor free graphs. To see this we introduce one more notation. Let E 1 and E 2 be nonempty subsets of E(G) that partition E(G), and
and each (G i , Σ ∩ E i ) is connected and non-bipartite. Let (G i , Σ i ) be the union of (G i , Σ ∩ E i ) and the odd-K 2 2 on the two vertices of Σ 1 ) and (G 2 , Σ 2 ) are said to form a strong 2-split of (G, Σ), and each (G i , Σ i ) is called the parts of the strong 2-split. See Figure 2 .
The following theorem was observed by Lovász and Schrijver (see [14, Theorem 3.2.5] (i) (G, Σ) has a cut vertex or a strong 2-split.
Projection of the elliptope and the metric polytope
The metric polytope of an undirected graph G is defined by
Throughout the paper we set arccos : [−1, 1] → [0, π] (so that arccos is bijective). Then we have the following. Theorem 2.3 (Laurent [23] ). For a graph G, arccos(E(G))/π ⊆ MET(G), with equality if and only if G is K 4 -minor free.
See [13] for more details on the metric polytope. Suppose that we are given a signed graph (G, Σ). Each signing Σ defines a sign function σ : E(G) → {−1, +1} such that σ(e) = −1 if and only if e ∈ Σ. We define a signed version of the metric polytope as follows.
Note that MET(G) ⊆ MET(G, Σ). Note also that (a projection of) the metric polytope of the odd-G 2 coincides with MET(G).
Proof. Suppose that c ∈ E(G, Σ). Let X be a feasible solution of P(G, Σ, c), and take p :
. Thus arccos(c )/π ∈ MET(G) by Theorem 2.3. Observe also that σ(e)arccos(c(e)) ≥ σ(e)arccos(c (e)) for any e ∈ E. Therefore we get e∈E(C) σ(e)arccos(c(e)) ≥ e∈E(C) σ(e)arccos(c (e)) ≥ (1 − |E(C) ∩ Σ|)π for any odd cycle C, meaning that arccos(c)/π ∈ MET(G, Σ). An edge is said to be tight if it is contained in some tight odd cycle, and called strictly tight if it is contained in a tight odd cycle of length at least three. We are ready to state our main theorem.
Theorem 3.1. Let (G, Σ) be an odd-K 4 minor free signed graph and c be nondegenerate. If arccos(c)/π ∈ MET(G, Σ), then P(G, Σ, c) is feasible and there is a dual solution which is supported on strictly tight edges and satisfies the strict complementarity condition with a maximum rank solution of P(G, Σ, c).
The proof of Theorem 3.1 will be given in Section 4. By using the following resigning operations, the nondegeneracy assumption on c can be eliminated in the first claim of Theorem 3.1. Let (G, Σ) be a signed graph and let S ⊆ V (G). For x ∈ [0, 1] E(G) , we define the resigning x S ∈ [0, 1] E(G) of x by x S (e) = 1 − x(e) if e ∈ δ(S) and x S (e) = x(e) if e / ∈ δ(S). Then a simple calculation shows that x ∈ MET(G, Σ) if and only if x S ∈ MET(G, Σ∆δ(S)).
On the other hand, for c ∈ [−1, 1] E , we define the resigning c S ∈ [0, 1] E of c by c S (e) = −c(e) if e ∈ δ(S) and c S (e) = c(e) if e / ∈ δ(S). Then c ∈ E(G, Σ) if and only if c S ∈ E(G, Σ∆δ(S)). Note also that arccos(c S )/π = x S if and only if arccos(c)/π = x.
Using resigning operations and Theorem 3.1 we can now prove the following generalization of Theorem 2.3. Suppose that there is an edge ij ∈ Σ with c(ij) = −1. Then we can consider resigning with respect to a cut δ(S) with ij ∈ δ(S), which makes ij even with c S (ij) = 1. Hence we can again apply the same argument. In total we can always reduce the problem to the situation when every edge is nondegenerate, and the sufficiency follows from Theorem 3.1.
For the necessity, the same example as the unsigned case works. Indeed, if (G, Σ) is odd-K 4 with Σ = E(G), then matrix X ∈ E 4 with X[i, j] = −1/2 (i = j) is in MET(G, Σ) but not in arccos(E(G, Σ))/π (see [23, Section 4] ). This example can be extended to any signed graph having an odd-K 4 minor by assigning degenerate edge weight.
Proof of Theorem 3.1
The proof of Theorem 3.1 consists of a series of lemmas based on the structural theorem of odd-K 4 minor free graphs (Theorem 2.2). In Subsection 4.1 we deal with the odd-K 2 3 , and in Subsection 4.2 we deal with graphs having no odd-K 2 3 minor. In Subsection 4.3 we solve the remaining case. For simplicity of notation, a dual solution ω in P(G, Σ, c) is said to be nice if it satisfies the strict complementarity condition with some (any) maximum rank solution of P(G, Σ, c).
Theorem 2.2 says that odd-K 2 3 is one of fundamental pieces when constructing odd-K 4 minor free graphs. In this subsection we deal with this special signed graph. We begin with the case when G is isomorphic to K 3 and the cycle is tight.
Lemma 4.1. Let (G, Σ) be a signed graph and c be nondegenerate. Suppose that G is isomorphic to K 3 and the cycle is odd and tight. Then P(G, Σ, c) has a unique solution, whose rank is equal to two, and there exists a nice dual solution ω supported on strictly tight edges.
of the tightness of the triangle uniquely determines (up to rotations) three points p 1 , p 2 , p 3 on the unit circle in the plane R 2 such that p i · p j = c(ij). Moreover, by c ∈ (−1, 1] Σ × [−1, 1) E\Σ , any two among the three are linearly independent.
Since p 1 , p 2 , p 3 lie on a plane, there is a nonzero vector u ∈ R 3 such that 3 i=1 u i p i = 0. If |Σ| = 3 then −p 3 lies on the cone generated by p 1 and p 2 , meaning that all the signs of u i are the same. If |Σ| = 1 (say σ(12) = +), then p 3 lies on the cone generated by p 1 and p 2 , meaning that σ(13) = σ(23) = − and σ(12) = +. Moreover, since any two points are linearly independent, u i = 0 for every i, meaning that u i u j = 0 for every i and j. Summarizing these case analysis, we conclude that the sign of u i u j is equal to σ(ij) for every edge ij.
Let X = Gram(p 1 , p 2 , p 3 ). Then observe that u ∈ kerX. Therefore uu is a feasible dual solution such that every entry is nonzero. Also, since X has rank two, rank X + rank uu = 3. Therefore, (X, uu ) satisfies the complementarity condition.
The following lemma solves the case when (G, Σ) is odd-K 2 3 .
Lemma 4.2. Let (G, Σ) be a signed graph equivalent to the odd-K 2 3 and c be nondegenerate. If arccos(c)/π ∈ MET(G, Σ), then P(G, Σ, c) is feasible and there is a nice dual solution supported on strictly tight edges.
Proof. If there is a tight triangle, then the statement follows from Lemma 4.1. Suppose that there is no tight triangle. We show that P(G, Σ, c) has a solution of rank three (which satisfies the strict complementarity pair condition the zero matrix).
To see this we shall continuously changes the value of c(e) for every non-tight edge e such that c(e) is monotone decreasing (resp. increasing) if e is odd (resp. even) until a new tight cycle appears. Since every pair of vertices is linked to each other by parallel edges with distinct signs, c keeps staying
If the new tight cycle has length two, we keep on the continuous change for the remaining nontight edges, until either every 2-cycle is tight or a triangle becomes tight. Let c be the resulting c.
If there is no tight triangle with respect to c , then every two cycle is tight, and hence P(G, Σ, c ) coincides with the undirected case P(K 3 , c ) (where c is naturally considered as a vector on E(K 3 ) since c (e 1 ) = c (e 2 ) for every pair of parallel edges e 1 and e 2 ). Since arccos(c )/π ∈ MET(K 3 ) and there is no tight triangle, arccos(c ) is an interior point of MET(K 3 ). Thus the corresponding X ∈ E 3 is also an interior point, meaning that X is a rank-three solution X of P(K 3 , c ). This X is also a solution of P(G, Σ, c).
If there is a tight triangle with respect to c , then Lemma 4.4 gives a rank-two solution X of P(G, Σ, c ), which is also a solution of P(G, Σ, c). More specifically, there are three points p 1 , p 2 , p 3 on a (2-dimensional) plane such that p i · p j = c (ij), where ij denotes the edge between i and j in the tight triangle. Let be a positive number. Since there was no tight triangle at the beginning (with respect to c), there must exists a pair i and j of vertices such that σ(e)c (e) > σ(e)c(e) for each edge e between i and j. Without loss of generality let i = 1 and j = 2. We shall slightly move p 1 off the plane spanned by p 2 and p 3 such that |p 1 · p 2 | changes at most while p 2 · p 3 and p 3 · p 1 are unchanged. (For any ≥ 0, we can move p in such a manner due to the triangle inequality on the spherical space.) If is sufficiently small, we have σ(e)(p 1 · p 2 ) ≥ σ(e)c (e) − ≥ σ(e)c(e) for any edge e between 1 and 2. This implies that Gram(p 1 , p 2 , p 3 ) is a feasible solution of P(G, Σ, c), whose rank is equal to three.
For later use we extend Lemma 4.1 to the following case. Lemma 4.3. Let (G, Σ) be a signed graph and c be nondegenerate. Suppose that G is a tight odd cycle of length at least three. Then P(G, Σ, c) has a unique solution X with rank X = 2 and there is a nice dual solution ω such that ω(e) = 0 for all edges e.
Proof. The proof is done by induction on the number of vertices. The base case has been done in Lemma 4.1.
Suppose that |V (G)| ≥ 4. Take any vertex v and let i, j be the neighbors of v. Without loss of generality (by resigning), assume that vi and vj are both even. We first remark 0 < arccos(c(iv)) + arccos(c(vj)) < π.
The first inequality follows from the fact that c is nondegenerate and hence c(iv) = 1 and c(vj) = 1. The second inequality follows since G is a tight odd cycle and hence 1 = val(G, arccos(c)/π) = (3), c is nondegenerate. Therefore, by induction, P(G , Σ , c ) has a pair (X , Ω ) satisfying the strict complementarity condition such that X has rank two and ω (e) = 0 for every edge e. Let K 3 be the complete graph on {v, i, j}, and definec ∈ R E(K 3 ) byc(ij) = c (ij) andc(e) = c(e) for e ∈ E(K 3 ) \ {ij}. Then signed graph (K 3 , {ij}) is odd and tight with respect toc. Also, by (3),c is nondegenerate. Hence, by Lemma 4.1, P(K 3 , {ij},c) has a pair (X,Ω) satisfying the strict complementarity condition such thatX has rank two andω(e) = 0 for every edge e.
By the complementarity condition, we have
, meaning that we can glue X andX to form a matrix X of size |V (G)| × |V (G)| and rank two. Note also that, since ij is even in (G , Σ ) and ij is odd in (K 3 , {ij}), we may assume (by scaling by a positive number) that ω (ij) +ω(ij) = 0. Now, by regarding Ω andΩ as matrices of size |V (G)| × |V (G)| (by appending zero rows and zero columns), let Ω = Ω +Ω. Since ω (ij) +ω(ij) = 0, Ω is dual feasible in P(G, Σ, c). By Lemma 2.1, (X, Ω) satisfies the strict complementarity condition.
Since ω(ij) = 0 for every edge ij, Y [i, j] = c(ij) for any feasible solution Y of P(G, Σ, c). Since (G, Σ) is a tight cycle, the tight equation uniquely determines the other entries of Y , which implies the uniqueness of the solution.
Odd-K 2 3 minor free graphs
Let (G, Σ) be a signed graph and C be a set of odd cycles. We denote E(C) :
Also, based on C we define a hypergraph H(C) on V (G) as follows. We first construct a hypergraph H on V (G) by regarding each cycle in C as a hyperedge. Then we construct hypergraph H(C) from H by greedily margining two hyperedges e 1 Our goal is to show Lemma 4.15 which proves Theorem 3.1 for odd-K 2 3 minor free graphs. Since the proof is a bit involved, we split it into three parts. In Section 4.2.1, we prove acyclicity of H(C), which is a key property of expanding a low-rank solution to a maximum rank solution. In Section 4.2.2, we give a tool for inductively constructing a completion. In Section 4.2.3, we prove Lemma 4.15 by using the tools given in Sections 4.2.2 and 4.2.3.
Acyclicity of H(C)
We say that a hypergraph is acyclic if the underlying edge-vertex incidence bipartite graph has no cycle. The following is an important property of odd-K 2 3 minor free graphs.
Lemma 4.4. Let (G, Σ) be a signed graph and C be a set of odd cycles. Suppose that (G, Σ) is odd-K 4 minor free and odd-K 2 3 minor free. Then H(C) is acyclic.
In order to prove this lemma we have to introduce a special signed graph. The odd-K − 4 is a signed graph obtained from the odd-K 4 by removing an edge. Let u, v be a pair of distinct vertices in a signed graph (G, Σ). We say that (G, Σ) has an odd-K Lemma 4.5. Let (G, Σ) be a signed graph and C be a set of odd cycles. Let e be a hyperedge in H(C) and let (G , Σ ) be the subgraph of (G, Σ) induced by (the vertices of ) e. Then for each pair of distinct vertices u, v ∈ V (G ), (G , Σ ) has an odd cycle passing through u and v or an odd-K − 4 minor rooted at {u, v}.
Proof. We say that a signed graph satisfies property (A) if for each pair u, v of vertices it has an odd cycle through u, v or an odd-K − 4 minor rooted at {u, v}. From the construction of H(C) (based on H ), it suffices to show the following: Given two 2-connected signed graphs (G 1 , Σ 1 ) and (G 2 , Σ 2 ) with |V (G 1 ) ∩ V (G 2 )| ≥ 2 satisfying property (A), their union satisfies the property (A). Now take any u, v of
contains an odd cycle C that passes though u. Since G 1 ∪ G 2 is 2-connected, there are two paths P 1 and P 2 between v and V (C) such that |V (P i ) ∩ V (C)| = 1 for i = 1, 2 and V (P 1 ) ∩ V (P 2 ) = {v}. Then P 1 ∪ P 2 ∪ C contains an odd cycle through u, v or odd-K , 2) are internally vertex-disjoint paths between u and v. If P 1 ∪ Q 1 and P 2 ∪ Q 2 are both even or both odd, then P 1 ∪ P 2 ∪ C forms an odd-K − 4 minor rooted at {u, v}.
Proof of Lemma 4.4. Suppose that H(C) is not acyclic. Take a shortest cycle v 1 e 1 . . . v k e k v 1 in the underlying vertex-edge incidence bipartite graph of H(C)
minor, which is a contradiction.
Path reduction
In order to explicitly construct solutions for odd-K 2 3 minor free signed graphs, we generalize the proof of Lemma 4.3 based on the following reduction technique. Suppose that (G, Σ) is a signed graph and c ∈ [−1, 1] E , and let P be a path with P ∩ Σ = ∅ contained in a tight odd cycle C. Also let u, v be the two endvertices of P . Note that
since 1 = val(C, arccos(c)/π) ≥ e∈E(P ) arccos(c(e))/π. We say that (G , Σ , c ) is the pathreduction of (G, Σ, c) through P , if (G , Σ ) is obtained from (G, Σ) by removing all the internal vertices in V (P ) \ {u, v} and inserting a new even edge uv and c ∈ [−1, 1] E(G ) is obtained by setting arccos(c (uv)) = e∈E(P ) arccos(c(e)) for the new edge uv and c (e ) = c(e ) for the remaining edges e of G . By (5) c is well-defined. The path-reduction through a general path P (where P ∩ Σ may not be empty) is accordingly defined by using resining operations.
Primal solutions of the completion problems will be constructed inductively by using pathreductions, and our next goal is to prove Lemma 4.11 which states that there always exists a path through which the path-reduction preserves a certain property of the auxiliary hypergraph H(C). In order to prove this, we need a statement similar to Lemma 4.5 for a set of tight odd cycles. Because of the restriction to tight cycles, we have to further extend the concept of odd-K − 4 rooted minor as follows.
A wheel is an undirected graph with n vertices formed by connecting a vertex to all vertices of the cycle of length n − 1. The vertex adjacent to all other vertices is called the center vertex. Note that a graph is allowed to contain parallel edges, and hence a wheel may contain parallel edges incident to the center vertex. The graph obtained from a wheel by removing one edge not incident to the center is called a fan.
Given a signed graph (G, Σ), a sequence C = (C 1 , . . . , C k ) of distinct cycles is said to be a tight odd ladder if
• each C i is a tight odd cycle,
• for each i with 1 ≤ i ≤ k − 1, C i ∩ C i+1 forms a path of length at least one, and
Similarly, for an edge e and a vertex v, C is said to be rooted at {e,
To prove Lemma 4.11, we need the following two technical lemmas. Lemma 4.6. Let (G, Σ) be a signed graph, c ∈ [−1, 1] E with arccos(c)/π ∈ MET(G), and C 1 and C 2 be two distinct tight odd cycles with |V (C 1 ) ∩ V (C 2
where k is the number of odd cycles among E i , which is at least one. Thus val(P 1 1 ∪ P 1 2 ) = 1 holds, implying that P 1 1 ∪ P 1 2 is tight.
Lemma 4.7. Let (G, Σ) be a signed graph which is odd-K 4 minor and odd K 2 3 minor free, c ∈ [−1, 1] E with arccos(c)/π ∈ MET(G), and u, v be distinct vertices. Also, let C = (C 1 , . . . , C k ) be a tight odd ladder rooted at {u, v}, C be a tight odd cycle passing through u, and e * be an edge in C incident to u. Suppose that
Proof. The statement is clear if e * ∈ E(C). Hence we assume e * / ∈ E(C). The proof is done by induction on k. If k = 1, then the statement follows from Lemma 4.6 by |V (C 1 ) ∩ V (C)| ≥ 2. Thus we assume k ≥ 2.
Consider tracing C from u in the direction to e * , and let x be the first vertex in V (C) encountered during the tracing. Let P be the path between u and x in C that contains e * , which is internally disjoint from G[C].
Suppose that x ∈ V (C 1 ). Then C 1 is decomposed into two paths P 1 and P 2 between u and x, and either P ∪ P 1 or P ∪ P 2 is a tight odd cycle by Lemma 4.6. Without loss of generality, assume P ∪ P 1 is a tight odd cycle. If E(P ∪ P 1 ) ∩ E(C 2 ) = ∅ then {P ∪ P 1 , C 2 , . . . , C k } is a tight odd ladder, and otherwise {P ∪ P 1 , C 1 , . . . , C k } is a tight odd ladder. The resulting tight odd ladder satisfies the condition of the statement.
Hence we may suppose that x / ∈ V (C 1 ). Let s (resp., s ) be the smallest (resp., largest) index i such that x ∈ V (C i ). We first solve the following special case.
Claim 4.8. The statement holds if |V
Proof. Suppose first that |V (C) ∩ V (C s ∪ · · · ∪ C k )| ≥ 2. Then C x := (C s , . . . , C k ) is a tight odd ladder rooted at {x, v}, and C is a tight odd cycle passing through x with |V (C) ∩ V (C x )| ≥ 2. Let f be the edge in P incident to x. Since s ≥ s ≥ 2 by x / ∈ V (C 1 ), we can apply induction to get a tight odd ladder C y rooted at {f, v} with E(C y ) ⊆ E(C x ) ∪ E(C). Since P is internally disjoint from G[C x ] and only the first cycle of C y contains f , the first cycle in C y contains P but the remaining cycles do not. In particular, e * is contained only in the first cycle of C y , meaning hat C y is also a tight odd ladder rooted at {e * , v}.
Hence we may suppose V (C) ∩ V (C s ∪ · · · ∪ C k ) = {x}. Take the maximum index t such that |V (C) ∩ V (C t )| ≥ 2. By our assumption, we have s ≤ t < s . By Lemma 4.6, C ∪ C t contains a tight odd cycle C that contains e * . If E(C ) ∩ E(C t+1 ) = ∅ then {C , C t+1 , . . . , C k } is a tight odd ladder, and otherwise {C , C t , . . . , C k } is a tight odd ladder with the required property.
Thus we assume |V
Claim 4.9. C 1 ∪ · · · ∪ C s forms a fan Proof. Suppose that C 1 ∪ · · · ∪ C s does not form a fan. Then let t be the largest index such that C 1 ∪ · · · ∪ C t forms a fan. Then C 1 ∪ · · · ∪ C t contains an odd-subdivision H of the odd-K − 4 rooted at {w, u} for some w ∈ C t with C 1 ⊆ H. Since C 1 ∪ · · · ∪ C s does not form a fan, C s and C 1 are vertex-disjoint. Hence C t ∪ C t+1 ∪ · · · ∪ C s ∪ P contains an even path P e and an odd path P o from u to w avoiding V (C 1 ). This implies that H ∪ P e or H ∪ P o forms an odd-subdivision of the odd-K 4 , contradicting the odd-K 4 freeness.
Hence C 1 ∪ · · · ∪ C s forms a fan. Let c be the center vertex of the fan. Without loss of generality, we can suppose (by resigning) that there is exactly one odd edge in each C i (1 ≤ i ≤ s), and the odd edge in C i is incident to c. Note that c = x by x / ∈ V (C 1 ). Consider tracing C from u in the direction to e * , and let y be the first vertex in V (C 1 ) encountered during the tracing. (y should be encountered after x.) Let Q be the path from x to y in C passed during the tracing. See Figure 4 . Figure 4(a) .) Then the sign of P should be equal to that of Q since otherwise C 1 ∪ C s ∪ P ∪ Q forms a minor of the odd-K 2 3 . As C is odd, this implies y = u. Let R be the path between y and c in C 1 that avoids u, and S be the path between u and c in C 1 that avoids y. Take the path T between c and x in C s such that Q ∪ R ∪ T forms an odd cycle.
Claim 4.10. P ∪ S ∪ (C s \ T ) is a tight odd cycle.
Proof. Note that P ∪ S ∪ (C s \ T ) forms a cycle. To see the tightness, recall that every odd edge of C i is incident to c. Hence C 1 \ (R ∪ S) is even. Hence R and S have different signs. Since the sign of P is the same as that of Q, the sign of P ∪ S ∪ (C s \ T ) is the same as that of Q ∪ R ∪ T , which is odd. Now (C 1 \ (R ∪ S) ∪ (C \ (P ∪ Q)) is Eulerian, which can be decomposed into cycles E 1 , . . . , E . Since P and Q have the same sign, C \ (P ∪ Q) is an odd path. Hence there is at least one odd cycle among E 1 , . . . , E . Therefore, 3 = val(C) + val(
In other words, P ∪ S ∪ (C s \ T ) forms a tight odd cycle.
Hence, depending on whether
. . , C k } forms a tight odd ladder rooted at {e * , v}.
Suppose finally that |V (C s ) ∩ V (C 1 )| > 1. (See Figure 4(b) , where the vertical edge at the center may be two parallel paths.) Observe first that P and Q must have the same sign, since otherwise C 1 ∪ C k ∪ P or C 1 ∪ C k ∪ Q contains an odd-subdivision of the odd-K 4 . Based on this fact, the same proof as Claim 4.10 implies that there is a path U from u to x in C 1 ∪ C k such that P ∪ U forms a tight odd cycle, and {P ∪ U, C s , C s+1 , . . . , C k } or {P ∪ U, C s+1 , . . . , C k } forms a tight odd ladder rooted at {e * , v}. This completes the proof of the lemma. Lemma 4.11. Let (G, Σ) be a signed graph which is odd-K 2 3 minor and odd-K 4 minor free with |V (G)| ≥ 3, and let c ∈ [−1, 1] E with arccos(c)/π ∈ MET(G, Σ). Also let C be the family of tight odd cycles with respect to c. Suppose that H(C) consists of just one hyperedge spanning all the vertices. Then the following hold.
• G has a path P satisfying the following properties:
-it is contained in a tight odd cycle and its length is at least two, -H(C ) consists of just one hyperedge spanning all the vertices of G , where C is the family of tight odd cycles in the path-reduction (G , Σ , c ) through P .
• For any u, v ∈ V (G), there is a tight odd ladder rooted at {u, v}.
Proof. We prove the two claims by induction on |V (G)| simultaneously. In the base (i.e., |V (G)| = 3), since (G, Σ) is odd-K 2 3 minor free and H(C) consists of just one hyperedge spanning all the vertices, G contains a tight odd triangle. Thus the second claim holds. Also any two edges in the tight odd triangle forms a path satisfying the property of the first claim.
Thus we assume |V (G)| ≥ 4. To see the first claim, we consider the following process for constructing a family D of tight odd cycles:
• First, take any tight odd cycle C 1 in G and set D = {C 1 };
• Then, greedily add a new tight odd cycle
If the first tight odd cycle C 1 in the process spans V (G), then any two consecutive edges forms a path with the desired property. Thus we assume that V (C 1 ) = V (G) at the beginning of the process. 
Suppose that there are two distinct vertices u, v ∈ X which are contained in a tight odd cycle Lemma 4.7 implies that there is a tight odd cycle D 1 intersecting both E(C) and E(D ) (by taking the first cycle in the sequence of cycles obtained by Lemma 4.7). Since
this contradicts the maximality of D.
Thus G[D] contains no tight odd cycle intersecting more than one vertex in X. We take two distinct vertices s and t in X such that the sequence of a tight odd ladder rooted at {s, t} is as short as possible in G [D] . Let C st = (C 1 , . . . , C ) be a tight odd ladder at {s, t} with smallest . Since G[D] contains no tight odd cycle intersecting more than one vertex in X, the minimality of |C st | implies that V (C st ) ∩ X = {s, t}. Since G[D ] contains a tight odd radder rooted at {s, t}, G[D ] has an odd path P 1 and an even path P 2 between s and t (which may not be internally disjoint). By
contains an odd-subdivision of the odd-K 4 , contradicting the assumption.
By Claim 4.12, V (D) = V (G) at the end. Since V (C 1 ) = V (G), this means that, during the above greedy process of constructing D, there was a moment at which we find a tight odd cycle C with
. Then P is a path claimed in the statement. This completes the proof of the first claim.
To see the second claim, we take a path P * proved in the first claim. Let e * be the new edge in the path-reduction (G , Σ , c ) through P * , and let s, t be the endvertices of e * . (Hence s and t are the endvertices of P * .) By induction, for any u, v in G , there is a tight odd ladder rooted at {u, v} in the path-reduction (G , Σ , c ). For any tight odd cycle C passing through e * , (C − e * ) ∪ P is odd and tight due to the definition of c . Hence a tight odd ladder rooted at {u, v} in (G , Σ , c ) can be modified to be a tight odd ladder rooted at {u, v} in (G, Σ, c) . Thus, what remains to show the second claim is that (G, Σ, c) has a tight odd ladder rooted at {u, v} for any u ∈ V (P * ) \ {s, t} and v ∈ V (G). To see this, it suffices to show that for any u ∈ V (G ) (G , Σ , c ) has a tight odd ladder rooted at {e * , u}.
Take any tight odd ladder C s = (C 1 , . . . , C k ) rooted at {s, u} and any tight odd ladder D t = (D 1 , . . . , D ) rooted at {t, u} in (G , Σ , c ). If (G , Σ , c ) has a tight odd cycle C that contains e * and satisfies |V (C)∩V (C s )| ≥ 2, then we can get a tight odd ladder rooted at {e * , u} by Lemma 4.7. Thus we may assume that any tight odd cycle C that contains e * satisfies |V (C)∩V (C s )| = 1. By the same reason, we may assume that any tight odd cycle C that contains e * satisfies |V (C)∩V (D t )| = 1.
Recall that there is at least one tight odd cycle C that contains e * in (G , Σ , c ). By the above assumption we have
If 
Constructing maximum rank completions
Recall that an edge e is said to be degenerate if c(e) = σ(e). We first solve the case when every edge is tight or nondegenerate. Theorem 4.13. Let (G, Σ) be a 2-connected signed graph which is odd-K 2 3 minor free and odd-K 4 minor free, and let c ∈ [−1, 1] E with arccos(c)/π ∈ MET(G, Σ). Suppose that every edge is tight or degenerate. Then P(G, Σ, c) has a unique solution that has rank at most two.
Proof. The proof is done by induction on |E(G)|. If (G, Σ) has a degenerate edge, we apply the contraction-resigning argument. Specifically, if there is an even edge e with c(e) = 1, we contract it (and remove the resulting loops); if there is an odd edge e with c(e) = −1, we contract it after making it even by resigning. In the resulting problem P(G , Σ , c ), every edge is still tight or degenerate. Hence by induction P(G , Σ , c ) has a unique solution of rank at most two. Let Gram(p) be this solution with p : V (G ) → S 1 . We then backtrack the resigning-contraction process, extending p to a solution of P(G,
. This extension preserves uniqueness.
Therefore, we may focus on the case when every edge is tight. Let C be the collection of all tight odd cycles. Proof. Lemma 4.4 implies that H(C) is acyclic, and we also have |e ∩ e | ≤ 1 for any distinct hyperedges in H(C). Therefore if H(C) has more than one hyperedge then (G, Σ) cannot be 2-connected.
If |V (G) = 2, the the statement is trivial. Thus we may suppose that |V (G)| ≥ 3. By Lemma 4.11 there is a path P of length at least two such that P is contained in a tight odd cycle and H(C ) consists of just one hyperedge spanning all the vertices in G , where C is the family of tight odd cycles in the path-reduction (G , Σ , c ) through P . Let s, t be the endvertices of P and let e st be the edge in E(G ) \ E(G). Without loss of generality (by resigning) we may assume that every edge in P is even.
Since |E(G )| < |E(G)|, by induction there is a map p : V (G ) → S 1 such that Gram(p ) is a unique solution of P(G , Σ , c ). Since e st is contained in a tight odd cycle, we have p (s) · p (t) = c (e st ). Hence arccos(p (s) · p (t)) = arccos(c (e st )) = e∈E(P ) arccos(c(e)) < π
where the second equation follows from the definition of path-reduction and the third inequality follows from the fact that P is contained in a tight cycle and c is nondegenerate. This equation determines a unique extension of p to p :
We show that the resulting Gram(p) is feasible in P(G, Σ, c).
To see the feasibility of Gram(p), it suffices to show that σ(uv)p(u)·p(v) ≥ σ(uv)c(uv) for any edge uv ∈ F . Take any e = uv ∈ F . Suppose that |F | ≥ 2. Then take an edge e from F \ {e}, and consider P(G − e , Σ \ {e }, c). If (G − e, Σ \ {e }, c) contains an edge f which is neither tight not degenerate. Then f ∈ F . We continuously increase (resp., decrease) the value of c(f ) if f is even (resp., odd) until f becomes tight or degenerate. We repeatedly perform this process until every edge becomes tight or degenerate, and letc be the resulting edge vector. By induction, P(G − e , Σ \ {e },c) has a solution. Since G − F is a subgraph of G − e and Gram(p) is a unique solution of P(G − F, Σ \ F, c), Gram(p) is also a unique solution of P(G − e , Σ \ {e },c).
Therefore we may suppose |F | = 1. Since every edge is tight, there is a tight odd cycle that passes through e. Since |F | = 1, this cycle must passes through s or t. Without loss of generality, we assume that the tight cycle passes through s. Let P s be the subpaths of P between s and u. Without loss of generality we assume that e = uv is even. Let (G, Σ ) be the signed graph obtained from (G , Σ ) by inserting a new even edge e sv between s and v. Note that (G, Σ ) is still odd-K 4 minor and odd-K 2 3 minor free. We extend c toc : 
Also, since there is a tight cycle passing through s, u, v and all the edges in the path between s and v are even, p(u) lies on the spherical line segment between p(s) and p(v). In other words,
Therefore,
arccos(c(ij)) (by (7)) = arccos(c(vu)) (by the definition ofc).
Thus p(v) · p(s) = c(vu) holds, and Gram(p) is feasible in P(G, Σ, c).
Let H be a hypergraph. We say that v is a cut vertex in H if H − v is disconnected for the underlying vertex-edge incidence bipartite graph H of H. If v is a cut vertex, then G can be decomposed into more than one hyper-subgraphs which intersect each other only at v. Such a hyper-subgraph is called a fraction at v if it is a member of the finest decomposition (equivalently, v is no longer a cut vertex in the hyper-subgraph).
Lemma 4.15. Let (G, Σ) be a signed graph which is odd-K 2 3 minor free and odd-K 4 minor free, and let c be nondegenerate. If arccos(c)/π ∈ MET(G, Σ), then P(G, Σ, c) is feasible and there is a nice dual solution supported on the strictly tight edges.
Proof. Let C be the set of tight odd cycles in (G, Σ) with respect to c, and let T be the set of tight edges. By restricting the problem to each tight odd cycle C, Lemma 4.3 gives a dual solution Ω C of corank two and supported on E(C). Let Ω = C∈C Ω C by regarding each Ω C as a matrix of size |V (G)| × |V (G)|. Our goal is to find a solution X that satisfies the strict complementarity condition with Ω.
We shall continuously change the value of c(e) for all non-tight and non-degenerate edges e such that c(e) monotonically increases (resp., decreases) if e is even (resp., odd), until an edge becomes tight or degenerate. We keep this process until every edge becomes tight or degenerate, and let c be the resulting vector. Note that arccos(c )/π ∈ MET(G, Σ). Note also that σ(e)c (e) > σ(e)c(e) for every e ∈ E(G) \ T . By Theorem 4.13 there is a solution X of P(G, Σ, c ) with rank at most two. (If G is not 2-connected, then one can apply Theorem 4.13 to each 2-connected component and then combine the solutions of the 2-connected components to get a solution of P(G, Σ, c ).) This X is also a solution of P(G, Σ, c) and satisfies the strict complementarity condition with Ω.
Take p :
. Also let be a positive number. By Lemma 4.4 H(C) is acyclic. Therefore, by (slightly) rotating points p (v) of each fraction at each cut vertex of H(C), one can get p : V (G) → S n−1 satisfying the following properties.
(i) p i · p j = p i · p j if i and j belong to a hyperedge of H(C).
(iii) For each cut vertex v of H(C) and distinct fractions H and
(iv) For any distinct connected components C and
On the other hand, since σ(e)c (e) > σ(e)c(e) for e ∈ E(G) \ T , if is sufficiently small, then (ii) implies σ(ij)(
Thus X is a feasible solution for P(X, Σ, c).
(iii)(iv) imply that rank X = |E(H(C))| + ω, where ω denotes the number of connected components in H(C). On the other hand, by applying Lemma 2.1 inductively (following the acyclic structure of H(C)), we have that the corank of Ω is equal to |E(H(C))| + ω. Therefore (X, Ω) satisfies the strict complementarity condition.
The remaining case
The remaining for the proof of Theorem 3.1 is the case when (G, Σ) has a cut vertex or a strong 2-split.
Proof of Theorem 3.1. The proof is done by induction on the number of vertices. By Lemma 4.2 and Lemma 4.15, we may assume that (G, Σ) contains an odd-K 2 3 minor but is not equal to the odd-K 2 3 . By Theorem 2.2 (G, Σ) has a cut vertex or a strong 2-split. The statement easily follows from Lemma 2.1 if (G, Σ) has a cut vertex. Hence we may assume that G is 2-connected and (G, Σ) has a strong 2-split. Let (G i , Σ i ) (i = 1, 2) be the parts of the strong 2-split. The vertices of V (G 1 ) ∩ V (G 2 ) are denoted by u and v, and for i = 1, 2 the new odd (resp., even) edge between u and v in (G i , Σ i ) is denoted by f i,o (resp., f i,e ). Also let
, which is a subgraph of (G, Σ). Note that (G i ,Σ i ) is connected and is not bipartite (by the definition of strong 2-split). Hence the 2-connectivity of G implies that (G i ,Σ i ) has both an even path and an odd path, respectively, between u and v.
Let x = arccos(c)/π ∈ MET(G, Σ). By c ∈ (−1, 1] E∩Σ × [−1, 1) E\Σ , we have
For each path P , we define λ(P ) ∈ R by λ(P ) = val(P, x) if P is even 1 − val(P, x) if P is odd and for i = 1, 2 let λ i,e = min{λ(P ) : P is an even path between u and v in (G i ,Σ i )} λ i,o = max{λ(P ) : P is an odd path between u and v in (G i ,Σ i )}.
Since x ∈ MET(G, Σ), we have
Also by (10) we have λ i,e > 0 and λ i,o < 1.
These inequalities imply that
is nonempty. We take any number λ * from the relative interior of I.
Claim 4.16. The following hold.
• For each i, arccos(c i )/π ∈ MET(G, Σ).
• λ * = λ i,o if and only if (G i , Σ i ) has a tight odd cycle C i that passes through f i,e and not through f i,o .
• λ * = λ i,e if and only if (G i , Σ i ) has a tight odd cycle C i that passes through f i,o and not through f i,e .
• Suppose that (G i , Σ i ) has a tight odd cycle C i passing through f i,e and (G j , Σ j ) has a tight odd cycle C j passing through f j,o . Then (C i \ {f i,e }) ∪ (C j \ {f j,o }) forms a tight odd cycle.
Proof. The first claim follows from λ i,o ≤ λ * ≤ λ i,e and the definition of c i (f i,e ) and c i (f i,o ). To see the second claim, suppose that λ * = λ i,o . Then (G i ,Σ i ) has an odd path P between u and v with x(f i,e ) = 1 − val(P, x), or equivalently val(P ∪ {f i,e }, x) = 1. Hence P ∪ {f i,e } is a tight odd cycle in (G i , Σ i ). Reversing the argument, we also see the converse direction of the second claim.
The third claim follows from the same argument as the second one. The fourth claim can be seen as follows. Let C = (C i \ {f i,e }) ∪ (C j \ {f j,o }). By the first and the second claims, we have λ i,e = λ * = λ j,o . Therefore, since c i (f i,e ) = cos(πλ * ) = c j (f j,e ), we have
Thus, what remains is to verify that C forms an odd cycle. If i = j, then C is clearly an odd cycle. Suppose i = j. Since C is Eulerian (by replacing each edge in (E(C i ) \ {f i,e }) ∩ (E(C j ) \ {f j,o }) by parallel edges), it can be decomposed into edge-disjoint cycles E 1 , . . . , E . By (10), val(E j , x) > 0 if E j is even, and val(E j , x) ≥ 1 if E j is odd for each 1 ≤ j ≤ . Since there is at least one odd cycle, by (14) we get 1 = val(E(
meaning that C consists of just one odd cycle, which is odd.
By Claim 4.16 c i ∈ MET(G, Σ), and c i is nondegenerate by (10) . Hence we can apply the induction hypothesis to get a nice dual solution ω i for each (G i ,Σ i , c i ) supported on the strictly tight edges. We take such ω i so that it satisfies an extra property as follows.
Claim 4.17. There is a nice dual solution ω i (i = 1, 2) supported on the strictly tight edges such that
Proof. The proof is split into three cases.
(Case 1) If λ i,e < λ j,o for any i, j ∈ {1, 2}, then Claim 4.16 implies that (G i , Σ i ) has no tight cycle C i passing through f i,e nor f i,o . Hence ω i (f i,e ) = ω i (f i,o ) = 0 and (15) follows.
(Case 2) If λ i,e = λ j,o for i = j, then by Claim 4.16 (G i , Σ i ) has a tight cycle C i passing through f i,e and (G j , Σ j ) has a tight cycle C j passing through f j,o . We can suppose that ω i (f i,e ) < 0 ω i (f i,o ) = 0. (To see this, suppose ω 1 (f i,o ) = 0. We can assume |ω i (f i,e )| > |ω i (f i,o )|, since otherwise we can increases |ω i (f i,e )| by adding a dual feasible solution supported on E(C i ). Setting
Similarly we can suppose that ω j (f j,o ) < 0 and ω j (f j,e ) = 0. By multiplying ω 2 by a positive number, we may further suppose ω i (f i,e ) + ω j (f j,o ) = 0. Then the resulting vectors satisfy (15) .
(Case 3) Suppose λ 1,e = λ 1,o or λ 2,e = λ 2,o . Without loss of generality assume λ 1,e = λ 1,o . Then (G 1 , Σ 1 ) has a tight cycle C e passing through f 1,e and a tight cycle C o passing through f 1,o . We may suppose that ω 1 (f 1,o ) = ω 1 (f 1,e ) = 0 (otherwise, we first change ω 1 so that |ω 1 (f 1,o )| = |ω 1 (f 1,e )| by adding dual feasible solutions supported on E(C o ) or E(C e ) and apply the canceling of ω 1 (f 1,o ) and ω 1 (f 1,e ) so that ω 1 (f 1,o ) = ω 1 (f 1,e ) = 0). Similarly we can suppose ω 2 (f 2,o ) = ω 2 (f 2,e ) = 0 if λ 2,o = λ 2,e . If λ 2,o = λ 2,e , then by Case 2 we can assume λ 2,o = λ 1,e and λ 2,e = λ 1,o , and hence λ 2,o < λ * < λ 2,e . This implies that neither f 2,o nor f 2,e is strictly tight, and we again have ω 2 (f 2,o ) = ω 2 (f 2,e ) = 0. This confirms (15) . (15) implies that there is a dual solution ω of P(G, Σ, c) such that Ω = Ω 1 + Ω 2 . Lemma 2.1 implies that Ω 1 +Ω 2 satisfies the strict complementarity condition with any maximum rank solution of P(G, Σ, c). (Note that, for any solutions
It remains to show that the resulting vector ω is supported on the strictly tight edges. Take any e ∈ E(G) with ω(e) = 0, and without loss of generality assume e ∈ E(G 1 ). Since ω(e) = 0, e is contained in a tight cycle C of length at least three in (G 1 , Σ 1 ). If C contains neither f 1,e nor f 1,o , then C remains a tight cycle in (G, Σ), and hence e is strictly tight in (G, Σ). If C contains, say f 1,e , then by Claim 4.16 λ * = λ 1,o . Since λ * is taken to be in the relative interior of I, we must have λ i,o = λ 1,e for some i ∈ {1, 2} by Claim 4.16. Therefore, by Claim 4.16 again, (G i , Σ i ) contains a tight odd cycle C i passing through f i,o and moreover (C \ {f 1,e }) ∪ (C i \ {f i,o }) is a tight odd cycle in (G, Σ). Thus e is strictly tight in (G, Σ). This completes the proof of Theorem 3.1.
Computational aspect
We give a brief remark on the computational aspect. Although the metric polytope consists of exponential number of inequalities, Barahona and Mahjoub [3] showed that one can decide whether x ∈ R E belongs to MET(G) in polynomial time by computing the shortest distances of O(|V |) pairs in an auxiliary weighted graph. (See, e.g., [13, Section 27.3.1] .) The technique can be trivially adapted to signed graphs. Thus, provided that arccos(c)/π is given as input, one can check wether P(G, Σ, c) is feasible or not by Theorem 3.2.
Our proof of Theorem 4 is constructive and computes a maximum rank completion in polynomial time (in the real RAM model). We sketch the algorithm:
• By computing a shortest path in the above auxiliary graph, one can compute λ u,v,e := min{val(P, arccos(c)/π) : P is an even path between u and v} λ u,v,o := min{val(P, arccos(c)/π) : P is an odd path between u and v} for any pair of vertices u, v in polynomial time. Hence, if (G, Σ) has a strong 2-split, then a solution of P(G, Σ, c) can be constructed from a solution of each part of the 2-split as shown in Section 4.3.
• From λ u,v,e and λ u,v,o , one can decide whether there is a tight odd cycle that contains u and v if c is nondegenerate (cf. the fourth claim of Claim 4.16), and hence one can compute H(C) for the family of tight odd cycles in polynomial time. Also one can decide whether an edge is tight or not in polynomial time.
• By Theorem 2.2, if (G, Σ) has neither a cut vertex nor a strong 2-split, then it is equivalent to the odd-K 2 3 or odd-K 2 3 minor free.
• If (G, Σ) is equivalent to the odd-K 2 3 or it is odd-K 2 3 minor free, then we use the construction of a completion given the proof of Lemma 4.2 or that of Lemma 4.15, respectively. We remark that, denoting byT the set of edges which are neither tight nor degenerate, the shortest path technique can also computes max{ε ∈ R : x + e∈T σ(e)(εχ e ) ∈ MET(G, Σ)}, where χ e denotes the characteristic vector of e in R E . Thus the construction given in the proof of Lemma 4.2 or that of Lemma 4.15 can be implemented.
The proof of Lemma 4.15 also implies that, if P(G, Σ, c) is feasible and (G, Σ) is odd-K 4 minor and odd-K 2 3 minor free, then there always exists a solution of rank at most two. This solution can be computed in polynomial time in the real RAM model. It is known that the problem of deciding whether a PSD matrix completion problem has a solution of rank at most two is NP-hard, even if the underlying graph is a cycle C n [28] . This means that, in the signed setting, the problem is NP-hard even if the underlying signed graph is restricted to the odd-C 2 n . Theorem 2.2 implies that any odd-K 4 minor free signed graph can be decomposed into copies of the odd-K 2 3 and odd-K 2 3 -minor free signed graphs by strong 2-splits. Therefore, if P(G, Σ, c) is feasible and (G, Σ) is odd-K 4 minor, then there always exists a solution of rank at most three and a solution can be computed in polynomial time.
Unique Completability
In this section we show that the proof of Theorem 3.1 can be adapted to characterizing the unique solvability of completion problems.
Given a signed graph (G, Σ) and a set C of odd cycles in (G, Σ), recall that the hypergraph H(C) on V (G) is defined as one obtained by regarding each cycle in C as a hyperedge and repeatedly merging a pair of hyperedges e, e with |e ∩ e | ≥ 2 into a single hyperedge. If c is nondegenerate, our characterization will be given in term of hypergraph H(C c ), where C c is the set of tight odd cycles with respect to c. If (G, Σ, p) is degenerate, we can reduce the problem to the nondegenerate case by using contraction and resigning. Specifically, we first compute (G , Σ , c ) from (G, Σ, c) by a sequence of resigning and contraction of an even edge ij with c(ij) = 1 such that c is nondegenerate, and define a hypergraph H(G, Σ, c) to be H(C c ). Note that H(G, Σ, c) is uniquely defined by (G, Σ, c).
We say that a hypergraph forms a triangle if there is no isolated vertex and it consists of three edges e 1 , e 2 , e 3 such that each pair of them intersects at exactly one vertex. Lemma 4.13 imply the following.
Lemma 5.1. Let (G, Σ) be a signed graph and let c ∈ [−1, 1] E with c ∈ E(G, Σ). Then the following holds:
• If H(G, Σ, c) has only one vertex, then P(G, Σ, c) is uniquely solvable and its solution has rank one.
• If H(G, Σ, c) has a hyperedge spanning all the vertices, then P(G, Σ, c) is uniquely solvable and its solution has rank at most two.
• If H(G, Σ, c) forms a triangle, then P(G, Σ, c) is uniquely solvable and its solution has rank at most three.
The reverse implication is not true in general but turns out to be true if (G, Σ) is odd-K 4 minor free. We first give a characterization for odd-K 4 minor and odd-K 2 3 minor free graphs. Suppose that (G, Σ) is odd-K 4 minor and odd-K 2 3 minor free. Then the following holds:
• Otherwise, P(G, Σ, c) is not uniquely solvable.
Proof. By Lemma 5.1 we need to show that, if H(G, Σ, c) has an isolated vertex or more than one hyperedge, then P(G, Σ, c) is not uniquely solvable. Since the unique solvability is invariant under reduction (that is, a sequence of resining and contraction of degenerate even edges) we may focus on the case when c is nondegenerate. Then we have H(G, Σ, c) = H(C c ). Construct c such that c (ij) = c(ij) if i and j belong to a hyperedge in H(C c ) c(ij) − σ(ij) otherwise (ij ∈ E(G))
for some positive number which will be specified later. Let C be the set of tight odd cycles with respect to c . If > 0 is sufficiently small, C c = C and arccos(c )/π ∈ MET(G, Σ). Hence by Theorem 3.2 there is q : V (G) → S d for some d > 0 such that Gram(q) is a solution of P(G, Σ, c ). Since (G, Σ) is odd-K 4 minor and odd-K 2 3 minor free, Lemma 4.4 implies that H(C ) is acyclic. Hence, taking a cut vertex v of H(C ), we can continuously rotate the points q(u) in each fraction of H(C ) at the cut vertex v so that
• q(i) · q(j) remains unchanged if i and j belong to a hyperedge, and
• q(i) · q(j) changes for some pair i and j.
Due to the triangle inequality in spherical space, we can control the change of |q(i)·q(j)| by arbitrary small positive number . Therefore, if is taken to be < , then the resulting Gram(q) is feasible in P(G, Σ, c). Thus there are more than one solution in P(G, Σ, c).
Conclusion
We conclude the paper by listing open problems. An interesting open problem is to establish the signed generalization of a characterization of E(G) by Barrett, Johnson, and Loewy [4] in terms of the metric inequalities and the so-called clique conditions.
We have remarked that, if (G, Σ) is odd-K 4 minor, then one can compute a completion with rank at most three in polynomial time in the real RAM model. Finding a larger class of signed graphs whose rank-constrained completion problems are tractable would be an important question. See [5, 6, 26] for the progress on this question for unsigned graphs.
Going beyond the odd-K 4 minor free graphs would be a challenging problem in every aspect of this paper. This will be also related to the polynomial-time solvability of the PSD matrix completion problem in the real number model. See, e.g., [23, 24, 25] .
