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Abstract
We consider the classic problem of Network Reliability. A network is given together with a source
vertex, one or more target vertices, and probabilities assigned to each of the edges. Each edge appears in the
network with its associated probability and the problem is to determine the probability of having at least
one source-to-target path. This problem is known to be NP-hard.
We present a linear-time fixed-parameter algorithm based on a parameter called treewidth, which is a
measure of tree-likeness of graphs. Network Reliability was already known to be solvable in polynomial
time for bounded treewidth, but there were no concrete algorithms and the known methods used complicated
structures and were not easy to implement. We provide a significantly simpler and more intuitive algorithm
that is much easier to implement.
We also report on an implementation of our algorithm and establish the applicability of our approach by
providing experimental results on the graphs of subway and transit systems of several major cities, such as
London and Tokyo. To the best of our knowledge, this is the first exact algorithm for Network Reliability
that can scale to handle real-world instances of the problem.
Keywords: Network Reliability, Fixed-parameter Algorithms, Tree Decomposition, Treewidth, FPT
1. Introduction
Network Reliability. Consider a network modeled as a graph G = (V,E), where each edge e ∈ E has a
known probability of failure. For example, the graph might be a model of communication links in a mobile
network or railway lines between subway stations. Given a source vertex s and a set T of target vertices,
the goal of the Network Reliability problem is to assess the reliability of connections between s and
T. Concretely, the Network Reliability problem asks for the probability of existence of at least one
source-to-target path that does not pass through failed edges. In the examples mentioned above, this is
equivalent to asking for the probability of being able to send a message from s to T through the mobile
network or the probability of being able to travel from s to T in the subway network.
Short History. Network reliability is an important and well-studied problem with surveys appearing as
early as 1983 [1]. Aside from the obvious applications such as the two mentioned above, the problem has
many other surprising applications, including analysis and elimination of redundancy in electronic systems
and electrical power networks [2]. Network Reliability was shown to be NP-hard for general graphs [3]
and hence researchers turned to solving it in special cases [3, 1], such as series-parallel graphs [4] and graphs
with limited number of cuts [5]. Genetic [6], randomized [7], approximate [8] and Monte Carlo [9] algorithms
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are studied extensively as well. There are also several algebraic studies of the problem with the goal of
obtaining bounds in series-parallel and other special families of graphs [10, 11, 12, 13, 14]. Several variants
of the problem are defined [15, 16, 17], and approaches to modify the network for its optimization are also
investigated [18]. In this paper, we consider a parameterization of Network Reliability and obtain a
linear-time algorithm.
Parameterized Algorithms. An efficient parameterized algorithm solves an optimization problem in
polynomial time with respect to the size of input, but possibly with non-polynomial dependence on a specific
aspect of the input’s structure, which is called a “parameter” [19]. A problem that can be solved by an efficient
parameterized algorithm is called fixed-parameter tractable (FPT). For example, there is a polynomial-time
algorithm for computing minimal cuts in graphs whose runtime is exponentially dependent on the size of
the resulting cut [20]. Exploiting the additional benefit of having a parameter, parameterized complexity
provides finer detail than classical complexity theory [21].
Treewidth. A well-studied parameter for graphs is the treewidth, which is a measure of tree-likeness of
graphs [22]. Many hard problems are shown to have efficient solutions when restricted to graphs with small
treewidth [23, 24, 25, 26, 27, 28, 29]. Notably, [30] introduces a general framework that shows several variants
of the network reliability problem can be solved in polynomial time when parameterized by the treewidth.
Many real-world graphs happen to have small treewidth [31, 32, 33, 34]. In this work, we show that subway
and transit networks often have this property.
Our contribution. Our contribution is providing a new fixed-parameter algorithm for finding the exact
value of Network Reliability, using treewidth as the parameter. Our algorithm, while being linear-time,
is much shorter and simpler than the general framework utilized in [30]. We also provide an implementation
of our algorithm and experimental results over the graphs of subway networks of several major cities. To
the best of our knowledge, this is the first algorithm for finding the exact value of Network Reliability
that can scale to handle real-world instances, i.e. subway and transit networks of major cities.
Graphs with constant treewidth are the most general family of networks for which exact algorithms for
computing reliability are found. This family contains trees, series-parallel graphs and outerplanar graphs [31].
Structure of the Paper. The present paper is organized as follows: First, Section 2 provides formal
definitions of the Network Reliability problem and Treewidth. Then, Section 3, which is the main part
of the paper, presents our simple linear algorithm for solving Network Reliability in graphs with constant
treewidth. Section 4 contains a report of our implementation, which is publicly available, and establishes
the applicability of our approach by providing experimental results on real-world subway networks.
2. Preliminaries
In this section, we formalize our notation, and define the problem of Network Reliability and the
notion of treewidth.
Multigraphs. A multigraph is a pair G = (V,E) where V is a finite set of vertices and E is a finite multiset
of edges, i.e. each e ∈ E is of the form {u, v} for u, v ∈ V. The vertices u and v are called the endpoints of
e. Note that E might contain distinct edges that have the same endpoints. In the sequel, we only consider
multigraphs and simply call them graphs for brevity.
Notation. Given a graph G = (V,E), a path from u ∈ V to w ∈ V is a finite sequence u = u0, u1, . . . , ul = w
of distinct vertices such that for every i < l, there exists an edge e = {ui, ui+1} ∈ E. We write u ;G w to
denote the existence of a path from u to w in G. We simply write u ; w if G can be deduced from the
context. For a set E′ ⊆ E, we write u ;E′ w if there exists a path from u to w whose every edge is in
E′. A connected component of a graph G is a maximal subset C ⊆ V such that for every c1, c2 ∈ C, we
have c1 ;G c2. The graph G is called connected if it has exactly one connected component. A cycle in the
graph G is a sequence w0, w1, . . . , wl of vertices with l > 0, such that for every i < l, there exists an edge
e = {wi, wi+1} ∈ E and all wi are distinct except that w0 = wl. A graph is called a forest if it has no cycles.
A forest is called a tree if it is connected. In other words, a tree is a connected graph with no cycles.
2
Network Reliability Problem. A Network Reliability problem instance is a tuple I = (G, s,T, Pr)
where G = (V,E) is a connected multigraph, s ∈ V is a “source” vertex and T ⊆ V a set of “target” vertices.
Pr is a function of the form Pr : E → [0, 1] which assigns a probability to every edge of the graph G. The
reliability problem on instance I is then defined as follows: A new graph Gs is probabilistically constructed
such that its vertex set is V and each edge e ∈ E appears in it with probability Pr(e). Appearance of
the edges are stochastic and independent of each other. The Network Reliability problem asks for the
probability Rel(I) of having at least one path from the source vertex s to a target vertex t ∈ T in Gs.
Remark. We are describing our approach on undirected graphs. However, it is straightforward to change
all the steps of the algorithm to handle direcetd graphs as well.
We now provide a quick overview of the basics of tree decompositions and treewidth. A much more
involved treatment can be found in [20, 31].
Tree Decompositions. Given a connected multigraph G = (V,E), a tree T = (B, ET ) with vertex set B
and edge set ET is called a tree decomposition of G if the following four conditions hold:
• Each vertex b ∈ B of the tree T has an assigned set of vertices V (b) ⊆ V. To distinguish vertices of T
and G, we call each vertex of T a bag.
• Each vertex appears in some bag, i.e.
⋃
b∈B V (b) = V.
• Each edge appears in some bag, i.e. ∀e = {u, v} ∈ E ∃b ∈ B s.t. {u, v} ⊆ V (b). We denote the set
of edges that appear in a bag b with E(b). Note that an edge appears in b if and only if both of its
vertices do.
• Each vertex v ∈ V appears in a connected subtree of T . More precisely, we let Bv to be the set of
bags whose vertex sets contain v, then Bv must be a connected subtree of T .
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{1, 2, 5}
{2, 3, 5}
{2, 6, 7}{3, 4, 5}
Figure 1: A graph (left) and a 2-decomposition of it (right)
See Figure 1 for an example. A rooted tree decomposition is a tree decomposition in which a unique bag
is specified as “root”. Given two bags b and b′, we say that b is an ancestor of b′ if b appears in the unique
path from the root to b′. In this case, we say that b′ is a descendant of b. Note that each bag is both an
ancestor and a descendant of itself. The bag b is called the parent of b′ if it is an ancestor of b′ and has an
edge to b′, i.e. {b, b′} ∈ ET . In this case, we say that b′ is a child of b. A bag b with no children is called a
leaf.
Treewidth. If a tree decomposition T has bags of size at most k + 1, then it is called a k-decomposition
or a decomposition of width k. The treewidth of a graph G is defined as the smallest k for which a k-
decomposition of G exists. Intuitively, the treewidth of a graph measures how tree-like it is and graphs with
smaller treewidth are more similar to trees.
Cut Property. Tree decompositions are important for algorithm design because removing the vertices of
each bag b from the original graph G cuts it into connected components corresponding to the subtrees formed
in T by removing b [31]. We call this the “cut property” and it allows bottom-up dynamic programming
algorithms to operate on tree decompositions almost the same way as in trees [27]. We use this property in
our algorithm in Section 3. We now formalize this point:
3
Separators. Given a graph G = (V,E) and two sets of vertices A,B ⊆ V , we call the pair (A,B) a
separation of G if (i) A ∪B = V , and (ii) no edge connects a vertex in A \B to a vertex in B \ A. We call
A ∩B the separator corresponding to the separation (A,B).
Lemma 1 (Cut Property [20]). Let T = (B, ET ) be a tree decomposition of the graph G and let e = {a, b} ∈
ET be an edge of T . By removing e, T breaks into two connected components, T
a and T b, respectively
containing a and b. Let A =
⋃
t∈Ta V (t) and B =
⋃
t∈T b V (t). Then (A,B) is a separation of G with
separator V (a) ∩ V (b).
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{1, 2, 5}
{2, 3, 5}
{2, 6, 7}{3, 4, 5}
Figure 2: Cut Property
For example, consider the same graph as in Figure 1. By removing the edge from {2, 3, 5} to {2, 6, 7},
the tree decomposition breaks into two connected components, containing the vertices A = {2, 6, 7} and
B = {1, 2, 3, 4, 5}, respectively. This is a separation of the graph with separator {2}. These points are
illustrated in Figure 2.
Computing a Tree Decomposition. In our algorithm in Section 3, when we operate on a graph G with
n vertices and constant treewidth, we assume that we are also given a tree decomposition of G as part of the
input. This is justified by an algorithm of Bodlaender [35], that given a graph G and a constant k, decides
in linear time whether G has treewidth at most k and if so, produces a k-decomposition of G with O(n · k)
bags.
3. Algorithm for Network Reliability
In this section, we provide an algorithm for solving instances of the Network Reliability problem on
graphs based on their tree decompositions.
Specification. The input to the algorithm is a Network Reliability instance I = (G, s,T, Pr) together
with a k-decomposition T = (B, ET ) of the graph G. The output is the reliability Rel(I), i.e. the probability
of existence of a path from s to T. Given that the tree decomposition can be rooted at any bag, without loss
of generality, we assume that the source vertex s is in the root bag. We also assume that G has n vertices
and |B| ∈ O(n · k). This can be obtained by an algorithm described in [35].
Methodology. Our algorithm is based on a technique called “kernelization” [20]: Using the tree-decomposition
T , we repeatedly shrink the graph G to obtain smaller graphs that all have the same reliability as G. We
continue our shrinking until we reach a graph that has very few vertices, i.e. at most O(k) vertices. We then
use brute force to compute the reliability of this graph.
Discrete Probability Distributions. Given a finite set X, a probability distribution over X is a function
Pr : X → [0, 1], that assigns a probability to each member of X, such that ∑x∈X Pr(x) = 1.
We first define an extension of the Network Reliability problem, in which the probabilities of appear-
ance of the edges need not be independent anymore, i.e. some edges are correlated. Although this extension
makes the problem more general, it helps in finding a solution. As we will later see, it allows us to apply a
shrinking procedure as described above.
Extended Network Reliability. An Extended Network Reliability instance with r parts is a tuple
I = (G,E1, . . . , Er, s,T, Pr1, . . . , Prr) in which:
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• G = (V,E) is a connected graph;
• The Ei’s are pairwise disjoint multisets of edges and
⋃r
i=1Ei = E;
• s ∈ V is the source vertex;
• T ⊆ V is the set of target vertices; and
• Each Pri : 2Ei → [0, 1] is a probability distribution over the subsets of Ei.
We now define the Extended Network Reliability problem on the instance I as follows: a new
graph Gs is probabilistically constructed such that its vertex set is V and its edge set is a subset Es ⊆ E
chosen probabilistically as follows:
• For every part Ei, a subset Esi ⊆ Ei of edges is probabilistically chosen according to the distribution
Pri. The E
s
i ’s are chosen independently of each other.
• The set Es is defined as Es =
⋃r
i=1E
s
i .
The Extended Network Reliability problem asks for the probability Rel(I) that the probabilistically-
constructed graph Gs contains a path from s to T. Intuitively, appearance of every edge in each part
Ei is correlated to every other edge in Ei, but independent of all the edges outside of Ei. A Network
Reliability instance is simply an Extended Network Reliability instance in which each Ei consists
of a single edge, i.e. every edge is independent of every other edge.
We now provide a simple brute force algorithm for the Extended Network Reliability problem.
This algorithm will later serve as a subprocedure in our main algorithm.
The Brute Force Algorithm. Consider an Extended Network Reliability instance I as above and
a graph G′ = (V,E′) where E′ ⊆ E, i.e. a graph with the same set of vertices as G, but only a subset of its
edges. We can easily compute P(Gs = G′), i.e. the probability that the probabilistically-constructed graph
Gs is equal to G′. We use each Pri to find the probability of the specific combination of correlated edges
that are present in E′ ∩ Ei. Therefore, we have:
P(Gs = G′) =
r∏
i=1
Pri(E
′ ∩ Ei).
Now Rel(I) is simply the sum of P(Gs = G′) over those graphs G′ in which there is a path from s to T. Hence,
we can use the brute force method as in Algorithm 1 for answering the Extended Network Reliability
problem. The algorithm creates all possible subgraphs G′ and checks if there is a path from s to T in G′. If
so, it computes the probability P(Gs = G′). Finally, it returns the sum of computed probabilities.
Algorithm 1: The brute force method
Input : An Extended Network Reliability instance I = (G,E1, . . . , Er, s,T, Pr1, . . . , Prr)
Output: Rel(I)
1 ans← 0;
2 foreach E′ ⊆ E do
3 G′ ← (V,E′);
4 if s;G′ T then
5 p← 1;
6 for i ∈ {1, . . . , r} do
7 p← p · Pri(E′ ∩ Ei)
8 ans← ans + p;
9 return ans;
Complexity of the Brute Force Algorithm. Assuming that the graph G has n vertices and m edges,
Algorithm 1 considers at most 2m different cases for E′ (Line 2). In each case, checking reachability (Line 4)
5
can be done in O(m) using standard algorithms such as DFS or BFS, and computing P(Gs = G′), i.e. the
variable p in the algorithm (Lines 5–7), also takes O(m) time. Hence, Algorithm 1 has a total runtime of
O(m · 2m) which is exponential. Therefore, this algorithm is only applicable to very small graphs.
In order to use Algorithm 1 on larger graphs, we need to shrink them to smaller graphs with the same
reliability. The following lemmas are our main tools in doing so.
Lemma 2. Let GB = (B,EB) be a graph, T a set of target vertices, B
∗ ⊆ B a subset of vertices that contains
a target vertex t∗ ∈ T. Also, let E∗ be the set of all possible edges over B∗, i.e. E∗ = {{u, v} | u, v ∈ B∗}.
Then, there exists a function f : 2EB → 2E∗ that maps every subset E′ of edges of EB to a subset f(E′) of
edges of E∗, such that:
• For all a ∈ B∗, we have a;f(E′) T if and only if a;E′ T.
• For all a, b ∈ B∗ such that a 6;E′ T and b 6;E′ T, we have a;f(E′) b if and only if a;E′ b.
• For all a, b ∈ B∗ such that a;E′ T and b;E′ T, we have a;f(E′) b.
Moreover, given E′, one can compute f(E′) in linear time, i.e. O(|B|+ |EB |).
Intuitively, the lemma above says that from a graph with vertex set B, one can create a smaller “digest”
graph with vertex set B∗ ⊆ B, in which (i) a vertex has a path to a target if and only if it used to have
a path to a target in the first place, (ii) any two vertices that do not have a path to a target are in the
same connected component if and only if they used to be in the same connected component in the first
place, and (iii) all the vertices that can reach a target are put in the same connected component. Indeed,
the construction below merges all the vertices that could originally reach a target into a single connected
component, and keeps the other connected components intact.
Proof. We assume an arbitrary total order on the vertices so that given a set of vertices, we can talk of the
vertex with the smallest index. We construct f(E′) as follows:
• For every vertex a ∈ B∗ \ {t∗} such that a;E′ T, we add the edge {a, t∗} to f(E′).
• We consider the connected components C1, C2, . . . , Cs of the graph (B,E′). For every Ci, if Ci ∩T = ∅
and Ci ∩ B∗ 6= ∅, we let ci be the vertex in Ci ∩ B∗ with the smallest index. For every vertex
c′i ∈ Ci ∩B∗ \ {ci}, we add the edge {ci, c′i} to f(E′).
Figure 3 shows an example application of f .
B
B* B*
f
Figure 3: An example application of f . Target vertices are shown in black. The graph (B,E′) is shown on the left and
(B∗, f(E′)) is the graph on the right.
By the above construction, it is easy to verify that f(E′) has the desired properties. Moreover, f(E′)
can be computed by a single use of a classical reachability algorithm, such as DFS, that finds the connected
components Ci. Hence, it can be computed in O(|B|+ |EB |).
Lemma 3 (Shrinking Lemma). Let I = (G,E1, . . . , Er, s,T, Pr1, . . . , Prr) be an Extended Network
Reliability instance such that:
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• G = (V,E) and (A,B) is a separation of G;
• s ∈ A;
• There exists a target vertex t∗ ∈ A ∩B ∩ T;
• Every part Ei is either entirely in A or entirely in B. Without loss of generality, we assume that
E1, . . . , Et are entirely in A and Et+1, . . . , Er are entirely in B. We define EA := E1 ∪ · · · ∪ Et and
EB := Et+1 ∪ · · · ∪ Er. If an Ei is entirely in A ∩B, we consider it to be part of EB;
then, there exists a smaller instance I = (G,E1, . . . , Et, Et+1, Pr1, . . . , Prt, Prt+1) with vertex set A, i.e.
G = (A,E), such that Rel(I) = Rel(I).
Intuitively, given a few conditions, this lemma provides a way of shrinking an instance by means of
decreasing the number of vertices in the instance, i.e. removing all the vertices in B \ A, without changing
the reliability.
Proof. We use the function f as in Lemma 2, by considering B∗ = A ∩B and GB = (B,Et+1 ∪ · · · ∪ Er) =
(B,EB). We let the new part Et+1 = E
∗ consist of all the possible edges over B∗. We define the probability
distribution Prt+1 : 2
Et+1 → [0, 1] as follows. For every F ⊆ Et+1, we let
Prt+1(F ) :=
∑
E′∈f−1(F )
r∏
i=t+1
Pri(E
′ ∩ Ei). (1)
Claim. Let E′A ⊆ EA and E′B ⊆ EB , we claim that s;E′A∪E′B T if and only if s;E′A∪f(E′B) T.
Proof of Claim. Note that B∗ = A ∩ B is a separator in G, so there is no edge between A \ B and B \ A.
Consider the graphs G1 = (A ∪B,E′A ∪ E′B) and G2 = (A,E′A ∪ f(E′B)), we want to prove that s;G1 T if
and only if s;G2 T.
First, we assume s ;G1 T. Consider a path pi := u0, u1, . . . , ul in G1 from u0 = s to some target vertex
ul ∈ T. We construct a path pi′ from s to T in G2 by following pi step-by-step. At each step, we assume that
we have a prefix of pi′ from s to ui. We extend this prefix as follows:
1. If the edge {ui, ui+1} is in E′A, then it has appeared in both G1 and G2. So we simply extend pi′ by
adding ui+1. In particular, this case always happens if at least one of ui and ui+1 are in A \B.
2. Otherwise, if both ui and ui+1 are in A∩B, then by Lemma 2, we have ui ;f(E′B) ui+1. So, we extend
pi′ by a path from ui to ui+1 in f(E′B).
3. Otherwise, if ui ∈ A ∩B and ui+1 ∈ B \A, then we consider two cases:
(a) if the path pi ends in a target vertex in B \A without coming back to A ∩B, then by Lemma 2,
we have ui ;f(E′B) t
∗. We extend pi′ by adding the path from ui to t∗.
(b) otherwise, pi re-enters A ∩B. Assume that this re-entry happens at uj for some j > i+ 1. Then,
by Lemma 2, we have ui ;f(E′B) uj . So, we extend pi
′ with the path from ui to uj in f(E′B) and
continue from uj .
Note that no other case is possible, given that A ∩ B is a separator. Also, following the steps above, we
either end up at t∗ or ul, both of whom are target vertices. Therefore s;G2 T. The other side can be proven
similarly, i.e. by taking a path in G2 and replacing every contiguous sequence of edges in f(E
′
B) by edges in
E′B .
We now continue our proof of the shrinking lemma. We prove that Rel(I) = Rel(I). We have
Rel(I) =
∑
E′⊆E
P(Gs = (V,E′)) · δ(s;E′ T)
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where δ is the indicator function that has a value of 1 if its parameter is true and 0 otherwise, i.e. δ(p) ={
1 p
0 ¬p . Therefore, if we consider E
′
A = E
′ ∩ EA and E′B = E′ ∩ EB , we have:
Rel(I) =
∑
E′A⊆EA
∑
E′B⊆EB
P(Gs = (V,E′A ∪ E′B)) · δ(s;E′A∪E′B T)
We now divide the second summand based on the value of f(E′B), to get:
Rel(I) =
∑
E′A⊆EA
∑
F⊆Et+1
∑
E′B∈f−1(F )
P(Gs = (V,E′A ∪ E′B)) · δ(s;E′A∪E′B T)
The appearance of edges in EA and EB are independent of each other, so we have P(Gs = (V,E′A∪E′B)) =
P(Gs ∩ EA = E′A) · P(Gs ∩ EB = E′B), therefore:
Rel(I) =
∑
E′A⊆EA
∑
F⊆Et+1
∑
E′B∈f−1(F )
P(Gs ∩ EA = E′A) · P(Gs ∩ EB = E′B) · δ(s;E′A∪E′B T)
Given that P(Gs ∩ EA = E′A) is independent of the two inner summations, we have:
Rel(I) =
∑
E′A⊆EA
P(Gs ∩ EA = E′A) ·
∑
F⊆Et+1
∑
E′B∈f−1(F )
P(Gs ∩ EB = E′B) · δ(s;E′A∪E′B T)
Moreover, appearance of edges in each Ei is independent of every other Ej , so P(Gs ∩ EA = E′A) =∏t
i=1 Pri(E
′
A ∩ Ei) and similarly, P(Gs ∩ EB = E′B) =
∏r
i=t+1 Pri(E
′
B ∩ Ei). Therefore, we have:
Rel(I) =
∑
E′A⊆EA
t∏
i=1
Pri(E
′
A ∩ Ei) ·
∑
F⊆Et+1
∑
E′B∈f−1(F )
r∏
i=t+1
Pri(E
′
B ∩ Ei) · δ(s;E′A∪E′B T)
According to the Claim proven in Page 7, we have δ(s ;E′A∪E′B T) = δ(s ;E′A∪f(E′B) T). Note that
f(E′B) is simply F , given that E
′
B ∈ f−1(F ). So, we have:
Rel(I) =
∑
E′A⊆EA
t∏
i=1
Pri(E
′
A ∩ Ei) ·
∑
F⊆Et+1
∑
E′B∈f−1(F )
r∏
i=t+1
Pri(E
′
B ∩ Ei) · δ(s;E′A∪F T)
In Equation (1), we defined Prt+1(F ) as
∑
E′∈f−1(F )
∏r
i=t+1 Pri(E
′ ∩ Ei), therefore:
Rel(I) =
∑
E′A⊆EA
t∏
i=1
Pri(E
′
A ∩ Ei) ·
∑
F⊆Et+1
Prt+1(F ) · δ(s;E′A∪F T)
We now reverse all the steps above, using Gs, i.e. the probabilistic graph obtained according to the
Extended Network Reliability instance I:
Rel(I) =
∑
E′A⊆EA P(G
s ∩ EA = E′A) ·
∑
F⊆Et+1 P(G
s ∩ Et+1 = F ) · δ(s;E′A∪F T)
=
∑
E′A⊆EA
∑
F⊆Et+1 P(G
s ∩ EA = E′A) · P(Gs ∩ Et+1 = F ) · δ(s;E′A∪F T)
=
∑
E′A⊆EA
∑
F⊆Et+1 P(G
s = (V,E′A ∪ F )) · δ(s;E′A∪F T)
=
∑
E′⊆EA∪Et+1 P(G
s = (V,E′)) · δ(s;E′ T)
= Rel(I).
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The Complexity of Shrinking Lemma. To apply the Shrinking Lemma, we compute f(E′B) for every
E′B ⊆ EB . There are 2|EB | such subsets. Moreover, by Lemma 2, each computation of f takes O(|B|+ |EB |),
therefore the overall complexity of the Shrinking Lemma is O(2|EB | ·(|B|+ |EB |)), which is exponential in the
size of EB . Hence, the Shrinking Lemma should only be applied when the set B is small. In our algorithm
below, whenever we use the Shrinking Lemma, the set B is a bag of the tree decomposition and therefore
has size at most O(k).
The following lemma provides the last ingredient for our main algorithm:
Lemma 4. Let I = (G,E1, . . . , Er, s,T, Pr1, . . . , Prr) be an Extended Network Reliability instance
with r ≥ 2. There exists an instance Ir−1,r = (G,E1, . . . , Er−2, Er+1, s,T, Pr1, . . . , Prr−2, Prr+1) such that
Rel(I) = Rel(Ir−1,r). We refer to Ir−1,r as the instance obtained by merging Er−1 and Er in I.
Proof. Let W ⊆ V be the subset of vertices consisting of all the endpoints of edges in Er−1 and Er. We
define Er+1 as a set containing all possible edges over W , i.e. Er+1 = {{u, v} | u, v ∈W}. Let Fr−1 ⊆ Er−1
and Fr ⊆ Er, we define Fr−1 ⊕ Fr as the subset of Er+1 that contains an edge from u to v if at least one of
Fr and Fr+1 do. Intuitively, Fr−1 ⊕ Fr is a special kind of union that ignores repeated edges with the same
endpoints. For every Fr+1 ⊆ Er+1, we define
Prr+1(Fr+1) :=
∑
Fr−1⊕Fr=Fr+1
Prr−1(Fr−1) · Prr(Fr).
Informally, we took two parts Er−1 and Er which used to be independent and merged them into a single
correlated part. It is straightforward to verify that this construction preserves the reliability.
Note that the order of Ei’s in I does not matter. Hence, we can define Ii,j as the instance obtained by
merging Ei and Ej in I and construct it in a similar manner.
We are now ready to present our main algorithm for computing Network Reliability when the
underlying graph has a small treewidth k. Basically, our algorithm applies the Shrinking Lemma repeatedly
until the number of vertices in the graph is reduced to O(k). Then, it runs the brute force algorithm over it.
Input. As mentioned earlier, the input to the algorithm is a Network Reliability instance I =
(G, s,T, Pr) together with a k-decomposition T = (B, ET ) of the graph G rooted at a bag r ∈ B that
contains the source vertex, i.e. s ∈ V (r).
Our Algorithm. We compute Rel(I) as follows:
1. We take an arbitrary target vertex t∗ ∈ T and add it to the vertex set of every bag in B.
2. As long as B contains more than one bag, we do the following:
(a) We take an arbitrary leaf bag b ∈ B. Let p be the parent bag of b.
(b) We apply the Shrinking Lemma with (A,B) = (
⋃
a∈B\{b} V (a), V (b)). This effectively removes
all the vertices in B \A from G.
(c) We remove b from T .
(d) We take all the edge parts Ei1 , Ei2 , . . . , Eij that are entirely in V (p) and merge them together
using Lemma 4.
3. If B contains a single bag r, we simply run the brute force algorithm on V (r) for computing Rel(I).
Consider the graph depicted in Figure 1 with arbitrary probabilities. We assume s = 1 and T = {7}.
Therefore, in Step (1), we add 7 to every bag. Figure 4 shows the iterations of Step (2), i.e. each panel shows
one application of shrinking and merging. The figure does not show the probabilities. In each iteration,
a leaf bag b with parent p is chosen, it is removed from the tree decomposition and the vertices that only
appeared in b are deleted from the graph. Moreover, a new edge part is added that covers all possible edges
between the vertices in the intersection of V (b) and V (p). It is then merged with the already existing edge
parts of V (b). This process continues until only one bag r (the root) remains. At this point, the brute force
algorithm is used to compute the reliability.
Lemma 5 (Correctness). The algorithm above correctly computes Rel(I).
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Figure 4: Changes in G and T in every iteration of Step (2)
Proof. Each iteration of Step 2 above reduces the number of bags by one, hence the algorithm terminates.
We show that the reliability is preserved after each iteration of Step 2. We also show that before and after
each iteration of Step 2, for every correlated edge part Ei, there exists a bag bEi ∈ B such that every
endpoint of every edge in Ei is in V (bEi). Note that initially, each Ei consists of a single edge and hence this
property holds by definition of tree decompositions.
In Step 2(b), we can apply the Shrinking Lemma because (i) (A,B) is a separation of G by the Cut
Property (Lemma 1); (ii) s ∈ V (r) ⊆ A; (iii) t∗ ∈ A ∩ B ∩ T because t∗ is in the vertex set of every bag;
and (iv) for every edge part Ei, there exists a bag such that Ei is entirely in that bag. As shown in Page 6,
Shrinking Lemma preserves the reliability. Moreover, by Lemma 1, we have A ∩ B = V (p) ∩ V (b) and
therefore the newly added edge part is entirely in A ∩ B ⊆ V (p). Finally, by Lemma 4, merging edge parts
in Step 2(d) does not change the reliability.
It follows by an easy induction that the reliability is preserved when we reach Step 3. At this point,
Rel(I) is computed by the brute force algorithm. Hence, our algorithm computes Rel(I) correctly.
Complexity of Our Algorithm. The algorithm applies the shrinking lemma O(n · k) times and in each
time we have |B| ≤ k + 2 and |EB | ≤ (k + 2) · (k + 1). Hence, the overall runtime for the calls to shrinking
lemma is O(n ·k3 ·2(k+2)(k+1)). Similarly, the algorithm performs O(n ·k) merge operations, each of which on
two parts of size at most 2(
k+2
2 ). Hence each merge operation takes at most O(k2 ·2(k+2)(k+1)) and the overall
runtime for merging is also O(n · k3 · 2(k+2)(k+1)). Finally, the algorithm runs the brute force procedure on
a graph with at most
(
k+2
2
)
edges, which takes O(k2 · 2(k+22 )) time. All the other operations are performed
in linear time. Hence the total runtime of our algorithm is O(n · k3 · 2(k+2)(k+1)), which depends linearly on
n and exponentially on k. Hence, we have the following theorem:
Theorem. There exists a linear-time fixed-parameter algorithm for solving Network Reliability when
parameterized by the treewidth, i.e. when the treewidth is a small constant.
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Pseudocode. Our approach is summarized in Algorithm 2.
Algorithm 2: Computing Network Reliability using a Tree Decomposition
Input : A Network Reliability instance I = (G, s,T, Pr) or equivalently an Extended
Network Reliability instance I = (G,E1, . . . , Em, s,T, Pr1, . . . , Prm) in which |Ei| = 1
for every i; and a k-decomposition T = (B, ET ) of G rooted at r with s ∈ V (r).
Output: Rel(I)
1 t∗ ← an arbitrary vertex in T;
2 foreach b ∈ B do
3 V (b)← V (b) ∪ {t∗};
4 while |B| > 1 do
5 b← an arbitrary leaf bag in B;
6 A← ∪a∈B\{b}V (a);
7 B ← V (b);
8 Shrinking-Lemma(I,A,B);
9 p← b.parent;
10 B← B \ {b};
11 while ∃Ei, Ej s.t. ∀e = {u, v} ∈ Ei ∪ Ej u, v ∈ V (p) do
12 I ← Ii,j
13 return Brute-Force(I);
4. Implementation and Experimental Results
We implemented our approach in Java. Our code is available at https://ist.ac.at/~akafshda/
reliability. We used a tool called FlowCutter [36] for computing the tree decompositions. Flow-
Cutter applies a state-of-the-art heuristic algorithm to find tree decompositions of small width. However,
it is not guaranteed to find an optimal tree decomposition. In each case, we limited FlowCutter to a
maximum runtime of 10 minutes.
We experimented with the subway networks of several major cities, including Berlin, London, Tehran,
Tokyo and Vienna. Table 1 provides a summary of the instances. Notably, it shows that all of these major
subway networks have a small treewidth. In each case, we set the source and target vertices as the subway
stations next to some of the major universities. Specifically:
• In Berlin, we used the Technical University of Berlin (Ernst-Reuter-Platz) as the source and the Freie
University (Thielplatz) and the Humboldt University (Friedrichstrasse) as the targets.
• In London, we used the London School of Economics (Holborn) as the source and the King’s College
(Temple), Imperial College (South Kensington) and University College London (Euston Square) as the
targets.
• In Tehran, we used Amirkabir University (Teatr-e Shahr) as the source and Sharif University (Daneshgah-
e Sharif), University of Tehran (Meydan-e Enqelab) and the Iran University of Science and Technology
(Daneshgah-e Elm o San’at) as the targets.
• In Tokyo, we used the University of Tokyo (Okachimachi) as the source and Keio University (Mita)
and Waseda University (Waseda) as the targets.
• In Vienna, we used the University of Vienna (Schottenring) as the source and the Technical University
of Vienna (Karlsplatz) as the target.
In our experiments, we assumed that every edge of the network appears with the same probability p.
We provide experimental results for different values of p between 0 and 1 with step size 0.05. Note that
this is not a requirement of our algorithm, which can handle different probability values for different edges.
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Network n |T| k Runtime (s)
Berlin U-Bahn 173 2 3 1.4
London Tube 261 3 5 1.9
Tehran Metro 103 3 2 1.2
Tokyo Subway 200 2 6 12.4
Vienna U/S-Bahn 141 1 5 1.6
Table 1: A Summary of Our Benchmark Networks. In each case n is the number of vertices in the network, |T| is the number
of target vertices, and k is the width of the obtained tree decomposition. The runtimes are reported in seconds and are the
average runtime over all p.
However, we did not have access to the failure probabilities of the connections in the subway networks, given
that such information is classified in most countries.
As shown in Table 1, our algorithm is extremely efficient and, in all these real-world cases, answers
the Network Reliability problem in just a few seconds. In contrast, previous exact approaches such
as [14, 12] could only handle academic examples with less than 10 vertices. Figure 5 provides a summary of
our experimental results.
P Berlin London Tehran Tokyo Vienna
0 0 0 0 0 0
0.05 2.00E-14 1.45E-04 0.05 3.13E-07 1.32E-04
0.1 5.00E-11 0.001361 0.10001 1.01E-05 0.001134
0.15 5.00E-09 0.005407 0.150073 7.80E-05 0.004157
0.2 1.34E-07 0.015163 0.200297 3.49E-04 0.010802
0.25 1.65E-06 0.035035 0.250871 0.001207 0.023276
0.3 1.28E-05 0.071034 0.302066 0.003732 0.044451
0.35 7.28E-05 0.129986 0.354226 0.010919 0.077778
0.4 3.26E-04 0.217436 0.407744 0.029996 0.126933
0.45 0.001224 0.334389 0.463033 0.074538 0.195146
0.5 0.003968 0.47413 0.520493 0.161684 0.284198
0.55 0.011392 0.621454 0.580459 0.299994 0.39324
0.6 0.029369 0.756462 0.643096 0.475201 0.517722
0.65 0.068442 0.862314 0.708189 0.652589 0.648821
0.7 0.144214 0.932379 0.774733 0.798895 0.773793
0.75 0.273258 0.971325 0.84035 0.899881 0.877936
0.8 0.46064 0.989642 0.900781 0.958914 0.949316
0.85 0.680849 0.997005 0.950149 0.987341 0.985789
0.9 0.872037 0.999433 0.982917 0.997637 0.99781
0.95 0.976327 0.999964 0.997612 0.999865 0.99989
1 1 1 1 1 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Vienna
Figure 5: Our Experimental Results. The x-axis is the probability p of the appearance of each edge of the network, and the
y-axis is the reliability Rel(I).
5. Conclusion
In this paper, on the theoretical side, we presented a linear-time algorithm for computing Network
Reliability on graphs with small treewidth. Our algorithm uses the concept of kernelization, i.e. it re-
peatedly transforms an instance into a smaller one with the same reliability. On the experimental side,
we showed that subway networks of several major cities have small treewidth and hence our algorithm can
be applied to them. We also demonstrated that our algorithm is extremely efficient and can handle these
real-world instances in a few seconds, while previous exact methods could only handle academic examples
with a handful of edges.
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