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Abstract
In this paper we consider the model reduction of a large, minimal, linear, time-invariant system of order n using moment
matching techniques. Our goal is to compute an approximation of order ν  n that matches ν moments of the transfer
function, has ` poles and k zeros fixed and also matches a number of moments of its derivative. Assuming the original model is
known, using a moment matching-based parameterization of the reduced model, we derive explicit linear algebraic constraints
to place the desired poles and zeros and to match some moments of the derivative of the transfer function. The corresponding
constraints are given by linear systems with the free parameters as unknowns together with solving low order Sylvester
equations. Furthermore, since in practice data sets are available rather than the explicit model, we extend these results to the
framework of data-driven model reduction. We generalize the Loewner matrices to include the measured data and the imposed
pole and derivative constraints as well and use them to compute the approximation that satisfies all the imposed constraints
simultaneously through solving again a linear system in the free parameters.
Key words: Moment matching, prescribed poles-zeros-derivatives, data-driven model reduction, Loewner matrices.
1 Introduction
In the control engineering practice of today, since math-
ematical models of system are increasingly complex and
highly dimensional, model reduction is called for to find a
low-order approximation. The approximation is suitable
for simulation and control if relevant properties, such as
certain dynamics (poles and derivative) or the zeros of the
given system are preserved.
State-of-the-art. Moment matching-based model reduc-
tion techniques stand out as computationally efficient and
easy to implement [2]. The models are computed through
numerically efficient procedures based on Krylov projec-
tions. It has also been shown that a property of the given
system can be preserved if all the ν matching points are
chosen such that a set of ν constraints are met. For in-
stance, the problem of finding the reduced order model
that minimizes the H2 norm of the approximation error
has been studied intensively. Hence, in, e.g., [1,11] select-
ing the mirror images of the ν poles of the ν order approx-
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imant as interpolation points where to match ν moments
of the system and ν moments of its first order deriva-
tive, yields the model with the lowest H2 norm of the ap-
proximation error. Lately, for LTI systems, a time-domain
Sylvester equation-based approach to moment matching
has been taken in [4,15]. The notion of moment is related
to the unique solution of a Sylvester equation, see also
[9,8], for earlier results. The time-domain approach yields
families of all ν order models parametrized in ν degrees
of freedom, that match a set of ν moments of a given n-
th order system at a set of ν interpolation points. Impos-
ing constraints on all the ν degrees of freedom provide
the (subfamilies of) ν order models that meet additional
desired constraints. For instance, in [4] the ν free param-
eters are selected such that stability and relative degree
are preserved, in [15] the ν parameters are selected to find
the minimal order model. In [14] the model that matches
2ν moments as well as the model that matches ν mo-
ments of the given system and ν moments of its first order
derivative are computed. Recently, in [19,20], using opti-
mization algorithms, the the model achieving minimum
H2 approximation error has been found.
Motivation. From the family of ν order models matching
ν moments, using all the ν degrees of freedom yields a
(unique) model satisfying only one property, e.g., stability
or matching the derivatives to lower the norm of the ap-
proximation error. Furthermore, e.g., fixing ν poles may
not be enough to match desired input-output behaviours
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of the system. The zeros of the approximations may differ
from those of the original system. In particular, assuming
the original system to be of minimum phase, undesired
right half-plane zeros may appear in the approximation.
Since in control there exist algorithms to place ` < ν, see
[5], in the context of moment matching-based model re-
duction, we seek a ν order approximation that has ` poles,
k zeros and ν−(`+k) derivatives to match imposed, prob-
lem yet unsolved. Moreover, since in practice only sets of
measured data of the system are available, we also pose
and solve the same problem in the framework of Loewner
data matrix-based model reduction.
Contributions. We consider an LTI stable, minimal n-th
order system and the family of ν order models that match
ν moments of the given transfer function, parametrized
in ν degrees of freedom. We determine the model that
has ` poles, k zeros and matches ν − (` + k) derivatives.
We first assume that the model of the system is known
explicitly. We provide an explicit linear system together
with solving low order Sylvester equations that yield the
free parameters such that ` ≤ ν poles are placed. For a
particular canonical form of the interpolation points we
write and solve a simpler linear algebraic system (i.e. no
need to solve Sylvester equations) yielding the free pa-
rameters that place the poles. We also derive the explicit
linear system of algebraic constraints that provide the free
parameters such that k ≤ ν zeros are imposed. Further-
more, we derive an explicit linear system in the free pa-
rameters such that ν − (`+ k) moments of the first order
derivative of the transfer function are matched. Since it
is difficult to yield and manipulate explicit complex and
highly dimensional mathematical models, it is practical
to use data sets given by measurements performed on the
systems. In this case, we solve the problem of finding a
reduced order model that matches the data and satisfies
the pole and derivatives constraints simultaneously. We
hereby exploit and generalize the Loewner matrices pre-
sented in [10,18] for model reduction and in, e.g., [17] for
control, to include (simultaneous) information about the
` prescribed poles and the ν−` derivatives to be matched
by a ν order approximation that matches the measured
data of the given system. Using the general Loewner ma-
trices, we then compute the model that matches ν mo-
ments, has ` poles fixed and matches ν − ` derivatives of
the transfer function of the given system through solving
again a linear system in the free parameters.
Content. The paper is organized as follows. In Section 2
we briefly recall the time-domain moment matching for
linear systems. In Section 3, we give the sets of linear con-
straints to place certain poles, zeros and match deriva-
tives, respectively. In Section 4, we include all the con-
straints in the general Loewner matrices and use them to
compute the low order approximation that satisfies these
constraints. In Section 5 we illustrate the theory on a CD
player model. The paper ends with some conclusions.
Notation. R is the set of real numbers and C is the set of
complex numbers. C0 is the set of complex numbers with
zero real part and C− denotes the set of complex numbers
with negative real part. If A is a real matrix, then AT is
the transpose. σ(A) is the set of eigenvalues of A.
2 Preliminaries
In this section we briefly review the computation of the
family of ν order models matching ν moments of a stable
LTI system. For more details see e.g., [4,15].
2.1 Time-domain moment matching for linear systems
Consider a single input-single output (SISO) linear time-
invariant (LTI) minimal system
Σ : x˙ = Ax+Bu, y = Cx, (1)
with the state x ∈ Rn, the input u ∈ R and the output
y ∈ R. The transfer function of (1) is
K(s) = C(sI −A)−1B, K : C→ C. (2)
Throughout the rest of the paper we assume that the
system (1) is stable, that is σ(A) ⊂ C−. For the sake of
clarity we consider the SISO case. However the results
can be extended to the multiple input-multiple output
case, as explained in Section 2.2. Moreover, for the sake
of clarity, without loss of generality, throughout the rest
of the paper, we consider real quantities.
Assume that (1) is a minimal realization of the transfer
function K(s). The moments of (2) are defined as follows.
Definition 1 [2,4] The k-moment of system (1) with the
transfer function K as in (2) at s1 ∈ R is defined by
ηk(s1) = (−1)k/k!
[
dkK(s)/dsk
]
s=s1
∈ R.
Let si ∈ R \ σ(A), i = 0 : l, l ≥ 0 be a set of real
numbers. Take ji ≥ 0 such that
∑l
i=0(ji − 1) = ν. For
each i, let η0(si), ..., ηji(si) denote the ν moments of or-
der ji + 1 of (1) at the given points si. For the sake of
clarity, we will drop the order of the moment, unless it
is required explicitly. Let S ∈ Rν×ν , with the spectrum
σ(S) = {si | i = 0 : l} such that σ(S) ∩ σ(A) = ∅. Let
L ∈ R1×ν , such that the pair (L, S) is observable. Denote
by Π ∈ Rn×ν be the solution of the Sylvester equation
AΠ +BL = ΠS. (3)
Furthermore, since the system is minimal, assuming that
σ(A) ∩ σ(S) = ∅, then Π is the unique solution of the
equation (3) and rank Π = ν, see e.g. [6]. Then, the mo-
ments of (1) are characterised as follows
Proposition 1 [4] The ν moments η0(si), ..., ηji(si), i =
1 : l of system (1) at σ(S) are in one-to-one relation with
the elements of the matrix CΠ 1 .
Consider the LTI system
ξ˙ = Fξ +Gu, ψ = Hξ,
1 By one-to-one relation between a set of moments and the
elements of a matrix, we mean that the moments are uniquely
determined by the elements of the matrix.
2
ω˙ = Sω
θ = Lω
x˙ = Ax+Bu
y˜ = x
z˙ = Az + v
y = −Cz
ϖ˙ = SDϖ +Rw
d = ϖ +ΥDz
K ′(s)
u = θ y˜ = v w = y d
Fig. 1. Diagram illustrating signal d
with F ∈ Rν×ν , G ∈ Rν and H ∈ Rp×ν , and the corre-
sponding transfer function
KG(s) = H(sI − F )−1G.
Let ηˆ0(si), ..., ηˆji(si) denote the first ji + 1 moments of
KG at si. Then, we define:
Definition 2 (Moment matching) [13] A system KG
matches ν moments of a given system K at {s0, ..., sl}, if
ηk(si) = ηˆk(si), for all k = 0 : ji, i = 0 : l.
The following result gives necessary and sufficient condi-
tions for a low-order system to achieve moment matching.
Proposition 2 [4] Fix S ∈ Rν×ν and L ∈ R1×ν , such
that the pair (L, S) is observable and σ(S) ∩ σ(A) = ∅.
Furthermore, assume that σ(F ) ∩ σ(S) = ∅. Then, the
reduced system KG matches the moments of (1) at σ(S) if
and only if HP = CΠ, where the matrix P ∈ Rν×ν is the
unique solution of the Sylvester equation FP +GL = PS.
Note that, since the pair (L, S) is observable, P is invert-
ible and P−1FP = S−GL. We are now ready to present
a family of ν reduced order models parameterized in G
that match ν moments of (1). The reduced system
ΣG : ξ˙ = (S −GL)ξ +Gu, ψ = CΠξ, (4)
with the transfer function
KG(s) = CΠ(sI − S +GL)−1G, (5)
describes a family of ν order models that achieve moment
matching at σ(S) fixed, satisfying the properties
(1) ΣG is parameterized in the free parameters G ∈ Rν ,
(2) σ(S −GL) ∩ σ(S) = ∅.
The moments of K ′(s) We now briefly recall the no-
tion of moment and moment matching of the derivatives
of the transfer function of an LTI system, from [14].
Let K(s) be as in (2). Then dK(s)/ds = K ′(s) =
−C(sI − A)−2B. Without loss of generality, assume
S = diag(S1, SD), SD ∈ Rµ×µ and L = [LT1 LT2 ], L2 ∈
Rµ. Let Π = [Π1, ...,Πν ] be the unique solution of the
Sylvester equation (3) and ΥD be the unique solution of
the Sylvester equation
SDΥD = ΥDA+RC, (6)
with R = L2. We assume that the pair (SD, R) is con-
trollable such that rank ΥD = µ. Then the moments of
K ′(s) at σ(S2) are given by the elements of the matrix
ΥDΠ ∈ Rµ×ν , see [14]. To this end, define
Σ′ : x˙ = Ax+Bu, z˙ = Az + x, y = −Cz,
where z ∈ Rn and y ∈ R, as in Figure 1. Note that the
transfer function of Σ′ is K˜(s) = K ′(s), with K from (2).
Interconnecting Σ′ to the signal generator
ω˙ = Sω, θ = Lω, ω(0) 6= 0, ω ∈ Rν (7)
by u = θ and to the generalized signal generator
$˙ = SD$+Rw, d = $+ΥDz,$(0) = 0, $(t) ∈ Rµ, (8)
by w = y, where ΥD is the unique solution of (6) and
R = L2, yields the output signal d(t), see Figure (1). The
next result shows the relevant properties of signal d.
Proposition 3 [14] Consider the interconnection of sys-
tem Σ′ with the signal generators (7) and (8), defined by
u = θ and v = y, respectively. Then the output signal d(t)
satisfies the equation
d˙ = SDd+ ΥDΠω + ΥDe
At(x0 −Πω0), (9)
if and only if Π is the unique solution of equation (3) and
ΥD is the unique solution of equation (6).
2.2 Time-domain moment matching for MIMO systems
The results are directly extended to the MIMO case as
in, e.g., [15]. Consider a MIMO system (1), with input
u(t) ∈ Rm, output y(t) ∈ Rp and the transfer function
K(s) ∈ Cp×m. Without loss of generality, let S ∈ Rν×ν
with σ(S) = {s1, . . . , sν} and L = [β1 β2 ... βν ] ∈ Rm×ν ,
li ∈ Rm, i = 1 : ν, be such that the pair (L, S) is observ-
able. Let Π ∈ Rn×ν be the unique solution of the Sylvester
equation (3). Then, the moments η(si) = K(si)βi, η(si),
i = 1, ..., ν of at {s1, ..., sν} = σ(S) are in one-to-one re-
lation with CΠ. Then, the moment matching from Def-
inition 2 for MIMO systems is equivalent to satisfying
the right tangential interpolation conditions as in [7], i.e.,
K(si)βi = KG(si)βi, i = 1 : ν, with KG given by (5).
The relations also hold for any si with multiplicity ji. It
immediately follows that a family of reduced order MIMO
models that achieve moment matching in the sense of sat-
isfying the tangential interpolation conditions is given by
ΣG described by the equation (4). Hence, without loss of
3
generality, throughout the rest of the paper we discuss
the SISO case, i.e., m = p = 1, the results being easily
extended to MIMO tangential interpolation.
3 Model reduction with pole-zero placement and
matching of derivatives
In this section we derive linear relations parametrized in
G yielding the subfamily of ν order models that preserve `
poles, k zeros of the given system and matches the deriva-
tives of K(s) as in (2) at ν − (`+ k) points.
3.1 Pole placement linear constraints
In this section, we place ` poles of the reduced order,
for example in some of the poles of the original system,
by properly selecting G. Consider an LTI system (1) and
the class of reduced ν order models ΣG from (4) that
match ν moments of (1) at σ(S). Let λi ∈ R, i = 1 : `,
` ≤ ν be such that λi /∈ σ(S). Then λi are poles of ΣG
if det(λiI − S + GL) = 0, i = 1 : `. To this end, let
QP ∈ R`×` be a matrix such that σ(QP) = {λ1, . . . , λ`}.
Furthermore, consider CP ∈ R1×n such that CPΠ = 0,
where Π solves (3), and let ΥP ∈ R`×n be the unique
solution of the Sylvester equation
QPΥP = ΥPA+RPCP, (10)
with RP ∈ R` any matrix such that the pair (QP, RP) is
controllable. Hence rank ΥP = `, see. e.g., [6]. The next
result imposes linear constraints on G such that the re-
duced model ΣG has ` poles at {λ1, . . . , λ`}.
Theorem 1 Let ΣG as in (4) be a ν order model that
matches the moments of (1) at σ(S). Furthermore, let
ΥP ∈ R`×n be the unique solution of (10) and assume
that rank(ΥPΠ) = `. If G is a solution of the equation
ΥPΠG = ΥPB, (11)
then σ(QP) = {λ1, . . . , λ`} ⊆ σ(S −GL).
PROOF. Let λ ∈ σ(QP). Then there exists the (left)
eigenvector v ∈ Rν , v 6= 0, such that vT (λI − QP) = 0.
Post multiplying with ΥPΠ yields
vT (λΥPΠ−QPΥPΠ) = 0.
Hence, by (10), we write
vT (λΥPΠ−ΥPAΠ +RPCPΠ) = 0.
Since assuming CPΠ = 0 leads to v
T (λΥPΠ−ΥPAΠ) =
0, using (3) further yields
vT (λΥPΠ−ΥPΠS + ΥPBL) = 0.
Assuming (11) holds, we get
vTΥPΠ(λI − S +GL) = 0.
Since we assume that rank(ΥPΠ) = `, then (ΥPΠ)
T v = 0
if and only if v = 0. Hence, λ ∈ σ(S−GL) with the (left)
eigenvector (ΥPΠ)
T v and the claim follows. 2
Remark 1 If ` = ν and ΥPΠ is assumed invertible, then
σ(S −GL) = σ(QP), if and only if
G = (ΥPΠ)
−1ΥPB.
Note that ΥP and Π can be easily computed explic-
itly using, e.g., Krylov projections and a coordinate
transformation, to avoid solving any Sylvester equation.
Furthermore, a sufficient condition to satisfy (11) is to
select G as a solution of the matrix equation ΠG = B.
Hence, postmultiplying equation (10) with Π yields
QPΥPΠ = ΥPAΠ. Using equation (3) one immediately
gets ΥPAΠ = ΥPΠ(S − GL). Moreover, if ΥPΠ is as-
sumed invertible, then the ν order model ΣG with G such
that ΠG = B is written equivalently as
(ΥPΠ)
−1ΥPAΠ = S −GL, G = (ΥPΠ)−1ΥPB.
When S andL are chosen in canonical form and zero-order
moments are considered, (11) can be replaced by a simpler
system of linear algebraic constraints on the parameter
G ∈ Rν without employing Sylvester equations.
Proposition 4 Let S = diag{s1, . . . , sν} and L =
[1 . . . 1] ∈ R1×ν . Then {λ1, . . . , λ`} are poles of KG(s)
as in (5) if and only if G ∈ Rν is the solution of the linear
system
1 + LD−1k G = 0, ∀k = 1 : `, (12)
with Dk = diag(θk1, . . . , θkν), where θki = λk−si, i = 1 :
ν and k = 1 : `.
PROOF. Note that λi ∈ C is a pole of KG(s) from (5) if
det(λiI−S+GL) = 0. Explicitly writing the determinant
yields the equivalent equation∣∣∣∣∣∣∣∣∣∣∣
θk1 + g1 g1 . . . g1
g2 θk2 + g2 . . . g2
...
...
. . .
...
gν gν . . . θkν + gν
∣∣∣∣∣∣∣∣∣∣∣
= 0,
θki = λk − si, i = 1 : ν, k = 1 : `
and equvalently, in matrix form
det(Dk +GL) = 0, (13)
where Dk = diag(θk1, . . . , θkν), for each k = 1 : `. Using
the well-known Sherman-Morrison-Woodbury formula
[12], the claim follows immediately. 2
Remark 2 Theorem 1 yields only a sufficient condition
on G such that ` of the poles of ΣG are fixed, when S,L
and QP are arbitrary matrices such that the pair (L, S) is
observable and the pair (QP, RP) is controllable, whereas
Proposition 4 gives a necessary and sufficient condition to
place ` poles when S,L andQP are in the canonical forms.
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Stable approximations Consider the families of ap-
proximations ΣG described by the equations (4) and the
problem of finding G such that the reduced order system
is asymptotically stable. The goal is achieved by select-
ing G such that σ(S −GL)∩ σ(A) = ∅ and σ(S −GL) =
{λ1, . . . , λν} ⊂ C−. Note that, by the observability of the
pair (L, S), there exists a unique matrix G such that this
condition holds, see [4] for more details.
3.2 Zero placement linear constraints
Consider a system (1) and the family of ν order models
ΣG that approximate (1) by matching ν moments, for all
G ∈ Rν . Let z1, ..., zk ∈ R, k ≤ ν. By, e.g., [4,16,13],
there exists a subfamily of models ΣG, with the property
that the set of zeros of each model contains z1, ..., zk.
Equivalently, there exists G such that
det
[
ziI − S G
CΠ 0
]
= 0, i = 1 : k. (14)
Now, let G = [g1 g2 . . . gν ]
T ∈ Rν . Then, it follows
immediately that condition (14) is equivalent to a system
of k equations with ν unknowns g1, . . . , gν , given by
(−1)ν [−g1ζ1(z1) + g2ζ2(z1) + · · ·+ (−1)νgνζν(z1)] = 0,
(−1)ν [−g1ζ1(z2) + g2ζ2(z2) + · · ·+ (−1)νgνζν(z2)] = 0,
...
(−1)ν [−g1ζ1(zk) + g2ζ2(zk) + · · ·+ (−1)νgνζν(zk)] = 0,
with ζj(s) polynomials of degree ν − 1, j = 1 : ν. Sim-
ilarly, when S and L are chosen in canonical form, the
previous system of linear equations can be replaced by a
simpler system of linear algebraic constraints on the pa-
rameter G ∈ Rν which does not require computations of
polynomials of degree ν − 1.
Proposition 5 Let S = diag{s1, . . . , sν}, L = [1 . . . 1]
and explicitly write the moments CΠ = [η1 . . . ην ]. Then
ΣG as in (4) is a model which has {z1, . . . , zk} among the
zeros of the transfer function KG(s) given by (5), if and
only if the elements of the matrix G = [g1 g2 . . . gν ]
T
satisfy the linear equations
ν∑
i=1
ηi
γji
gi = 0, j = 1 : k, (15)
where γji = zj − si, i = 1 : ν, j = 1 : k.
PROOF. Note that {z1, . . . , zk} are zeros of KG(s) if
and only if (14) is satisfied, i.e.,∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γj1 0 0 . . . 0 g1
0 γj2 0 . . . 0 g2
...
...
. . .
...
...
...
0 0 0 . . . γjν gν
η1 η2 η3 . . . ην 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0,
γji = zj − si, i = 1 : ν, j = 1 : k.
First, note that γji 6= 0 for all i, j. Successively decompos-
ing the determinant by the last column and computing
the resulting minors performing row decomposition yields
ν∑
i=1
ηigi
∏
l=1:ν,l 6=i
γjl = 0, j = 1 : k.
Then, dividing by
∏
l=1:ν γjl 6= 0 leads to the claim. 2
We again observe that Proposition 5 gives a necessary and
sufficient condition to place k zeros when S and L are in
the canonical forms.
3.3 Matching derivatives as linear constraints
In this section we derive a set of linear relations
parametrized in the matrix G ∈ Rν yielding the sub-
family of models that match ν moments of K(s) and
µ < ν moments of K ′(s). Without loss of generality,
let S = diag(S1, SD), SD ∈ Rµ×µ. We impose matching
properties at the first order derivative ofK(s) in the sense
of matching the relation defining signal d(t) in Proposi-
tion 3. The explicit computation of the derivatives is not
required. Consider a model ΣG as in (4) with the transfer
function KG(s) given by (5). Simple calculations yield
the state-space representation of K ′G(s) as [14]
Σ′G: ξ˙ = (S−GL)ξ+Gu, χ˙ = (S−GL)χ+ξ, η = −CΠχ,
with χ(t) ∈ Rν . Considering the interconnection of Σ̂′ to
the signal generators ω˙ = Sω, θ = Lω, ω(0) 6= 0, ω ∈
Rν by u = θ and $˙ = SD$ +Rw, d = $ + ΥDz,$(0) =
0, $(t) ∈ Rµ, by v = η˜, respectively, yields the output
ζ(t) = $(t) + Pχ(t).
We say that the moments of K ′G(s) matches the moments
of K ′(s) at σ(SD) if the dynamics of ζ(t) are similar to
the dynamics of d(t) from (9), i.e.,
ζ˙ = SDζ + ΥDΠξ,
with ΥD the solution of (6) and Π the solution of (3).
The next result presents the selection ofG ∈ Rν such that
KG matches ν moments of K at σ(S) and K
′
G matches µ
moments of K ′ at σ(SD).
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Theorem 2 Let Π be the unique solution of equation (3)
and ΥD be the unique solution of equation (6). Consider
a model ΣG as in (4) with the transfer function KG(s) as
in (5). Then µ moments of K ′G match µ moments of K
′
at σ(Q) ⊂ σ(S), if and only if
ΥDΠG = ΥDB. (16)
PROOF. We first prove the necessity. Since ζ = $+Pχ,
then ζ˙ = $˙+Pχ˙.The moments of Σ′G match the moments
of Σ′ at σ(SD) if ζ˙ = SDζ + ΥDΠξ. Hence, since $˙ =
SD$ +Rw and w = η , where η is the output of Σ
′
G, we
write
SD$−RCΠχ+P (S−GL)χ+Pξ = SD$+SDPχ+ΥDΠξ,
for all ξ and χ. Then, P = ΥDΠ and PS−SDP = RCΠ+
PGL. Equivalently, SDΥDΠ−ΥDΠS = ΥDΠGL+RCΠ.
Hence ΥDΠGL = SDΥDΠ − ΥDΠS − RCΠ. By (6),
QΥDΠ = (ΥDA+RC)Π. Then,
ΥDΠGL = ΥDΠS −ΥDAΠ.
By (3), ΥDAΠ = ΥD(ΠS − BL) and then the claim fol-
lows. Since the sufficiency uses similar arguments, the
proof is omitted. 2
Remark 3 Note that if µ = ν, then all the ν derivatives
of KG(s) are matched at σ(SD) = σ(S), by selecting
G = (ΥDΠ)
−1ΥDB.
where the matrix ΥDΠ ∈ Rν×ν is assumed invertible, see,
e.g., [14].
Remark 4 Consider a n-th order system (1) with the
matrices A,B,C that describe the model, given explic-
itly (with the transfer function K). Furthermore let ΣG
(with the transfer function KG) define a family of ν or-
der models that match ν moments of (1) at {s1, . . . , sν},
parametrized in G = [g1 . . . gν ]
T ∈ Rν , where S and L
are in canonical form. Let {λ1, . . . , λ`} ⊂ R \ σ(S) and
{z1, . . . , zk} ⊂ R, ` + k ≤ ν. Collecting the linear con-
straints (12), (15) and (16) yield the following system of
linear equations in the unknowns g1, . . . , gν :
1 + LD−1k G = 0, k = 1 : `,∑ν
i=1
ηi
γji
gi = 0, j = 1 : k,
ΥDΠG = ΥDB,
(17)
withDk = diag(θk1, . . . , θkν), θki = λk−si, i = 1 : ν, k =
1 : `, γji = zj − si, i = 1 : ν, j = 1 : k, ΥD is the solution
of (6) and Π is the solution of (3). Then, G satisfying (17)
yields the ν order model ΣG with the properties
• ΣG has ` poles at λ1, . . . , λ`,
• ΣG has k zeros at z1, . . . , zk,
• K ′G(sj) = K ′(sj), j = (`+ k) + 1 : ν.
However, in practice, the matrices A,B,C of (1) are not
known explicitly, but data measurements are available.
This motivates the extension of our results to the case
of data-driven model order reduction using the Loewner
matrices presented in [18]. We generalize the Loewner
matrices to yield the reduced order model ΣG as in (4)
that matches ν moments of (1), has ` poles prescribed
and matches ν − ` derivatives of the transfer function K.
4 Loewner matrices-based model reduction with
pole placement and matching of derivatives
In this section we compute a general version of the
Loewner matrices given in [18], to contain information
about the input-output data to match, about fixing de-
sired poles and about the derivatives to be matched. We
further determine the approximation ΣG, as in (4), that
matches ν moments of (1) and matches the pole and
derivative data as well.
Consider the LTI system (1) with the transfer function K
as in (2) and the sets of points {s1, s2, . . . , s`, s`+1, . . . , sν},
not eigenvalues of the matrix A, and {λ1, . . . , λ`}, with
` ≤ ν. To the points sj and λi correspond the data
information K(sj) and K(λi), respectively. Construct
the generalized Loewner and shifted Loewner matrices,
respectively,
Lij =

K(λi)−K(sj)
λi − sj , i, j = 1 : `,
−K(si)−K(sj)
si − sj , i 6= j = `+ 1 : ν,
−K ′(si), i = j = `+ 1 : ν,
(18a)
σLij =

−λiK(λi)− sjK(sj)
λi − sj , i, j = 1 : `,
−siK(si)− sjK(sj)
si − sj , i 6= j = `+ 1 : ν
−[sK ′(s)]s=si , i = j = `+ 1 : ν.
(18b)
Note that these matrices are constructed from the data to
match ν moments at {s1, s2, . . . , s`, s`+1, . . . , sν}, place `
poles at {λ1, . . . , λ`} and match ν − ` derivatives of K at
{s`+1, . . . , sν}. Let
S = diag(s1, . . . , s`, s`+1, . . . , sν) = diag(S1, SD), (19)
with SD = diag(s`+1, . . . , sν) and let L = [1 1 . . . 1] =
[L1 L2] ∈ Rν×ν , L2 ∈ R(ν−`)×(ν−`). Furthermore, let
Q=diag(λ1, . . . , λ`, s`+1, . . . , sν)=diag(QP, SD), (20)
with QP = diag(λ1, . . . , λ`). Let Π be the solution of the
Sylvester equation (3), AΠ + BL = ΠS. Furthermore
construct Υ = [ΥTP Υ
T
D]
T ∈ Rν×n, where ΥP is the unique
solution of the Sylvester equation (10), QPΥP = ΥPA+
RPCP, where CP ∈ R1×n such that CPΠ = 0 and ΥD is
the unique solution of the Sylvester equation (6),SDΥD =
ΥDA+RC, where R = L
T
2 . Note that, in matrix form, Υ
is the unique solution of the Sylvester equation
QΥ = ΥA+ R(CP, C), (21)
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where R(CP, C) = [(RPCP)
T (RC)T ]T . We now give
a result stating that the Loewner matrices (18) can be
written directly in terms of Υ and Π and that they are
solutions of Sylvester equations.
Theorem 3 Consider the Loewner matrices from (18)
and the matrices S and Q defined by (19) and (20). Let Π
be the unique solution of (3) and Υ be the unique solution
of (21). Consider the following statements.
(1) L is defined by equation (18a).
(2) L = −ΥΠ and satisfies the Sylvester equation LS −
QL = RCPΠ−ΥBL.
(3) σL is defined by equation (18b).
(4) −σL = S − (ΥΠ)−1ΥBL and satisfies the Sylvester
equation σLS −QσL = RCΠS −QΥBL.
Then (1)⇔ (2) and (3) ⇔ (4).
PROOF. We first prove statement (1)⇔ (2). Note that
(18a) can be equivalently written as
λiL− Lsj = C(λiI −A)−1B − C(sjI −A)−1B, (22)
for all i, j = 1 : ` and for all i 6= j = ` + 1 : ν, i 6= j.
Furthermore, equivalently,
Lij =
C(siI −A)−1B − C(λjI −A)−1B
si − λj
=
C[(siI −A)−1 − (λjI −A)−1]B
si − λj
=
C(siI −A)−1[λjI −A− siI +A](λjI −A)−1B
si − λj ,
for all i, j = 1 : ` and for all i 6= j = `+ 1 : ν, i 6= j. Hence
Lij = −C(siI −A)−1(λjI −A)−1B,
for all i, j = 1 : ` and for all i, j = ` + 1 : ν, i 6= j.
Moreover, from (18a) we get
Lii = −K ′(si) = C(siI −A)−2B
= C(siI −A)−1(siI −A)−1B, i = `+ 1 : ν.
Denote by Υi = C(siI − A)−1 and Πj = (λjI −
A)1B, i, j = 1 : ν. It is straight forward that Υ =
[ΥT1 Υ
T
2 . . . Υ
T
ν ]
T ∈ Cν×n and Π = [Π1 Π2 . . . Πν ] ∈
Cn×ν are the (unique) solutions of the Sylvester equa-
tions (21) and (3), respectively. Hence, Lij as in (18a)
can be written equivalently as
Lij = −ΥiΠj , ∀i, j = 1 : ` and ∀i, j = `+ 1 : ν, i 6= j,
Lii = −ΥiΠi, ∀i = `+ 1 : ν.
Furthermore, writing (22) for each i, j yields the claim.
The arguments for σL are similar, hence omitted. 2
Theorem 4 Consider the system (1), and the matrices S
and Q from (19) and (20), respectively. Let Υ the unique
solution of (21) and Π the unique solution of the equation
(3). Consider the family of models ΣG described by the
equations (4) with the transfer function (5). Then, for G
from (4) satisfying the relation
G = −L−1ΥB, (23)
with L given by (18a) assumed invertible, the model ΣG
matches ν moments of (1) at σ(S) = {s1, . . . , sν}, has
` poles placed at {λ1, . . . , λ`} ⊂ σ(Q) and matches ν − `
derivatives of K(s) at {s`+1, . . . , sν} ⊂ σ(S). Explicitly,
the ν order model as in (5), with G given by (23) is the
Loewner approximation of K, i.e.,
K−L−1ΥB(s) = CΠ(σL− sL)−1ΥB. (24)
Remark 5 Consider the LTI system (1) with the
transfer function K as in (2) and the sets of points
{s1, s2, . . . , s`, s`+1, . . . , sν}, not eigenvalues of the ma-
trix A, and {λ1, . . . , λ`}, with ` ≤ ν. Assume that the
system is characterized through data sets, in the sense
that to each point sj and λi corresponds the data in-
formation K(sj) and K(λi), respectively, i = 1 : ` and
j = 1 : ν. Construct the generalized Loewner and shifted
Loewner matrices as in (18). Then, the reduced order
model ΣG given by (24), satisfies the constraints
• Σ−LΥB has ` poles at λ1, . . . , λ`,
• K ′−LΥB(sj) = K ′(sj), j = `+ 1 : ν.
Note that (24) is built only using the available data, i.e.,
• the matrix CΠ comes from the dataK(sj), j = 1 : ν;
• the matrix ΥB comes from the data K(λi), i = 1 : `
and K ′(sj), i = `+ 1 : ν.
Furthermore let ΣG (with the transfer function KG)
define a family of ν order models that match the ν
data of (1), K(sj) at {s1, . . . , sν}, parametrized in
G = [g1 . . . gν ]
T ∈ Rν . Then, the approximation (24) is
obtained for G as in (23) built from the Loewner matrices
and the data K(λi), i = 1 : ` and K
′(sj), i = `+ 1 : ν.
In general, for any non-derogatory matricesQ and S, with
R and L such that the pair (L, S) is observable and the
pair (Q,R) is controllable, the matrix L̂ = −ΥΠ, with Υ
and Π the unique solutions of (21) and (3), respectively,
satisfies the properties of a Loewner matrix.
Theorem 5 Consider system (1). Let S ∈ Rν×ν be any
matrix with σ(S) = {s1, s2, . . . , s`, s`+1, . . . , sν} not poles
of (2) and L ∈ R1×ν such that the pair (L, S) is ob-
servable. Also let Q ∈ Rν×ν be any matrix with σ(Q) =
{λ1, . . . , λ`, s`+1, . . . , sν}, not poles of (2). Furthermore,
let Π be the unique solution of the Sylvester equation (3),
and Υ be the unique solution of (21). Then, the matrices
L̂ = −ΥΠ, (25a)
σ̂L = S − (ΥΠ)−1ΥBL (25b)
satisfy the equations
L̂S −QL̂ = LT C˜Π−ΥBL, (26a)
σ̂LS −Qσ̂L = LTCΠS −QΥBL. (26b)
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ν ` k Max
Re(p(KG))
‖K−KG‖2 KG(0) Max
Re(p(KBT))
‖K−KBT‖∞ KBT(0) Max
Re(p(KIRKA))
‖K−KIRKA‖2 KIRKA(0)
3
3 0 −7.4 · 10−1 1.523
4.5661
−2.26 · 10−5 6.6 · 10−2 4.7206 −2.26 · 10−5 2.09 · 10−3 4.63952 1 −2.91 ·10−4 1.10
0 0 2 · 10−1 −
6
6 0 −7.05 ·10−1 1.22
−2.26 · 10−5 8.83 · 10−4 4.6554 −2.26 · 10−5 5.28 · 10−5 4.6574 2 −7.9 · 10−4 1.09
0 0 2.12 · 10−2 −
12
12 0 −5.4 · 10−3 8.07
−2.26 · 10−5 1.41 · 10−4 4.653 −2.26 · 10−5 1.37 · 10−5 4.65510 1 −6.16 ·10
−4 2.78
5 3 −1.86 ·10−6 4.16 · 10−3
0 0 8.64 · 10−1 −
Table 1
Simulation results of ΣG of order ν with ` poles and k zeros and ν − (` + k) derivatives matched versus the BT and the IRKA
approximations, respectively.
The converse also holds, i.e., any matrices satisfying (26)
are given by (25) and, furthermore
L̂ = T−1Q LTS ,
where TQ ∈ Rν×ν is such that
TQQT
−1
Q = diag(λ1, . . . , λ`, s`+1, . . . , sν)
and TS ∈ Rν×ν is such that
TSST
−1
S = diag(s1, . . . , s`, s`+1, . . . , sν).
PROOF. Premultiplying (3) with Υ yields ΥAΠ +
ΥBL = ΥΠS. By (21), ΥA = QΥ−R(C˜, C). Hence
(QΥ−R(C˜, C))Π + ΥBL = ΥΠS
⇔ QΥΠ−ΥΠS = R(C˜, C)Π−ΥBL,
which is equivalent to the Sylvester equation satisfied by
L = −ΥΠ in [18, equation (12)]. It follows that ΥΠ(S −
(ΥΠ)−1ΥBL) = (Q − R(C˜, C)Π(ΥΠ)−1)(ΥΠ). Hence,
one can write QL̂+ R(C˜, C)Π = −S + (ΥΠ)−1ΥBL. By
[18, Proposition 3.1], the claim follows immediately. The
second claim follows straightforwardly when applying the
coordinate transformations TQ and TS . 2
5 Illustrative example
Consider the CD player, a single input single output LTI
system with n = 120, see, e.g., [2,11] for values of the ma-
tricesA ∈ R120×120, B ∈ R120×1, and C ∈ R1×120 and the
transfer functionK. Let S = diag(s1, . . . , s`, s`+1, . . . , sν)
such that si, i = 1 : ν is not an eigenvalue of A and let
L = [1 1 . . . 1] = [L1 L2] ∈ Rν×ν , L2 ∈ R(ν−`)×(ν−`).
Note that the matrix pair (L, S) is observable. Further-
more, arbitrarily fix the sets of numbers {λ1, . . . , λ`},
such that sj 6= λj , j = 1 : ` and {z1, . . . , zk}, such that
`+k ≤ ν. Let Π be the solution of the Sylvester equation
(3), AΠ +BL = ΠS. Since S is diagonal, it is straightfor-
ward that Π can be written explicitly as [4,15, Lemma 2]
Π =
[
(s1I −A)−1B . . . (sνI −A)−1B
]
.
We now write the family of ν order models ΣG as in (4),
parametrized inG of size ν×1, that match the moments of
the CD player system at {s1, . . . , sν}. Construct the ma-
trix Dk = diag(θk1, . . . , θkν), θki = λk−si, i = 1 : ν, k =
1 : `, and the numbers γji = zj − si, i = 1 : ν, j = 1 : k.
Also consider ΥD, the unique solution of the Sylvester
equation SDΥD = ΥDA + RC, where R = L
T
2 and
SD = diag(s1, . . . , s`, s`+1, . . . , sν). Note that since SD
is diagonal, it is straightforward that ΥD can be written
explicitly as
ΥD =
[
(s`+k+1I −AT )−1CT . . . (sνI −AT )−1CT
]T
.
In the sequel we compute the matrices G that yield the
approximations ΣG (with the transfer function KG) of
order ν which
• has ` poles at λ1, . . . , λ`,
• has k zeros at z1, . . . , zk,
• satisfies the property that the derivatives of KG
match the derivatives of K at s(`+k)+1, . . . , sν .
We compute G for ν = 3, 6, 12, for different values of `
and k. We compare the results of the proposed method
with the ν order balanced truncation approximationKBT
and the ν order Iterative Rational Krylov Algorithm ap-
proximation, KIRKA. The results of the simulations are
presented in Table 1, discussed below.
• The set of interpolation points is chosen arbitraily in the
complex plane. It contains zero for DC-gain preservation.
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Note that the selected interpolation points are also used
for initializing the IRKA algorithm.
• Due to lack of other constraints in the choice of the
interpolation points, the approximation that matches ν
derivatives of the given system at these points may yield
unstable approximations.
• In this example, we recover certain dynamics of the CD
player system through the preservation of an apriori fixed
set of poles and zeros, considered relevant. Since the CD
player is a minimum phase system, the preservation of the
zeros helps ensure that the approximation is of minimum
phase as well.
• However, the preservation of zeros may not guarantee
the preservation of stability. Hence, the selection of pre-
served poles and zeros must be done carefully to ensure
the stability of the approximation.
• Matching a significant number of derivatives numer-
ically/practically ensures the decrease in the H2/H∞-
norm of the approximation error, although the results are
poorer than their IRKA or BT counterparts.
6 Conclusions
In this paper we have computed a low order approxima-
tion that matches the moments of a given large LTI sys-
tem, has some poles and zeros fixed and matches a num-
ber of derivatives. We have presented explicit linear al-
gebraic constraints for the placement of the desired poles
and zeros and for matching the moments of some deriva-
tives of the system. However, since in practice data sets
are usually available rather than the model, we have ex-
tended the results to the framework of Loewner matrices
to include the data and the imposed pole and derivative
constraints, yielding the approximation that satisfies the
imposed constraints simultaneously.
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