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 Text mining has become one of the trendy fields that has been incorporated in several 
research fields such as computational linguistics, Information Retrieval (IR) and data 
mining. Natural Language Processing (NLP) techniques were used to extract knowledge 
from the textual text that is written by human beings. Text mining reads an unstructured 
form of data to provide meaningful information patterns in a shortest time period. Social 
networking sites are a great source of communication as most of the people in today’s world 
use these sites in their daily lives to keep connected to each other. It becomes a common 
practice to not write a sentence with correct grammar and spelling. This practice may lead 
to different kinds of ambiguities like lexical, syntactic, and semantic and due to this type of 
unclear data, it is hard to find out the actual data order. Accordingly, we are conducting 
an investigation with the aim of looking for different text mining methods to get various 
textual orders on social media websites. This survey aims to describe how studies in social 
media have used text analytics and text mining techniques for the purpose of identifying the 
key themes in the data. This survey focused on analyzing the text mining studies related to 
Facebook and Twitter; the two dominant social media in the world. Results of this survey 
can serve as the baselines for future text mining research. 
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1. Introduction  
As we know that there are various social networking sites 
available, Facebook and Twitter are considered as the most 
crowded ones [1], [2]. These networking sites have made it easy to 
communicate with friends and family members without making 
any much effort [3], [4]. People related to different values come 
closer to each other by sharing their ideas, interests, and knowledge 
[5]. These days, it becomes very easy for anyone to meet the people 
of their interests for learning and sharing precious information [6], 
[7]. 
The advancement in technology has shrunk the world. The 
distances look closer and sharing information looks easier [8]. 
Through these social networks, people can easily and confidently 
share their point of views [9], [10] regarding various global issues 
by uploading their posts, text comments and blogs [11]. A study 
by [12] claimed that social media including Google Apps facilitate 
the way people learn, collaborate, and share ideas with each other. 
Moreover, social media has been incorporated by several learning 
forms such as e-learning and m-learning [13], [14]. Whatever the 
scenario is, people don’t like to use structured sentences, correct 
grammar and spellings [6]. Not matter, whether they are searching 
something on the site, posting any comment or connecting people 
through various discussion forums. People use irregular data 
patterns to convey their messages. It seems like they have a 
shortage of time but due to the use of this unstructured language, 
it is not an easy task to bring out the correct and regular data 
patterns. On different social networking sites, the most common 
method of interaction with each other is through text. People share 
their knowledge and information through blogs, posts, and chats 
by writing in their own languages. The basic use of the text mining 
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methods is to make the text clear to make it easy for anyone to 
write or search in the most appropriate manner [15]. 
As people write words or sentences with errors, so in order to 
let them write or search with proper grammar and structured 
sentences, text mining approach [16] is used. Text mining means 
the extraction of the data which is not familiar to anyone. If we 
compare web searching with text mining then both the terms are 
vastly different from each other. If we talk about web searching, 
then you are fully aware of what you are going to search. But in 
the case of text mining, the main focus is to bring out the most 
appropriate data in accordance with the written text, no matter 
whether it is structured or not. This technique only requires a 
particular alphabet in order to dig out the data which is then further 
transformed into different suggestions and expectations. Text 
mining seems to grasp the entire automatic natural language 
processing. For instance, exploration of linkage structures, 
references in academic writing and hyperlinks in the Web writing 
are important sources of data that lie outside the conventional area 
of NLP. NLP is one of the hot topics that concerns about the 
interrelation among the huge amount of unstructured text on social 
media [17], besides the analysis and interpretation of human-being 
languages [18], [19]. 
Several research articles were collected from various databases 
in order to be analyzed and used in this survey. The search terms 
include “Text mining with social media”, “Text mining with 
Facebook”, and “Text mining with Twitter”. This survey is 
categorized as follows: section 2 provides a complete background 
about the text mining field. Other related studies are addressed by 
section 3. Conclusion and future perspectives are presented in 
section 4.  
2. Background 
     Businesses have identified data-driven approaches as the ideal 
blueprint for their growth. It is easier to understand this theory. 
After all, wouldn’t it benefit a company to get an idea about the 
perception of its products in the market without having to consult 
individual reviews from everyone? Wouldn’t it be better if they 
could gauge which political candidate is ideal for their public 
image without having to analyze them all individually? This is 
why market study and research are some of the most highly 
invested fields in the world right now. Social networking sites like 
Twitter and Facebook are ideal for this purpose. Posts or messages 
shared by people on these platforms with their friends remain 
freely accessible or are kept confidential. They give businesses 
the chance to scoop up public sentiments [20], [21] about topics 
that they are interested to share by a large group of people. 
     The processing of surveys and public impressions using 
specially designed computational systems is a shared objective of 
inter-connected fields like subjectivity analysis, opinion mining 
[22], and sentiment analysis. Creating problem-solving 
techniques or methods to define the structure and precedence or 
for summarizing opinionated messages for particular topics [23], 
occasions or products is another target of the survey. For example, 
these methods could be used for gauging support for particular 
occasions or items, or determining thumbs down or thumbs up 
votes for specific movies based on their reviews. 
2.1. Text Mining 
Text mining makes it easy to obtain a meaningful and 
structured data from the irregular data patterns [24], [25], and [26]. 
It is really not an easy task for the computers to understand the 
unstructured data [27], [28] and make it structured. Human beings 
can perform this task without any further efforts due to the 
availability of different linguistic techniques. However, human 
beings are limited in terms of speed and space as comparing to 
computers. That is, computers are much better than humans to do 
these tasks. Most of the existing data in any organization is 
represented in a text format, so if we compare data mining with 
text mining then text mining is more important [29]. But as text 
mining is used for structuring the unstructured text data then this 
task is more demanding as compared to data mining. In general, 
the data related to social media sites is not collected for the 
research purpose [30], it is mandatory to change the structure of 
the data coming from the social media. 80% of the available text 
on the web is unstructured while only 20% is structured [31]. 
 
Figure 1: Text available on the web. 
2.2. Text Mining vs. Data Mining 
     In the case of posting comments on any post on different social 
networking sites, there is not a single structured technique 
available which causes problems in the direct usage of the data. 
Data available in the text format has much more importance and 
that is why text mining is generating much business value [32]. A 
study by [33] stated that data mining represents the derivation of 
a meaningful pattern or principles from a spatial database for 
determining a particular issue or issues. Data mining is different 
from text mining [34]. A study by [35] pointed out that text 
mining is much more complex than data mining because it 
contains irregular and unstructured data patterns, whereas data 
mining is dealing with the structured sets of data. The tools that 
were used in data mining were only dealing with structured data 
[34]. Text mining is like an intelligence system which is 
extracting proper words or sentences from the improper words 
and then transforming those words into the particular suggestions. 
Text mining is basically a new field having the main purpose of 
data recovery, machine learning, information mining and 
computational linguistics [36]. 
2.3. Text mining in social networks 
     The importance of text mining has been increased due to the 
significant contributions in the field of technology. Data mining 
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as reported by [37] is also important but due to the advancement, 
text mining is taking its place. It is really a big effort to convey 
valuable information and knowledge [38] through powerful 
handling and mining processes from the irregular form of 
information. In this era, structured data has lost its importance and 
the unstructured data has gained the popularity. Most of the 
organizations are going towards text mining and forgetting the 
concept of data mining [39]. Scholars of [40] reported that all the 
social networking sites are providing a great space to individuals 
to facilitate interaction and share their views and opinions. The 
best thing which these sites are doing is that it has become easy 
for the individuals to understand a particular person depending 
upon his or her activities. Through all these activities, people 
related to different customs and values have come closer to each 
other because of having the better understanding of each other’s 
emotions, perceptions and areas of interest. At this time, user 
interfaces are going to be equipped with personality based 
qualities [41]. Personalized designs were used in e-commerce [42], 
[43], e-learning, and information filtering for enhancing different 
styles and skills. 
3. Text mining efforts in resolving various NLP issues 
A study by [44] stated that text mining is responsible for 
structuring the irregular data patterns written in the human 
language. As most of the people interact with each other in the 
form of text so for those people who are not able to share structured 
form of data, text mining is the best technique to handle these 
situations. Among others, NLP is considered as the most amazing 
research field. The main goal of NLP is to seek information 
regarding how the computer systems are examining and getting 
information from the languages of human beings to create 
applications of high quality [17]. The art of sharing meaningful 
information with the help of uncommon and meaningless data is 
truly a good thing. Text mining technique as described by [45] 
examines the content for extracting the meaningful data which can 
be used for particular purposes. It looks like text mining that is 
going to include the overall NLP scheme [46] in its system in order 
to effectively examine the human language and to structure the 
unstructured data patterns accordingly. As the technology is 
advancing day by day, text mining system will get better and better 
and this is what all people are looking for. 
3.1. Text mining in Facebook 
     The social networks are growing at a rapid rate without a break. 
Most importantly, the unstructured data is being stored on these 
networks as they act as a large pool and this data pertains to a host 
of domains containing governments, businesses, and health. Data 
mining techniques tend to transform the unstructured data for its 
placement within a systematic arrangement [47]. Nowadays, 
Facebook is one of the most popular social media. This media is 
used by a large number of people on earth for expressing their 
ideas, thoughts, sorrows, pleasures and poems [48]. Researchers 
had chosen a number of Facebook variables that were expected to 
develop the right situation for carrying out our investigations. The 
valuable statistics of user’s personality is provided by the 
Facebook profiles and activities, which exposes the actual objects 
instead of projected or idealized character [49]. The digital data 
has currently witnessed an enormous growth. The key area of 
interest among professionals is now data mining and knowledge 
discovery. Moreover, a strong need has been felt to transform such 
data into useful knowledge and information. A number of 
applications like business management and market analysis have 
realized the benefits from the information and knowledge 
extracted out of large scale data. Information is stored in text form 
across various applications so one of the up-to-date areas for 
research is text mining. The hard issue is extracting the user 
required information. The knowledge discovery process has an 
important step which is believed to be the Text Mining. The 
hidden information is extracted from unstructured to semi-
structured data in this process. Extracting information from a 
number of written resources and its automatic discovery is called 
as Text mining. Moreover, computers are also used for the needful 
and to meet this goal.  
 
Scholars of [50] illustrated the text mining techniques, 
methods, and challenges. These successful techniques would be 
described to give usefulness over information acquisition during 
text mining. The study discussed the situations where each 
technology could be beneficial for a different number of users. A 
number of business organizations would be examined by mining 
data that has been exposed by their employees on LinkedIn, 
Facebook, and other openly available sources. A network of 
informal social connections among employees is extracted through 
web crawler developed for this purpose. According to the findings, 
leadership roles can be identified within the organization and this 
could be achieved absolutely by using machine learning 
techniques besides centrality analysis. Clustering the social 
network of an organization and collecting available information 
within each cluster can result in the valuable non-trivial 
perceptions. A key asset or a considerable threat to the primary 
organization can be the knowledge about the network of informal 
relationships. Besides analyzing social networks of the 
organizations, algorithms and methods used to gather data from 
freely available sources would be presented by this paper. A web 
crawler was developed to obtain profiles of employees from six 
targeted organizations and this was done by collecting the 
Facebook data. A social network topology was created for each 
organization, and machine-learning algorithms and centrality 
measures were implemented so that the hidden leadership 
positions within each company could be discovered. Moreover, the 
social community clusters inside these organizations were also 
revealed by the algorithms, which gave us understanding about the 
communication network of each company in addition to the 
structure of the organization. 
According to a study by [51], it has become clear that social 
media data is simply susceptible to misuse. The scheme 
encompasses structured approach and its application. Furthermore, 
it entails performing a statistical cluster analysis in addition to the 
comprehensive analysis of social media comments so that 
researchers could determine the inter-relationships among key 
factors. The qualitative social media data can be quantified by 
these schemes and subsequently cluster them based on their similar 
features, and then they can be used as decision-making tools. The 
SAMSUNG Mobile Facebook page, where Samsung smartphones 
were introduced, was used for the data acquisition process. The 
comment published by Facebook users on the captioned Facebook 
page is referred to as the “Data”. In a period of 3 months, almost 
128371 comments were downloaded. The English comments only 
were undergone through the analysis process. Afterward, the 
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conceptual analysis was used by the content analysis and 
ultimately statistical cluster analysis was performed by carrying 
out relational analysis. Hence, social media data is integrated by 
applying the statistical cluster analysis and it is performed based 
on the output of the conceptual analysis. The researchers are 
consequently enabled to categorize a large dataset into many 
subsets, at times, referred to as objects. One of the disciplines of 
its application is marketing. Factors that can be manageable in 
some cases are also minimized by these types of techniques.  
A study by [52] explored the social data as a systematic data 
mining architecture. Findings indicated that Facebook as a social 
networking site is the major source of data. Besides this approach, 
information on “my wall” post regarding myself, age and 
comments from the Facebook all are emphasized by the author. It 
has been taken as a raw data, which is applied later to study and 
monitor the analytical tactics. In addition, the study investigated 
images for the advertisement of their products and for the decision-
making process. A number of data mining techniques precede the 
coercion of intellectual knowledge from social data. Mainly, it 
organizes the key information and other applied activities in which 
users are attributed regarding their colleagues on social networking 
sites (i.e. Facebook). For the recovery on Facebook user database, 
Facebook API performs Application Secret key and Facebook API 
Key are executed by Facebook API. As a result, WEKA files and 
data mining techniques are supported to collect certain data into 
the secondary database, while the text data is represented by the 
detached data. 
Researchers of [41] explored the applicability of representing 
user’s personality based on the extracted features from the 
Facebook data. The classification techniques and their utilities 
were completely analyzed with regard to the inspirational research 
outcomes.  A sample of 250 user instances from Facebook formed 
the research study and this sample was from about 10,000 status 
updates, which was delivered by the My Personality project [53]. 
The study has the following two interconnected objectives: (1) 
having knowledge about the pertinent personality-correlated 
indicators that presents user data implicitly or explicitly in 
Facebook, and (2) identifying the feasibility of prognostic 
character demonstration so that upcoming intelligent systems 
could be supported. The study emphasized on the promotion of 
pertinent features in a model, through which the enhanced output 
of the classifiers under evaluation could be observed. 
3.2. Text mining in Twitter 
 A significant size of research has been occupied by the Twitter 
data analysis over the last couple of years [54]. Large spectrums of 
domains are using this data, some of which are using it for 
academic research and others for applications [55]. New 
improvements regarding twitter data are presented by this section. 
The document collection from various resources triggers the “Text 
Mining” process. A particular document would be retrieved by 
Text mining tool and this document is pre-processed by checking 
the character sets and format [56]. Subsequently, a text analysis 
phase would monitor the document. Semantic analysis is used to 
derive high-quality information from text; this is referred to “Text 
analysis”. The market has a lot of text analysis techniques. 
Professionals can use combinations of techniques subject to the 
goal of the organization. Researchers tend to repeat the text 
analysis techniques till the time information is acquired. A 
management information system is capable of incorporating the 
resulting information, and as a result, significant knowledge is 
produced for the user of that information system [57]. A key issue 
in text mining is intricacy of natural language. The ambiguity 
problem is much dense in the natural language. There are multiple 
meanings of a single word and multiple words can possess same 
meaning. Ambiguity is referred to as the understanding of a word 
which has more than one possible meaning. Noise has emerged in 
extracted information as a result of this ambiguity. Since usability 
and flexibility are the main parts of ambiguity, it cannot be 
removed from the natural language. One phrase or sentence can 
have multiple understandings, so there is a chance we can obtain a 
number of meanings. The work is still undeveloped and a 
particular domain is correlated with the suggested approach while 
the experts have attempted to resolve the ambiguity problem by 
performing a number of research studies. As there is 
uncertainty/vagueness in the semantic meanings of many 
discovered words, so it is very difficult to answer the requirements 
of the user. 
     Scholars of [58] developed and formulated an automatic 
classiﬁcation technique through which potentially abuse-
indicating user posts could be identified and evaluating the 
likelihood of social media usage as a source for automatic 
monitoring of drug medication abuse. In this regard, Twitter user 
posts (tweets) were collected and these were linked with three 
commonly abused medications (Oxycodone, Adderall, and 
Quetiapine). Besides interpreting a control medication 
(metformin), which is not the subject of abuse due to its process, 
nearly 6400 tweets were manually annotated, where these three 
medications were pointed out. The annotated data was 
qualitatively and quantitatively analyzed to determine as to 
whether or not signals of drug medication abuse are presented in 
Twitter posts. To sum up, Twitter’s value was assessed in 
exploring the patterns of abuse over time and an automatic 
supervised classiﬁcation technique was also designed, in which the 
purpose was to observe and separate the posts containing signals 
of medication abuse from those that do not. According to the 
findings of investigations, Twitter posts have yielded clear signals 
of medication abuse. As compared to the proportion for the control 
medication (i.e., metformin: 0.3 %), there is a very high ratio of 
tweets containing abuse signals for the three case medications 
(Adderall: 23 %, oxycodone: 12 %, quetiapine: 5.0 %). In addition, 
almost 82 % accuracy (medication abuse class recall: 0.51, 
precision: 0.41, F-measure: 0.46) has been achieved through the 
automatic classiﬁcation approach.  The Study demonstrated how 
the abuse patterns over time can be analyzed by using the 
classification data and its goal is to illustrate the effectiveness of 
automatic classiﬁcation. As a result, it is found that abuse-related 
information for medications can be significantly acquired from 
social media, and the research indicates that natural language 
processing and supervised classiﬁcation are the automatic 
approaches that have potentials for future monitoring and 
intervention assignments. With respect to supervised learning, the 
lack of sufficient training data is believed to be the largest 
shortcoming of the study. Both annotation and automatic 
classiﬁcation are hindered by the lack of context and ambiguity in 
tweets. During the course of annotations, many ambiguous tweets 
were found and services of pharmacology expert were hired to 
address these issues. As a result of these ambiguities, the undefined 
situation is observed in the binary classiﬁcation process and this 
inadequacy will continue until the time ﬁne-tuned annotation rules 
could be specified by the future annotation rules.  
 A study by [59] applied the text mining approach on a large 
dataset of tweets. The complete Twitter timelines of 10 academic 
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libraries were used to collect the dataset for this research. Nearly 
23,707 tweets formed the total dataset, where there were 7625 
hashtags, 17,848 mentions, and 5974 retweets. Inconsistency 
among academic libraries is found in the distribution of tweets. 
“Open” was the most repeated word that was used by the academic 
libraries in different perspectives. It was observed that “special 
collections” was the most frequent bigram (two-word sequence) in 
the aggregated tweets. While “save the date” was the most 
recurrent tri-gram (three-word sequence). In the semantic analysis, 
words such as “insight, knowledge, and information about cultural 
and personal relations” were the most frequent word categories. 
Moreover, “Resources” was the most widespread category of the 
tweets among all the selected academic libraries. The significance 
of data and text-mining approaches are reported within the study 
and their purpose is to gain an insight with the aggregate social 
data of academic libraries so that the process of decision-making 
and strategic planning could become facilitated for marketing of 
services and patron outreach. The 10 academic libraries from top 
global universities have undergone the text mining approach. The 
study aimed to illustrate their Twitter usage and to examine their 
tweet content. 
 As far as social media is concerned, decision-making is 
supported and user-generated text is analyzed through text mining 
and content analysis [60]. By employing an archiving service 
(twimemachine.com) in December 2014, the complete Twitter 
timelines of 10 academic libraries were taken into account to 
collect the dataset for this research. The libraries of 10 highest-
ranking universities from the global Shanghai Ranking were 
chosen for that purpose. The language of the university must be 
English-based, which was the condition for selection and selection 
was restricted to only one library if there was more than one library 
in the university. Certain weaknesses were found in the study, for 
example, all of the libraries are English-language libraries in the 
sample and only 10 academic libraries were considered for the 
analysis. This gap must be filled in future by applying the analysis 
to a dataset from diversified academic libraries, including non-
English language libraries. Consequently, a complete 
understanding of tweet patterns would be acknowledged. The 
future inquiry can also incorporate the international or cross-
cultural comparisons. Any discrepancy among libraries in their 
tweets' content affected by the number and interaction of followers 
could be highlighted by the analysis and its findings. The accuracy 
of the tweet categorization tool has yielded the inadequate 
findings, and the said tool needs to be substantiated through other 
machine-learning models along with their applications. 
 Researchers of [55] demonstrated in a smoking cessation 
nicotine patch study an innovative Twitter recruitment system that 
is deployed by the group. The study aimed to describe the 
methodology and used to address the issue of digital recruitment. 
Furthermore, designing a rule-based system with the provision of 
system speciﬁcation besides representing the data mining 
approaches and algorithms (classiﬁcation and association analysis) 
using Twitter data. Twitter’s streaming API captured two sets of 
streaming tweets, which were collected for the study. Ten search 
terms, (i.e. quitting, quit, nicotine, smoking, smoke, patches, cig, 
cigarette, ecig, cigs, marijuana) were used to gather the first set. 
The second set of tweets contains 30 terms, in which the terms 
from the ﬁrst set were included. Moreover, the second set is a 
superset of the ﬁrst one. A number of studies have been conducted 
to review the information gathering methods. As unstructured data 
sets are in the textual format, the use of various procedures of text 
mining has been tackled by many research studies. Nonetheless, 
the data sets on the social networking websites are not mainly 
discussed by these studies. A study by [50] applied various text 
mining techniques. The study would describe the application of 
these strategies in the social networking websites. In the field of 
intelligent text analysis, the latest improvements would also be 
examined in the survey. The study focused on two key techniques 
pertaining to the text mining field, namely classification and 
clustering. Usually, they are operated for the study of the 
unstructured text accessible on the extensive scale frameworks. 
Prior to the start of World Cup, a total of approximately 30,000 
tweets were used by [61]. Moreover, an algorithm was used for 
integrating the consensus matrix and the DBSCAN algorithm. 
Consequently, the concerned tweets on those prevailing topics 
were available to him. Afterward, the clustering analysis was 
applied to seek the topics discussed by the tweets. The tweets were 
grouped utilizing the k-means [62], Non-Negative Matrix 
Factorization (NMF), and a popular clustering algorithm. After 
that, the results were compared. Similar results were delivered by 
both algorithms. However, NMF became faster and the researchers 
could easily interpret the outcomes. 
 A study by [1] initiated a workﬂow to gain an insight into both 
the large-scale data mining methods and qualitative analysis. 
Twitter posts of engineering students were the primary concern. 
The basic goal was to identify their issues in their academic 
experiences. The study conducted a qualitative analysis of samples 
obtained from around 25,000 tweets that were associated with the 
engineering students and their college life. The encounter troubles 
of engineering students were discovered during the study. For 
example, a large volume of study, sleep deprivation and lack of 
social engagement. Considering these outcomes, a multi-label 
classiﬁcation algorithm was implemented to categorize tweets in 
lieu of students’ queries. The algorithm was applied on 
approximately 35,000 tweets streamed at the geo-location of 
Purdue University. At the first instance, the concerned authorities 
have addressed the experiences and issues of the students and 
social media data was used to expose the issues. Moreover, a study 
by [1] also developed a multi-label classiﬁer so that tweets founded 
within the content evaluation phase could be organized. A number 
of renowned classiﬁers are significantly consumed in machine 
learning domain and data mining process. With Comparison to 
other state-of-the-art multi-label classiﬁers, the Naïve Bayes 
classifiers were found proficient on the dataset. 
 A study by [63] discussed the clustering technique, the 
execution of correlation and association analyses to social media. 
The investigation of insurance Twitter posts was carried out to 
assess this matter. Consequently, recognizing theories and 
keywords in the social media data has become an easy task, due to 
which the information by insurers and its application would be 
facilitated. After having a detailed analysis, client queries and the 
potential market would be proactively addressed with usefulness 
and the findings of the analysis are to be effectively implemented 
in suitable fields. According to this evaluation, the overall 68,370 
tweets were utilized. Two additional kinds of evaluation need to be 
applied to the data. The first is the clustering analysis, through 
which the tweets depending on their similarities or dissimilarities 
would be merged. An Association Analysis is the second one 
whereas the occurrences of particular composed words were 
discovered. 
 Authors of [64] stated that sentiment analysis through social 
media usage has witnessed a huge interest from scholars in the last 
few years. In that, the authors discussed the influence of tweets’ 
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sentiment on elections and the impact of the elections’ results on 
web sentiment. 
4. Conclusion and Future work 
The method of communication with each other has now 
completely changed due to the progress in the field of social 
media. Nowadays, modernization can be seen everywhere and 
based on that; the information production is touching the altitudes. 
Currently, the new companies are moving forward to take an 
active part in transforming the communication method [65]. The 
keywords and phrases’ particularization can become helpful to 
different companies in order to shape their future. In the present 
study, we have highlighted the state-of-the-art research work 
regarding the implementation of text mining in the most dominant 
social media (Facebook and Twitter). From the point of view of 
several scholars, Text mining was explained through various 
models. Moreover, different authentic references are also 
provided to support the research work. As a result, text mining 
can be classified into text clustering, text categorization, 
association rule extraction and trend analysis according to 
applications. With the passage of time, text mining is going to be 
progressed well. 
 
We can observe from the surveyed literature that Arabic text in 
social media is overlooked from the point of view of several text 
mining studies. As a result, this gap opens the door for many text 
mining scholars to bridge that gap through conducting various 
studies in the field of text mining in the Arabic language context. 
A study by [66] argued that researchers analyzing the Arabic post 
are seldom found, focusing on the text mining of English, albeit 
the Arabic post on social media is present in bulk amount. Scholars 
of [67] outlined its strange and peculiar characteristics as the 
reasons behind this attitude. From the surveyed literature, we have 
observed that researchers have paid less attention to sentiment 
analysis in the Arabic text. The sophisticated tasks of parsing and 
sense disambiguation fortify production of target lists of the most 
recurrent grammatical structures and senses of polysemous words, 
and the potential for syntactic and semantic ambiguity is found to 
be high [68]. As a future work, we are highly interested in 
examining the text mining techniques on Arabic textual data from 
Facebook and Twitter. In addition, future research should take 
sentiment analysis of Arabic text into consideration. The Arabic 
language is convoluted morphologically, possesses free word 
order, punctuation seldom found and short vowels are avoided in 
the written form of Standard Arabic. Hence, context is essential to 
eradicate prevailing ambiguity from apparently identical forms 
which is significant in recognizing opinions.  
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