Introduction
Let U be a real n x n matrix whose entries uij are random variables, and let A and B be fixed n x n real symmetric matrices. Statisticians (e.g., see [OU] ) have been interested in the distribution of the eigenvalues d l , . . . ,On of the matrix AUBUt, where denotes transpose. Of particular interest are the quantities tr((AU = C 0; for k = 1,2,. . . , since these determine the eigenvalues.
More generally, one may consider the distribution of arbitrary symmetric functions of the eigenvalues of AUBU1. Thus let us regard any symmetric polynomial f (say with real coefficients) in the variables X I , . . . , x, as a function on n x n matrices by defining f (U) to be the value off at the eigenvalues of the matrix U.
In these terms, we have where pk denotes the kth power-sum symmetric function.
We will follow the symmetric function notation and terminology of [MI] . In particular, if X = (XI, Xz,. . .) is any partition of n (denoted X I -n or IX( = n), px = pxlpx, . will denote the product of power sums indexed by the parts of X The px's are a linear basis for the symmetric polynomials f .
Let Eu denote expectation with respect to a random n x n matrix U of independent standard normal variables. Given that A and B are fixed real symmetric matrices, it is easy to show that Eu(f(AUBUt)) is a symmetric polynomial function of the eigenvalues of A and B separately, and thus is a linear combination of p,(A)p, (B) . The main result of this paper (Theorem 3.5) is an explicit expansion for EU(px(AUBUi)) in terms of p,(A)p, (B) , together with a combinatorial interpretation of the coefficients involving perfect matchings on 2k points, where )XI = k. We will also give analogous results for complex and quaternionic m a trices (Theorems 2.3 and 4.1). Tables of these polynomials are provided in the Appendix.
Let I, and 0 , denote the n x n identity and zero matrices, respectively. Of particular interest is the special case in which A = I, $ On-, and B = I,.
Under these circumstances, one has where 0 consists of the first m rows of U. Thus the eigenvalues of AUBUt are just the squares of the singular values of the random m x n matrix 0 , together with n -m irrelevant zeroes. In this special case, the quantity &u(px(AUBUt)) turns out to be a polynomial Qx(m, n ) with nonnegative integral coefficients which sum to 1 . 3 5 .. (2k -1) (where (XI = k), and our combinatorial interpretation of Ev(px(AUBUt)) simplifies considerably (see Corollary 3.6). Again there are similar results for complex and quaternionic matrices (Corollaries 2.4 and 4.2). We will also derive a more explicit formula (Theorem 5.4) for Qx (m, n) in the case X = (k) that is more efficient for computational purposes.
The paper is organized as follows. In the first section, we review the theory of zonal spherical functions of Hermitian matrices over finite-dimensional real division algebras. The spherical functions are essentially Jack symmetric functions for special choices of the parameter (Y. The crucial point of this section is Theorem 1.1, which reduces the problem of computing the expectation of px(AUBUt) to the theory of (Jack) symmetric functions. In the next three sections, we analyze the individual details of the complex, real and quaternionic cases. We do the complex case first, primarily because the spherical functions for complex Hermitian matrices (i.e., Schur functions) are easier to work with than the spherical functions for real symmetric matrices (i.e., zonal polynomials). Although the quaternionic case must be formulated more carefully than the others, the corresponding results can be deduced easily from the real case, since the spherical functions for quaternionic Hermitian matrices are closely related to the real symmetric case. In the final section, we present an (incomplete) combinatorial approach to computing the expectation of px(AUBUL). If successful, this would yield a completely elementary method of deriving the main results of this paper without the theory of spherical functions. We will also point out how some recent work of Goulden and Jackson [GJ] provides some partial success for this approach in the complex case.
Zonal Spherical Functions
Let F be a finite dimensional real division algebra; i.e., F = R, C, or the quaternions HI and let z H 5 denote the usual conjugation on F. (In particular, f = z when F = R.) Let ?I?(+) = ( 2 + 2 ) / 2 denote the real part of x. An F-valued random variable u will be said to be standard normal if &(u) = 0, E(ua) = 1, and the distribution is Gaussian.
Let S,(F) denote the real vector space of n x n "Hermitian" matrices A satisfying A = A*, where A* denotes the conjugated transpose. The general linear group GL,(F) acts on S n ( F ) via A I -+ XAX*. Since any Hermitian A can be diagonalized by a member of the "unitary" group K, = {X E GL,(F) : X X * = I , } , it follows that the K,-invariant polynomials on Sn(F) (i.e., the polynomials f satisfying f (XAX*) = f (A) for all X E Knl A E Sn (F)) can be identified with the symmetric polynomial functions of n (real) variables. For example, the polynomial function corresponding to the kth power sum p k is PL ( A ) = tr(Ak) (A E Sn(F)), and these particular functions generate the entire algebra of Kn-invariants.
Since (GL,(F), K,) is a Gelfand pair, it follows that each irreducible GLn(F)-invariant subspace of polynomial functions on S,(F) contains a unique (up to scalar multiples) K,-invariant polynomial, known as a (zonal) spherical function for the pair (GL,(F), K,). Furthermore, these spherical functions form a basis for the space of all K,-invariant polynomials. (For further details, e.g., see [GR] ).
Macdonald [M2] has observed that in each of the cases F = R, C and H, the spherical functions for the pair (GL,(F), K,) may be uniformly described as Jack symmetric functions Jx(x;a) for special instances of the parameter (depending on F). Although we do not intend to define these functions here,' we should explain that for any positive real number a, the Jack symmetric functions Jx(x; a) form a basis for the homogeneous symmetric polynomials of degree k in the variables x = (xl, xz, . . . ), where X ranges over the partitions of k.
Furthermore, when Jx is restricted to n variables (i.e., x, = 0 for all m > n), one has J x = 0 if and only if X has more than n parts, and the remaining nonzero Jack symmetric functions form a basis for the symmetric polynomial functions of (xl, . . . , x,). In these terms, the spherical functions for the pair (GL,(F), K,) can be obtained by setting a = 2, 1, or 112, according to whether F = R, C, or H.
As a second remark, we should note that although the Jack symmetric functions are well-defined only up to scalar multiplication, we will follow the usual convention and insist that Jx be normalized so that the coefficient of x l . . . xc in
In what follows, we need to extend any K,-invariant polynomial f on S n ( F ) (or equivalently, any symmetric function) to the full matrix algebra Mn(F), so that expressions such as f(AUBUe) are well-defined. For this it is enough to decide how to extend the power sums, since these generate all symmetric functions. In the real and complex cases, let us use the obvious extension of (1.1) lFor this and other details about Jack symmetric functions, see [ S t ] .
to all of Mn(F); this is consistent with the conventions of the Introduction, where we defined f(U) to be the value o f f at the diagonal matrix of eigenvalues of U. In the quaternionic case, more delicacy is required. Indeed, if we attempted to use (1.1) for all of Mn(H), then the value of an arbitrary symmetric function f on Mn(H) would not be well-defined (e.g., p,(U) and p,(U) need not commute).
To avoid this difficulty, we define for all u E Mn(H). This convention is not entirely ad hoc; it derives from the fact that %(tr(U)) is one-half the trace of U in the standard embedding Mn(H) r M2,(C). In particular, since 29?(tr(.)) is therefore a trace over a complex matrix algebra, it follows that f(UV) = f(VU) for all symmetric functions f and all U, V E M,,(F), even in the quaternionic case. Now fix two matrices A, B E S,(F), and let U = [uij] be a random n x n matrix of independent F-valued standard normal variables. The following key property of zonal polynomials follows from the theory of spherical functions and goes back to Gelfand [GI and Godement [Go,Thm. 101 (see also James [J, (29) l). The earliest explicit formulation of it we have found in the form below is in [T, p. 31, Thm.31 (the real case) and [T, p. 88, Thm.4 ] (the complex case). We know of no previous formulation of this particular version of the quaternionic case, although it follows from the general theory in the same way as the real and complex cases.
1.1 THEOREM. Let a = 2, 1, o r 1/2, according to whether F = R, C or H.
If X is any partition, then SKETCH OF PROOF. Let U = RX denote the "polar coordinate" decompe sition of U in which X E Kn and R is the unique positive semidefinite square root of UU*. Since the distribution of U is invariant under left and right multiplication by K n , it follows that for fixed R, X is uniformly distributed on K, according to Haar measure. We therefore have for any Kn-invariant function f on Sn(F).
However, by the general theory of spherical functions (e.g., [GR, Prop. 5.5 . . , x,) with p I-k, the only case for which the coefficient of z l . . .xk is nonzero is the case p = (Ik); in that case, the coefficient is k!. Thus when J x is expanded in terms of power sums, the coefficient of pt is 1.
Finally, observe that the coefficient of al bl -. . a k bk in will be a sum of (k!)2 terms, each of which is of the form (ulfil) .. (ukak) , where u l , . . . , uk are independent standard normal variables. Since C(uiiii) = 1, it will thus follow that the coefficient of albl . . . akbk on the left side of (1.4) is ( k ! ) 2 (and hence, cx = I), provided that the coefficient of al bl . .
is zero whenever p # (1'). This can be established by elementary methods, as
we shall see in $6.
The Complex Case
We first briefly review a few facts about group characters. Let G be a finite group, and let C1,. . . , Ct denote the conjugacy classes of G. By abuse of notation, we identify each Ci with its corresponding sum in the complex group algebra CG. These class sums form a basis for the center of CG. If ~( ' 1 , . . . , ~( ' 1 are the irreducible (complex) characters of G and deg(X(')) = di, then the elements form a complete set of orthogonal idempotents for the center of C G , where we use X!() to denote the common value of X(i) at any w E C,. Inverting this yields by the orthogonality properties of characters [B, $2361 . Since the Ej's are orthogonal idempotents (i.e., EiEj = G i j Ei), it follows that
If we specialize to the symmetric group Sk, then the characters and conjugacy classes are indexed by partitions X of k; say xX and Cx, respectively. We will write xX(p) for the value of XX a t any w E C,, (i.e., any w E Sk of cycle-type p).
Let r(w) denote the cycle-type of a permutation w E S k , and for each partition X of k, choose a fixed element wx of Cx, so that r(wx) = A. It is easy to see that where at,, is the number of pairs u,v E Sk such that T(U) = p , T(V) = u and uv = wx. The quantity JCx(ai,, has a more symmetric interpretation as the number of triples u,v, w E Sk such that uvw = id, r ( u ) = p , ~( v ) = v , and
Let H A denote the product of the hook-lengths of A [Ml, p.9] , so that the degree of XX is given by fX = k!/Hx, and let zx = k!/ICxl denote the size of the centralizer of wx.
LEMMA.
We have a;,, = z;' z;'
PROOF. The characters of Sk are all real-valued, so (2.1) implies Extract the coefficient of Cx. 13
For each partition X of k, let sx denote the Schur function indexed by X [MI] , and recall that the power-sum expansion of sx due to Frobenius [ M I , (7.10)] is given by Using this, it is easy to reformulate Lemma 2.1 as a symmetric function identity. In fact, the following is a slightly more general result. . . . , p(') I-k, and set p = p('). NOW extract the coefficient of p,c1)(x(')) .P,,cl,(x(')) from the left side of the claimed identity, using (2.3). By the obvious extension of (2.2) to multiple products of class sums, one may identify the resulting sum as 112, times the coefficient of C, in Cficl) Q .C,cl-l,, or equivalently, 112, times the number of solutions to the equation wl . . wl-1 = w,, with r(wi) = p(i). However, JCPI = k!/z,, so this is also llk! times the number of solutions to the equation wl awl-1 = wl with r(wi) = p(i).
Returning to the main theme of this paper, let U be an n x n matrix whose entries are independent standard normal complex variables. For any pair of n x n Hermitian matrices A and B, define
The main result of this section is as follows.
THEOREM. If
PROOF. The two expressions for PF(A, B) are clearly equivalent, so it suffices to prove the first one. For this, we begin with the well-known fact that the Schur functions are known to be scalar multiples of the Jack symmetric functions at a = 1; more precisely, JA(z; 1) = Hxsx [St, Prop. 1.21 . By Theorem 1.1, it follows that Eu(sx(AU BU*)) = Hxsx(A)sx (B) . Now since px = xP(A)sp [MI, (7.8)], the linearity of expectation yields In view of (2.3), we therefore have Apply Lemma 2.1 to complete the proof. Now consider the consequences of setting A = I, @ On-, and B = I,, as discussed in the Introduction. If c(w) denotes the number of cycles of a permutation w (i.e., the number of parts in ~( w ) ) , then clearly pT(w)(Im@On-m) = and p,(,)(I,) = nC(w). Therefore, if we define where V is a random m x n matrix with independent standard complex normal entries, we obtain the following. is at most k + e(X). In fact, we claim that the total degree is equal to k + [(A).
To see this, consider any shortest path from the identity to wx (necessarily of length k-!(A)) in the Cayley graph of Sk. The permutation u at distance j along this path generates a solution to the equation with uv = wx with c(u) = k -j and c(v) = j -t L(A), so it follows that the coefficient of mink+L(X)-i is nonzero whenever l(X) _< i 5 k (and this condition is obviously necessary).
The case X = (k) is the one of most interest to statisticians. For example, by a result of Wigner (see [OU, p. 623] ), it is known that where [ -1 denotes the operation of coefficient extraction. In fact, this result holds even for more general classes of random matrices than those we are considering here.
2.5 THEOREM. We have
PROOF. Substituting A = I, $ On-, and B = In into (2.4), we obtain By the Murnaghan-Nakayama rule for Xp(X) [ M I , Ex. 1.7.51, it is known that
and ~~( 1 , ) Ex. 1.3.41 . This yields the claimed identity.
The Real Case
Let Fk denote the set of 1-factors (or perfect matchings, or 1-regular graphs) on the vertices {1,2,. . . ,2k). Let E E Fk be the "identity 1-factor" in which i is adjacent to k + i for 1 5 i 5 k. , [BG] , [Ste] .) Right multiplication by Bk amounts to simultaneous permutation of the vertices {I,. . . , k) and {k + 1,. . . ,2k) of 6(w), along with interchanging the vertices i and k + i . In particular, these operations preserve the isomorphism class of E U 6(w) (or equivalently, preserve A(&, 6(w))). Conversely, the cycles of e U 6(w) must alternate between edges of E and 6(w), so if E U 6(w1) 2 E U 6(w2), then there is an isomorphism that preserves E ;
i.e., there exists x E Bk such that 6(wlx) = 6(w2). By (a), it follows that BkwlBk = Btw2Bk.
For each partition A of k, let Kx denote the double coset consisting of all w E S 2 k with A(E,~(w)) = A, and choose a fixed representative wx from Kx.
Define 6x := 6 ( 6~) . By analogy with the conventions of $2, we will identify Kx with its sum in CSZk. These sums form a basis for a certain commutative subalgebra of CS2k; namely, the Hecke algebra of the Gelfand pair (S2k, Bk) (see [BG] , [Ste] ). In particular, it is easy to see that where b;,, is the number of u, v E S2k such that u E Kp, v E Kv and uv = wx. PROOF. For each 1-factor 6, choose a representative vb E S 2 k of the right coset of Bk indexed by 6. Since uva = (UX-')(XV~) as x varies through Bk, it follows that IBkl-'b;,, is the number of 1-factors 6 such that the equation uva = wx has a solution with u E K,, and vg E K,. In other words, since u must be wxv;', IBkl-lb;,, is the number of 1-factors 6 such that A(&, 6(2i)xv;')) = p and A(€, 6) = Y. To complete the proof, note that A(€, 6(wAvi1)) = A(6, ~( w A ) ) , since for any w E S2k, the operation 6(u) U 6(v) H ~( u w ) U 6(vw) preserves the isomorphism class of 6(u) U 6(v).
We now need to review a few facts about the Hecke algebra ? i k spanned by the Kx's. For further details, see [BG] or [Ste] . Since left and right multiplication by the idempotent e = IBkl-I CrEBr x E CSZk corresponds to averaging over the double cosets Bk\SZk/Bk, it follows that Furthermore, since 'Hk is commutative and semisimple, it has a basis of o r t h o g~ nal idempotents. In fact, since the induction of the trivial character of Bk to S 2 k is the multiplicity-free sum of the characters X2X as X varies over the partitions of k,2 it follows that the orthogonal idempotents of 31, are where A ranges over partitions of k, and ezx = H ; : Crkzk x2'(p)C,, denotes the primitive central idempotent of C S Z~ indexed by 2A.
The following result is analogous to Lemma 2.1. For each partition A, let Zx(x) = Jx(x; 2) denote the Jack symmetric function at a = 2; these are the classical zonal polynomials first studied by James and Hua. The power-sum expansion of Zx , due to James [J, Thm. 41 (cf. also [M2] , [BG] , and [Ste] ), can be described as follows. 
THEOREM. For any X I -k, we have
Now let U be a random n x n matrix whose entries are independent standard normal real variables, and for any n x n symmetric matrices A and B, define
PROOF. Lemma 3.2 implies that the two expressions for P F ( A , B )
are equivalent, so it suffices to prove the first one.
If we define a linear transformation from 'Hk to symmetric functions of degree k by setting K , w lKv lp,, then (3.5) and Theorem 3.4 imply Ep t+ (Bk 1~1;~~. 
Q?(m, n ) = f u ( p x ( A U B U t ) ) = f v ( p~( V V ' ) ) ,
where V is a random m x n matrix with independent standard real normal entries. The counterpart of Corollary 2.4 is as follows.
Thus QF(rn, n) is a polynomial function of m and n with nonnegative integer coefficients. We claim that the total degree of QF(m, n) is k + e(A) (the same as Qy(m, n)). To see this, define a graph structure on 3 k by declaring b1 adjacent to 62 if c(bl U 62) = k -1, or equivalently, A(b1,62) = (2, lk-2). Note that k -~( 6~ U 62) is a metric on Fk, since it is the distance from b1 to 62 in this graph. In particular, the triangle inequality implies so the total degree of Q:(rn, n) is at most k + [(A). Conversely, one can show that the coefficient of rninkff(X)-i is nonzero for l(X) 5 i 5 k by an argument similar to the one we used for QF(rn, n) in $2. In fact, one can also prove that the subgraph of shortest paths from E to 6x is isomorphic to the subgraph of shortest paths from the identity to wx in the Cayley graph of Sk (cf. §2), so it follows that the terms of highest total degree in Q?(rn, n) and Qf(rn, n) are identical.
T h e Quaternionic Case
Let u be a standard normal quaternionic variable, as in f 1. By a simple calculation, one can show that & ( ( u~)~) = (k + 1)!/2' for any nonnegative integer k.
It follows that for the random variable v = a u . In order to to avoid non-integral coefficients in what follows, we will therefore assume that U = [uij] is an n x n matrix of random independent quaternionic variables, each distributed identically to v , rather than u.
Given this modified distribution for U, let us define for any n x n Hermitian matrices A and B (over H).
In order to use Theorem 1.1 to give an explicit formula for P f ( A , B), we will need the power-sum expansion for the Jack symmetric functions at a = 112. For this there is a dual relationship, due to Ian Macdonald [St, Thm.3.3] , between the Jack symmetric functions for the parameters a and l/a. To describe this relationship, let w, denote the unique automorphism of the ring of symmetric functions satisfying w,(pk) = apk for k 2 1, and let A' denote the conjugate of A [MI, (1.3)]. In these terms, we have if X is a partition of k. This dual relationship will allow us to express P p ( A , B) in terms of its real counterpart P p ( A , B). PROOF. Taking into account the modified distribution for U, Theorem 1.1 implies .
fu(JA(AUBU*; 112)) = 2"~x(~; 1/2)Jx(B; 112)) for any partition X of k. However, if we use (4.2) to apply w-2 to (3.6)) we obtain and therefore
Now by Theorem 3.4 and a second application of (4.2), we have Using this to expand Jp (A; 112) J p ( B ; 1/2), we obtain By Lemma3.3, the coefficient of P,(A)P, (B) in this expression is IB~(-'c$,,. Now consider the special case A = Im @ On-m) B = I,, and define where V is an m x n matrix of independent quaternionic random variables, each distributed identically to v. An immediate consequence of Theorem 4.1 is the fact that Qy(m, n) can be easily expressed in terms of its real counterpart Q:(m, n).
Since the terms of highest total degree in QF(rn, n) are contributed by the terms pp(A)p, (B) with Z(p) + Z(V) = k + P(X), it follows that ci,, = 2kbk,, in such cases. In other words, the terms of highest total degree in Qy(m, n) are times the corresponding terms in QF(m, n).
The following result shows that IBkI-'ck,, is an integer divisible by 2'(~); in particular, it follows that Q r ( m , n) has integer coefficients.
PROPOSITION. If
an integer.
PROOF. Let Bi,, be the set of 1-factors 6 with A(6, 6~) = p and A(6, E) = v.
We know that 1f?i,,1 = I B~ 1-' bi,,, by Lemma 3.2. Now if w E Szk is any permutation that preserves both E and 6~, then Bi,, will be stable under the action of w . Thus it suffices to find a subgroup G of Aut(e) n A u t ( 6~) with the property that the orbit of any 1-factor 6 is divisible by 2f(X)-c(eU6).
For this, consider the cycles C1,. . . , CI of E U 6~ (where 1 = [(A)), labeled so that Ci is a cycle of length 2Xi. For each cycle Ci, let wi E SZk be the permutation that interchanges each pair of vertices in Ci at distance Xi, and fixes the remaining vertices. It is easy to see that wi preserves both E and 6~. Now let G be the group (isomorphic to the direct product of I copies of 22) generated by wl, . . . , wl.
To prove that this group satisfies the necessary properties, choose a 1-factor 6, and let c denote the number of connected components of E U 6 U 6~. The Gstabilizer of 6 must be a divisor of 2c, so the G-orbit of 6 will be a multiple of 2l-". However, the number of connected components of E U 6 is C(E U 6), so we h a v e l -c 2 1 -c (~U 6 ) .
As a final remark, note that (4.1) implies Q k ( 1 , l ) = (k+ I)!, or equivalently, It would be interesting to give a combinatorial proof of this based on Corollary 3.6.
An Explicit Formula for QB(m, n)
In this section, we will derive an explicit Jack symmetric function expansion for pk; this will lead to an explicit formula for Q%(m, n) analogous to the formula for QF(m, n) we gave in Theorem 2.5. In view of Corollary 4.2, this also yields a formula for QF(m, n). Alternatively, one could use this technique to give a uniform treatment of all three cases.
To begin, let us introduce a scalar product ( . , .), on the ring of symmetric functions (say with real coefficients) by setting It is known that the Jack symmetric functions J x = J x ( z ; a) are orthogonal with respect to this inner product; in fact, by Theorem 5.8 of [St] , we have where (
5.2)
Here we identify X with its diagram { ( i , j) E Z2 : 1 5 i 5 [(A), 1 5 j 5 Xi ) By Theorem 5.4 of [St] , there is an explicit formula for the value of Jx at the identity matrix; namely, (5.3) J X ( I , , ;~) = n ( n -( i -l ) + a ( j -1)).
(i j ) E X 5.1 LEMMA. We have PROOF. Let $;(a) denote the coefficient ofp, in JA, so that JA = $i(a)p,.
In view of (5.3), we have Note that both sides of this identity are polynomials in n. Since the term on the left side indexed by (i, j) = ( 1 , l ) is n, it follows that if we extract the coefficient of n from both sides, we obtain
Now let ex(a) denote the coefficient of J x in pk, so that
Taking the scalar product of both sides with Jx yields On the other hand, (5.1) implies so we have
The result is now an immediate consequence of (5.2) and (5.4).
5.2 COROLLARY. If X t k and a is a positive integer, then cx(a) (the coeficient of JA in p,) is zero if 2 2. I n oiher words, if cx(a) # 0, then ( a + 1,2) fl A.
Note that when a = 1, we have cx(l) # 0 only if X is of the form (i, lk-i) (i.e., a hook). In this case, it is easy to show that Lemma 5.1 is equivalent to (2.6).
It would be interesting to generalize Lemma 5.1 to arbitrary power sums p,.
To do so, it would suffice to give a rule for the Jx-expansion of pk J,; this would amount to a generalization of the Murnaghan-Nakayama rule [MI, Ex. and the skew diagram X -, u contains no (a + 1) x 2 rectangle (assuming a is a positive integer).
Returning to the problem of determining a formula for Q%(m, n), note that by Corollary 5.2, the partitions X I -k for which cx(2) # 0 are of the form (a, b, lk-a-b)), where a 2 b 2 1 or a = k, b = 0. The following formulas for cx (2) are easily obtained by specializing Lemma 5.1; we leave the details to the reader.
(a) If X = (a, b, lk-a-b) and a 2 b 2 1, then3 This formula for Q?(m, n) is rather unsightly, and it is by no means obvious that it has integer coefficients. But the number of terms is only a quadratic function of k, and each term is a simple product, so it is more efficient for computational purposes than Corollary 3.6, which has exponential complexity.
In some unpublished work on Wishart eigenvalues, Mallows and Wachter have considered some combinatorial aspects of the polynomials Qp(rn, n) (see the related paper [MW] , although it does not explicitly mention QP(m,n)). In particular, Mallows has raised the question of computing the coefficient t k of mn in Qp(m, n); indeed, the sequence =Recall that (a); denotes the falling factorial a(a -1). . . is number 1447 in [Sl] . Our work yields two expressions for t ; . By Corollary 3.6, it follows that t; is the number of 1-factors 5 E 3 ; with C(E U 5) = c(5 U 6,) = 1, whereas by Theorem 5.4, we have where A is restricted as in Theorem 5.4, and cx(2) is given by Lemma 5.3.
A n Alternative Combinatorial Approach
Returning to the general setting of $1, let F be a finite-dimensional real division algebra, and let U = [uij] be an n x n matrix of independent F-valued standard normal variables. As usual, let U* denote the conjugated transpose of U (so that U* = Ui in the real case). Recall that if A and B are fixed n x n Hermitian matrices and f is a s y m m e t r i c f u n c t i o~t h e~~~~i s i R 
In the real and complex cases, it is possible to give a direct cornbinatorial interpretation of &(px(AUBU*)) (as is apparent from [OU, !j3] ), which raises the possibility that a more combinatorial proof of Theorems 2.3 and 3.5 could be given. In the quaternionic case, the noncommutativity causes certain complications which make this approach more difficult, as we shall see below. To describe the combinatorial interpretation, first note that the (i, j)-entry of AUBU* is Ck aibkuikujk, SO it follows that where the indices il , jl , . . . , i; , jk all range from 1 to n. Since conjugation is an anti-automorphism of H, it follows that the above expression is real (regardless of F ) , and therefore consistent with the conventions of $1 (cf. (1.2) ). Now let X = (11,. . . , x,) and Y = {yl,. . . ,yn) be two n-element alphabets, and let Wk be the set of all words w of length 2k in the elements of X U Y, starting with a letter of X , and alternating thereafter between Y and X ; say, There is an obvious one-to-one correspondence between Wk and the terms of ~f.4WH&r&&tk irrdicesilljl,,1~3k~(EI)nnd [6r2T,M%egeF erally, for each partition X = (XI, . . . , XI), there is a one-to-one correspondence between the terms of px(AUBU*) and the Cartesian product In order to determine the amount contributed to i?v(px(AUBU*)) by a term indexed by a typical member of WA, it suffices to determine the expectation of an arbitrary monomial of independent standard normal variables and their conjugates. In the commutative cases (i.e., F = R or C), this is easy to do, but in the quaternionic case, we do not know the answer in general. In spite of this, we can still prove the following result for all three cases, thereby completing our proof of Theorem 1.1.
6.1 PROPOSITION. IfX I-k and # (Ik), then the coeficient of albl .akbl:
in Ev(px(AUBU*)) is zero.
PROOF. Let w = (wl, . . . , wl) be a typical member of Wx, and assume XI 2 2.
Let ziyj be the first two letters of wl. In order for the term indexed by w to contribute to the coefficient of albl . . -akbk, there can be no other occurrence of t i or yj among wl,. . . , wr. In particular, the term indexed by w will have a t most one occurrence of uij, and since ,I1 2 2, there cannot be any occurrence of fiij. (In graph-theoretic terms, this is equivalent to the fact that a closed path of length 2k with no repeated vertices cannot have repeated edges unless k = 1.) It follows that the term indexed by w is homogeneous of degree one in the variable uij, and therefore has zero expectation.
For the remainder of this section, we assume F = R or C.
Given any w = (wl, . . . , w l ) E Wx, let us define ~( w ) = a(wl) . . . a(wr) to be the monomial obtained by substituting ai and b, for each occurrence of zi and yj. Furthermore, let us define mij(w) to be the number of times xiyj occurs consecutively as a subword in wl, wz, . . . , and wl. Similarly define mij(w) to be the number of times yjzi occurs as a subword, using the convention that the last letter of each w, is followed by its first letter (i.e., each w, is a "circular word"). PROOF. This is an immediate consequence of the fact that together with the fact that if u is a standard normal variable, then in the real case, and in the complex case.
Thus one could establish Theorem 2.3 by directly proving that for all partitions A of k, and a similar approach to Theorem 3.5 could be attempted. If successful, this would also yield proofs of the real and complex cases of Theorem 1.1 that avoid any integration beyond the simple and wellknown (6.3) and (6.4).
For certain pairs p , v l -k , there is a known combinatorial proof that a;,, is indeed the coefficient of p,(A)p, (B) on the left side of (6.5). By the triangle inequality (cf. (2.5)), we have a;,, = 0 unless !(p)+!(u) 5 k+e(X), so the terms on the right side of (6.5) with L(p)+l(u) = k+L(X) are the terms of highest total degree with respect to pi(A) and pj (B) . It follows that if we expand p,,(z)p,(y) in terms of monomial symmetric functions m,(x)mg(y), then the coefficient of m,(x)m,(y) is one, while any other term m,(x)mg(y) appearing with nonzero coefficient must satisfy e(a) + l(P) < f(p) + [(u) . Hence if we let W; be the set of w E WA such that a(w) is a term of m,(A)mp (B) with !(a)+e(P) = !(A)+ k, then (6.5) implies
Goulden and Jackson have given a combinatorial proof of a result easily seen to be equivalent to the case X = (k) of this identity [GJ, Thm.2 .1], and they remark that the proof generalizes to arbitrary X [GJ, $41 . It would be interesting to try to extend this reasoning to give a proof of (6.5).
Finally, let us remark that when A = (k) and e(p) + e(u) = [(A) + k = k + 1, BCdard and Goupil [BGo] , and later Goulden and Jackson [GJ, Thm.2.2] , have shown that where mj(A) denotes the multiplicity of j in A.
Appendix
The following are tables for the polynomials Pf'(A, B) = ZU(pA(AUBU*)) and Qr(m, n) for all partitions X of size at most 4, and each of the division algebras F = R, C and H. We use p, and q, as abbreviations for p,(A) and p, (B) , respectively.
The polynomials Pp(A, B). The polynomials Q y ( m , n ) . The polynomials Q y (m, n).
