INTRODUCTION
The ability to compute stream flow quickly and accurately is of crucial importance in flood forecasting. Hydrodynamic models provide a sound physical basis for this purpose and have the capability to simulate a wide range of flow situations. However, these models require accurate stream geometry data, which are generally scanty in most of the developing countries such as India. It is also not possible to integrate the observed data directly at desired locations to improve the model results using physically based models.
Moreover, physically based models require high computation time thereby making them incapable of simulating real-time forecasting required for flood warnings.
To overcome the above-mentioned difficulties associated with the application of physically based models, datadriven techniques are commonly adopted by various researchers for modelling water resources systems. The data-driven methods such as artificial neural networks (ANNs), fuzzy theory and chaos theory have been widely applied in the domain of hydrology and water resources (Zealand et al. 1999; Dawson & Wilby 2001; Bray & Han 2004; Nayak et al. 2005 Nayak et al. , 2007 Shrestha et al. 2005; Han et al. 2006 Han et al. , 2007 Sahoo & Ray 2006; ).
The application of ANNs has been extended to their use in remote sensing data for retrieving hydrological variables such as precipitation at different scales, needed for stream flow forecasting (Evora & Coulibaly 2009) . A comprehensive review of the application of ANNs in hydrology is presented in the ASCE Task Committee report (2000a,b) .
Comparison of the performances of different optimization algorithms and types of ANN networks used in neural doi: 10.2166/hydro.2010.040 network modelling have been made by various researchers (Kumar et al. 2005; Chau 2006; Kisi 2007 Kisi , 2008a ; Kisi & Cigizoglu 2007; Mukerji et al. 2009 ). Feed forward ANN architecture using Levenberg -Marquart (LM) back-propagation algorithm is reported to perform well in most of the investigations. Tokar & Johnson (1999) reported that ANN models provide greater training and testing accuracy than that of the regression and simple conceptual models. In this respect, some researchers attempted coupling of neural networks with linear dynamic models such as autoregressive with exogenous input (ARX) and autoregressive moving average with exogenous inputs (ARMAX) to form neural network auto-regressive with exogenous input (NNARX) and neural network auto regressive moving average with exogenous input (NNARMAX) (Gautam et al. 2000; Kishor & Singh 2007) . They found that NNARMAX models perform superior to simple ANN models.
In many hydrologic applications, fuzzy partitioning mechanisms are adopted to the input data for creating a rule base to generate the output. Jacquin & Shamseldin (2009) provided a detailed review on the application of fuzzy inference system (FIS) in river flow forecasting. They found that use of FIS is not widespread by the hydrologists compared to ANNs. In FIS, the back-propagation algorithm is used to optimize the fuzzy membership parameters for best input-output mapping. The integration of fuzzy inference system with the back-propagation algorithm leads to the development of adaptive neuro-fuzzy inference system (ANFIS). A good number of studies are reported on rainfall -runoff modelling and river flow forecasting using ANFIS together with its performance comparison with the ANN technique (Chau et al. 2005; Nayak et al. 2005; Aqil et al. 2007; Mukerji et al. 2009; ).
In most of the investigations, it is reported that ANFIS performs better than neural networks and fuzzy models.
Most of the studies dealing with the integration of ANN with other techniques such as fuzzy inference system, data normalization and principal component analysis fall under the phase of data pre-processing in neural network modelling. Data pre-processing is an important step in ANN modelling, which leads to a reduction in the forecasting error. Data pre-processing methods uses different statistical techniques to explore the hidden properties in the datasets that help in efficient input-output mapping during model training. Normalization of the raw data within appropriate ranges and selection of important inputs are most vital in ANN modelling to enhance the forecasting ability of the models (Hsu et al. 1995; Gunn 1998; Dawson & Wilby 1999; Kisi 2004) .
Partial auto-correlation analysis is employed to identify the suitable lag time in the time series data and inputs are selected for development of ANN models based on this (Sudheer et al. 2002) . Principal component analysis is adopted to reduce the dimensions of input data matrix to build simpler ANN architecture to yield good results (Wilby et al. 2003) . Another data-driven method referred as Evolutionary Polynomial Regression (EPR), developed by Giustolisi & Savic (2004 , 2006 , is used in hydrological data analysis and water resources modelling. EPR integrates the best features of numerical regression (Draper & Smith 1998) with genetic programming (Koza 1992) . Recently, Giustolisi & Savic (2009) improved the EPR strategy using multiobjective genetic algorithm (EPR-MOGA) to select best models and successfully applied the method in the prediction of ground water fluctuation.
Some recent studies reported that integration of wavelet transformation technique with ANN yields superior results compared to simple ANN and regression models (Anctil & Tape 2004; Chou & Wang 2004; Zhou et al. 2006; Partal & Kisi 2007; Nourani et al. 2008; Kisi 2008b Kisi , 2009a Remesan et al. 2009 ). This advanced pre-processing of raw data to capture the non-stationary behaviour of the time series data by decomposing the original series into wavelet coefficients of different frequency bands has been effectively applied by site is shown in Figure 1 . The times series data pertaining to daily water level and discharge at the site for seven years (1999) (2000) (2001) (2002) (2003) (2004) (2005) were collected from the CWC, Bhubaneswar, India and were used in this study.
THEORETICAL BACKGROUND Artificial neural networks (ANNs)
An ANN is a computing system made up of interconnected information processing units which are analogous to biological neurons. The neurons collect inputs and produce output in accordance with certain transfer functions. The modelling using ANN is performed by optimizing the connection weights between the nodes in order to produce output close to the observed values.
The fundamental principle of neural computing is due to its decomposition property, which generates series of linearly separable steps for input-output relationships using hidden layers (Haykin 1994) . If the number is too high, the training will take a long time and the network may sometimes over-fit the data (Karunanithi et al. 1994) .
During the training process, the connection weights are updated. At the beginning of the training, the initial values of the weights can be assigned randomly or based on experience. In this process, the learning algorithm systematically changes the weights to correctly perform a desired input-output relationship. The process of training is said to be finished when the difference between the ANN output and the actual output becomes closer to the preset error goal. During the testing phase, the performance of the trained ANN model is evaluated using unseen datasets.
There are four distinct steps followed in the development of an ANN-based solution to a certain problem such as flood forecasting. The first step is data transformation, scaling or normalization. A large variation in the input data can slow down or even prevent the training of the network.
To overcome this problem, the data are usually scaled using statistical, min-max, sigmoid or principal component transformations (Priddy & Keller 2005) . It is also important that absolute input values are scaled to avoid asymptotic issues (Haykin 1994) . The second step is the definition of network architecture, in which the number of hidden layers, the number of neurons in each layer and the connectivity between the neurons are set. Obtaining an optimum number of hidden neurons in an ANN architecture is a trial and error process, which depends on the quality of data and the type of the problem. In the third step, a learning algorithm is used to train the network to respond correctly to a given set of inputs. In the last step, the trained architecture (having the optimized values of the connection weights) is tested using the unseen datasets to evaluate the model performance.
Wavelet analysis
In wavelet analysis, the signals are analyzed both in the time and frequency domain by decomposing the original signals in different frequency bands using wavelet functions. This is The time series data are pre-processed using wavelet transformation techniques to obtain decomposed wavelet coefficients that are used as inputs in the forecasting models (Aussem et al. 1998; Zheng et al. 2000; Zhang & Dong 2001) . 
Discrete wavelet transform
The basic objective of wavelet transforms is to achieve a complete timescale representation of localized and transient phenomena occurring at different timescales (Labat et al. 2000) . The continuous wavelet transform is defined as the sum over all time of the signal multiplied by scale and shifted versions of wavelet function c:
where a is a scale parameter; b is a position parameter; and p corresponds to the complex conjugate.
Several families of wavelets (c) that have proven to be useful for various applications are described in related references (Mallat 1998; Rao & Bopardikar 1998 Thus, the use of the continuous wavelet transform for forecasting is not practically possible.
Discrete wavelet transformation (DWT) is therefore preferred in most of the forecasting problems of water resource systems because of its simplicity and ability to compute with less time (Cannas et al. 2005 (Cannas et al. , 2006 . The DWT involves choosing scales and positions based on powers of two, so-called dyadic scales and translations. The mother wavelet is rescaled or dilated by powers of 2 and translated by integers. The DWT algorithm is capable of producing coefficients of fine scales for capturing high-frequency information and coefficients of coarse scales for capturing low-frequency information. The DWT with respect to a mother wavelet is defined:
where j is the dilation or level index, k is the translation or scaling index and f jo,k is a scaling function of coarse scale coefficients. c jo,k , w j,k is the scaling function of detail (fine scale) coefficients and all functions of c (2
High-pass and low-pass filters of different cut-off frequencies are used to separate the signal at different scales. The time series is decomposed into one containing its trend (the approximation) and one containing the high frequencies and the fast events (the detail). The scale is changed by upsampling and downsampling operations. The DWT has many advantages in compressing a wide range of ranges to obtain better training (Shanker et al. 1996; Gunn 1998; Singh et al. 2009 ). The appropriate data normalization range for daily flow forecasting using ANN is reported in Three models were proposed for 1-, 2-and 3-day flood forecasting and are presented in Table 2 . In addition to the consideration of flow values in the input datasets, time series of water level data was also included as input in the models. This is because of the water level values corresponding to 1-day previous time step has considerable influence on the flood situation at current time step. In the case of all three models, antecedent flow values up to 3-day time lags i.e. Q (t21) , Q (t22) and Q (t23) along with Q t and H t were included in the input data matrix. Q t and H t are the current (at time t) flow and stage values at Jenapur gauging site, respectively. The Levenberg -Marquart (LM) algorithm was used to train the ANN models because of its wide application and superiority over other training algorithms such as conjugate gradient (CG) and gradient descent with momentum (GD) as reported in previous studies ). Moreover, the LM algorithm is faster than other algorithms and is the standard method for minimization of the mean square error (MSE) criterion, due to its rapid convergence properties and robustness.
Wavelet decomposition of the flow time series
Deciding the optimal decomposition level of the time series data in wavelet analysis plays an important role in preserving the information and reducing the distortion of the datasets. Information content in the wavelet coefficients at every level contains a certain entropy value that serves as a measure of roughness present in the time series data. In reality, decomposition can proceed until the individual details consist of a single sample. The number of decomposition levels controls the flow approximation in the data.
The decomposition of the time series to a higher level than optimum can disturb the inherent properties of the datasets. Therefore, the maximum allowable decomposition level is avoided and a smaller value is considered.
In the present study, the wmaxlev library function of Matlab was used to determine the maximum level decomposition of the flow data. It was found that flow time series could be decomposed up to a maximum of 12 resolution levels. However, in the present study, 10 levels were adopted, based on the above discussions, to decompose the time series data for onward use in the ANN models.
The observed daily time series of the flow data were decomposed using the DWT technique. Depending on the selected resolution levels, the time series of flow data were decomposed into a number of wavelet components. The 
Determination of effective wavelet components
The effective wavelet components were decided based on the higher correlation coefficients obtained from the correlation analysis between the observed flow data and the wavelet coefficients of different decomposition levels (Partal & Kisi 2007) . The correlations between each wavelet component of 1-day previous daily stream flow data and the observed daily stream flow data were performed and are presented in Table 3 .
It is observed that the correlation between the wavelet component DW 8 (256-day periodical component) of the daily stream flow and the observed daily stream flow data has the highest correlation value (R ¼ 0.4572). In addition, the DW 1 , DW 2 , DW 3 , DW 4 , DW 5 , DW 6 and DW 7 components show significantly higher correlations compared to the remaining DW components. From Table 3 , it is 
observed that the correlation between the DW 8 component of 1-day previous time step with the observed daily stream flow values has the highest correlation value (R ¼ 0.4595).
Also, DW 2 , DW 3 , DW 4 , DW 5 , DW 6 and DW 7 show high correlation coefficients (Table 3) .
These results show that the periodic components, DW 3 , analysis between the wavelet components of 2-day previous daily stream flow data with the observed daily stream flow data was also performed and is presented in Table 3 . The new series was used as inputs in the NW models for 1-, 2-and 3-day advance flow forecasting. Accordingly, three wavelet-ANN models were proposed using the values of the new time series corresponding to time t, t 2 1 and t 2 2 (Table 4) .
Performance evaluation of the models
The performance of the trained network was assessed using the standard goodness of fit criteria such as modelling efficiency (E), coefficient of determination (R 2 ), index of agreement (IOA) and root mean square error (RMSE).
These coefficients are independent of the scale of data used and are useful in assessing the goodness of fit of the model (Dawson & Wilby 1999) . The peak flow conditions in the flow time series data need to be forecasted accurately because it is the main component of the flood hydrograph that causes damage. Therefore, another goodness of fit index called difference in peak flow (DP) was determined to evaluate the model performances. The mathematical expressions of the goodness of fit indices used in the study are presented in Table 5 . 
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RESULTS AND DISCUSSION
Results obtained from the ANN and NW models for 1-, 2-and 3-day advance flow forecasting at Jenapur site of Brahmani basin are presented in this section. The goodness of fit indices were estimated for both ANN and NW models and were used to compare modelling performance of the models. 6,000 0 1,000 2,000 3,000 4,000 5,000 6,000 The performance of ANN-2 and ANN-3 are considerably poorer than that of NW-2 and NW-3, respectively, as highlighted in Table 6 . Table 6 . The optimum numbers of hidden nodes were found to be two for both the types of models. It is observed that the result obtained from the hybrid model (NW-1) for 1-day forecasting is better than that of the other two hybrid models (NW-2 and NW-3) used for 2-day and 3-day forecasting. However, the performances of NW-2 and NW-3 models were found satisfactory in terms of their abilities to yield lower DP than that of their respective ANN models. Table 6 .
Similarly, the ANN and NW predicted hydrographs and the scatter plot for 3-day advance forecasting were computed and are presented in Figure 8 for the testing period. Although the performances of the NW-3 were found to be lower than for the NW-1 and NW-2 models, the prediction accuracy was found to be superior to the corresponding ANN models.
In the case of all the models (ANNs and NWs), the peaks as well as some high-magnitude flow values were found to be considerably under-estimated whereas low flow conditions were estimated fairly accurate. This underestimation is found more in the case of ANN models than The forecasting accuracy could be further enhanced if additional variables such as river stage and rainfall on the basin could be considered for wavelet analysis and the respective effective components would be used as inputs to the NW models.
