We provides some useful estimates for solving martingale representation problem under G-expectations. We also study the corresponding conditions for the existence and uniqueness.
Introduction
Many important progresses in the domain of G-expectation and related GBrownian motion have been made in recent years since the introduction of this theory. But some very important questions still remain open. An interesting and challenging one is the so called G-martingale representation problem proposed in [8, Peng2007] of the following form:
for some given element X ∈ L 2 G (Ω T ). As Peng pointed out in many of his lectures and discussions, this formulation permits us to treat the following version of BSDE driven by G-Brownian motion of the form y t = X + [8, 10, Peng2007, Peng2010] had only treated the above form of G-martingale for the situation where X ∈ L ip (Ω T ) and G is non-degenerate.
The first step towards a proof to (1) for a more general X ∈ L 2 G (Ω T ) was given by [13] for the case where X satisfies E G [X] = −E G [−X]. In this case the G-martingale M t = E G [X|Ω t ], t ≥ 0, is symmetric, namely −M is also a Gmartingale. They obtained a representation of the form X = E G [X]+ T 0 z s dB s , corresponding to the case η ≡ 0.
Observe that in the formulation of (1) M t = M s t − A t , where M s = E G [X] + t 0 z s dB s is a symmetric martingale and
is a nondecreasing process with A 0 = 0 such that −A t is a G-martingale. A very interesting problem is whether M has a unique decomposition M s − A. An important progress of this problem was obtained by Soner, Touzi and Zhang [11] . They have proved that, under the condition
there exists a unique decomposition M = M s − A such that
where C * is a universal constant. More recently, [12, Song,2010] has significantly improved their result by only assuming that X ∈ L p G (Ω T ) for p > 1. His result will be used in this paper (see the next section).
In this paper we give an a priori estimate of η in the representation of (1): if for a fixed ε > 0, G ε (a) = G(a) − ε/2|a| is a sublinear function of a, then we have
This estimate indicates clearly that the norm of η can be dominated by
and thus provides a new proof of [8, 10] for the existence of the representation in the case X ∈ L ip (Ω T ). We will also give a proof of uniqueness of η. We then show that, if the increasing part A of M satisfies a type of bounded variation condition, then we can also prove the existence of the representation. This paper is organized as follows: after given some basic settings in the next section, we give the a priori estimate and then a proof of the representation for the case where X ∈ L ip (Ω T ), in Section 3. In Section 4 we study the uniqueness of representation theorem for X ∈ L p G (Ω T ). In Section 5 we study the existence of the representation of G-martingales.
Preliminaries
We present some preliminaries in the theory of sublinear expectations and the related G-Brownian motions. More details can be found in Peng [6] , [7] and [8] .
Definition 1
Let Ω be a given set and let H be a linear space of real valued functions defined on Ω with c ∈ H for all constants c, and |X| ∈ H, if X ∈ H. H is considered as the space of our "random variables". A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties: for all X, Y ∈ H, we have
where
is the space of all bounded and Lipschitz continuous functions on
Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces
If X,X are two m-dimensional random vectors in (Ω, H,Ê) andX is identically distributed with X and independent of X, thenX is said to be an independent copy of X.
whereX is an independent copy of X. Here the letter G denotes the function
It is also proved in Peng [7, 8] that, for each a ∈ R d and p ∈ [1, ∞)
The most typical stochastic process in a sublinear expectation space is the so-called G-Brownian motion.
, · · · , B tn ∈ H and the following properties are satisfied:
It was proved that, for each t > 0,
In many cases B is also called G-Brownian motion when it only satisfies (i)-(iii), and a G-Brownian motion satisfying (i)-(iv) is called symmetric G-Brownian motion. In this paper we only discuss symmetric G-Brownian motions.
We denote:
We denote by B(Ω) the Borel σ-algebra of Ω and by M the collection of all probability measure on (Ω, B(Ω)). We also denote, for each t ∈ [0, ∞):
• Ω t := {ω ·∧t : ω ∈ Ω},
: the space of all B(Ω t )-measurable real functions,
In [7, 8] , a G-Brownian motion is constructed on a sublinear expectation 
Moreover, the notion of G-conditional expectation was also introducedÊ
, and there exists a weakly compact family P of probability measures defined on (Ω, B(Ω)) such that
We introduce the natural Choquet capacity (see [1] ):
The space L 2 G (Ω) was also introduced independently in [2] in a quite different framework. 
and X isĉ-quasi surely continuous}.
We also denote, for p > 0,
It is easy to see that L p and N p are linear spaces and
As usual, we do not make the distinction between classes and their representatives. Now, we give the following two propositions which can be found in [3] .
The following proposition is obvious.
3. p, q > 1,
Then there exists a subsequence (X n k ) which converges to X quasi-surely in the sense that it converges to X outside a polar set.
We also have
We introduce the following properties. They are important in this paper:
Proof. Let P ∈ P be given. If ξ ∈ C b (Ω t ), then we have
In the case when ξ ∈ L 2 (Ω t ), we have
The proof is complete. From now on and throughout this paper we restrict ourselves to the situation of 1-dimensional G-Brownian motion case. In this case G(a) becomes a given sublinear and monotonic real valued function defined on R. G can be written as
Proof. If ξ ∈ C b (Ω t ), then by [6] , we have the following Itô formula:
On the other hand, we have B T − B t ≤σ 2 (T − t), quasi surely. Thus (3) holds for ξ ∈ C b (Ω t ). It follows that, for each fixed P ∈ P, we have
In the case when ξ ∈ B b (Ω t ), we can find a sequence
, for some p > 2. Thus we have
≤ 0, and then, by letting n → ∞, we obtain (4) for ξ ∈ B b (Ω t ). Thus (3) follows immediately for ξ ∈ B b (Ω t ).
The space L p G (Ω) is a Banach space under the norm
We have also introduced a space of 'adapted processes' M p G (0, T ) which is also a Banach space under the following norm:
Exactly following Itô's original idea, for each η ∈ M 2 G (0, T ), we have introduced Itô's integral
We have
Moreover for each ζ ∈ M 1 G (0, T ) we have the following estimate. For each
The following relations play an essentially important role in this paper (see [10] ):
In this paper we introduce a norm We list the result of Song of G-martingale decomposition which generalizes that of [11] . Let H 0 G (0, T ) be the family of simple processes of form z t = N −1
For each z in this space, we define the following norm
and denote by H 
Theorem 13 ([12], Theorem 4.5) For any given
, has the following decomposition:
where z ∈ H 1 G (0, T ) and A is a continuous increasing process with A 0 = 0 such that (−A t ) 0≤t≤T is a G-martingale. Furthermore the above decomposition is unique and
A priori estimates and representation theorem for L ip (Ω T )
Let the function G be given as the above. Then for a fixed ε ∈ (0, (
has the following representation: there exists a pair of processes
Then we have
Proof. From
we immediately have (8) .
For the rest of this paper we assume that σ ≥ σ > 0. We set
we have a unique representation (7).
Proof. It suffices to prove the existence of (z, η) for such type of ξ.
We first consider the case where ξ = ϕ(B t2 − B t1 ) with t 1 < t 2 ≤ T and ϕ is a Lipschitz and bounded function on R. Let V be the unique viscosity solution of
with terminal condition
Since (9) is a uniform parabolic PDE and G is a convex and Lipschitz function thus, by the regularity of V (see Krylov [5] , Example 6.1.8 and Theorem 6.4.3, see also Appendix of [10] ), we have
Then, for each δ ∈ (0, t 2 − t 1 ), we set
and
(0, T ) for each fixed δ ∈ (0, t 2 − t 1 ). By Itô's formula we have
On the other hand, for each t, t ′ ∈ [t 1 , t 2 ] and x, x ′ ∈ R d , we have
Thus we have
We then can apply (8) to prove that
Thus, when
forms a Cauchy sequence in M 1 Gε (0, T ), and the representation of ξ = ϕ(B t2 − B t1 ) is uniquely given by
We now consider the case where ξ = ϕ(B t1 , B t2 − B t1 ), where ϕ is a Lipschitz and bounded function on R 2 . For this random variable we first solve the following PDE for a fixed parameter y ∈ R:
Then, setting
Exactly as in the first case, we can prove that
and, moreover E G [X|Ω t1 ] = V Bt 1 (t 1 , 0). It is easy to check that V y (t, 0) is a bounded and Lipschitz function of y ∈ R. We then can further solve, backwardly,
and then using again the same approach, we arrive at
This with (11) yields that
We can use exactly the same approach to find, for X = ϕ(B t1 , B t2 − B t1 , · · · , B tn − B tn−1 ), for any given bounded and Lipschitz function ϕ defined on R n and for any 0 ≤ t 1 < t 2 < · · · < t n ≤ T . The proof is complete.
Uniqueness of representation theorem
Then there exists at most one
Since E G ε [I ε ] = 0, we then have (Ω T ): given α ∈ (1, 2), The following Lemma is easy:
