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FUNDAMENTAL GAP OF CONVEX DOMAINS
IN THE SPHERES
— WITH APPENDIXB BY QI S. ZHANG
CHENXU HE AND GUOFANG WEI
Abstract. In [SWW], S. Seto, L. Wang and G. Wei proved that the gap
between the first two Dirichlet eigenvalues of a convex domain in the unit
sphere is at least as large as that for an associated operator on an interval
with the same diameter, provided that the domain has the diameter at most
pi/2. In this paper, we extend Seto-Wang-Wei’s result to convex domains in
the unit sphere with diameter less than pi.
1. Introduction
Let (Mn, g) be a Riemannian manifold, and Ω ⊂ M a bounded convex domain
with the diameter D. Consider the Laplace operator ∆ of Ω with the Dirichlet
boundary condition. It has an increasing sequence of eigenvalues 0 < λ0 < λ1 ≤
λ2 ≤ · · · , and corresponding eigenfunctions {φi}i≥0 which vanish on ∂Ω and satisfy
the equation
∆φi + λiφi = 0.
The difference between the first two eigenvalues, λ1−λ0, is called the fundamental
gap. Similarly, the fundamental gap is also defined for the Schro¨dinger operator
−∆+ V , where V is a potential.
When the Riemannian manifold Mn is the Euclidean space Rn with the flat
metric, in their celebrated work [AC3], B. Andrews and J. Clutterbuck proved
the sharp lower bound λ1 − λ0 ≥ 3pi2D2 , and thus resolved the fundamental gap
conjecture which was independently proposed by M. van den Berg [vdB], Ashbaugh-
Benguria [AB1] and Yau [Ya] in the 80’s. They proved this optimal lower bound
by establishing a sharp log-concavity estimate for the first eigenfunction. Later,
L. Ni [Ni] gave an alternative proof of Andrews-Clutterbuck’s results, using the
maximum principle of elliptic equations.
When the Riemannian manifold Mn is the round sphere Sn, S. Seto, L. Wang
and G. Wei have made substantial progress in their very recent preprint [SWW],
by extending the work in [AC3] to the spherical case. In particular, they obtained
the lower bound 3pi
2
D2 (for n ≥ 3) which is the same as the Euclidean case. From
the geometric point of view, the analysis shouldn’t change much before the domain
reaches the equator of the sphere. So it is natural to expect that Seto-Wang-Wei’s
results should hold on all convex domains in the hemisphere. In this paper, we
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confirm this expectation. Below, Sn(1) stands for the round sphere with radius
one.
Theorem 1.1. Suppose Ω ⊂ Sn(1) is a strictly convex domain with the diameter
D < pi. Let 0 < λ0 < λ1 be the first two eigenvalues of the Laplacian on Ω with
Dirichlet boundary condition. Then we have
(1.1) λ1 − λ0 ≥ µ1(n,D)− µ0(n,D)
where µi(n,D)(i = 0, 1) are the first two eigenvalues of the Sturm-Liouville operator
(1.2)
d2
ds2
− (n− 1) tan(s) d
ds
for s ∈ [−D/2, D/2]
with Dirichlet boundary condition. Furthermore, if n ≥ 3, then
µ1(n,D)− µ0(n,D) ≥ 3 pi
2
D2
.
An immediate consequence is the following
Corollary 1.2. Suppose Ω ⊂ Sn(1)(n ≥ 3) is a strictly convex domain with the
diameter D < pi. Let 0 < λ0 < λ1 be the first two eigenvalues of the Laplacian on
Ω with Dirichlet boundary condition. Then we have
(1.3) λ1 − λ0 ≥ 3 pi
2
D2
.
Remark 1.3. (a) The comparison of gaps in (1.1) and the inequality in (1.3) were
proved for D ≤ pi2 in [SWW].
(b) The same estimates hold for Schro¨dinger operator of the form −∆+ V , where
V is a non-negative convex potential.
Remark 1.4. Previously, some weaker lower bounds were obtained by gradient es-
timate method: Lee-Wang [LW] showed a lower bound pi
2
D2 . In [Lin1, Lin2], J. Ling
improved Lee-Wang’s result to λ1 − λ0 > pi2D2 by using Yu-Zhong’s work [YZ].
We obtain Theorem 1.1 by extending the log-concavity estimate of the first
eigenfunction in [SWW] to convex domains with diameter D < pi.
Theorem 1.5. Suppose Ω ⊂ Sn(1) is a strictly convex domain with diameter D <
pi, and φ0 is a first eigenfunction of the Laplacian on Ω with Dirichlet boundary
condition. Then for any x, y ∈ Ω with x 6= y, we have
(1.4) 〈∇ logφ0(y), γ′(d/2)〉 − 〈∇ logφ0(x), γ′(−d/2)〉 ≤ 2
(
log φ˜0
)′(d(x, y)
2
)
where d = d(x, y), γ is the normal minimizing geodesic with γ(−d/2) = x and
γ(d/2) = y, and φ˜0 > 0 is a first eigenfunction of the Sturm-Liouville operator in
(1.2) with Dirichlet boundary condition.
Remark 1.6. The log-concavity estimate of the first eigenfunction in (1.4) was
proved for convex domains with diameter D ≤ pi2 in [SWW].
The connection between the log-concavity estimate of the first eigenfunction
and the lower bound of the fundamental gap originates from the landmark work
in [SWYY], where they derived the lower bound pi
2
4D2 in the Euclidean case, from
the fact that the first eigenfunction is log-concave. The improved relation has been
established in [AC3, Proposition 3.2] in the Euclidean case, and [SWW, Theorem
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4.1] for Riemannian manifold with a lower Ricci curvature bound. More precisely,
they proved that the estimate in (1.4) implies the comparison in (1.1) for bounded
convex domains. So Theorem 1.1 follows directly from Theorem 1.5 by applying
Theorem 4.1 in [SWW].
One of the key ingredients in our proof of Theorem 1.5 is the preservation of ini-
tial modulus in [SWW, Theorem 3.2], see Theorem 2.2. To show the log-concavity
estimate in (1.4), we follow the original strategy by Andrews-Clutterbuck in [AC3]
in the Euclidean case: We construct a rough initial data of modulus of concavity for
logφ0. Then the semi-linear parabolic equation in [SWW, Theorem 3.2] improves
it to the one with φ˜0 in (1.4). In [SWW] the log-concavity estimate is proved using
their Theorem 3.8, the elliptic version of their Theorem 3.2. While the proofs of
Theorems 3.2 and 3.8 in [SWW] are almost the same, the elliptic version gives
log-concavity estimate directly, but needs additional assumption on the modulus
function which leads to the restriction of diameter ≤ pi2 . For the parabolic version,
one doesn’t have the additional assumption, but needs an initial modulus function
and dedicated study of the parabolic equation in [SWW, Theorem 3.2].
Since the sphere Sn has positive curvature, unlike the Euclidean space, the non-
trivial curvature terms come into the parabolic equation. So the equation that
we study in this paper is more involved than the one in Andrews-Clutterbuck’s
work [AC3]. For example, our equation (4.3) contains the nonlinear term u2 for
the unknown function u, and the standard existence results, e.g., Chapter XII in
[Li], do not apply, even for a smooth initial-boundary data. In Appendix A, we
prove the existence of classical solution when the initial-boundary data is smooth.
Using an approximation argument, the parabolic equation (4.3) with continuous
initial-boundary data has a classical solution in the interior. For the continuity of
the solution at the initial time and to the spatial boundary, one has to estimate the
solution’s modulus of continuity. Similar estimates of other quasi-linear parabolic
equations, e.g., graphical mean curvature flow and its anisotropic analogues, have
been developed in [AC1, AC2].
We refer to the excellent survey [As](up to 2006) and the celebrated work of
Andrews-Clutterbuck [AC3], for the importance of the fundamental gap and the
long history of this problem. We also encourage interested reader to look at the
survey [An] by Andrews for difficult but interesting problems in this area.
The paper is organized as follows: In Section 2, we collect the preliminaries, and
offer a brief outline of our proof of Theorem 1.5. In Section 3, we construct the
initial data of the modulus of log-concavity of the first eigenfunction φ0. In Section
4, we study the parabolic equation of the modulus of log-concavity with the initial
data given in section 3. In Section 5, we prove Theorem 1.5. Appendix A is for the
existence of the solution to the parabolic equation, when the initial data is given
by the approximating smooth function. Appendix B is the proof of Lemma 5.3,
written by Qi S. Zhang.
Acknowledgement: The authors would like to express gratitude to Qi S. Zhang
for his help on parabolic partial differential equations, especially for the proof of
Lemma 5.3 using the heat kernel. Later on, we found a proof using maximum
principle. We also want to thank Ben Andrews for clarifying the proof of Corollary
4.4 in [AC3].
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2. Preliminaries and outline of proof of Theorem 1.5
In this section we set up the notations and recall a few relevant results from
[AC3] and [SWW]. In the second part, we describe a brief outline of our proof of
Theorem 1.5. The details will be carried out in the later sections.
2.1. Preliminaries. A function f is called semi-convex, if f(x) + c d(x0, x)
2 is
convex for some c, where d(x0, ·) is the distance from a fixed reference point x0.
Definition 2.1. (a) Given a semi-convex function f on a domain Ω. A function
ψ : [0,∞) → R is called a modulus of concavity for f , if for every x 6= y in Ω,
we have
(2.1) 〈∇f(y), γ′(d/2)〉 − 〈∇f(x), γ′(−d/2)〉 ≤ 2ψ
(
d(x, y)
2
)
,
where γ is a normal minimizing geodesic with γ(−d/2) = x, γ(d/2) = y and
d = d(x, y).
(b) The function ψ is called a modulus of log-concavity for a positive function φ on
Ω, if it is a modulus of concavity of logφ.
In this paper, we also use ′ and ′′ to denote the spatial derivatives, e.g., ψ′ = ∂∂zψ
and ψ′′ = ∂
2
∂z2ψ for a function ψ = ψ(z, t). Recall Theorem 3.2 in [SWW] for the unit
round sphere, i.e., K = 1, which plays an important role in proving Theorem 1.5.
Theorem 2.2 (Theorem 3.2, [SWW]). Suppose Ω ⊂ Sn(1) is a uniformly convex
domain with diameter D < pi. Let φ0 be a positive eigenfunction of the Laplacian
on Ω with Dirichlet boundary condition, associated to the first eigenvalue λ0 > 0,
and
u : Ω× [0,∞)→ R
u(x, t) = e−λ0tφ0(x).
Suppose ψ0 : [0, D/2]→ R is a Lipschitz continuous modulus of concavity for logφ0.
Let the function
ψ ∈ C ([0, D/2]× [0,∞)) ∩ C∞ ([0, D/2]× (0,∞))
be a solution of
(2.2)


∂
∂t
ψ(z, t) ≥ ψ′′(z, t) + 2ψ′(z, t)ψ(z, t)
− tan(z)[(n+ 1)ψ′(z, t) + 2λ0 + 2ψ2(z, t)]
−(n− 1)(1− tan2(z))ψ(z, t)
ψ(·, 0) = ψ0(·)
ψ(0, t) = 0.
Then ψ(·, t) is a modulus of concavity for log u(·, t) for each t ≥ 0.
Remark 2.3. The improved log-concavity of the first eigenfunction was first proved
by Andrews-Clutterbuck for the Euclidean domain, see [AC3, Theorem 4.1]. The
non-trivial curvature terms in the spherical case come in, as the second and third
lines in the differential inequality (2.2) of ψ(z, t).
Remark 2.4. For the proof of Theorem 3.2 in [SWW] (see also Theorem 4.1 in
[AC3]), one only has to assume that
ψ ∈ C ([0, D/2]× [0,∞)) ∩C∞ ((0, D/2)× (0,∞))
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and ψ(z, t) is Lipschitz continuous in z-variable on [0, D/2].
Remark 2.5. For any t ≥ 0, we have log u(·, t) = log φ0 − λ0t. So the modulus of
concavity of log u(·, t) is the same as the modulus of log-concavity of φ0.
Remark 2.6. Note that we can rewrite the right hand side of (2.2) as
ψ′′(z, t) + 2ψ′(z, t)ψ(z, t)− tan(z)[(n+ 1)ψ′(z, t) + 2λ0 + 2ψ2(z, t)]
−(n− 1) (1− tan2(z))ψ(z, t)
=
∂
∂z
(
ψ′(z, t) + ψ2(z, t)− (n− 1) tan(z)ψ(z, t) + λ0
)
−2 tan(z) (ψ′(z, t) + ψ2(z, t)− (n− 1) tan(z)ψ(z, t) + λ0) .
So the stationary solution to the equality case in (2.2) is given by
(2.3) ψ′(z) + ψ2(z)− (n− 1) tan(z)ψ(z) + λ0 = c
cos2(z)
for some constant c. Let ψ(z) = (logφ)
′
(z) and then we have
(2.4) φ′′(z)− (n− 1) tan(z)φ′(z) + λ0φ(z) = c
cos2(z)
φ(z).
Let ϕ(z) = φ(z) cos
n−1
2 (z) and the equation is
(2.5) ϕ′′(z)− 1
4
(
(n− 1)(n− 3)
cos2(z)
− (n− 1)2 − 4λ0
)
ϕ(z)− c
cos2(z)
ϕ(z) = 0.
2.2. Outline of the proof of Theorem 1.5. The proof uses Theorem 2.2. Recall
that µ0 and φ˜0 > 0 are the first eigenvalue and eigenfunction of the Sturm-Liouville
operator in (1.2) with Dirichlet boundary condition. Instead of solving the parabolic
equation in (2.2) with the eigenvalue λ0 of ∆ on Ω, we consider the following
parabolic equation:
(2.6)


∂
∂t
ψ(z, t) = ψ′′(z, t) + 2ψ′(z, t)ψ(z, t)
− tan(z)[(n+ 1)ψ′(z, t) + 2µ0 + 2ψ2(z, t)]
−(n− 1)(1 − tan2(z))ψ(z, t)
on (0, D/2)×(0,∞). Since 0 < µ0 ≤ λ0(see Lemma 3.12 in [SWW]) and tan(z) > 0
for z ∈ [0, D/2], the solution ψ(z, t) then satisfies the differential inequality in (2.2).
Our proof of existence of solution to equation (2.6) is more involved, though the
existence of solution to equation (19) in [AC3] follows from Theorem 12.25 in [Li]
directly. For the convenience of the reader, we list the steps that will be carried
out in Section 3, 4 and 5.
(I) For each fixed integer k > 0, we construct a piecewise smooth function ψk,0(z)
on [0, D/2] such that ψk,0(0) = 0 and ψk,0(D/2) = −k. From the construc-
tion, ψk,0 is a modulus of log-concavity of φ0. It is similar to the construction
of the initial modulus in [AC3, Corollary 4.4]. See Section 3.
(II) We solve the parabolic equation (2.6) and find a solution
ψk(z, t) ∈ C ([0, D/2]× [0,∞)) ∩ C∞ ((0, D/2)× (0,∞))
with the initial data ψk(z, 0) = ψk,0(z) and the boundary condition ψk(0, t) =
0 and ψk(D/2, t) = −k for t ≥ 0. Moreover, ψk(z, t) is Lipschitz continuous
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in z-variable on [0, D/2]. Theorem 2.2 then implies that each ψk(·, t) is a
modulus of log-concavity for φ0 for all t ≥ 0. See Section 4.
(III) We show that the solution ψk(·, t) obtained in the previous step converges
uniformly to
(
log φ˜0
)′
as k →∞ and t→∞. So the uniform limit is also a
modulus of log-concavity of φ0. Hence Theorem 1.5 follows. See Section 5.
3. The initial modulus of log-concavity
In this section, we construct a function ψk,0 on [0, D/2] as an initial modulus of
log-concavity for φ0, see Proposition 3.4. It is similar to the one in the Euclidean
case, see pp. 912–913 in [AC3].
Fix D ∈ (0, pi). Let φ˜0 and µ0 be the first eigenfunction and eigenvalue of the
one dimensional Sturm-Liouville operator in (1.2), i.e.,
(3.1) φ˜′′0(z)− (n− 1) tan(z)φ˜′0(z) = −µ0φ˜0
with φ˜0(D/2) = 0 and φ˜
′
0(0) = 0. We also normalize φ˜
′
0(D/2) = −1 for convenience.
First we solve a Robin eigenvalue problem.
Lemma 3.1. For any ε > 0, there exists a Robin eigenfunction φ˜0,ε with c(ε) > 0,
such that (
φ˜0,ε
)′′
− (n− 1) tan(z)
(
φ˜0,ε
)′
+ µ0φ˜0,ε =
c(ε)
cos2(z)
φ˜0,ε
on [0, D/2], and
φ˜0,ε(D/2) = ε; φ˜
′
0,ε(D/2) = −1;
φ˜′0,ε(0) = 0; φ˜0,ε > 0 on [0, D/2].
Proof. The argument is similar to the one in [AC3, pp. 905-906]. Denote m =
(n− 1)/2. Let ϕ0(z) = φ˜0(z) cosm(z) and
V˜ (z) =
1
4
(
(n− 1)(n− 3)
cos2(z)
− (n− 1)2 − 4µ0
)
.
Then we have ϕ′′0 (z) = V˜ (z)ϕ0(z) with
ϕ′0(0) = 0; ϕ0(D/2) = 0; and ϕ0(z) > 0 for z ∈ [0, D/2).
Recall the Pru¨fer transformation: if
ϕ′′ =
(
V˜ +
c
cos2(z)
)
ϕ,
then q = arctan(ϕ′/ϕ) satisfies the first order ODE:
(3.2)
d
dz
q −
(
V˜ +
c
cos2(z)
)
cos2 q + sin2 q = 0.
Let q(z, q0, c) be the solution of ODE (3.2) with q(0, q0, c) = q0. The ODE com-
parison implies that q is strictly increasing in q0 for all z, and also strictly increas-
ing in c for z > 0. The choice of c = 0 and q0 = 0 corresponds to ϕ0, and so
q(D/2, 0, 0) = −pi/2 and q(z, 0, 0) ∈ (−pi/2, pi/2) for 0 < z < D/2.
Since q(D/2, 0, c) is strictly increasing in c and q(D/2, 0, 0) = −pi/2, for ε > 0,
let
σ =
ε
1 + εm tan(D/2)
,
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and then there exists a unique c(ε) > 0 such that q(D/2, 0, c(ε)) = arctanσ − pi/2
and q(z, 0, c(ε)) ∈ (−pi/2, pi/2) for 0 < z < D/2. The corresponding ϕ is given by
ϕ0,ε(z) = ϕ0,ε(D/2) exp
(
−
∫ D/2
z
tan q(s, 0, c(ε))ds
)
and then
φ˜0,ε(z) = ε
cosm(D/2)
cosm(z)
exp
(
−
∫ D/2
z
tan q(s, 0, c(ε))ds
)
,
where we used the value φ˜0,ε(D/2) = ε. It follows that φ˜0,ε(z) > 0 for z ∈ [0, D/2].
The derivative is
φ˜′0,ε(z) =
[
m tan(z) + tan q(z, 0, c(ε))
]
φ˜0,ε(z).
So we have φ˜′0,ε(0) = 0 and
φ˜′0,ε(D/2) =
(
m tan(D/2)− 1
σ
)
ε = −1.
This finishes the proof. 
Next we construct the initial data ψk,0. The stationary solution ψ(z) to the
parabolic equation (2.6) solves the following ODE:
(3.3) ψ′(z) + ψ2(z)− (n− 1) tan(z)ψ(z) + µ0 = c
cos2(z)
for some constant c (see Remark 2.6). Fix an integer k > 0 and consider the
solutions ψLc and ψ
R
k,c with
ψLc (0) = 0 and ψ
R
k,c(D/2) = −k.
Then from the ODE comparison to ϕ(z) = φ(z) cos
n−1
2 (z), we have
(a) The solution ψLc (z) is strictly increasing in c for 0 < z ≤ D/2.
(b) For fixed k > 0, the solution ψRk,c(z) is strictly decreasing in c for 0 ≤ z < D/2.
Let ε = 1/k and φ˜0,1/k(z)(0 ≤ z ≤ D/2) be the Robin eigenfunction with
c = c(1/k) > 0 in Lemma 3.1. Let
(3.4) ψLc(1/k) = ψ
R
k,c(1/k) = ψ˜k,0
with
(3.5) ψ˜k,0 =
(
log φ˜0,1/k
)′
.
Proposition 3.2. For each integer k > 0, ψ˜k,0 in (3.5) is the unique stationary
solution in C2 ([0, D/2]) to the parabolic equation (2.6) with boundary condition
ψ(0) = 0 and ψ(D/2) = −k.
Proof. It follows from the monotonicity of ψLc in c. Consider the boundary condition
at z = 0 and then the stationary solution is given by ψ = ψLc for some constant
c. The boundary condition ψ(D/2) = −k determines c as c = c(1/k). So we have
ψ = ψ˜k,0. This finishes the proof. 
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In the following, we derive the upper bounds of ψLc and ψ
R
k,c. Let
p(z) = ψ(z)− n− 1
2
tan(z),
and then we have
p′(z) = ψ′(z)− n− 1
2
sec2(z).
It follows that p(z) solves the ODE:
(3.6) p′(z) + p2(z) = V (z)
with
(3.7) V (z) =
(n− 1)(n− 3) + 4c
4 cos2(z)
− (n− 1)
2
4
− µ0.
The boundary values of p(z) are given by
p(0) = ψ(0) and p(D/2) = ψ(D/2)− n− 1
2
tan(D/2).
Denote pLc (z) the solution with p(0) = 0, and p
R
k˜,c
(z) the solution with p(D/2) = −k˜
with
(3.8) k˜ = k +
n− 1
2
tan(D/2).
The function V (z) is monotone, and the infimum and supremum are:
(a) if (n− 1)(n− 3) + 4c ≥ 0, then
inf V = c− n− 1
2
− µ0
supV =
4c+ (n− 1)(n− 3)
4 cos2(D/2)
− (n− 1)
2
4
− µ0;
(b) if (n− 1)(n− 3) + 4c < 0, then
inf V =
4c+ (n− 1)(n− 3)
4 cos2(D/2)
− (n− 1)
2
4
− µ0
supV = c− n− 1
2
− µ0.
In either case, let λ± ≥ 0 be real numbers such that λ2+ ≥ supV and λ2− ≥ − inf V .
Riccati equation comparison gives the upper bounds of pLc and p
R
k˜,c
:
pLc (z) ≤ λ+ tanh(λ+z), for z ∈ [0, D/2];
and
pRk,c(z) ≤ λ− tan
(
λ− (D/2− z)− arctan
(
k˜
λ−
))
=
λ− tan
(
λ−
(
D
2 − z
))− k˜
1 + k˜λ
−
tan
(
λ−
(
D
2 − z
)) , if z > D
2
−
pi
2 + arctan
(
k˜
λ
−
)
λ−
where k˜ is given in (3.8). Then we have
(3.9) ψLc (z) ≤ λ+ tanh(λ+z) +
n− 1
2
tan(z), for z ∈ [0, D/2];
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and
ψRk,c(z) ≤ λ− tan
(
λ− (D/2− z)− arctan
(
k˜
λ−
))
+
n− 1
2
tan(z)
=
λ− tan
(
λ−
(
D
2 − z
))− k˜
1 + k˜λ
−
tan
(
λ−
(
D
2 − z
)) + n− 1
2
tan(z),(3.10)
if z >
D
2
−
pi
2 + arctan
(
k˜
λ
−
)
λ−
where k˜ = k + n−12 tan(D/2).
For any s ≥ 0, both ψLc(1/k)+s(z) and ψRk,c(1/k)−s(z) are bounded from below by
ψLc(1/k)(z), and have upper bounds in (3.9) and (3.10). So the supersolution ψ
+
k,s is
given by
ψ+k,s(z) = min
{
ψLc(1/k)+s(z), ψ
R
k,c(1/k)−s(z)
}
.
Note that for s > 0, since
ψLc(1/k)+s(D/2) > ψ
L
c(1/k)(D/2) = −k = ψRk,c(1/k)−s(D/2)
and
ψRk,c(1/k)−s(0) > ψ
R
k,c(1/k)(0) = 0 = ψ
L
c(1/k)+s(0),
the functions ψLc(1/k)+s and ψ
R
k,c(1/k)−s intersect in the interval (0, D/2), and so ψ
+
k,s
is a piecewise-smooth function.
Next we derive the lower bound of ψ+k,s for large s > 0. Write Vk(z) = V (z) in
(3.7) when c = c(1/k). For
s > max
{
− inf
z∈[0,D/2]
Vk(z), sup
z∈[0,D/2]
Vk(z)
}
,
let
(3.11) λ˜+ =
√
s+ inf
z∈[0,D/2]
Vk(z) and λ˜− =
√
s− sup
z∈[0,D/2]
Vk(z).
Note that pLc(1/k)+s solves the equation
p′(z) + p2(z) = Vk(z) +
s
cos2(z)
.
It follows that
p′(z) + p2(z) ≥ λ˜2+
and then
pLc(1/k)+s(z) ≥ λ˜+ tanh
(
λ˜+z
)
for z ∈ [0, D/2]. Similarly, pR
k˜,c(1/k)−s
solves the equation
p′(z) + p2(z) = Vk(z)− s
cos2(z)
≤ −λ˜2−.
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It follows that, if z >
D
2
−
pi
2 + arctan
(
k˜/λ˜−
)
λ˜−
, then we have
pR
k˜,c(1/k)−s
(z) ≥ λ˜− tan
(
λ˜− (D/2− z)− arctan
(
k˜
λ˜−
))
=
λ˜− tan
(
λ˜−(D/2− z)
)
− k˜
1 + k˜
λ˜
−
tan
(
λ˜−(D/2− z)
) .
These give us the lower bound of ψ+k,s as
(3.12) ψ+k,s(z) ≥


λ˜+ tanh
(
λ˜+z
)
+
n− 1
2
tan(z), 0 ≤ z ≤ z0
λ˜− tan
(
λ˜− (D/2− z)
)
− k˜
1 + k˜
λ˜
−
tan
(
λ˜− (D/2− z)
) + n− 1
2
tan(z), z0 ≤ z ≤ D2 ;
where k˜ = k + n−12 tan(D/2), and we take
z0 >
D
2
− 1
λ˜−
(
pi
2
+ arctan
(
k˜
λ˜−
))
to make the two cases equal.
Lemma 3.3. Let φ0 be in Theorem 2.2. For each k > 0 large enough, there exists
s(k) ≥ 0 such that ψ+k,s is a modulus of log-concavity for φ0.
Proof. It follows from the argument in [AC3, Lemma 4.5] as we throw away the
positive term n−12 tan(z) in the lower bound of ψ
+
k,s. Instead of Lemmas 4.2 and
4.3 in [AC3] for the Euclidean case, we use Lemmas 3.4 and 3.5 in [SWW] for the
spherical case. 
Define
s(k) = inf
{
s ≥ 0 : ψ+k,s is a modulus of log-concavity for φ0
}
and then we choose the initial data ψk,0 as
(3.13) ψk,0(z) = min
{
ψ+j,s(j)(z) : 1 ≤ j ≤ k
}
for 0 ≤ z ≤ D/2. Note that ψk,0(z) is non-increasing in k for z ∈ (0, D/2).
Proposition 3.4. For each integer k > 0, the function ψk,0 in (3.13) satisfies the
following properties.
(i) It is Lipschitz continuous on [0, D/2].
(ii) It is a modulus of log-concavity of φ0 in Theorem 2.2 on [0, D/2].
(iii) It satisfies the boundary condition ψk,0(0) = 0 and ψk,0(D/2) = −k.
Furthermore, we have either
(a) ψk,0 = ψ˜k,0 on [0, D/2], or
(b) ψk,0(z) > ψ˜k,0(z) for any z ∈ (0, D/2), where ψ˜k,0 is given in (3.5).
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Proof. Property (iii) is obviously, and property (ii) follows from Lemma 3.3. For
property (i), note that ψk,0 is defined as the minimal of functions ψ’s which satisfy
the first order ODE (3.3). So the derivative of ψk,0 are bounded on [0, D/2] and
thus ψk,0 is Lipschitz continuous.
For the rest of the proof, we assume that ψk,0 is different from the function ψ˜k,0.
Note that for any j ≤ k − 1, we have ψ˜j,0(0) = ψ˜k,0(0) = 0 and
ψ˜j,0(D/2) = −j > −k = ψ˜k,0(D/2).
From the ODE comparison of (3.3), it follow that
ψ˜k,0(z) < ψ˜j,0(z) ≤ ψ+j,s(j)(z)
for any z ∈ (0, D/2]. So we have ψk,0 ≥ ψ˜k,0 on [0, D/2]. If ψk,0(z0) = ψ˜k,0(z0)
for some z0 ∈ (0, D/2), then ψk,0(z0) = ψ+k,s(k)(z0). So we have s(k) = 0 and then
ψk,0 = ψ˜k,0 on [0, D/2]. This finishes the proof. 
4. The parabolic equation with initial-boundary condition ψk,0
In this section and Section 5, we assume that ψk,0 is different from ψ˜k,0. It follows
from Proposition 3.4 that ψk,0(z) > ψ˜k,0(z) for all z ∈ (0, D/2). In this section,
we show the existence of solution ψk(z, t) with the initial data ψk,0 constructed in
Section 3. See Theorem 4.4 and Corollary 4.5.
Consider the following initial-boundary value problem:
(4.1)


∂
∂t
ψk = ψ
′′
k + 2ψ
′
kψk − (n+ 1) tan(z)ψ′k
−2 tan(z)ψ2k − (n− 1)
(
1− tan2(z))ψk − 2µ0 tan(z)
on (0, D/2)× (0,∞);
with ψk(·, 0) = ψk,0(·),
ψk(0, t) = 0 and ψk(D/2, t) = −k.
Here ψk,0 is the piecewise smooth function in (3.13), and
′, ′′ stand for the spatial
derivatives. Let
(4.2) u(z, t) = ψk(z, t)− ψ˜k,0 and u0(z) = ψk,0(z)− ψ˜k,0(z).
Then (4.1) in ψk is equivalent to the following one in u:
(4.3)


∂
∂t
u = u′′ + 2uu′ +
[
2ψ˜k,0(z)− (n+ 1) tan(z)
]
u′ − 2 tan(z)u2
+
[
2ψ˜′k,0(z)− 4 tan(z)ψ˜k,0(z)− (n− 1)
(
1− tan2(z))]u
on (0, D/2)× (0,∞);
with u(·, 0) = u0(·),
u(0, t) = u(D/2, t) = 0.
Let T > 0 be a positive time. Denote RT = (0, D/2)×(0, T ] the rectangle (including
the top at t = T ), its side
S (RT ) = ({z = 0} × (0, T )) ∪ ({z = D/2} × (0, T ))
and parabolic boundary
P(RT ) = ({z = 0} × [0, T ]) ∪ ([0, D/2]× {t = 0}) ∪ ({z = D/2} × [0, T ]) .
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A function u ∈ C2,1 (RT ) means that u, u′, u′′ and ∂tu exist and continuous on
RT . A solution u of the initial-boundary value problem (4.3) is called classical if
u ∈ C2,1(RT ) ∩ C
(
R¯T
)
.
Consider the following operator
(4.4) Pu = −ut + a11uzz + a(Z, u, uz)
with Z = (z, t), a11 = 1 and
(4.5) a(Z, q, p) = 2qp+ a1(z)p− 2 tan(z)q2 + a2(z)q
with
a1(z) = 2ψ˜k,0(z)− (n+ 1) tan(z)(4.6)
a2(z) = 2ψ˜
′
k,0(z)− 4 tan(z)ψ˜k,0(z)− (n− 1)
(
1− tan2(z)) ,(4.7)
for (Z, q, p) ∈ (0, D/2)× (0, T )×R×R1. First we prove a comparison principle for
the semi-linear parabolic operator P in (4.4).
Lemma 4.1 (Comparison principle). Suppose that u, v are functions in C2,1(RT )∩
C
(
R¯T
)
such that Pu ≥ Pv in RT and u ≤ v on P(RT ). Assume that either uz or
vz has an upper bound on RT , then u ≤ v on R¯T .
Proof. The argument is similar to Theorem 9.1 and Corollary 9.2 in [Li]. Assume
that uz is bounded from above. LetM be an upper bound of |u|, |v| and uz on RT ,
and set w = (u − v)eλt for some constant λ to be determined. We have w ≤ 0 on
P(RT ). Assume that w has the positive maximum at Z0 = (z0, t0) ∈ RT . Then
we have
uz(Z0) = vz(Z0), uzz(Z0)− vzz(Z0) ≤ 0 and (u − v)t(Z0) + λ(u − v)(Z0) ≥ 0
Let m = u(Z0)− v(Z0) > 0. It follows that
0 ≤ Pu(Z0)− Pv(Z0)
= −(u− v)t(Z0) + (u − v)zz(Z0) + a (Z0, u(Z0), uz(Z0))− a (Z0, v(Z0), vz(Z0))
≤ λm+ 2uz(Z0)m− 2 tan(z0)(u + v)(Z0)m+ a2(z0)m
= m (λ+ 2uz(Z0)− 2 tan(z0)(u + v)(Z0) + a2(z0)) .
This leads a contradiction if we take
λ < −2M − 4M tan(D/2)− sup
z∈[0,D/2]
|a2(z)| .
The proof when vz is bounded above is similar and so we finish the proof. 
From the comparison principle, we deduce that any solution u of (4.3) is between
the supersolution u = u0 and the subsolution u = 0.
Lemma 4.2. If u is a classical solution to the initial-boundary value problem (4.3)
for some T > 0, then we have
(4.8) 0 ≤ u(z, t) ≤ u0(z)
for all (z, t) ∈ [0, D/2]× [0, T ], and equivalently,
(4.9) ψ˜k,0(z) ≤ ψk(z, t) ≤ ψk,0(z).
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Proof. The lower bound of u follows directly from Lemma 4.1. Next we consider
the upper bound.
From the construction in Section 3, ψk,0(z) is given by either ψ
L
c (z) or ψ
R
j,c(z) for
certain value of c and j ≤ k. These ψL and ψR’s are bounded below by ψ˜k,0. From
the upper bound (3.9), each ψLc is smooth on [0, D/2]. From the upper bound
(3.10), if ψR is not smooth on [0, D/2], then it is defined on (z0, D/2] for some
z0 ∈ (0, D/2), and blows up to ∞ as z → z0. Since u0 = ψk,0− ψ˜k,0, it follows that
there is a finite collection of smooth functions {fα}N1α=1 on [0, D/2], and {gβ}N2β=1
on (zβ , D/2] such that
(1) all fα and gβ are stationary solutions to the equation (4.3), and
(2) we have
u0(z) = min {f1(z), · · · , fN1(z), g1(z), · · · , gN2(z)} , for all z ∈ [0, D/2].
Here we assume gβ(z) =∞ if z ≤ zβ.
Since Pu = 0 and Pfα = 0 in RT , u0 ≤ fα on P(RT ), and f ′α(z) is bounded
from above on [0, D/2], it follows from Lemma 4.1 that u(z, t) ≤ fα(z) on R¯T .
Next we show that u(z, t) ≤ gβ(z) for any (z, t) ∈ (zβ , D/2] × [0, T ]. Note that u
is continuous on RT , and gβ approaches to ∞ as z → zβ . So there is z˜ > zβ such
that u(z˜, t) < gβ(z˜) for all t ∈ [0, T ]. It follows that u(z, t) ≤ gβ(z) on the parabolic
boundary of [z˜, D/2]× [0, T ]. Note that g′β(z) is bounded from above on [z˜, D/2].
It follows from Lemma 4.1 again, that u(z, t) ≤ gβ(z) on [z˜, D/2]× [0, T ] and then
(zβ, D/2]× [0, T ]. In summary, for any t ∈ [0, T ], the solution u(z, t) ≤ fα and gβ
on their domains, and so u(z, t) ≤ u0(z) on R¯T . So we finish the proof. 
We solve the initial-boundary value problem (4.3) in the following steps:
(i) Choose a number α ∈ (0, 1). Fix ε > 0 and choose uε0 ∈ C2+α([0, D/2]) such
that
0 ≤ uε0 ≤ u0; sup[0,D/2] |uε0 − u0| ≤ ε; and(4.10)
uε0(z) = u0(z) for all z ∈ [0, κ] ∪ [D/2− κ,D/2]
where κ > 0 is a constant independent of ε. Let L0 > 0 be the Lipschitz
constant of u0 on [0, D/2]. We also assume that
(4.11) sup
z∈[0,D/2]
∣∣(uε0)′ (z)∣∣ ≤ 2L0 for any ε.
(ii) Solve problem (4.3) for the initial condition uε0 ∈ C2+α.
(iii) Solve for u0 using the approximating solutions in the previous step.
We leave the details of step (ii) above in Appendix A, see Theorem A.1, since the
existence of such solution uε ∈ C2,1 (RT )∩C
(
R¯T
)
follows from the standard theory
of quasi-linear parabolic equation. Here we also collect the a prior estimates which
will be used in step (iii).
Theorem 4.3. For small ε > 0, suppose the initial data uε0 ∈ C2+α([0, D/2]) satis-
fies the assumptions in (4.10) and (4.11). Then the initial-boundary value problem
in (4.3) has a classical solution uε = uε(z, t) with uε(·, 0) = uε0(·). Moreover, the
solution uε has the following properties.
(i) (Maximum estimate) For any small ε > 0, we have
sup
R¯T
|uε| ≤ C1 with C1 = sup
z∈[0,D/2]
|u0(z)| .
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(ii) (Local gradient estimate) Let β0, β1 be positive constants such that
|a(Z, q, p)| ≤ β0p2 for |p| ≥ β1 and (Z, q) ∈ RT × [−C1, C1].
Then for small ρ > 0, we have
|uεz| ≤ exp (8β0C1)
(
2L0 + β1 +
8C1
ρ
)
on (ρ,D/2− ρ)× (0, T ), where L0 is the Lipschitz constant of u0 on [0, D/2].
Proof. The statement other than the one in (ii) is already in Theorem A.1. The
local gradient estimate in (ii) follows from Theorem 11.17 in [Li] and the uniform
Lipschitz constant of uε0 in assumption (4.11). 
From the standard argument of the existence for continuous initial data, see for
example [AC2], we have
Theorem 4.4. Consider the initial-boundary value problem in (4.3) with the initial
data u0 = ψk,0 − ψ˜k,0. Then there is a solution u ∈ C∞ ((0, D/2)× (0, T ]) ∩
C ([0, D/2]× [0, T ]) for any T > 0. Moreover, the solution u(z, t) is Lipschitz
continuous in z on the interval [0, D/2], and the Lipschitz constant is independent
of t ∈ [0,∞).
Proof. For each small ε > 0, there is a classical solution uε with the initial condition
uε0. The maximum estimate in Theorem 4.3 implies sup |uε| ≤ C1 on R¯T , where C1
is independent of ε. Let U ⊂⊂ RT be an interior set. The local gradient estimate in
Theorem 4.3 implies a bound C2 of |uεz| on U which is independent of ε. Theorem
12.2 of [Li] provides a Ho¨lder estimate of uεz on U , and then Theorem 4.9 of [Li]
provides a C2+α estimate of uε on U . Note that all these estimates are independent
of ε. It follows that a subsequence of uε converges in C2+β(U) for some positive β
less than α, to a limit u as ε → 0. Then the regularity theory, see e.g., Theorem
10 on p. 72 in [Fr], of the linear equation Lu = 0 with L in (A.17) implies that
u ∈ C∞(U).
For the solution u ∈ C(R¯T ), we have to show that u is continuous upon the
parabolic boundary P(RT ). The continuity of u on the sides S (RT ) follows from
Remark A.4. In fact, we have
|u(z, t)− u(ξ, s)| ≤ C˜2
(
|z − ξ|+ |t− s| 12
)
for any (z, t) ∈ S (RT ) and (ξ, s) ∈ RT , where C˜2 is given in Equation (A.14). In
the following, we show that u(·, t)→ u0 uniformly as t→ 0.
The barriers we will use are very close to those (for n = 1) in [AC2, Theorem
11]. Let φ : [0,∞)→ R be the unique solution of
φ′′(z) =
1
2
(φ(z)− zφ′(z))
with φ′(0) = 0 and limz→∞ φ
′(z) = 1. In fact we have
φ(z) =
2√
pi
e−
z
2
4 + z Erf(z/2)
where Erf is the Gauss error function. For each τ > 0, let
(4.12) w(z, t) = uε0(z0) + τ + µτ t+ 2L0
√
tφ
( |z − z0|√
t
)
.
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Note that w ≥ 0 for t ≥ 0, and √tφ (|z − z0| /√t) is bounded near t = 0. Let
A0 = sup
(z,t)∈[0,D/2]×[0,1]
√
tφ
(
|z − z0| /
√
t
)
,
A1 = sup
z∈[0,D/2]
|a1(z)| and A2 = sup
z∈[0,D/2]
|a2(z)| .
Choose µτ large, say
(4.13) µτ > 2L0A1 + (A2 + 4L0) (C1 + τ + 1 + 2L0A0) ,
where C1 > 0 is in Theorem 4.3. For 0 ≤ t ≤ µ−1τ , we have
w ≤ uε0(z0) + τ + 1 + 2L0A0.
We show that w is a super solution. First we have
w′ = ∂zw = 2 sgn(z − z0)L0φ′
( |z − z0|√
t
)
≤ 2L0,
and then
P (w) = −µτ + a(z, t, w, w′)
= −µτ + 2ww′ + a1(z)w′ − 2 tan(z)w2 + a2(z)w
= −µτ + 2 sgn(z − z0)L0a1(z)φ′
−2 tan(z)w2 + [a2(z) + 4 sgn(z − z0)L0φ′]w
≤ −µτ + 2L0A1 − 2 tan(z)w2 + (A2 + 4L0)w
≤ −µτ + 2L0A1 + (A2 + 4L0) (uε0(z0) + τ + 1 + 2L0A0) .
It follows that P (w) < 0. When t→ 0, we have
w(z, 0)→ uε0(z0) + τ + 2L0 |z − z0| ≥ uε0(z).
Note that ∂zw is bounded from above by 2L0. Then the comparison principle in
Lemma 4.1 implies that w(z, t) ≥ uε(z, t) for 0 ≤ t ≤ µ−1τ . In particular, we have
uε(z0, t)− uε0(z0) ≤ τ + µτ t+ 2L0φ(0)
√
t.
Similarly, the lower bound can be derived from the following subsolution
w−(z, t) = uε0(z0)− τ − µτ t− 2L0
√
tφ
( |z − z0|√
t
)
.
Now we show the uniform convergence in time for uε. Given τ > 0, let
δ(τ) = min
{
τ
µτ
,
τ2
4L20φ(0)
2
}
.
Then for 0 ≤ t ≤ δ(τ) and any x ∈ [0, D/2],
|uε(z, t)− uε0(z)| ≤ 3τ.
The rest follows exactly in Theorem 11 of [AC2].
To finish the proof we show that u(z, t) is Lipschitz continuous in the first coor-
dinate. Since |uεz| is bounded uniformly in ε on any interior set, we only have to
show that there is a uniform bound of the gradient near the set S (RT ). It follows
from Remark A.4 and the assumption of uε0 in (4.10). Note that in (ii) of Theorem
4.3 and inequality (A.14) of Remark A.4, the upper bounds do not depend on t.
So the Lipschitz constant of u(·, t) is independent of t. 
Theorem 4.4 has the following
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Corollary 4.5. The initial-boundary value problem (4.1) has a classical solution
ψk(z, t) ∈ C∞ ((0, D/2)× (0,∞)) ∩ C ([0, D/2]× [0,∞)) .
given by ψk(z, t) = u(z, t) + ψ˜k,0(z). Moreover, the gradient ψ
′
k(z, t) is bounded on
(0, D/2), ψk(z, t) is Lipschitz continuous in z-variable on [0, D/2] and the Lipschitz
constant is independent of t.
5. Proof of Theorem 1.5
In this section, we prove Theorem 1.5 by showing the uniform convergence of
the solutions ψk(z, t), when t → ∞ and k → ∞. See the proof at the end of this
section.
First we show that the solution ψk(z, t) of the initial-boundary value problem
(4.1) is monotone decreasing in t. Recall u(z, t) = ψk(z, t)− ψ˜k,0(z) in (4.2). Let
(5.1) w(z, t) = ∂tψk(z, t) = ∂tu(z, t)
and
w0(z) = ψ
′′
k,0(z) + 2ψ
′
k,0(z)ψk,0(z)− (n+ 1) tan(z)ψ′k,0(z)
−2 tan(z)ψ2k,0(z)− (n− 1)
(
1− tan2(z))ψk,0(z)− 2µ0 tan(z).(5.2)
Note that w0 ∈ L2 ([0, D/2]), ψ′k,0(z) and ψ′′k,0(z) are derivatives in the weak sense.
Differentiate equation in (4.1) with respect to t, and then w is a weak solution
to the initial-boundary value problem of the following linear parabolic equation
(5.3)


Lw = −∂tw + wzz + b(z)wz + c(z)w = 0
on (0, D/2)× (0,∞);
with w(·, 0) = w0
w(0, t) = w(D/2, t) = 0.
where w0 ∈ L2 ([0, D/2]) is given in (5.2), and
b(z) = 2ψk(z, t)− (n+ 1) tan(z)
c(z) = 2ψ′k(z, t)− 4 tan(z)ψk(z, t)− (n− 1)
(
1− tan2(z)) .
From the comparison in Lemma 4.2, we have w(z, 0) ≤ 0. This can also be verified
directly for w0(z).
Lemma 5.1. We have w0(z) ≤ 0 in the weak sense.
Proof. Let η(z) ≥ 0 be a smooth test function with compact support in (0, D/2).
Write ∫ D/2
0
w0(z)η(z)dz =W1(0, D/2)−W2(0, D/2)
with
W1(ξ1, ξ2) =
∫ ξ2
ξ1
[
ψk,0(z)η
′′(z)− ψ2k,0(z)η′(z) + (n+ 1)ψk,0(z) (tan(z)η(z))′
]
dz
W2(ξ1, ξ2) =
∫ ξ2
ξ1
[
2 tan(z)ψ2k,0(z) + (n− 1)
(
1− tan2(z))ψk,0(z) + 2µ0 tan(z)] η(z)dz.
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Let [z0, z1] ⊂ [0, D/2] be a maximal interval where ψk,0 is smooth. Then integration-
by-part yields
W1(z0, z1) =
∫ z1
z0
{
ψk,0(z)η
′′(z)− ψ2k,0(z)η′(z) + (n+ 1)ψk,0(z) (tan(z)η(z))′
}
dz
=
(
ψk,0(z)η
′(z)− ψ′k,0(z)η(z)− ψ2k,0(z)η(z) + (n+ 1)ψk,0(z) tan(z)η(z)
) ∣∣∣z1
z0
+
∫ z1
z0
(
ψ′′k,0(z) + 2ψ
′
k,0(z)ψk,0(z)− (n+ 1) tan(z)ψ′k,0(z)
)
η(z)dz.
Note that ψk,0(z) is a smooth stationary solution of equation (4.1) in the interval
[z0, z1]. So we have
W1(z0, z1)−W2(z0, z1)
=
(
ψk,0(z)η
′(z)− ψ′k,0(z)η(z)− ψ2k,0(z)η(z) + (n+ 1)ψk,0(z) tan(z)η(z)
) ∣∣∣z1
z0
and then ∫ D/2
0
w0(z)η(z)dz = W1(0, D/2)−W2(0, D/2)
=
r∑
i=1
η(zi)
(
ψ′k,0(zi+)− ψ′k,0(zi−)
)
≤ 0
where {zi}ri=1 ⊂ (0, D/2) are points where ψ′k,0 is discontinuous. This finishes the
proof. 
Remark 5.2. The statement that w0 ≤ 0 in the weak sense implies the fact, that
ψk,0 is a supersolution of the equation (4.1).
Note that c(z) in equation (5.3) is bounded. The weak maximum principle for
weak solution of linear parabolic equation, see, for example, Corollary 6.26 in [Li]
or Theorem III.7.2 in [LSU], implies that w(z, t) ≤ 0 on [0, D/2] × [0,∞). Since
ψk,0 6= ψ˜k,0, the strong maximum principle, see Theorem 6.25 in [Li], yields the
following
Lemma 5.3. For any (z, t) ∈ (0, D/2)× (0,∞), we have
w(z, t) =
∂
∂t
ψk(z, t) < 0.
Remark 5.4. See an alternative proof of Lemma 5.3 using the heat kernel in Ap-
pendix B by Qi Zhang.
Proposition 5.5. For each k > 0, the solution ψk(·, t) converges to ψ˜k,0 uniformly
as t→∞.
Proof. For fixed t ≥ 0, from Corollary 4.5, the solution ψk(z, t) is Lipschitz in
z-variable on [0, D/2] and the Lipschitz constant is independent of t. It follows
that {ψk(·, t)}t≥0 is equicontinuous. Lemma 4.2 shows that it is also uniformly
bounded. Arzela`-Ascoli Theorem then implies that there is a sequence {tn}, such
that ψk(·, tn) uniformly converges to a continuous function, say v, on [0, D/2] as
tn → ∞. Since ∂tψk(z, t) ≤ 0 for t > 0, ψk(z, t) converges to v(z) uniformly on
[0, D/2] as t→∞. In the following, we show that v = ψ˜k,0.
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Since ψk(z, t) ≥ ψ˜k,0(z), we have v(z) ≥ ψ˜k,0(z) and is continuous on [0, D/2].
Consider the following non-homogenous linear parabolic equation
(5.4) − ∂tY + Yzz + b(z, t)Yz = f(z, t)
on (0, D/2) × (0,∞) with boundary condition Y (0, t) = 0 and Y (D/2, t) = −k,
where
b(z, t) = 2ψk(z, t)− (n+ 1) tan(z)
f(z, t) = 2 tan(z)ψ2k(z, t) + (n− 1)
(
1− tan2(z))ψk(z, t) + 2µ0 tan(z).
It follows that, as t→∞,
b(z, t) → 2v(z)− (n+ 1) tan(z)
f(z, t) → 2 tan(z)v2(z) + (n− 1) (1− tan2(z)) v(z) + 2µ0 tan(z)
uniformly on [0, D/2], and the limits are continuous functions on [0, D/2]. Note that
f(z, t) is continuous on [0, D/2]× [0,∞) and then Theorem 2 in [Fr, p. 158] implies
that, the solution of the parabolic equation (5.4) with the boundary conditions
converges to the unique solution of the following ordinary differential equation
y′′(z) + (2v(z)− (n+ 1) tan(z)) y′(z) = 2 tan(z)v2(z)
+(n− 1) (1− tan2(z)) v(z) + 2µ0 tan(z),(5.5)
with the boundary condition y(0) = 0 and y(D/2) = −k. Since ψk(z, t) solves
the equation (5.4) and has the uniform limit v(z), v(z) solves the boundary value
problem:

v′′(z) + 2v(z)v′(z)− (n+ 1) tan(z)v′(z)− 2 tan(z)v2(z)
−(n− 1) (1− tan2(z)) v(z)− 2µ0 tan(z) = 0,
with v(0) = 0 and v(D/2) = −k.
It follows that v(z) is a stationary solution to the parabolic equation (2.6). So we
conclude that v = ψ˜k,0 from the uniqueness in Proposition 3.2. This finishes the
proof. 
Finally we give the proof of Theorem 1.5 in Introduction.
Proof of Theorem 1.5. For each integer k > 0, from Proposition 3.4, the initial data
ψk,0(z) is Lipschitz continuous, and a modulus of log-concavity of φ0 on [0, D/2].
ψk,0 also satisfies the boundary condition ψk,0(0) = 0 and ψk,0(D/2) = −k. From
Corollary 4.5, the initial-boundary value problem (4.1) has the solution ψk(z, t)
in C∞ ((0, D/2)× (0,∞)) ∩ C ([0, D/2]× [0,∞)), and it is Lipschitz continuous in
z-variable on [0, D/2]. Since µ0 ≤ λ0, see Lemma 3.12 in [SWW], ψk satisfies the
parabolic differential inequality (2.2). Theorem 3.2 in [SWW](or see Theorem 2.2)
implies that ψk(·, t) is a modulus of log-concavity of φ0 for all t ≥ 0, so is the
uniform limit ψ˜k,0. Then we conclude that ψ˜0 =
(
log φ˜0
)′
is a modulus of log-
concavity of φ0 as ψ˜0 is the uniform limit of ψ˜k,0 when k → ∞. This finishes the
proof. 
FUNDAMENTAL GAP IN SPHERES 19
Appendix A. Existence theorem for quasi-linear parabolic equations
In this appendix, we give the detailed argument of step (ii) in solving the initial-
boundary value problem (4.3). The main result is Theorem A.1.
Fix D < pi. In this appendix, we use x, y, . . . for the variable in [0, D/2].
Recall the standard notions used in the parabolic equations. For the interval
I = (0, D/2) ⊂ R1 and the cylindrical domain Ω = I × (0, T ) ⊂ R2, we define
the bottom, corner and side of Ω as
BΩ = I × {0} , CΩ = ∂I × {0} , SΩ = ∂I × (0, T ).
The parabolic boundary is PΩ = BΩ ∪ CΩ ∪ SΩ. Denote by Ωt = I × (0, t) the
cylinder for any t ∈ (0, T ). For any two points X = (x, t) and Y = (y, s) in Ω¯, the
parabolic distance is
|X − Y | = max
{
|x− y| , |s− t|1/2
}
.
The relevant Ho¨lder norms for 0 < α ≤ 1:
[u]α = sup
X 6=Y ∈Ω
|u(X)− u(Y )|
|X − Y |α
|u|1+α = sup
Ω
|u|+ sup
Ω
|ux|+ [ux]α
and
|u|2+α = sup
Ω
|u|+ sup
Ω
|ux|+ sup
Ω
|uxx|+ sup
Ω
|ut|+ [uxx]α + [ut]α.
A function u ∈ C2,1 (Ω) means that u, ux, uxx and ut exist and are continuous on
Ω.
We drop the subscription k,0 in ψ˜k,0 and write ψ˜(x) = ψ˜k,0(x). We also adopt the
convention that ′ and ′′ stand for the spatial derivatives. Recall the initial-boundary
value problem in (4.3) for u(x, t) = ψk(x, t) − ψ˜(x):
(A.1)


∂
∂t
u = uxx + 2uux +
[
2ψ˜(x) − (n+ 1) tan(x)
]
ux − 2 tan(x)u2
+
[
2ψ˜′(x)− 4 tan(x)ψ˜(x)− (n− 1) (1− tan2(x))]u
on [0, D/2]× (0,∞);
with u(·, 0) = u0(·),
u(0, t) = u(D/2, t) = 0,
For the initial data u0 in the problem (A.1) we assume that
0 ≤ u0(x) ≤ ψk,0(x) − ψ˜(x) for all x ∈ [0, D/2], and(A.2)
u0(x) = ψk,0(x) − ψ˜(x) for x ∈ [0, κ] ∪ [D/2− κ,D/2].
Here κ > 0 is a constant determined by ψk,0−ψ˜. The initial data uε0 with assumption
in (4.10) certainly satisfies the properties in (A.2).
Theorem A.1. Consider the initial-boundary problem in (A.1), and a constant
α ∈ (0, 1). Suppose that u0 is defined on the parabolic boundary PΩ and u0 ∈
C2+α(PΩ) with the properties in (A.2). Then there is a solution u ∈ C2,1(Ω) ∩
C(Ω¯)
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A solution u is said to be classical if u ∈ C2,1(Ω) ∩ C(Ω¯). The proof follows a
standard argument for showing existence: a bound on sup |u|, a bound on sup |ux|,
a Ho¨lder gradient bound |ux|γ for some γ ∈ (0, 1), and then the application of a
fixed point theorem.
Recall the parabolic operator in (4.4) that is associated with the parabolic equa-
tion in (A.1):
(A.3) P = −ut + a11uxx + a(X,u, ux)
with a11 = 1 and
(A.4) a(X, q, p) = 2qp+ a1(x)p − 2 tan(x)q2 + a2(x)q
with
a1(x) = 2ψ˜(x)− (n+ 1) tan(x)(A.5)
a2(x) = 2ψ˜
′(x)− 4 tan(x)ψ˜(x)− (n− 1) (1− tan2(x)) ,(A.6)
for (X, q, p) ∈ (0, D/2)× (0, T )× R× R1.
Note that the trivial function is a sub-solution, and ψk,0 − ψ˜ is a super-solution
of the equation in (A.1). A similar argument as in Lemma 4.2 yields
Lemma A.2 (Maximum estimate). If u is a classical solution of (A.1) in Ω, then
sup
Ω
|u| ≤ C1,
where
C1 = sup
[0,D/2]
∣∣∣ψk,0 − ψ˜∣∣∣
is independent of u0 ∈ C2+α(PΩ).
In the following, the positive constants Ci’s(i ≥ 2) may depend onD, sup |tan(x)|,
sup
∣∣∣ψ˜(x)∣∣∣ and sup ∣∣∣ψ˜′(x)∣∣∣. We only write out the explicit dependence of such Ci’s
on C1, T , sup |u′0|, and sup |u′′0 |.
Lemma A.3 (Boundary gradient estimate). If u is a classical solution of (A.1) in
Ω, then
(A.7) sup
(x, t) ∈ SΩ
(y, s) ∈ Ω
|u(x, t)− u(y, s)|
|(x, t)− (y, s)| ≤ C2,
where C2 is a constant depending on C1, sup[0,D/2] |u′0| and sup[0,D/2] |u′′0 |.
Proof. Define the auxiliary operator P¯ as
P¯w = −wt + wxx + a(X,u(X), wx)
for any w ∈ C2,1(Ω), where a(X, q, p) is given in (A.4). Fix a point X0 = (x0, t0) ∈
SΩ. First we assume that x0 = 0. Choose a positive number σ ≤ D/2 and the
value of σ is to be determined, and let f = f(x) be an increasing C2-function with
f(0) = 0 to be determined. Assume that for any x ∈ [0, σ], we have
(A.8) f ′(x) ≥ max
{
2 sup
[0,D/2]
|u′0(x)| , 4
}
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Let w(x) = f(x) + u0(x). Note that assumption (A.8) implies
|w′(x)| = |f ′(x) + u′0(x)| ≤ 2f ′(x)(A.9)
|w′(x)| = |f ′(x) + u′0(x)| ≥
1
2
f ′(x) ≥ 2.(A.10)
For the term a(X,u(X), p) we have the following estimate
a(X,u(X), p) = 2u(X)p+ a1(x)p − 2 tan(x)u2(X) + a2(x)u(X)
≤ α1(C1) |p|+ α2(C1)
where αi(i = 1, 2) depends on C1 in Lemma A.2, and is independent of u0. Let
β = max {α1, α2}
and then we have
(A.11) a(X,u(X), p) ≤ βp2, if |p| ≥ 2.
Using inequality (A.9) and assumption f ′(x) ≥ 4 in (A.8), it follows that
P¯w = u′′0(x) + f
′′(x) + a (X,u(X), w′(x))
≤ u′′0(x) + f ′′(x) + β(w′(x))2
≤ f ′′(x) + 4β(f ′(x))2 + |u
′′
0(x)|
4
(f ′(x))2
< f ′′(x) + β0(f
′(x))2
for β0 = 4β + sup |u′′0 |.
Set
M = sup
Ω
|u− u0| ≤ 2C1.
The ODE
f ′′ + β0(f
′)2 = 0
with f(0) = 0 and f(σ) =M has the solution
f(x) =
1
β0
log
(
1 +
β0
k1
x
)
with
β0
k1
σ = eMβ0 − 1.
It follows that
f ′(x) =
1
k1 + β0x
≥ f ′(σ) = 1
k1 + β0σ
=
1
k1eMβ0
.
So we choose k1 > 0 small such that assumption (A.8) is satisfied and then σ is
determined by the condition f(σ) =M .
In summary, the positive constants M , β0, k1 and σ are given by
(A.12)


M = supΩ |u− u0| ≤ 2C1
α1 = 2C1 + sup[0,D/2] |a1(x)|
α2 = 2C
2
1 tan(D/2) + C1 sup[0,D/2] |a2(x)|
β0 = 4max {α1, α2}+ sup[0,D/2] |u′′0 |
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and
(A.13)


k1 = min
{
1
4e
−Mβ0 ,
e−Mβ0
2 sup[0,D/2] |u′0|
}
,
σ = min
{
k1
β0
(
eMβ0 − 1) , D/2} .
For w(x) = u0(x) + f(x) with
f(x) =
1
β0
log
(
1 +
β0
k1
x
)
for x ∈ [0, σ],
we have
(1) P¯w < 0 and P¯ (u) = 0 on (0, σ)× (0, T ),
(2) w(x) ≥ u0(x) for x ∈ [0, σ],
(3) w ≥ u on the parabolic boundary of (0, σ)× (0, T ),
(4) w(0) = u0(0).
The weak maximum principle of the operator P¯ implies that w(x) ≥ u(x, t) for
any (x, t) ∈ (0, σ)× (0, T ). This gives the upper barrier w+ = w as needed for the
boundary gradient estimate at x = 0. Note that w−(x) = u0(x) − f(x) gives the
lower barrier. Then the rest of the proof for the boundary x = 0 follows from [Li,
pp. 232-233], i.e., we have
sup
(y,s)∈Ω
|u(0, t)− u(y, s)|
|(0, t)− (y, s)| ≤ max
{
L+, L−,
M
σ
}
where L± are Lipschitz constants of w± respectively.
The argument for the boundary x = D/2 is similar, and thus we finishes the
proof. 
Remark A.4. Lemma A.3 also holds when the initial data u0 is given by the piece-
wise smooth function ψk,0 − ψ˜. In fact we choose σ in (A.13) not exceeding κ,
where u0 is smooth on [0, κ] and [D/2− κ,D/2]. Then we have
(A.14) sup
(x, t) ∈ SΩ
(y, s) ∈ Ω
|u(x, t)− u(y, s)|
|(x, t)− (y, s)| ≤ C˜2
where C˜2 depends on C1 in Lemma A.2, the operator P , sup[0,κ] |u′0|, sup[0,κ] |u′′0 |,
sup[D/2−κ,D/2] |u′0|, sup[D/2−κ,D/2] |u′′0 |, and κ.
Now we give the proof when the initial condition u0 is in the Ho¨lder space
C2+α(PΩ).
Proof of Theorem A.1. The existence of a solution in C2+α(Ω) follows from Theo-
rems 8.2 and 8.3 in [Li]. First we show the compatibility condition at X = (0, 0)
and (D/2, 0). Since u(0, t) = 0 and u(D/2, t) = 0 are constants, we have ut = 0
at X = (0, 0) and (D/2, 0). So P (u) = 0 at these two points is equivalent to the
condition that u0(x) is a stationary solution near x = 0 and D/2, which is satisfied
by our choice of u0.
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Next we derived the a prior estimate |u|1+γ for some γ > 0. Suppose u is a
classical solution. Let β0, β1 be positive constants such that
|a(X, q, p)| ≤ β0p2 for |p| ≥ β1 and (X, q) ∈ Ω× [−C1, C1].
Then from [Li, Theorem 11.16], we have the following global gradient estimate:
(A.15) sup
Ω
|ux| ≤ (C2 + β1) exp (2β0C1)
where C1 and C2 are given in Lemmas A.2 and A.3. Now for the global Ho¨lder
gradient estimate. Let µK > 0 be a constant such that
|a(X, q, p)| ≤ µK , for X ∈ Ω and |q|+ |p| ≤ C1 + (C2 + β1) exp(2β0C1).
Theorem 12.10 in [Li] implies that, there are positive constants γ and C3 determined
only by α and diamΩ, such that
(A.16) [ux]γ ≤ C3
(
C1 + (C2 + β1) exp(2β0C1) + µK + |u0|1+α
)
These two estimates in (A.15) and (A.16) with the maximum estimate in Lemma
A.2 yield
|u|1+γ = sup |u|+ sup |ux|+ [ux]γ ≤Mγ
where
Mγ = C1+(C2 + β1) exp(2β0C1)+C3
(
C1 + (C2 + β1) exp(2β0C1) + µK + |u0|1+α
)
.
So Theorems 8.2 and 8.3 in [Li] implies that, there exists a solution u ∈ C2+α(Ω).
Note that u satisfies the linear equation Lu = 0 with
(A.17) L = −∂t + ∂2x + b(x, u)∂x + c(x, u)
and
b(x, u) = 2ψ˜(x) − (n+ 1) tan(x) + 2u(x, t)
c(x, u) = 2ψ˜′(x)− 4 tan(x)ψ˜(x) − (n− 1)(1 − tan2(x))− 2 tan(x)u(x, t).
The maximum estimate in Lemma A.2 and the global gradient estimate in (A.15)
show that |u| and |ux| are bounded on Ω. Then both b(x, u) and c(x, u) have
bounded norm in Cα(Ω). So the linear theory, for example, [Li, Theorem 5.14]
implies that u ∈ C2,1(Ω) ∩C(Ω¯). This finishes the proof. 
Appendix B. A heat kernel proof of Lemma 5.3
by Qi S. Zhang
Department of Mathematics, University of California, Riverside, CA, 92521
We follow the notions in Section 4 and 5.
Proof. Let G be the fundamental solution with Dirichlet boundary condition of the
linear operator L in (5.3) on [0, D/2]. For t > s > 0,
(B.1) w(z, t) =
∫ D/2
0
G(z, t, ξ, s)w(ξ, s)dξ
solves the linear equation Lw = 0 with Dirichlet boundary condition and initial
data w(z, s) at t = s.
We claim that the statement in this lemma follows from the inequality w ≤ 0 on
[0, D/2]×(0,∞). Assume that z ∈ (0, D/2) and t > 0. Take a time s with 0 < s < t.
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Since G(z, t, ξ, s) > 0 when ξ ∈ (0, D/2), it follows that w(z, t) < 0, unless w(·, s)
is the trivial function on [0, D/2]. In the latter case, we have ψk(·, s) = ψ˜k,0(·) for
any s ∈ (0, t) which contradicts the fact the ψk has the initial data ψk,0.
To finish the proof, we need to show that w ≤ 0. Recall the parabolic equation
(4.3) of u(z, t), and then the integral formula (B.1) yields
w(z, t) =
∫ D/2
0
G(z, t, ξ, s)
{
u′′(ξ, s) + 2u′(ξ, s)u(ξ, s) + a1(ξ)u
′(ξ, s)
−2 tan(ξ)u2(ξ, s) + a2(ξ)u(ξ, s)
}
dξ
=
∫ D/2
0
{− ∂ξG(z, t, ξ, s)u′(ξ, s)− ∂ξG(z, t, ξ, s)u2(ξ, s)
−∂ξ [G(z, t, ξ, s)a1(ξ)] u(ξ, s)
+G(z, t, ξ, s)
[−2 tan(ξ)u2(ξ, s) + a2(ξ)u(ξ, s)] }dξ
=
∫ D/2
0
{
∂2ξG(z, t, ξ, s)u(ξ, s)− ∂ξG(z, t, ξ, s)u2(ξ, s)
−∂ξ [G(z, t, ξ, s)a1(ξ)] u(ξ, s)
+G(z, t, ξ, s)
[−2 tan(ξ)u2(ξ, s) + a2(ξ)u(ξ, s)] }dξ.
The integration-by-parts in the second and third equalities above are justified by
the facts that both G(x, t, ξ, s) and u(ξ, s) vanish at ξ = 0 and D/2, and that both
u(ξ, s) and u′(ξ, s) are bounded continuous functions on (0, D/2). It follows that
we have
w(z, t) =
∫ D/2
0
{
∂2ξG(z, t, ξ, s)u(ξ, s)− ∂ξG(z, t, ξ, s)
[
u2(ξ, s) + a1(ξ)u(ξ, s)
]
+G(z, t, ξ, s)
[−2 tan(ξ)u2(ξ, s) + a2(ξ)u(ξ, s) − a′1(ξ)u(ξ, s)] }dξ.(B.2)
In equation (B.2), fix t > 0 and let s = sj → 0 as j → ∞. Since G(z, t, ξ, s),
∂ξG(z, t, ξ, s), ∂
2
ξG(z, t, ξ, s) are bounded when t− s ≥ ε0 > 0, see e.g. [Ar, Section
7], the other functions including u(ξ, t) in the integral of equation (B.2) are bounded,
and u ∈ C ([0, D/2]× [0,∞)), the Dominated Convergence Theorem implies that
w(z, t) =
∫ D/2
0
{
η′′(ξ)u(ξ, 0)− η′(ξ) [u2(ξ, 0) + a1(ξ)u(ξ, 0)]
+η(ξ)
[−2 tan(ξ)u2(ξ, 0) + a2(ξ)u(ξ, 0)− a′1(ξ)u(ξ, 0)]} dξ
≤ 0,
where η(ξ) = G(x, t, ξ, 0) ≥ 0. The last inequality above follows from the fact
that the initial data u(z, 0) = ψk,0(z)− ψ˜k,0(z) is a supersolution to the parabolic
equation (4.3), and treating η(ξ) as a test function. This finishes the proof. 
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