Implementación eficiente de los métodos variacionales de registro de imagen by Larrey Ruiz, Jorge et al.
Implementacio´n Eficiente de los Me´todos
Variacionales de Registro de Imagen
Jorge Larrey, Rafael Verdu´, Juan Morales, Pedro J. Garcı´a y Jose´ L. Sancho
Grupo de Teorı´a y Tratamiento de la Sen˜al (GTTS). Departamento de las TIC
ETSI Telecomunicacio´n. Universidad Polite´cnica de Cartagena
1. Introduccio´n y antecedentes
El registro de imagen es el proceso mediante
el cual obtenemos una estimacio´n o´ptima de la
transformacio´n que relaciona geome´tricamente puntos
correspondientes entre un par de ima´genes [1].
Los me´todos de registro de imagen se clasifican
habitualmente en dos grandes grupos: me´todos
parame´tricos, donde los puntos de referencia (o
landmarks) juegan un papel importante, y me´todos no
parame´tricos, los cuales se basan en la minimizacio´n
de una medida de distancia que se expresa mediante
un sistema de ecuaciones en derivadas parciales
(PDEs). En el campo del registro no parame´trico
se han propuesto diversos te´rminos de regularizacio´n
para sortear el mal condicionamiento del problema,
de forma que se de´ preferencia a las soluciones
ma´s probables o “creı´bles”. Estos regularizadores dan
lugar a los cuatro me´todos de registro cla´sicos que
podemos encontrar en la literatura:
1) Registro ela´stico, cuyo regularizador viene
dado por el potencial ela´stico del campo de
desplazamiento (i.e., de la transformacio´n que
pretendemos estimar).
2) Registro fluido, basado en un modelo de fluido
viscoso para la deformacio´n.
3) Registro por difusio´n, dado por la energı´a de
las derivadas de primer orden del campo de
desplazamiento.
4) Registro por curvatura, el cual se basa en una
aproximacio´n de la energı´a de curvatura de
las componentes del desplazamiento (i.e., en la
energı´a de las derivadas de segundo orden).
El problema de registro no parame´trico se suele
abordar mediante el ca´lculo de variaciones, de ahı´ que
estos me´todos se conozcan tambie´n como me´todos
variacionales. En este contexto, la minimizacio´n
regularizada de la medida de distancia da lugar a las
consiguientes ecuaciones de Euler-Lagrange (E-L):
f(x;u) + αA[u](x) = 0 , (1)
donde u(x) es el campo de desplazamiento que
se desea estimar, f(x;u) representa las fuerzas
externas que se derivan de la medida de distancia,
α es un escalar positivo que pondera la importancia
del regularizador frente a la medida de distancia,
y A[u](x) es el operador en derivadas parciales
correspondiente al te´rmino de regularizacio´n que se
haya escogido [2]:
Aelas[u](x) = −µ∆u(x)− (λ+ µ)∇divu(x)(2)
Afluid[u](x) = −µ∆v(x)− (λ+ µ)∇divv(x)(3)
Adiff[u](x) = −∆u(x) , (4)
Acurv[u](x) = ∆2u(x) . (5)
Las anteriores PDEs no lineales se pueden resolver
nume´ricamente utilizando una aproximacio´n de A[u]
en diferencias finitas, y un algoritmo iterativo de
punto fijo o de descenso de gradiente. Algunos
intentos para obtener implementaciones ra´pidas,
estables y eficientes en el dominio espacial, sin
invertir matrices, se pueden encontrar en [3]
y [4], donde se hace uso de la particio´n de
operadores aditivos (AOS) y de esquemas multiescala,
respectivamente. En cualquier caso, es habitual
que el escenario resultante en el dominio espacial
implique una carga computacional elevada, ası´ como
considerables requerimientos de memoria.
2. Implementacio´n propuesta
En este trabajo se propone un nuevo enfoque para
resolver (1) utilizando la transformada de Fourier
d-dimensional sobre la variable espacial x. La
traslacio´n de la ecuacio´n de E-L al dominio de la
frecuencia da lugar a
f˜(ω) + α A˜(ω) u˜(ω) = 0 , (6)
donde f˜(ω) representa la d-FT de las fuerzas
externas, u˜(ω) es la d-FT del campo de
desplazamiento, y ω es la variable d-dimensional en
el dominio de la frecuencia asociada a x. El operador
matricial A˜(ω) realiza las derivadas espaciales en el
dominio de la frecuencia y permite su ca´lculo por
medio de simples productos. Las submatrices que
componen A˜(ω) se definen a continuacio´n para cada
uno de los me´todos variacionales presentados (ve´ase
[5]):
1) Registro ela´stico:
A˜elaslm (ω) =

2
(
(λ+ 2µ) (1− cosωl)+
µ
∑d
k=1
k 6=l
(1− cosωk)
)
, l = m,
(λ+ µ) sinωl sinωm, l 6= m.
(7)
2) Registro fluido. El procedimiento consistirı´a en
resolver f˜(ω)+α A˜fluid(ω) v˜(ω) = 0, donde la
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Fig. 1. Espectros de los filtros d-dimensionales, d = 2.
inco´gnita es la velocidad frecuencial v˜(ω) en
lugar del desplazamiento frecuencial u˜(ω):
A˜fluidlm (ω) = A˜elaslm (ω) . (8)
3) Registro por difusio´n. En este caso, las
componentes del campo de desplazamiento
frecuencial son independientes y esta´n
desacopladas, A˜difflm(ω) = 0 , l 6= m:
A˜diffll (ω) = 2
d∑
m=1
(1− cosωm) . (9)
4) Registro por curvatura. Como en el caso
anterior, las componentes de u˜(ω) se
encuentran desacopladas, A˜curvlm (ω) = 0 , l 6=
m:
A˜curvll (ω) =
(
2
d∑
m=1
(1− cosωm)
)2
. (10)
Si se resuelve (6) mediante un me´todo de paso
temporal (time-marching) se obtiene un proceso
iterativo con una matriz estable:
∂tu˜(ω, t) + f˜(ω, t) + α A˜(ω) u˜(ω, t) = 0 , (11)
donde, una vez alcanzado el re´gimen permanente,
∂tu˜(ω, t) = 0 y por tanto (11) iguala a (6). Para
resolver (11), el tiempo artificial t se discretiza, t =
ξ τ , siendo τ el paso temporal y ξ ∈ N el ı´ndice de la
iteracio´n en curso. El esquema iterativo que resulta es
un algoritmo de descenso de gradiente en el dominio
de la frecuencia:
u˜(ξ)(ω) =
(
I+τ α A˜(ω))−1(u˜(ξ−1)(ω)−τ f˜ (ξ−1)(ω)) ,
(12)
siendo habitual la inicializacio´n u˜(0)(ω) := 0.
En el caso de los me´todos de registro con las
componentes desacopladas (i.e., difusio´n y curvatura),
la ecuacio´n que expresa la evolucio´n de la
componente l-e´sima del campo de desplazamiento es:
u˜
(ξ)
l (ω) = H(ω)
(
u˜
(ξ−1)
l (ω)− η−1 f˜ (ξ−1)l (ω)
)
,
(13)
donde H(ω) puede entenderse como un filtro
paso-bajo d-dimensional, cuyos valores son los
recı´procos de 1+τ α A˜ll(ω), siendo siempre menores
o iguales que la unidad. Por tanto, la inversio´n de
matriz requerida para resolver (12) se ha convertido
en una divisio´n punto a punto. La figura Fig.1 muestra
los espectros frecuenciales del filtro H(ω) para los
casos de difusio´n y curvatura. La suavidad del campo
de desplazamiento resultante depende de la frecuencia
TABLA I
COMPARATIVA DE LA EFICIENCIA (CASOS 2D Y 3D).
Taman˜o ima´genes Tiempos dom. Tiempos dom. ratioespacial frecuencia calculado
256× 256 0.127 0.053 2.39
512× 512 1.063 0.449 2.37
1024× 1024 4.303 1.844 2.33
64× 64× 64 1.698 0.729 2.33
128× 128× 128 15.185 5.959 2.55
de corte del filtro paso-bajo, que es mayor para
curvatura que para difusio´n y esta´ relacionada con
el orden de la derivada que se esta´ minimizando.
La Tabla I muestra los tiempos medios de una
iteracio´n del algoritmo de registro, ası´ como el
ratio entre los tiempos, de la implementacio´n ma´s
eficiente en el dominio espacial que podemos
encontrar en la literatura (basada en la DCT) [6] y
la implementacio´n frecuencial aquı´ propuesta (que
podemos programar de forma eficiente haciendo uso
de la FFT d-dimensional). Como puede observarse en
la u´ltima columna de la tabla, la te´cnica de registro
propuesta presenta una eficiencia algo mayor del
doble que la de las te´cnicas espaciales “cla´sicas”.
3. Conclusiones
En este trabajo, las ecuaciones de E-L para el
registro de imagen variacional se han trasladado al
dominio de la frecuencia mediante la transformada
de Fourier d-dimensional. El dominio de la frecuencia
permite entender las fuerzas de regularizacio´n como
un filtrado paso-bajo. Esta aproximacio´n novedosa
proporciona una implementacio´n de los me´todos de
registro ma´s eficiente que las ya existentes. El uso
del dominio frecuencial reduce considerablemente la
complejidad y los requerimientos de memoria del
esquema iterativo global.
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