Abstract. In prior work, Fournet et al. proposed an extension of the join calculus with class-based inheritance, aiming to provide a precise semantics for concurrent objects. However, as we show here, their system suffers from several limitations, which make it inadequate to form the basis of a practical implementation. In this paper, we redesign the static semantics for inheritance in the join calculus, equipping class types with more precise information. Compared to previous work, the new type system is more powerful, more expressive and simpler. Additionally, one runtime check of the old system is suppressed in the new design. We also prove the soundness of the new system, and have implemented type inference.
Introduction
Object-oriented programming is an attractive framework for taming the complexity of modern concurrent systems. In the standard approach, as in Java [11] , ABCL/1 [20] or Obliq [4] , objects represent agents that may exchange messages over a network. These languages usually model concurrency by threads and control synchronization behavior with locks (or some variant thereof). However, combining concurrency and object-oriented programming as if they were independent hinders incremental code development by inheritance [15] . Roughly, objects follow synchronization policies to keep their internal state consistent in the presence of concurrent method calls, but traditional inheritance is not sufficient to program these policies incrementally.
In [9] , Fournet et al. address this issue. They define the objective-join calculus, aiming to provide a precise semantics for concurrent objects. Doing so, they follow many authors, who either enrich well-established object calculi with concurrency primitives [10, 2, 16] , or extend process calculi with object-oriented features [19] . The base calculus of [9] is the join calculus [7] , a simple namepassing calculus, related to the pi-calculus but with a functional flavor. Objects are introduced by the classical technique of objects-as-records (of names). This technique is particularly natural in the join calculus, where several names and their behavior with respect to synchronization are defined simultaneously, via join-definitions. Then, [9] introduces a class layer to support incremental programming and code reuse.
However, there are several limitations to the theory presented in [9] which make it inadequate to form the basis of a practical implementation. At first glance, class types look close to their sequential counterparts, namely, lists of channel names with the types of the messages they accept. Although this information is sufficient for typing objects, whose basic operation is message receiving, it falls short in typing class-based inheritance of synchronization behavior. As a consequence, [9] in fact includes some extra information about synchronization behavior in class types. Unfortunately, the extra information is not expressive enough, leading to the following shortcomings: objects sometimes are not as polymorphic as they could; names flagged as abstract by typing may actually possess a definition; and, under particular conditions, a complicated runtime check on classes is necessary to guarantee program safety. The present paper solves these difficulties with a new type system for classes, of which the main contribution is the inclusion of complete synchronization behavior in class types.
The paper is organized as follows. We give a brief review of the object and class calculus in Sec. 2. Then, from Sec. 3 to Sec. 5, we illustrate the shortcomings of the former system, and meanwhile suggest possible remedies. Sec. 6 presents our solution -a new design of the static class semantics-and as well states the properties of subject reduction and type safety though omits the lengthy proofs (given in [14] ). Finally, we conclude.
A Brief Review of the Objective-Join Calculus

Objects and Classes
Objects arise naturally in the join calculus when the join-definitions are named and lifted to be the values of the calculus. For instance, a one-place buffer object is defined as follows:
The basic operation is still asynchronous message passing, but expressed by object-oriented dot notation. Here, the process buffer.put(n,r) sends a put(n,r) message to the object buffer. In the message, put is the label and (n,r) is the content.
As in join, the labels defined in one object are organized by several reaction rules to specify how messages sent on these labels will be synchronized and processed. In the above buffer object, four labels are defined and arranged in two reaction rules. Each reaction rule consists of a join-pattern and a guarded process, separated by . When there are messages pending on all the labels in a given pattern, the object can react by consuming the messages and triggering the guarded process. Given this synchronization mechanism, buffer will behave as follows:
