Abstract. We study systems formed of 2N point vortices on a sphere with N vortices of strength +1 and N vortices of strength −1. In this case, the Hamiltonian is conserved by the symmetry which exchanges the positive vortices with the negative vortices. We prove the existence of some fixed and relative equilibria, and then study their stability with the "Energy Momentum Method". Most of the results obtained are nonlinear stability results. To end, some bifurcations are described.
Introduction
The study of the motion of many eddies (vortices) started one century ago when Helmhotz [H] introduced the point vortex model. With progress in dynamical systems in recent decades, the N -vortex problem has re-appeared. Numerous papers have been written on vortices in the plane [Ar82, Ar83a, Ar83b, AV98, LR96, Sa92] . From a geostrophic point of view, it is interesting to study point vortices on the sphere. In this paper we consider a non-rotating sphere, that is we focus only on the spherical geometry of the Earth. In a forthcoming paper we will consider a rotating sphere and then deal with the forced symmetry breaking theory [CL00] . As many results in this paper depend only on the phase space and the symmetries of the Hamiltonian, the study of point vortices on the sphere may also be fruitful for other problems which arise in physics: charged particles on a sphere, α-Euler model in turbulence, motion of cells on a spherical flame, zeros of wavefunctions in quantum physics. . .
The motion of three vortices of arbitrary strength on a sphere is studied in [KN98] and [KN99] . The stability of the relative equilibria given in [KN98] is computed in [PM98] and numerical simulations are done in [MPS99] . Relative equilibria formed of N vortices are treated in [LMR01] and the stability of a latitudinal ring of N identical vorticities is computed in [LMR] : it appears that linear stability results obtained by [PD93] are in fact Lyapunov stability results.
The dynamics of point vortices on a sphere is given by an Hamiltonian system ( [B77] ). The Hamiltonian is invariant under rotations of the sphere, reflections of the sphere and permutations of identical vortices. In this paper, we consider N vortices of vorticity +1 and N vortices of vorticity −1, where one has a new symmetry for the Hamiltonian: the permutation which exchanges the positive vortices with the negative vortices. However, some of these symmetries (eg reflections) are not symmetries of the equations of motion, they are time-reversing (or, anti-symplectic) symmetries (Section 2.2). From Noether's theorem, the rotational symmetry provides three conserved quantities, the components of the centre of vorticity map Φ : P → R 3 where P is the phase space. In Section 3, we determine some equilibria and relative equilibria. Relative equilibria are orbits of the group action which are invariant under the flow and correspond of the motions of the point vortices which are stationary in a steadily rotating frame. In the same way in which equilibria are critical points of the Hamiltonian H, relative equilibria are critical points of the restrictions of H to the level sets Φ −1 (µ). The fixed point set of a group of symmetries with some anti-symplectic symmetries might not be invariant under the flow contrary to those formed of symplectic symmetries. However, it follows from the Principle of Symmetric Criticality [P79, Mi71] that critical points of the restriction of H to such a fixed point set are critical points of the full Hamiltonian, and are therefore equilibrium points. An analogous statement holds for relative equilibria. Relative equilibria derived with these results do not depend on the expression for the Hamiltonian, they depend only on the symmetries, the phase space and the momentum map. This technique is especially useful for finding relative equilibria in high dimensional systems with large symmetry groups. It is probable that there are "asymmetric" relative equilibria but they can not be found by the symmetry adapted methods of this paper. See [AV98] for examples of asymmetric relative equilibria in the plane.
In [LMR01] , the authors consider also anti-symplectic symmetries and use the Principle of Symmetric Criticality, but the approach is quite different. In the case of N identical vortices, the Hamiltonian goes to minus infinity when some vortices collide. Thus the Hamiltonian must have a maximum somewhere, so there exists an equilibrium point. They generalized this idea to fixed point sets (see the remark after Theorem 3.10 for an example).
Section 4 is devoted to analyzing the stability of the relative equilibria determined in Section 3. The suitable concept of stability for relative equilibria in Hamiltonian system is Lyapunov stability modulo a subgroup. The stability study is realized using the energy momentum method [Si91, Ma92, Pa92, LS98, OR99] . This is stronger than linear stability. For configurations with a small number of vortices, there are some Lyapunov stable relative equilibria. For a large number of vortices the relative equilibria we study are all linearly unstable, and in general we do not know whether there are other stable relative equilibria. When a relative equilibrium is claimed to be linearly stable, this means in addition that the Lyapunov stability criterion (the energy momentum theorem, a kind of Dirichlet's criterion for relative equilibria) does not apply. Finally, we describe some pitchfork and Hamiltonian-Hopf bifurcations in systems of four and six vortices.
2 The point vortices system on the sphere
Equations of motion
Let N be an integer, N ≥ 2. The phase space for the 2N -vortex problem is a product of N spheres where the diagonal has been removed in order to avoid collisions:
In the previous expression, each x i represents a point vortex on the sphere, of vorticity λ i . In principle we assume that half of the vortices are of vorticity +1 and the other half of vorticity −1, though this assumption can be relaxed when polar vortices are considered. We could write an element of P in two different manners: -either x = (x 1 , . . . , x N , x N +1 , . . . , x 2N ) with λ j = +1 and λ N +j = −1, j = 1, . . . , N , -or x = (x 1 , . . . , x N , x ′ 1 , . . . , x ′ N ) with λ j = +1 and λ ′ j = −1, j = 1, . . . , N . For notational convenience, arrows above vectors will be omitted most of the time. We call a (+)vortice (resp. a (−)vortice) a vortice with vorticity +1 (resp. −1), a (+)ring (resp. a (−)ring) a latitudinal regular gon of (+)vortices (resp. (−)vortices), and a (±)ring a latitudinal regular polygon formed of alternating (+)vortices and (−)vortices. Throughout this paper, r α denotes the rotation of SO(3) about the (Oz) axis with angle α, and s x , s y , s z denote respectively the reflections of O(3) of planes (yOz), (xOz), (xOy).
The equations governing the motion of 2N vortices are given by the following system of 6N equations [B77, KN98]:
Since the vortices are constrained to lie on the sphere, these equations are not independent. Let θ i be the co-latitude and φ i be the longitude of x i . In spherical coordinates, the system is formed of the following 4N equations [KN98] :
where l 2 ij = 2(1 − cos θ i cos θ j − sin θ i sin θ j cos(φ i − φ j )) is the square of the Euclidian distance x i − x j . Introducing the conjugate variables q i = |λ i | cos θ i and p i = sign(λ i ) |λ i |φ i , and the Hamiltonian
we put the system in Hamiltonian canonical form:
The phase space has so a symplectic structure given by
and a Poisson structure given by
For any function f , we haveḟ = {f, H}. Embedding S 2 in R 3 , the Poisson bracket becomes:
where (a, b, c) = (a × b) · c.
Symmetries of the equations
In this part, we apply the work of Lim, Montaldi, and Roberts [LMR01] . Let τ be the permutation of S 2N , τ = N i=1 τ i,i ′ where τ i,j is the transposition which exchanges x i and x j . That is, τ is a permutation of order two which exchanges (+)vortices with (−)vortices.
Let
where H ⋊ K is the semi-direct product of the groups H and K. The group G acts on P in the following manner:
Let χ be the following homomorphism,
The following proposition gives symmetries of the Hamiltonian and the dynamical system.
Proposition 2.1
• The Hamiltonian H is invariant under the action of G on P.
• Elements of Ker(χ) are symmetries of X H , while elements of G \ Ker(χ) are time reversing symmetries of X H .
Since {f,
The action of G is semi-symplectic (see [MoR] for the study of such an action in the reduced space): elements g ∈ Ker(χ) are symplectic, they preserve the symplectic form and the Poisson bracket, while elements of g ∈ G \ Ker(χ) are anti-symplectic, the symplectic form and the Poisson bracket are transformed into their opposite. The anti-symplectic elements are time reversing symmetries of X H : if t → x(t) is a solution of the dynamical system with x(0) = x 0 , then the solution with initial value g · x 0 is t → g · x(−t).
The isotropy subgroup G x = {g ∈ G | g · x = x} of a point x ∈ P will be called the symmetry group of x. Let K be a subgoup of G, we recall that the fixed point set of K is Fix(K, P) = {x ∈ P | g · x = x, ∀g ∈ K}, and that if K is formed of symplectic elements, then Fix(K, P) is invariant under the flow. When there are no ambiguities, we write Fix(K) instead of Fix(K, P).
Remark. We can construct a symplectic element from two anti-symplectic elements (a reflection composed with the permutation τ ). For example, consider K the subgroup of G generated by the two elements (r 2π
and (s x , τ ). Fix(K) is the set of latitudinal semi-regular 2N -gons formed of alternating vorticities. The subgroup K is formed of symplectic elements, Fix(K) is then invariant under the flow. Actually in this case the dynamic can be completely described: see [To] .
Conserved quantities
From Emmy Noether's Theorem, Hamiltonian systems with continuous symmetry group satisfy conservation laws. These conserved quantities are the components of the momentum map.
Consider the diagonal action of SO(3) on P. Let ξ ∈ so(3) and ξ P the vector field obtained by differentiating g ·x with respect to g in the direction ξ at g = e. Identifing so(3) with R 3 equipped with the cross product as Lie bracket, we get:
Recall that a momentum map J : P → so(3) * ≃ R 3 for this action is such that {f, J(x), ξ } = df x · ξ P for all f ∈ C ∞ (P) and ξ ∈ so(3) ≃ R 3 . We identify the natural bracket between so(3) and its dual with the canonical scalar product of R 3 . Let the center of vorticity vector be the following vector:
Proposition 2.2 The momentum map for the action of SO(3) is J(x) = −Φ(x).
Proof. It follows from the definition of momentum maps J and the expression of ξ P that for all f ∈ C ∞ (P),
Thus for all ξ and j, λ j ξ ×
Consequently, the components of Φ are three conserved quantities (we could compute this directly differentiating Φ with respect to time).
Throughout this paper, we will take a frame (O, e x , e y , e z ) of R 3 such that Φ is parallel to the (Oz) axis. We obtain the following properties of Φ from its formula.
Proposition 2.3
• Φ is G-equivariant with the following action on so(3) * ≃ R 3 :
3 Equilibria
Fixed equilibria
To emphasize the difference between equilibria and relative equilibria, we call the former fixed equilibria. Thus a fixed equilibrium is a critical point of the Hamiltonian. First, we give a general result which will serve to prove existence of fixed equilibria. 
where λ i is the charge of the i-th particle and l ij is the Euclidian distance between particles i and j. Hence, fixed equilibria of the vortex system described thereafter are also fixed equilibria of the point charges system. But the stability results for fixed equilibria of the vortex system do not hold for the corresponding fixed equilibria of the point charges system, since the stability analysis depends on the expression for the Hamiltonian. Kidambi and Newton [KN98] found that a fixed equilibrium formed of vortices x i with vorticities λ i must statisfy i (λ i − j λ j )λ i x i = 0. In the present case of 2N vortices x 1 , . . . , x 2N with λ 1 = . . . = λ N = −λ N +1 = . . . = −λ 2N , this implies that the centre of the sphere is the isobarycentre of the configuration (barycentre with identical weights). Proof. Let K be the symmetry goup of an equatorial (±)ring. We have Remark. This proposition is also true if the tetrahedron and its dual do not have opposite vorticities. Indeed, the proof does not use the permutation τ which exchanges the (+) with the (−). In the same manner, the following arrangements are fixed equilibria: a cube formed of 8 identical vortices and its
octahedron dual formed of 6 identical vortices, a dodecahedron formed of 20 identical vortices and its icosahedron dual formed of 12 identical vortices. For a topological proof and some other fixed equilibria formed of regular polyhedra, see [LMR01] .
Relative equilibria
Let x e ∈ P and x e (t) the dynamic orbit of X H with x e (0) = x e . Then x e is called a relative equilibrium if for all t there exists g t ∈ SO(3) such that x e (t) = g t · x e .
Let µ = Φ(x e ) ∈ R 3 . We recall that x e is relative equilibrium if and only if there exists ξ ∈ so(3) ≃ R 3 such that x e is a critical point of
where the pairing between R 3 and its dual is the canonical scalar product of R 3 . We can say equivalently that relative equilibria are critical points of the restriction of H to Φ −1 (µ) since the level set Φ −1 (µ) are always non singular for point vortex systems of more than two vortices.
The solution is given by x e (t) = exp(tξ) · x e , the vortices turn therefore uniformly around ξ and ξ is called the angular velocity of the relative equilibrium x e .
We can choose the action of G on so(3) such that if a relative equilibrum has a particular symmetry, then its angular velocity has also this symmetry, as the following result shows.
Proposition 3.3 Let x e be a relative equilibrium with angular velocity ξ. Then ξ satisfies
where χ is defined in Section 2.2. Moreover, ξ ∈ Fix(G xe , so(3)) where the action of G on so(3) is defined by g · ξ = χ(g) Ad g ξ.
Proof
. Let x be a relative equilibrium with angular velocity ξ, and g ∈ G x . Hence,
Thus Ad g ξ = χ(g)ξ since Φ is a submersion. Clearly ξ ∈ Fix(G x , so(3)) with respect to the action
The following property is due to the rotational symmetry.
Proposition 3.4 The angular velocity of a relative equilibrium is parallel to Φ: the vortices rotate around the momentum vector.
Proof. Let x e be a relative equilibrium with angular velocity ξ and µ = Φ(x e ).
We have x e (t) = exp(tξ) · x e ∈ Φ −1 (µ) ∩ G · x e = G µ · x e , so exp(tξ) ∈ G µ and CoAd exp(tξ) µ = µ. As CoAd A = A for A ∈ SO(3), we get exp(tξ)µ = µ. A differentiation of the last identity will give the result. 2
Remark. As pointed out by Kidambi and Newton [KN98] , Φ · x i depends only on the distances l ij for all i, and so these are conserved quantities if x 1 , . . . , x 2N is a relative equilibrium. Therefore each vortex moves on a cone around the momentum vector Φ.
We recall that we defined e z such that e z = Φ/ Φ . From Proposition 3.4, it follows that ξ =φ i e z for all i = 1, . . . , 2N , hence we obtain the following formula for the angular velocity.
Proposition 3.5 Let x e = (x 1 , . . . , x 2N ) be a relative equilibrium. The angular velocity ξ satisfies:
for all i = 1, . . . , 2N , where λ i , θ i and φ i are respectively the vorticity, the co-latitude and the longitude of x i .
Large symmetry relative equilibria
We first give a theorem which is the analogue of Theorem 3.1 for relative equilibria.
The proof is an application of the Principle of Symmetric Criticality [P79] and the fact that a relative equilibrium is a critical point of the restriction of H to a level set Φ −1 (µ). The last statement follows from the conservation of the momentum map, and the fact that Fix(K) is invariant under the flow if K is symplectic.
Definition 3.7 Let x ∈ P, K its symmetry group in G and µ = Φ(x). A relative equilibrium x is said to be a large symmetry relative equilibrium if x is isolated in Fix(K) ∩ Φ −1 (µ).
Large symmetry relative equilibria are relative equilibria with maximal isotropy subgroup at a fixed momentum value. Note again that a large symmetry relative equilibrium depends only on the phase space, the momentum map and on the symmetries of the Hamiltonian: a large symmetry relative equilibrium is a critical point for all maps f : Φ −1 (µ) → R which are G-invariant. First, we focus on relative equilibria which lie in a great circle, since their dynamics should differ most from planar dynamics.
Proposition 3.8 For 2N ≥ 8, every large symmetry relative equilibrium which lies in a great circle is a fixed equilibrium.
Proof. To prove this proposition, we could classify all the possibilities by listing finite subgroups of O(3) and examine the dimension of the fixed point set in each case. Here is a proof using the properties of the angular velocity.
Fix a great circle, say {y = 0}. Let x be a relative equilibrium which lies in this great circle, and let ξ be its angular velocity. Its symmetry group G x can be written K, s y : y → −y where K is a subgroup of G. Consider now the set of the (+)vortices x + = (x 1 , . . . , x N ) and K + , s y the symmetry group of
3 ) is the intersection of three pairwise orthogonal planes, hence equal to 0. Thus Fix( K, s y , R 3 ) ⊂ Fix( K + , s y , R 3 ) = 0, ξ is zero and every relative equilibrium is then a fixed equilibrium.
Cases π(K + ) = 0 and π(K + ) = Z Z 2 remain to be treated: in these two cases dim Fix (G x 
For 2N ≤ 6, we find easily that large symmetry relative equilibria which lie in a great circle are: a (+)ring formed of 2 vortices and 2 (−)vortices at the poles (denoted C 2v (R, 2p)), two regular 2-rings of opposite vorticities and on opposite latitudes with possibly two polar vortices of opposite vorticities, and the equatorial (±)rings formed of 4 and 6 vortices (the latters are fixed equilibria, see Prop. 3.2).
The following proposition gives a necessary condition to have a relative equilibrium formed of two regular N -rings. We denote these configurations respectively by
Explanation about notation Notations of relative equilibria are inspired by the Lim-Montaldi-Roberts orbit type notation: that is a relative equilibrium
, R e is an equatorial (±)ring of 2N vortices, R is a latitudinal N -ring of identical vortices, R ′ is a latitudinal Nring of identical vortices dual to R, p is a polar vortex, and k e , k, k ′ , k p number the occurence of R e , R, R ′ , p in the configuration x e (the Schönflies-Eyring notation is used for subgroups of O (3)).
Now, we show that some of these configurations are relative equilibria.
poles of opposite vorticities and such that the rings have opposite latitudes and opposite vorticities, are relative equilibria. We denote these configurations respectively by
Proof. For each configuration, the method is the following: one computes Fix(K) ∩ Φ −1 (µ) where K is the isotropy subgroup of the configuration, and one uses Theorem 3.6. For example, consider a configuration D N d (R, R ′ ) with N odd. Let l be the integer part of N/2. The isotropy subgroup K of such a configuration is generated by the two elements
The submanifold Fix(K) is parametrized by θ 1 and hence Fix(
Remark. Let N be even and K be the symmetry group of two aligned semiregular N -gons of opposite vorticities and on opposite latitudes. K is isomorphic to D N h , Fix(K) ≃ {(θ 1 , φ 2 ) ∈ S 1 × S 1 } and Φ |Fix(K) (θ 1 , φ 2 ) = 2N cos θ 1 (make a picture!). For given µ, −H restricted to Fix(K)∩Φ −1 (µ) goes to infinity when φ 2 goes to φ 1 or φ 3 which are fixed. It follows that H must have a maximum for a certain value of φ 2 . In fact, H is maximal for φ 2 = (φ 1 − φ 3 )/2 and this corresponds to the D N h (2R) configuration. This idea can be generalized and leads to minimal strata [LMR01] .
The theorem above does not assume that the polar and ring vortex strengths coincide, and in fact it is interesting to be able to vary their ratio. We therefore fix the ring vorticities to be ±1 as usual, and let λ n and λ s be the strengths of the North pole and South pole respectively, with λ n = −λ s . The following proposition gives formulae for the angular velocity of relative equilibria
Proposition 3.11 The angular velocity of
D N h (2R, k p p) relative equilibria is: ξ = cos θ   N − 1 sin 2 θ + N j=1 1 + cos 2π N (j − 1) 2 − sin 2 θ (1 + cos 2π N (j − 1)) + k p λ n cos θ sin 2 θ   e z .
The angular velocity of
In both cases θ is the co-latitude of the (+)ring.
relative equilibrium, and θ be the co-latitude of the (+)ring in x e . We get from Prop. 3.5 that:
Since θ j = θ, θ N +j = π − θ, λ j = +1 and λ N +j = −1 for all j = 1, . . . , N , this expression becomes:
which leads to The formula for ξ follows from φ N +j = 2π
For λ n ≥ 0, the angular velocity of D N h goes to infinity as the two rings approach the equator or poles, while the angular velocity of D N d goes to infinity as the two rings approach the poles and goes to k p λ n as the two rings approach the equator, we find again that an equatorial (±)ring is a fixed equilibrium. For λ n < 0, other behaviour appears for small N (see figures 3 and 4 for λ n = −1). Note that cos θ
is the angular velocity of relative equilibria formed of a single ring of N identical vortices [PD93, LMR] .
Relative equilibria with less symmetry
In this section, we give relative equilibria with dim Fix(K) = 2 for systems of 4 and 6 vortices, in order to find bifurcating branches of relative equilibria.
First, we consider configurations of 6 vortices formed of a (+)ring R + and a (−)ring R − together with two poles with vorticities λ n , λ s such that λ s = −λ n . That is, we consider points of P with symmetry group K = (r π , τ 1,2 , τ 3,4 ) where "1,2" label the (+)vortices, "3,4" the (−)vortices, and "5,6" the poles. Let θ + be the co-latitude of R + and θ − that of R − . The reader can check that we can not apply Theorem 3.6 since Fix(K) ∩ Φ −1 (µ) has no isolated points. However a critical point of H in Fix(K)∩Φ −1 (µ) is a relative equilibrium by the Principle of Symmetric Criticality. We therefore use the Lagrange multipliers Theorem to find critical points of H |Fix(K) on the manifold Φ −1 |Fix(K) (µ) in order to determine relative equilibria.
For the configurations in question, the Hamiltonian on Fix(K) is deduced from (2.1):
where x = cos θ + and y = cos θ − and α is the offset between R and R ′ defined modulo π. The momentum map on Fix(K) is given by Φ = 2(x − y + λ n ). Applying the Lagrange multipliers Theorem we find that there are two families of relative equilibria with isotropy containing K: -The first family satisfies α = 0 and 2 for all λ n so provides relative equilibria for any value of λ n . That is
is a branch of relative equilibria denoted C 2v (R, R ′ , 2p). Note that C 2v (R, R ′ , 2p) is invariant under (x, y) → (−y, −x) and when λ n = 0 under one more symmetry (x, y) → (y, x). When λ n goes to infinity, C 2v (R, R ′ , 2p) goes to the solution y = x that is a (±)ring with two poles of infinite and opposite strength. See 
where x = cos θ 1 and y = cos θ 3 and α = φ 3 − φ 1 is the offset between R m and R ′ m defined modulo 2π. The momentum map on Fix(K) is given by Φ = 2(x−y). We find that there are two families of relative equilibria with isotropy containing K: -The first family satisfies α = 0 and
But this does not provide relative equilibria since we have vortex collapse with y = −x and the second term does not vanish for (x, y) ∈ [−1, 1] 2 . -The second family satisfies α = π and (y+x)[ 2(yx 3 +xy 3 −x 2 −y 2 −xy+1)−(x 2 +y 2 +2xy−2) (1 − x 2 )(1 − y 2 ) ] = 0.
The branch y = −x corresponds to the D 2h (2R) relative equilibria. The second term corresponds to a branch of relative equilibria denoted C 2v (R m , R ′ m ) which is invariant under symmetries (x, y) → (−y, −x) and (x, y) → (y, x). When x = y this branch coincides with the D 4h (R e ) fixed equilibria. See figure 7. λ n = 0
Remarks.
• The equations for relative equilibria x e with dim G xe = n represent the intersection of (n − 1) hypersurfaces of R n .
• One can also prove existence of relative equilibria using works of Montaldi and Roberts [Mo97, MoR99] : let x e be a non-degenerate relative equilibrium (that is a non-degenerate critical point) such that Φ(x e ) = 0, and x an arrangement with momentum µ near 0 such that G x ⊂ G xe . Let O µ be the corresponding coadjoint orbit, that is O µ is the sphere of centre O and radius |µ|. One has the following: if x is an isolated point of Fix(G x , O µ ), then x is a relative equilibrium. It is an easy exercise to use this result in order to show that there exists a relative equilibrium of type C 2v (R m , R ′ m ) near the fixed equilibrium D 4h (R e ) (see figure 7).
Stability of equilibria
In order to determine stability of equilibria, we use the energy momentum method (see Marsden [Ma92] and references therein for a general description). Let x e be a relative equilibrium, µ = Φ(x e ) ∈ R 3 and ξ its angular velocity (if x e is a fixed equilibrium, ξ = 0). The method consists of determining the symplectic slice G = T xe (SO(3) µ · x e ) ⊥ ∩ Ker DΦ(x e ) (so G is transversal to SO(3) µ · x e ) where
and then examine wether d 2 H ξ | G (x e ) is definite or not where 
is positive definite or negative definite, then x e is an extremum of the restriction of H ξ to the symplectic slice.
Let K be a subgroup of G. Recall that a relative equilibrium x e is said to be Lyapunov stable modulo K, if for all K-invariant open neighborhoods V of K · x e there is an open neighborhood U ⊆ V of x e which is invariant under the Hamiltonian evolution. Papers of Patrick [Pa92] and more recently Lerman and Singer [LS98] (see also [OR99] ) refined the energy momentum theorem given in [Ma92] . The assumptions of Patrick's Theorem are satisfied since SO(3) is compact, we have then the following:
is definite, then x e is Lyapunov stable modulo SO(3) µ .
For µ = 0, SO(3) µ is the set of rotations with axis µ and then isomorphic to SO(2), while SO(3) µ = SO(3) for µ = 0. Lyapunov stability modulo SO(3) µ of a relative equilibrium with non zero angular velocity corresponds to the ordinary stability of the corresponding periodic orbit if SO(3) µ = SO(2), that is if µ = 0. In the remaining of the section, we will omit modulo SO(3) µ .
Stability of D
The most general results of this section are linear instability results: relative equilibria of type
, and D N h (2R, 2p) are linearly unstable provided N ≥ 4, N ≥ 7, and N ≥ 9 respectively. The important fact is that linear instability implies nonlinear instability. For N ≤ 6 (resp. N ≤ 8), relative equilibria of type D N h (2R) (resp. D N h (2R, 2p)) are Lyapunov stable for a certain range of co-latitude. First, one needs to describe the symplectic slice.
Notation Let x e be a relative equilibrium of type D N d (R, R ′ , k p p) or D N h (2R, k p p) with k p = 0, 2, and θ 0 be the co-latitude of the (+)ring of x e .
Let j = 1, . . . , N number the vortices in cyclic order in the two rings. Write tangent vectors (δθ j , δφ j ) at the j th (+)vortex, (δθ ′ j , δφ ′ j ) at the j th (−)vortex, (δx n , δy n ) at the North pole, and (δx s , δy s ) at the South pole.
Let q be an integer, 0 ≤ q ≤ N − 1, and i = √ −1. Define the following vectors of T xe P ⊕ iT xe P:
where ϕ 0 is the offset between the two rings, that is ϕ 0 = 0 (resp. π N ) for a D N h (resp. D N d ) relative equilibrium. Note that β q,θ , β q,θ ′ , β q,φ and β q,φ ′ vanish for q = 0 and N/2 (for N even) while others do not vanish.
Define then δx p = δx n + δx s , δy p = δy n + δy s , δx ′ p = δx n − δx s , and δy ′ p = δy n − δy s .
Description of the symplectic slice
The symplectic slice G is T xe (SO(3) µ · x e ) ⊥ ∩ Ker DΦ(x e ). In order to compute a basis of G, one needs expressions of the differential of the momentum map and the tangent space to the group orbit at the relative equilibria.
The differential of the momentum map at x e is given by:
where the direct sum corresponds to the C nv -invariant decomposition of so(3) * as a direct sum of a plane and the line Fix(C nv , so(3) * ).
Proof. The expression of the momentum map is
Then identifying so(3) * with C ⊕ e z , we get Φ = Φ C ⊕ Φ z where
Differentiation of this expression at a D
configuration, and µ = Φ(x e ). If µ = 0, then so(3) µ · x e is generated by the vector α 0,φ . If µ = 0, then so(3) µ · x e is generated by the three vectors:
The tangent space to the group orbit at x e is:
Hence so(3) · x e is generated by the three following vectors of T xe P:
(e x × x 1 , . . . , e x × x 2N +kp ), (e y × x 1 , . . . , e y × x 2N +kp ), (e z × x 1 , . . . , e z × x 2N +kp ).
If µ = Φ(x e ) = 0, SO(3) µ is the set of rotations about the z-axis then so(3) µ · x e is generated only by the last one (e z × x 1 , . . . , e z × x 2N +kp ). The expressions of these vectors in spherical coordinates give the desired results. 2
If µ = 0, it follows that the dimension of the symplectic slice G is 4N − 4 where N is the number of (+)vortices, while if µ = 0 it is of dimension 4N − 6.
Isotypic decomposition of the symplectic slice
This second step consists of obtaining a block diagonalization of d 2 H ξ | G (x e ) in order to compute more easily eigenvalues and then examine definiteness. This is done by using the following method of group representation theory (see also [GSS88] and [CL00] ).
Let V be a vector space and G be a compact Lie group. Recall that a representation W ⊂ V of G is said to be an irreducible representation if W has no proper G-invariant subspaces. There are a finite number of distinct irreducible representations of G in V , say U 1 , . . . , U l . Let V k be the sum of all irreducible representations W ⊂ V such that W and U k are isomorphic representations. Then V = V 1 ⊕ · · · ⊕ V l . This decomposition of V is unique and is called the isotypic decomposition [Se78] .
Irreducible representations of groups D N d and D N h are either of dimension 1 or 2. The following two propositions give irreducible representations of dimension 1 and 2 respectively. 
It follows that δθ i = δθ j and δφ i = δφ j for all i, j = 1, . . . , N . The same argument holds also for δθ
Assume now that δθ 1 = 0 and δφ 1 = 0. We obtain a contradiction since a · (δθ 1 , δφ 1 ) = (δθ 1 , −δφ 1 ) = λ(δθ 1 , δφ 1 ) and λ = ±1. Proof. Denote V = T xe P and V C = T xe P ⊕ iT xe P. Irreducible representations of dimension 2 are G xe -invariant R-planes of V . We can identify R-subspaces of dimension ≤ 2 of V with C-lines of V C by x, y R → z = x+iy C where x, y ∈ V . It follows that x 0 , y 0 R is a G xe -invariant R-plane of V iff x 0 and y 0 are not colinear and G xe acts like the transformation group {z → λz, λz ∈ C}, z → z on z 0 C where
We have
r α · (δx, δy) = (cos α δx − sin α δy, sin α δx + cos α δy).
Taking account of permutation symmetries, we obtain that the spaces listed in the proposition satisfy the above conditions. These representations of dimension 2 are irreducible because they do not contain representations of dimension 1 which are listed in Prop. 4.3. We then use Section 4.1.1 to examine wether these representations lie in the symplectic slice. 2
The following theorem lists the appropriate decompositions of the symplectic slice.
Theorem 4.5 Let N ≥ 3 and x e be of type
non-zero. Let l be an integer and denote
With the following decompositions of the symplectic slice G, the Hessian d 2 H ξ | G (x e ) diagonalizes in 2 × 2 blocks with four 1 × 1 blocks:
, and N odd
for x e = D N h (2R) and N even.
Let k p = 2. With the following decompositions of G, the Hessian d 2 H ξ | G (x e ) diagonalizes in 2 × 2 blocks with two 3 × 3 blocks and two 1 × 1 blocks:
for x e = D N h (2R, 2p) and N even. The case N = 2 will be treated case by case later.
With these decompositions, the matrix
Proof. There are no difficulties to check that vectors listed form a basis of the symplectic slice using Prop. 4.1, 4.2, 4.3, 4.4 and keeping in mind that dim G = 4N − 4 (resp. 4N ) if k p = 0 (resp. k p = 2).
where s x is the reflection x → −x. Note that C 2N is symplectic while s x is anti-symplectic.
Assume k p = 0. First, one examines whether some irreducible representations of C 2N of the symplectic slice G are isomorphic. The two irreducible representations of C 2N of dimension 1 are isomorphic. For irreducible representations of C 2N of dimension 2, we obtain couples of isomorphic representations: subspaces α q,θ , β 
j be respectively the canonical inclusion and projection. By Shur's Lemma,
(representations V j and V * j are isomorphic since G xe is compact). Since the dynamical system is C 2N -equivariant, this result holds also for the linear map
L diagonalizes in 4 × 4 blocks with two 2 × 2 blocks.
The Hessian diagonalizes therefore in 2 × 2 blocks with four 1 × 1 blocks.
Assume k p = 2. With respect to the case k p = 0, the changes are:
, this provides a 4 × 4 block in L and two 2 × 2 blocks in the Hessian.
• we have a triplet of isomorphic representations
1,θ and δx p , δy p which provides a 6 × 6 block in L and two 3 × 3 blocks in the Hessian.
Remark. The appropriate basis for the block diagonalization does not depend on the expression for the Hamiltonian. Let M be the product of 2N spheres S 2 , x ∈ M with symmetry group D N d or D N h , and F : M → R a G x -invariant map. The Hessian of F at x block diagonalizes like in the case k p = 0 of the previous Theorem.
Expression of
First, consider the case k p = 0 (no polar vortices). Recall that the Hamiltonian is
and
and D N h (2R) are characterized by coordinates:
Note that we assume θ 0 ∈]0, π 2 ] without loss of generality since the relative equilibria in question have a "North-South" symmetry. From now on, we denote u = cos θ 0 , ϕ j = 2π(j−1) N and ϕ
Some tedious computations show that second derivarives of H ξ at x e are:
where the sum in the subscripts is modulo N . Consider now the second case: k p = 2 (with polar vortices). If we permit the co-latitude of the relative equilibria θ 0 to lie in ]0, π[ instead of ]0, π 2 ], we can choose λ n = +1 and λ s = −1 without loss of generality. The Hamiltonian becomes:
H n,s = − ln( 2(1 − x n x s − y n y s + 1 − x 2 n − y 2 n 1 − x 2 s − y 2 s ) ) and augmented Hamiltonian:
Note that the angular velocity is different than in the case k p = 0 (see Prop. 3.5). Second derivatives of H ξ at x e are those given above together with:
Stability results
One is able now to obtain an expression of
formed of diagonal blocks. We shall see in the proofs of this section that this block diagonalization permits us to derive some formulae for the eigenvalues of
and L, and thus to conclude about both Lyapunov and linear stability. We first study the linearization since linear instability is easier to prove than Lyapunov stability. Indeed, to prove linear instability, it is sufficient that one block is linearly unstable, while to prove Lyapunov stability, one needs that the blocks are all positive definite or all negative definite. In the statements of this section, it is understood that when a relative equilibrium x is claimed to be linearly stable, it means also that the Hessian at x is not definite (thus we can not conclude on Lyapunov stability applying the energy momentum method). Recall that a linearly stable relative equilibrium can be Lyapunov unstable (see [?] for an example). The following theorem gives results for 
. The eigenvalues of these blocks are respectively ±i √ rs and ±iw. It follows that the subspace B 1 is linearly stable and that bifurcation occurs when rs passes through zero.
We first deal with the 2 × 2 block of L corresponding to α 0,θ , α ′ 0,φ . Some lengthy computations show that the expressions of r and s are:
When N goes to infinity, r/N 2 goes to 0 and s/N 2 to − 2u 1−u 2 . One checks that r > 0 for all θ 0 ∈ [0, π/2]. One can prove that s increases strictly with respect to θ 0 . Since limits of s at 0 and π/2 are respectively negative and positive, relative equilibria are linearly unstable for θ 0 ∈]0, t N [ where t N is defined by s(t N ) = 0. When N goes to infinity, t N goes to π/2.
Let N ≥ 4. Consider the blocks of L corresponding to the subspaces α ′ q,θ , β q,φ , β ′ q,θ , α q,φ . Following the notations of the beginning of the proof, we have:
. Some lengthy computations show that:
cos ϕj−cos qϕj 1−cos ϕj
One checks that if q is the integer part of N/2, then ab < 0 for θ 0 ∈ [t N , π/2] and for all N ≥ 4; L has therefore eigenvalues with non-zero real part, and the relative equilibria are linearly unstable. For N = 3, the matrix L is formed of the two 2 × 2 blocks with one 4 × 4 block, the first 2 × 2 block is linearly unstable iff θ 0 ∈ [0, 1.302] and the 4 × 4 block is linearly unstable iff θ 0 ∈ [1.315, π/2] (the a and b involved are given by the above formulae substituting q = 1). Since the second block (subspace B 1 ) is linearly stable, D 3d (R, R ′ ) is linearly stable on [1.302, 1.315]. The Hessian is not definite on this interval, thus we can not know wether the relative equilibria are Lyapunov stable on this interval.
The D 2N h (R e ) fixed equilibria correspond to D N d (R, R ′ ) relative equilibria with θ 0 = π/2. In this case µ = 0 and so(3) µ · x e is generated by α 0,φ , α 1,θ , and β 1,θ (Prop. 4.2). The symplectic slice is therefore G = Ker DΦ(x e ) ∩ α 0,φ , α 1,θ , β 1,θ ⊥ . Hence eigenvalues corresponding to the subspace B 1 can be ignored when θ 0 = π/2. Consider the 4 × 4 block corresponding to the subspace α 
The Hessian is a diagonal matrix in this basis. A study of the Hessian and the linearized system gives desired results. 2 Then, consider the D N d (R, R ′ , 2p) relative equilibria. We recall that since we assume λ n = +1, we allow θ 0 to lie in ]0, π[. For N ≥ 4, the linear stability is governed by the block corresponding to the subspace α ′ q,θ , β q,φ , β ′ q,θ , α q,φ where q is the integer part of N/2 (as in the case k p = 0). Hamiltonian-Hopf bifurcations occur when linear stability is lost (see the previous proof).
The stability results hold also when µ = 0: to obtain the symplectice slice when µ vanishes, one has to remove the subspace
from the symplectice slice when µ = 0 (Prop. 4.2). For N ≥ 4, the subspace governing stability has an empty intersection with Q, so the stability of the zero-momentum configuration is the stability of this configuration found with the generic symplectic slice (where Q is non removed). For N = 2, 3, one checks by hand that stability results hold also when µ = 0. 2 Remark. Adding two polar vortices such that the "minus" polar vortex and the "plus" ring are in the same hemisphere, tends to stabilize D N d (R, R ′ ) relative equilibria (above all for N = 3): in the sense that the stronger are the polar vortices, the larger is the domain of stability.
The following theorem lists stability results for D N h (2R) relative equilibria. 
. Second, assume that N is even. The blocks are similar to those for N odd except the last block: the block of the Hessian
is a diagonal block:
).
The associated block of the linearized system L is: 
Other relative equilibria stability results
In this section, we compute stability of the relative equilibria found in Section 3.2.2. Relative equilibria in question consist of 4 or 6 vortices. It is not necessary to get an isotypic decomposition of the symplectic slice since its dimension is either 4 or 8. A study of the eigenvalues of the linearized system in the symplectic slice with MAPLE gives the following results:
• C 2v (R, R ′ ), C 2v (R, R ′ , 2p) and C 2v (2R, 2p) with λ n = ±1 are linearly unstable for all co-latitudes.
• C 2v (R m , R ′ m ) are Lyapunov stable provided the two (+)vortices lie in the same hemisphere and linearly unstable if this condition is not satisfied.
Bifurcations
The energy diagrams (see figures 8 and 9) represent the Hamiltonian (the energy) with respect to the momentum for the relative equilibria of systems of 4 and 6 vortices. Polar vortices are such that λ n = ±1.
A subcritical pitchfork bifurcation occurs for µ = 1.66, the D 2d (R, R ′ ) relative equilibrium bifurcates to C 2v (R, R ′ ). A supercritical pitchfork bifurcation occurs for µ = 3.15, the D 2h (2R) relative equilibrium bifurcates to C 2v (R m , R 
Conclusion
The larger is the number of vortices, the more unstable is the relative equilibrium. This agrees with the following well known fact in chemistry: the larger is the number of atoms of a molecule, the more unstable is the molecule.
Relative equilibria D N h (2R, k p p) are stable near the poles, while relative equilibria D N d (2R, k p p) are rarely stable. One can increase the range of stability of these relative equilibria by increasing the vorticity of the polar vortices: for D N h (2R, k p p) one needs to set the "plus" polar vortex and the (+)ring in the same hemisphere, while for D N d (2R, k p p) one needs to set the "minus" polar vortex with the (+)ring.
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