An algorithm based on a block-structured adaptive mesh refinement (AMR) method is developed to solve computational aeroacoustics (CAA) problems with the aim of improving efficiency and providing an alternative to capture various, co-existing physics. A number of numerical issues associated with fine-coarse block interpolations, filter and damping techniques are addressed in order to employ high-order schemes under an AMR environment. A number of benchmark problems including spinning modal radiation from an unflanged duct have been used to demonstrate the feasibility and efficiency of the approach. Initial results show promise.
I. Introduction
I N this work, we employ the idea of structured adaptive mesh refinement (AMR) 1 to solve computational aeroacoustics (CAA) problems with the aim of improving computing and memory efficiency as well as providing a means of modeling various, co-existing physics.
CAA is concerned predominantly with obtaining time-accurate numerical solutions of aeroacoustic problems, through the use of long-time accurate time-integration strategies and high-order spatial schemes. 2 Many aeroacoustic problems include multiple spatial and temporal scales. Disparate physics properties can be found in problems involving near-field sound generation and sound propagation. 3 Generic problems include slat noise and high order spinning modal radiation from an aeroengine intake. In the first example, 4 when tonal noise propagates through an unsteady turbulent shear layer, there can be broadening of both the frequency content and far field directivity pattern, making the prediction of the far field directivity much more difficult. For the broadband noise component, a major mechanism is the shear layer interacting with the cove surface and the trailing edge. The instabilities of the shear layer play an important role. The sizes of the vortical structures present in the flow field vary in length scale. In the second example, high level, short wavelength sound pressures hug the wall posing a severe challenge to the grid resolution requirement. Preliminary studies 5, 6 have found that the size of the near wall grid must be an order of magnitude smaller than other areas of the duct, depending on the local radial wavenumber. These applications require sufficient resolution of the CAA computation grid in the near-flow/acoustic-field. The costs of such a computation could be prohibitive using a uniformly fine grid. To meet the problem imposed by the disparate scales and to reduce costs, a stretched grid can be used. However, for the purpose of the temporal stability, a fixed time step, which is generally related to the smallest spatial discretization step for stability, has to be used and obviously the computational efficiency will be low.
AMR is generally efficient and effective in treating problems with multiple spatial and temporal scales. It represents computational domain as hierarchal refinement levels and increases points per wavelength (PPW) only in areas of interest. It is potentially possible to use different governing equations and solvers in separate regions of the computation domain. Many researchers have been actively applying AMR to different applications, and most of their work is based on first-and second-order schemes. The excessive phase and amplitude errors are alleviated via superimposing smaller cells to yield fine spatial resolution. In simulating aeroacoustic problems, high-order finite difference schemes and time integration methods are generally used to ensure dispersion and dissipation performance. In the area of mesh refinement, Tam and Kurbattskii 7 extended the Dispersion-Relation-Preserving (DRP) schemes 8 to a predefined and fixed multiple-size computation mesh. They designed special stencils on a fine-coarse interface, which is located between cells with different sizes, based on wavenumber analysis. Other than that, few efforts have been undertaken to apply high-order schemes to hierarchical meshes. The work presented here strives to combine high-order finite difference schemes with an efficient parallel AMR algorithm to solve aeroacoustics problems. In the process, high-order compact schemes 9, 10 and DRP schemes are applied directly over the hierarchical meshes based on interpolations and outcomes tested against benchmark problems.
The rest of the paper is organized as follows. Firstly, AMR algorithms are presented in section II. In section III, issues related to high-order schemes under the AMR environment are addressed. In section IV a benchmark problem of spinning modal sound radiation out of an unflanged duct is computed with the current suite of programs.
II. AMR Algorithm
AMR improves the quality of solution on a mesh by refining cells only in places where a high grid resolution is desired, thereby increasing the memory efficiency and computation speed. The algorithm introduced by Berger and Oliger 1 starts with a coarse base mesh. It includes the following steps: (i) estimating local truncation errors at all grid points by Richardson extrapolation and identifying areas with excessive errors, (ii) organizing these areas into rectangular patches using a clustering algorithm, (iii) refining or coarsening patches by superimposing or removing sub-grids. The added rectangular sub-grids are allowed to be rotated to the coordinates' axes or merged with other sub-grids whenever appropriate. These refinement/coarsening procedure is operated recursively until either a given refinement/coarsening level is reached or a predefined local truncation error level has been met. The computational domain consists of a set of nested grids. Initial conditions on the newly generated patches are inherited from the base mesh, and this operation is referred to as prolongation. Conversely, solutions on sub-grids are needed to update the corresponding base grids to prevent solutions computed on the coarser levels from spreading and disturbing the solutions on the finer levels and this is known as restriction. The time integration is also executed recursively from the coarsest to finest levels. A simplified variant 11 utilizes a fixed refinement ratio by only bisecting required cells and maintains a binary tree data structure for two-dimensional (2D) hierarchal adaptive meshes as shown in Fig. 1 . The relationships between refinement levels are named as parent and children. Cells that have the same parent are described as siblings. The binary tree data structure stores the connection information and locates cells during computation. The cell-based AMR algorithm is fine-grained and complex when developing codes under a parallel computing environment, especially on highly parallel distributed memory machines, such as Beowulf clusters. One possible solution is to employ a global memory model. Some most promising options include the Global Arrays toolkit, 12 Titanium 13 and Unified Parallel C (UPC). 14 The Global Arrays toolkit helps programmers to access distributed global arrays transparently as if they are residing in a shared memory. Titanium and UPC extend Java and C languages respectively by adding features to supply a global address space for the underlying distributed parallel machines. Another promising strategy alleviates difficulties by simplifying/generalizing the fine-grained, cell-based AMR algorithm into a coarse-grained, block-based AMR algorithm. Based on the single-instruction, multiple-data (SIMD) architecture, cells are organized in blocks. Based on a distribution method these blocks are distributed to processors dynamically. This idea has been adopted in a number of parallel structured AMR codes [15] [16] [17] and is used in this study. Examples of the block-structured AMR meshes are shown in Fig. 2 . In these examples, three refinement levels are set before the start of computation. The refinement ratio between two consecutive coarse and fine levels is two. The relationships between blocks are described as parents/children or sibling according to their connection type, and as such are stored in the data structure of binary tree. Every block contains a predefined number of cells in each coordinate direction. There is a trade-off between the computing and the communication efficiency when selecting the cells number. A smaller number gives a better balanced load. In the meantime, the communication costs between processors are increased and computation efficiency for a processor is lowered. We have used 8 to 12 cells in every block in the present work. In presenting the results, unless otherwise explicitly indicated, only boundaries of blocks are shown and cells will not be visible in the following figures.
To compute spatial differentials on a fine-coarse interface, a layer of so-called 'ghost points' surrounding every block is set up as illustrated in Fig. 3(a) . The size of the layer is determined by the type of required stencil, e.g. three with the fourth-order DRP scheme, 8 and five with the fourth-order prefactored compact scheme. 9 The solutions at ghost points are collected from the neighbouring blocks, which may be resident locally, located remotely, or may not exist. Fig. 3 (b) shows these possibilities using an example running on three processors. Some blocks being computed on the 1st cpu have remote neighbours located on the 2nd cpu, and vice versa. Consequently a bidirectional communication between them is triggered to construct a layer of ghost cells surrounding the blocks. Blocks on the 3rd cpu are children of a parent block on the 2nd cpu, and do not have neighbouring blocks with the same refinement levels. Their initial solutions are derived from the parent block by prolongation and do not provide ghost cells information to other processors, but unidirectional communications are requested to set up the layer of ghost cells for blocks on the 3rd cpu. After setting up the ghost cells, the spatial and time integration is performed on every block. More details are given in section III. Finally, four unidirectional communications from children on the 3rd cpu update solutions of the parent on the 2nd cpu and restrict errors.
The code has been tested on a cluster with 7 nodes connected by a Gigabit switch; every node contains 4 Intel Xeon TM 3.06GHz CPU sharing 2Gbytes memory. The softwares used include Redhat 9, MPICH 1.2.5.2 and Intel Fortran Compiler 8.
III. Details of Numerical Schemes
A CAA algorithm includes ingredients such as high-order spatial stencils, temporal schemes, inflow/outflow and surface conditions. The examples presented in this paper all use the explicit form of buffer zone techniques 18, 19 as the outflow condition. On the fine-coarse block interfaces, special attention is required to maintain characteristics of high-order schemes. This is discussed below. 
A. Spatial Stencils on Fine-Coarse Block Interfaces
There are two primary approaches to obtain spatial differentials of grid points on and near a fine-coarse block interface. The first approach is to design special stencils based on wavenumber optimizations 7 and illustrated in Fig. 4(a) . The second approach is to construct a layer of ghost points, which have the same cell size as the surrounded blocks. The latter is employed here since it enables us to apply a DRP scheme or a prefactored compact scheme on the hierarchical mesh directly. Fig. 4(b) shows an example of stencil construction. The coefficients are derived by matching coefficients of the Taylor series. For example, at point g the second-order interpolation used in the work is given by:
and the fourth-order interpolation:
where f represents a solution variable. To assess the effect of the interpolation, we consider the one-dimensional (1D) scalar wave equation,
subject to the following initial condition,
Eq. 3 is solved over the domain 0 ≤ x ≤ 750 using a combination of two fine and coarse meshes. The fine-coarse interface is placed at x = 250. The cell size to the left of the interface is set at ∆x = 0.5, and to the right ∆x = 1.0.
To ensure errors are essentially caused by the spatial schemes we use a classical fourth-order Runge-Kutta method with the same time step ∆t = 0.3 across the mesh. A fourth-order DRP scheme 8 and prefactored compact scheme 9 are used for spatial discretization. Examples of solutions at t = 30 are shown in Fig. 5 . Both second-and fourthorder interpolations are used. The fine-coarse interface is seen to introduce disturbances that propagate in the domain. Artificial selective damping or filter techniques can be applied to remove these spurious disturbances.
B. Artificial Selective Damping and Filters
When high order spatial schemes are used to solve partial differential equations, spurious numerical solutions will be admitted as well as physical solutions. Both DRP and high-order compact schemes are central difference schemes and in general do not provide numerical dissipation to absorb the spurious waves. The presence of the fine-coarse block interfaces in an AMR environment makes the situation worse by introducing nonlinearity to the computational domain. If left unchecked, these spurious waves could ruin solutions or destroy the process of adaptive refinement. Implicit filters, 20 artificial selective damping, 7 and explicit filters 21 have all been used successfully to remove the spurious waves in CAA applications and the latter two are tested here. The following derivation shows that the method of artificial selective damping has basically the same form as an explicit filter. Taking the 1D scalar equation Eq. (3) as an example, by including artificial selective damping terms 7 and assuming discretization over a uniform grid, the discrete form of the scalar wave equation at point i can be rewritten as:
where u is the original variable, u the damped variable, υ a an artificial kinematic viscosity, j the damping stencil index, d j damping coefficients, and ∆x the spatial discretization size.
Subtracting
where u init is the initial value of every timestep. We can now write the damped variable as:
in which the term T 1 has the same form as a classical explicit filter, and the term T 2 is the temporal augment of u. It is possible to compare of the performance of the damping method with that of explicit filters. The damping technique is implemented in the current algorithms with both prefactored compact and DRP schemes. A number of benchmark test cases are used to test the robustness of the approach, including Gaussian pulse propagation in both 1D and 2D spaces. The 1D problem is solved by the 1D scalar wave equation (Eq. (3) ). The initial condition of the problem is set by Eq. (4). Numerical experiments indicate the spurious waves generated on the fine-coarse interface are suppressed. A sample of the results obtained with the fourth-order prefactored compact scheme is shown in Fig. 6 For the 2D test, a Gaussian pulse propagation in a stationary medium is used. The problem is governed by the following equations:
with the initial condition given by
where x and y are the Cartesian coordinates; t is time; u and v are velocity perturbations in the x and y directions respectively; p is pressure perturbation. The computation domain covers an area of −8 ≤ x ≤ 8 and −8 ≤ y ≤ 8. The 2D problem is solved under the AMR environment. The spatial discretization is performed by the fourth-order DRP scheme and the temporal integration by the 4-6 Low-dissipation and low-dispersion Runge-Kutta (LDDRK). 22 The second-order interpolation is used to reduce block-to-block communications and is found to work well for this linear propagation problem. A sample of the pressure waves is shown in Fig. 6(b) . Without the damping, spurious waves are generated at the coarse-fine block interfaces, and will cumulate towards the centre of the computational domain. If not treated properly, the centre area of the computational domain may be refined improperly or will not coarsen. Introducing damping removes the spurious disturbances and allows the refinement process to run smoothly.
IV. Application to Modal Duct Radiation

A. Problem and governing equations
To test the performance of the AMR algorithms, we use the modal radiation from an unflanged duct, described by Homicz & Lordi, 23 as a test case. A schematic of the problem and numerical setup is shown in Fig. 7 . Only half of the complete geometry is used as the problem is axisymmetric. Assuming small perturbations about a steady mean flow, acoustic wave propagation can be described by the linearized Euler equations in a cylindrical coordinate system. If we were to assume that the acoustic disturbances are restricted to multiples of discrete frequency and propagate on an axisymmetric mean flow field without swirl, it would be possible to write the disturbances in terms of a Fourier series. It is possible to express the overall disturbances in terms of the sum of individual components. Each individual component (mode) can be described by a set of 2D equations. The resulting set of equations is generally called 2.5D equations and were described by Zhang et al. 5 The governing equations for a single frequency k are:
Here x and y are axial and radial coordinates; ρ is density perturbation; (u, v, w) are axial, radial and azimuthal velocity perturbations; p is pressure perturbation; w t is the time derivative of azimuthal perturbation velocity; ρ 0 , u 0 are mean flow density and axial velocity; m is the azimuthal mode number. All variables are nondimensionalised using a reference length L * , a reference sound speed a * , a reference pressure ρ * a * 2 , and a reference density ρ * . For the numerical examples presented in the paper, these have been taken as 1 m, 340 m/s, and 1.225 kg/m 3 . The radius of the duct is 1 m. In the study, two computation domains are used: (a) 8 m × 8 m to test the AMR code and (b) 16 m × 16 m to give the far-field solutions.
B. Boundary Conditions
Boundary conditions include slip-wall, inflow, and non-reflecting boundary conditions. The wall of the duct is regarded as an infinitely thin hard wall. Spurious reflection waves are absorbed by the explicit form of buffer zone technique 19 applied in the surrounding outflow area. The solution vector is explicitly damped after each time step in the buffer zone using F(x, y, t + ∆t) = F(x, y, t
where F(x, y, t + ∆t) is the solution vector after each time step. The damping coefficient, σ, varies according to the function,
where L bz is the width of the buffer zone, χ bz is the distance between the damping position and the outer boundary of the buffer zone. σ max and β are coefficients that determine the exact nature of the damping and set to 1.0 and 3.0 respectively. The target solution F 0 is set as zero. The typical size of the buffer zone is set at 13 in the study. We look at a single (m, n) mode, where the azimuthal mode number is denoted by m, propagating and radiating from a semi-infinite unflanged duct with thin rigid walls. The index n denotes the radial mode order, with the lowest order mode labeled n = 1. In the present study we use the (m = 4, n = 1) mode. Assuming u 0 = 0 the incident wave is defined as follows:
where the dimensionaless modal amplitude a is set to 10 −4 to ensure small relative changes in density (as required for LEE). J is the Bessel function of the first kind. The radial wavenumber K y is determined by the turning points of the Bessel function. The axial wavenumber K x is calculated using
At the lip of the duct, a special treatment is applied to guarantee consistency between computational blocks. More details can be found in the description of the trailing edge singularity 21 of an airfoil.
C. Numerical Methods
For the results presented here, the fourth-order DRP scheme is used to compute the spatial derivatives and the fourthorder 4-6 LDDRK scheme is used for the temporal integration. AMR is used to reduce the cost of computation by refining the mesh to track the propagation and radiation of sound. Three levels of refinement are used, and the same time step is applied to advance solutions. In AMR applications, the refinement criterion needs to be designed individually to suit both physical and computational requirements. Here the gradient of the radial velocity v is selected as the refining and coarsening flag ζ,
where D block and D global are respectively local block maximum and global maximum of the spatial derivatives of v. The block will be (a) refined if ζ is larger than a predefined refinement threshold τ r , (b) coarsened if ζ is smaller than a preset coarsening threshold τ c , and (c) retained if τ c < ζ < τ r . The mesh is refined and coarsened in every T prd time steps. The bigger this interval is the higher computation efficiency. However there is a trade-off between efficiency and accuracy. In this study T prd is set to 5.
D. Results
For the (m = 4, n = 1) modal radiation, the radiation pattern at a frequency of k = 10, K r = 5.3176 is illustrated in Fig. 8 . The computation is performed on a uniform mesh of 104 × 104 grid points. It is evident that in large areas of the computational domain, fine spatial resolution is not necessary. For the same (m = 4, n = 1) modal radiation, AMR computation is performed. Fig. 9 shows the corresponding development of the mesh. When the incident waves are inside the duct only blocks in the immediate vicinity of the duct are refined; blocks located away from the duct remain coarse. The process of wave diffraction at the lip and propagation outside the duct is captured by the AMR algorithm. Very small reflections on the fine-coarse block interfaces can be detected in Figs. 9(b)-9(c). However the damping technique reduces the amplitude of spurious waves in the iteration loop and guarantees that these oscillations will not grow up to corrupt the computation process. In Fig. 9(d) The directivity of the radiated sound is also used to assess the performance of the current AMR algorithm. The cases employed are (a) 104 × 104 uniform mesh, (b) AMR with τ r = 0.15, τ c = 0.1, and (c) AMR with τ r = 0.015, τ c = 0.01. Case (b) has the best computational efficiency. However the AMR computation does not prediction the wave diffraction at the lip correctly. The secondary radiation peak and interference dip angle expected for this problem do not appear in the prediction. For case (c), a good agreement with the uniform mesh computation is achieved. Both the main and the secondary radiation peaks and the interference dip angle are all predicted accurately. In Fig. 11 the predicted directivity at an observer distance of 8 m is compared with Cargill's analytical solution. 24 For most of the observer angle range, the result agreed well with the analytical solution.
In terms of the computational efficiency, case (c) uses nearly one-third of the time required for the uniform mesh computation. The testing environment is a 1.2 GHz PIII PC with 512 Mbytes memory. To arrive at a far-field directivity estimation, the computation requires 2191 seconds with the finest uniform mesh, 426 seconds for case (b) and 830 seconds for case (c).
V. Summary
An algorithm based on a block-structured AMR method is developed to solve CAA problems. The AMR environment is coupled with high-order DRP and compact schemes. The suite of programs is used to simulate sound propagation on dynamically updating hierarchical meshes to gain computational efficiency. It is observed that the efficiency of AMR computations is affected by a number of factors, such as the updating time interval, block size, and the refinement and coarsening thresholds. The trade-off between efficiency and accuracy has to be assessed from time to time. Substantial savings have been achieved on benchmark test problems.
Other than the relatively complex data structures, the interpolations on fine-coarse block interfaces play an important role to preserve the favourable properties of high-order schemes under the AMR environment.
Appendix: Eigenvalue Analysis of Stencils on Fine-Coarse Interfaces
To validate the proposed treatment of fine-coarse block interface, an eigenvalue analysis is performed to verify that the interpolation method yields asymptotically stable solutions. Only DRP schemes are analyzed here for the sake of simplicity. The interior boundary stencils of a prefactored compact scheme 9 are explicit and derived from an interpolation process matching the Taylor series up to the ninth-order, which should have the same numerical properties as a DRP scheme on the fine-coarse interfaces. Eq. (3) is used in the analysis, with domain x ∈ [0, 1] and inflow boundary condition u(0, t) = g(t). The domain is divided into N intervals. A fine-coarse interface is located at the center of the domain, where the left spatial discretization size ∆x L and the right spatial discretization size ∆x R are uniform and satisfy the relation ∆x L = ∆x R 2 . Applying the DRP scheme to Eq. (3) yields a system of ordinary differential equations(ODE), which may be written as:
where M is a N × N matrix, and U is an N-dimensional vector representing solutions at nodal points. B is a vector of dimension N. For the purpose of stability analysis g(t) is set to zero with little loss of generality. 25 The eigenvalues of M determine the asymptotic stability of the system of ODE. These are in general complex values and dependent on the size of M, the interior spatial differential scheme and the boundary scheme. For numerical stability it is required that all eigenvalues of M lie in the left half of the complex plane. The matrix M is determined as follows for the fourth-order DRP scheme. 
where b06(1 : 7), b15(1 : 7), b24(1 : 7) are coefficients for the one-sided boundary stencils, a(1 : 7) is coefficients for the interior DRP stencil, M is the matrix for stencils on the fine-coarse interface. Here the second-order interpolation is used, and the resulting M is in the form of: 
which is derived using the second-order interpolation. The eigenvalues of M are computed using MATLAB. As can be seen in Fig. 12 , the combinations of interior stencils, the second-order interpolation on the fine-coarse block interface and boundary closure yield all eigenvalues with negative real values. 
