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Abstract 
The missing information from raw human motion data due to occlusion and hidden postures during motions has influenced 
the quality of input data. This study proposes a novel idea of preprocessing human motion data with data elimination cum 
interpolation for imputation to treat the missing information. The idea was implemented on three sets of public available 
motion data concerning jumping, walking and running activities obtained from YouTube (www.youtube.com). The video 
motions were transformed into numerical data with the aid of Photoshop tool in order to obtain the body segment markers in 
form of rotation angles and coordinates in the 2-dimensional format. The proposed approach was compared numerically to the 
conventional preprocessing approaches: data elimination, averaging, imputation to treat missing values. The efficiencies were 
confirmed by classification accuracies through BayesNet, Lazy Kstar, Decision table and Part method classifiers specifically 
chosen with the aid of WEKA tool. The findings demonstrated that data preprocessing using data elimination coupling with 
interpolation for imputation enhances the quality of human motion input data for better classification accuracy. 
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1. Introduction 
The field of human motion analysis is one of the active research areas in computer vision applications in 
numerous fields such as surveillance, content-based retrieval, storage, and virtual reality (Briassouli et al. [1]). As 
stated by Wang et al. [2], human motion analysis concerns the detection, tracking, recognition of people, or more 
generally, understanding the human behaviors from image sequences involving movements. 
 
Human motion data is conventionally explored via video captures or recorded studies. Data preprocessing is an 
often neglected but important step in the analysis as it has a huge impact to promise successful motion studies. 
There are several preprocessing techniques adopted recently. The common techniques used include data cleaning, 
data integration, data transformation and data reduction. According to Zhang and Chen [3], data cleaning is aimed 
to remove unrelated or redundant items where data integration combines data from multiple sources into a 
coherent data store. Data cleaning method was carried out by Munka et al. [4] to clean the log file of website from 
useless data that is not comply with the selected template. The data integration method has been used by Li et al. 
[5] to integrate the traffic data, weather data and historical data for transportation prediction system. Data 
transformation includes data generalization and property construction and standardization. Data reduction has 
been carried out by Polat and Gunes [6] and this method has also been validated by several classifiers which yield 
classification accuracy of approximately 96% and computational time of 53 seconds. The imputation method 
proposed by Luengo et al. [7] concluded that there is no universal imputation method that performs best for all 
classifiers. Therefore, the human motion data preprocessing efforts is still quite subjective and thus involved 
continuous data trial runs. 
 
In this paper, the efficiencies of preprocessing techniques such as the data elimination, averaging and 
imputation to treat missing values were investigated. The objective of this study was to propose a novel idea of 
preprocessing human motion data with data elimination cum interpolation for imputation concept to treat the 
missing information. 
2. Preprocessing motion data 
Many existing human motion data sets contain missing values due to manual data entry mistakes, equipment 
errors and incorrect measurements (Luengo et al. [7]). Data preprocessing is therefore required to improve the 
quality of the raw data for data mining analysis. Generally, preprocessing of data mining include the following: 
standardization of missing or noise values, transformation of data formats and data, calculation of derived 
attributes and selection of data sample size (Wang et al. [8]). As stated by Gurbuz et al. [9], the data 
preprocessing step potentially increases the mining efficiency by reducing the time required for mining the 
preprocessed data.  
2.1. Data elimination 
The data elimination procedures used in this study was focused on disposing data instances involving missing 
and uncertain values resulted from hidden body segments and occlusion motions. The missing values from raw 
data contributes about data is 12.8%. In order to filter the missing values and to avoid data over fitting, instances 
of more than 30% missing values were eliminated. This is because instances with too much missing values do not 
generate enough information for further data mining analysis. 
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With reference to Table 1, the overall raw data contained missing attribute values per instance in between 0% 
to 40%. The shaded rows in Table 1 indicate missing values per instance of more than 30% of the overall 
attributes. Hence, the whole instance rows will be eliminated. The same strategy is carried out for other instances 
to screen out the potential instance elimination leaving about 91.5% clean data upon data elimination. 
 
Table 1. Sample layout of raw data 
 
Time 
(s) 
Head 
(degree), a 
Upper arm (degree) Lower arm (degree) . . . Orientation 
angle (degree), i 
Missing data 
(%) Left, b1 Right, b2 Left, c1 Right, c2 . . . 
0 90 19.7 19.7 43.4 43.4 . . . 0 0 
0.25 54.5 -109.7 -109.7 -29.1 -29.1 . . . 0 0 
. . . . . . . . . . . 
. . . . . . . . . . . 
1.75 137.3 -86.1 6.3 -88.3 . . . 120 33.33 
2.00 -172.9 -90 -95.4 . . . 170 40 
 
2.2. Data averaging 
To impute missing values in between known values of the same attribute, the data averaging method was used. 
Refer to the missing values in between two known values as depicted in Figure 1, the unknown is assumed to be 
a, b and c. 
 
 
 
 
 
 
Figure 1. Sample data on averaging method 
 
To obtain the value of missing data embedded between two known values, the following averaging was 
carried out. 
 
Average of two known values:   
Average of -90 and b:    
Average of b and -69.1:    
 
-90 
a 
b 
c 
-69.1 
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However, the drawback of this method is that it is not applicable to extrapolate beyond the existing values for 
prediction analysis.  
2.3. Data imputation 
Imputation is a substitution technique used to treat missing values. It is an important step in the data editing 
process in the event when the data inputs originate from different repositories and huge in dimensionality 
(D'Ambrosio et al. [10]). There are different existing methods of imputation applied on missing data such as 
mean imputation, ratio imputation and Hot Deck imputation. The most popular method used in current research is 
the multiple imputations as proposed by Daniel et al. [11] and Seaman et al. [12]. In their researches, they have 
used more than one imputation method to treat missing values. However, this paper focuses on merely the 
interpolation for imputation approach as detailed in the next section. 
2.4. Interpolation for imputation 
Data interpolation was used in this study to impute missing values. The interpolation model was created based 
on best fundamental polynomial regression fitting from first to third degree (i.e. linear, quadratic and cubic). The 
general equations for regression fitting model were shown in equations (2.1) – (2.3) for the linear, quadratic and 
cubic model respectively. The regression fitting was performed on every attribute whichever contained the 
missing values. 
 
                         (2.1) 
                 (2.2) 
                                    (2.3) 
where 
 = predictor 
appropriate fitting to choose was judged by R2 and p-value evaluation. R2 measures the fit of the 
model on the item respondents, whereas p-value determines the significance of the model developed. It was noted 
that low p-value and high R2 value indicate the significance of the model. The regression analysis for jumping 
motion is shows in Table 2. 
Table 2. R2 and p-value evaluation of jumping motion 
 
 
 
 
 
 
Model 
Left Upper arm Left lower arm Left palm Left foot 
R2 (%) p-value R2 (%) p-value R2 (%) p-value R2 (%) p-value 
Linear 0.7 0.86 57.4 0.048 75.5 0.005 67.5 0.007 
Quadratic 89 0.005 59.9 0.643 82.5 0.216 68.5 0.679 
Cubic 94.6 0.174 77.5 0.223 83.7 0.626 71 0.542 
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For left upper arm, the highest R2 is 94.6% while the lowest p-value is 0.005. Since the R2 value for quadratic 
and cubic model did not differ much and the p-value shows that quadratic model is more significant compared to 
cubic model, thus quadratic model was more appropriate in this case. For left lower arm, although p-value shows 
that linear model is more significant to the result, but cubic model was chosen in this case due to 20% difference 
of R2. For remaining cases, linear model was chosen due to lower p-value and lower difference of R2 compared to 
the other two models.
 
 
 
3. Data elimination cum interpolation for imputation 
Figure 2 shows the flowchart of data elimination cum interpolation for imputation preprocessing approach as 
proposed in this study. As discussed in section 2.1, data elimination filtered instances containing missing value of 
more than 30%. In order to obtain better classification accuracy, interpolation for imputation was attempted on 
the data posterior to data elimination stage.  
 
 
 
 
 
 
 
Figure 2. Flowchart of proposed method to preprocess human motion data 
3.1. Data collection and preparation 
The raw data was collected from public sources video clips available from YouTube [13], [14], and [15]. The 
activities involved jumping, walking and running motions performed at duration of approximate 1 to 5 minutes. 
The jumping motions were performed by a single subject using different skills, whereas the walking and running 
Data collection
Walking 
Data transformation
Running Jumping 
Data preprocessing 
Data averaging Data elimination Data elimination 
coupling with 
interpolation  
Imputation to 
treat missing 
values 
Comparison of results 
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motions were merely on a single skill. The overall motion data were divided according to types of motions and 
skills. The video was then converted to sequential image snapshots of 0.25 seconds. 
3.2. Motion data transformation 
The image files obtained from the previous stage were transformed into numerical data with the aid of 
Photoshop tool. The image files were transformed based on the most basic assumption that human motions can 
be modeled as 2-dimensional rigid body segments; on rotation angles and segment coordinates tracking. The 
rotation angle of body segment was measured horizontally in which, counter counterclockwise direction was 
defined in a positive sign while clockwise direction was defined in a negative sign. 
 
With reference to Figure 3 (a), the rotation angle of lower arm was at positive direction: 45º. The situation 
shown in Figure 3 (b) ought to be treated in 3-dimensional plane. However, for simplicity purposes, the motion 
data in this study were approximated under 2-dimensional tracking. Thus, the orientation angle was measured 
based on the deviation of the human actions from right angle of the video camera. 
 
 
 
 
 
 
 
 
Figure 3. Image file of jumping motion. (a) Rotation angle of lower arm. (b) Orientation angle. 
 
Next, position coordinates of body segment markers was measured by standardizing the origin of Cartesian 
plane to be on the pelvis of the subjects. The coordinate system was based on x and y axes on the image files. A 
sample reading of the position (X, Y) coordinates from properties panel in Photoshop were shown in Figure 4.  
 
 
 
Figure 4. XY coordinates of the body segment markers 
Coordinate 
Rotation 
angle
(a) 
Orientation 
angle 
(b) 
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4. Results and discussion 
The efficiencies of our proposed data elimination cum interpolation for imputation approach was verified 
using classification accuracies by rotation angles, x-coordinates and y-coordinates in comparison with 
elimination, averaging and regression fitting preprocessing techniques. The classifiers chosen for results 
comparisons were BayesNet, Lazy Kstar, Decision table and Part method. Classification accuracy results were 
demonstrated in two categories: 1) before preprocessing 2) after preprocessing. While classification results after 
preprocessing were subdivided by 3 conventional approaches (i.e. elimination, averaging, regression imputation) 
with the proposed method). 
 
As summarized in Table 3, most of the classification accuracy of rotation angles after data preprocessing 
shows increment. Average classification accuracy before preprocessing is 82.84 %, while after preprocessing the 
accuracy level had increased to an average of 88%, 86.28% and 88.03 % using the elimination, averaging and 
elimination cum interpolation for imputation techniques respectively. Within the preprocessing approaches, the 
highest accuracy achieved is via data elimination cum interpolation for imputation indicating 88.03 %. The 
reason is that most of the data that exceeded 30% missing values had been eliminated resulting in some loss in 
information. In contrast, the proposed method has performed better since the missing values upon elimination 
were imputed using the interpolation method. This reasoning confirmed that proposed method can perform better 
compared to the conventional methods. 
 
Table 3. Classification accuracy of rotation angle 
 
 
 
As for x-coordinate classification shown in Table 4, the classification accuracy after preprocessing is higher 
than the classification accuracy before preprocessing by 8% on our proposed method.  Besides, the findings also 
demonstrated that classification accuracies on both BayesNet and Decision Table indicate better results compared 
to conventional preprocessing method. 
 
 
 
 
 
 
Classifier Before preprocess (%) 
After preprocess (%) 
Elimination Averaging Regression imputation Proposed method 
BayesNet 73.53 75.41 81.37 70.59 79.79 
Lazy Kstar 98.04 100 98.04 100 100 
Decision Table 71.57 78.72 75.49 62.75 78.72 
Part 88.24 97.87 90.20 94.12 93.62 
Average 82.84 88.00 86.28 81.86 88.03 
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Table 4. Classification accuracy of x-coordinate 
 
 
 
Based on the findings in Table 5, the classification accuracy obtained by elimination, averaging and regression 
imputation is 77.42%, 76.23% and 79.41% respectively. By comparing with BayesNet classifier, the proposed 
approach had performed highest classification accuracy. 
 
Table 5. Classification accuracy of y-coordinate 
 
 
 
Figure 5 shows the overall classification results for four preprocessing approaches: elimination, averaging, 
regression imputation and the proposed method. The increase of efficiency for our proposed method compared to 
average conventional methods is 2.61 % as calculated below. 
 
 
 
Classifier Before preprocess (%) 
After preprocess (%) 
Elimination Averaging Regression imputation Proposed method 
BayesNet 66.67 78.50 75.49 75.49 80.65 
Lazy Kstar 97.06 100 97.06 100 100 
Decision Table 70.59 67.74 68.63 68.63 75.27 
Part 84.31 92.47 85.29 93.14 92.47 
Average 79.66 84.68 81.62 84.31 87.10 
Classifier Before preprocess (%) 
After preprocess (%) 
Elimination Averaging Regression imputation Proposed method 
BayesNet 54.90 58.07 55.88 59.80 61.29 
Lazy Kstar 97.06 100 97.06 100 100 
Decision Table 59.80 61.29 68.63 63.73 62.37 
Part 84.31 90.32 83.33 94.12 93.55 
Average 74.02 77.42 76.23 79.41 79.30 
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Figure 5. Overall classification results 
 
5. Conclusions 
This study addressed a new technique to preprocess human motion data via concept of data elimination 
coupling with interpolation data imputation.  It is confirmed that the proposed approach can produce better 
classification accuracy compared to conventional preprocessing techniques indicating an accuracy of about 
2.61% higher. This method can serve as an alternative approach to deal with missing values and inconsistent 
human motion data for qualitative data mining processes. 
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