This article is written in response to a request from the Editor for a statistical commentary on the preceding articles by and Fris ton (1995) . Both articles are wide ranging and in some places orthogonal in their coverage of a broad and complex topic. Rather than attempt to extract and analyse the areas of disagreement among the authors, this article will focus attention on the un derlying problems, the methods that a statistician would normally use to tackle them, and the difficul ties presented by positron emission tomography (PET) datasets. The hope is that the reader will gain a better understanding of the real issues and there fore an appreciation of the common ground and ar eas of conflict in the accompanying reports.
Before moving on to more scientific matters, it is perhaps useful to comment on other issues that nonetheless may have affected the rate of accep tance of some of the scientific ideas discussed by Strother et al. and by Friston. Strother et al. note the dangers of "black box methods" and Friston comments on "covert criticism" of some aspects of statistical parametric maps (SPMs). At times both the scaled subprofile model (SSM) and SPM have been "sold," not in black boxes, but in very glossy packages with their own jargon, software, and vi sion of how things must be done. To persuade a sceptical scientific community to adopt new ideas, such approaches are understandable. However, in evitably they can lead to methods being used blindly in inappropriate situations and to suspicion that some aspects of the methodology have been oversold.
The rest of the article covers an outline of PET datasets, standard statistical techniques, and com ments on specific aspects of SSM and SPM.
PET DATASETS
Cross-sectional data
Consider a cross-sectional study of two groups of subjects, one a sample from a patient population with a specific' condition and the second a group of control subjects. Each subject is scanned once and the data are contained in matrices Xi' where i rep resents the subject group. Let xij be the jth row of matrix Xi. where j represents the subject within a group. The vectors xij could contain either anatom ically defined region-of-interest (ROI) measures of metabolic activity or pixel or voxel level measures after the scans have been coregistered. In the rest of this article, these will be referred to simply as "re gional values." These data make up the total set of information available, and our aim is to infer, from the data, evidence of differences in the metabolic activity between patients and controls.
Longitudinal studies
Here, subjects are scanned on more than one oc casion. For simplicity, assume that only normal subjects are of interest and that each subject has all scans carried out in a single session according to a fixed experimental protocol. The protocol might consist of an alternating sequence of scans con ducted while the subject is "at rest" and while be ing stimulated by being asked to carry out a simple task, say, a motor task. A matrix of data will be available for each subject. Let Xj be a matrix of measures of metabolic activity for subjectj. Let xij represent the ith row of the matrix Xj• containing the profile of measures for scan i in the series of scans on subject j. In this type of study, the aim is to determine the influence of the stimulation on the pattern of metabolic activity in the brain. By using each subject as his/her own control, the hope is that between-subject variation in brain activity will be eliminated, hence improving the sensitivity of the experimental technique. The availability of a num-ber of scans on each subject opens up the possibility of imposing a variety of experimental designs on the series of scans. Even in a simple rest-activation study, there is the opportunity to block the scans in pairs to help eliminate the effects of background factors such as patient anxiety, which may change with time.
Adjustment for global factors
In many studies, the measures of metabolic ac tivity that are analysed are just estimates of local radioactivity in the brain due to tracer uptake. In such cases, it is clear that only relative values can be interpreted, since total tracer uptake could vary substantially from subject to subject or even be tween scans on the same subject. Even where proper quantitation of the measure of metabolic ac tivity has been carried out, significant variation in global activity can occur due to methodological is sues and to variation in global subject arousal. This means that in some but not all analyses, unless the data are adjusted in some way, the between-patient and between-scan variation is likely to mask the underlying patterns that are of interest. This topic will be revisited after some basic statistical methods have been discussed.
Questions of interest and strategies for analysis
In both the cross-sectional and the longitudinal studies considered, we are interested in changes in the patterns of activity observed in PET scans, in the first case between patient groups and in the sec ond case within subjects as induced by some form of stimulation. The manner in which the distribution of activity could change is potentially very com plex. In situations with limited data, statisticians often adopt a simple strategy for analysis, assuming that the distributions of the variables being mea sured, in each condition being compared, can be well described by their means, variances, and co variances or, equivalently, by their means, standard deviations, and correlations. It is also assumed that changes in these quantities will help us to under stand the nature of changes in the overall distribu tions of the variables. This approach to analysis is immediately implied by the variables having a mul tivariate normal distribution. However, the general strategy should still be useful in other contexts. In many situations, the main focus of attention is on changes in mean values. In PET studies, we might reasonably expect to see changes in the values of means, standard deviations, and correlations. For instance, in a cross-sectional study comparing Alz heimer patients with normal subjects, it is quite likely that there could be differences in local mean levels, increased standard deviations due to greater J Cereb Blood Flow Metab, Vol. 15, No.3, 1995 heterogeneity in the patient group, and reduced cor relations because of the breakdown of the physical connections among brain regions due to the disease process. Changes in the mean level in a particular region could be brought about by interference with the physical connectivity among regions or by re duction in activity in a distant region that feeds into the "affected" region, as well as by direct influ ences in the region itself. Statistical methods cannot establish cause-and-effect relationships. They can only flag interesting features of the data for subse quent biological interpretation. emphasise the importance of studying features of the data other than mean lev els. Their point is well taken. Nevertheless, a study of mean levels is likely to be an important feature of any analysis, and it is important to analyse changes in means using methods that are optimised for that particular task,
In the rest of this document, it will be assumed that it is accepted that there is interest in the study of changes in the means and standard deviations of local measures of metabolic function and in their correlation structure across the brain. In particular, interest lies in the study of changes in these param eters induced by disease and/or stimulation. The following section reviews some standard statistical methods for addressing these problems and some related issues raised by PET datasets.
STATISTICAL METHODS AND ISSUES

Independent datasets
In a cross-sectional study, there will be an under lying mean vector and matrix of variances and co variances for both patient and control groups. Com parison of regional means individually can be based on t tests for independent samples. The standard two-sample t test requires the assumption of equal variances for both groups. If this assumption is in doubt, alternatives such as the Welch-Aspin test can be used. Comparisons of local variances are also possible using a variety of tests, the most com mon being the F test based on the ratio of the two sample variances. Correlations between any pair of regional values can also be compared after transfor mation of the sample correlation coefficients using Fisher's z transformation. All of these tests are dis cussed in introductory statistical texts such as that by Snedecor and Cochran (1967) .
Multivariate tests are also available. Hotelling's two-sample T 2 test is a generalisation of Student's univariate two-sample t test and allows the simul taneous comparison of all regional means. The T2 test is an omnibus test and does not, on its own, localise the regions where differences may be present, although follow-up tests can be helpful in this respect. The primary advantage that the multi variate test has is its ability to take into account the correlation structure of the data and to pick out differences in the pattern of regional values that are more subtle than straight region-by-region differ ences. For instance, if there were a left-right asym metry in a region for patients but not controls, a multivariate test might be more powerful. Box's M test can be used to compare two covariance matri ces. The main disadvantage of multivariate tests is that they require the dataset to have more subjects than regional values. This is sometimes possible in ROI studies. However, it is obviously not feasible when data are collected at the pixel or voxel level. The move from multivariate to univariate tests that is forced on us may lead to a reduction in sensitivity in some instances and, more generally, creates a problem of multiplicity due to the large number of tests being carried out. The text by Mardia et al. (1979) describes the multivariate tests mentioned previously.
Paired datasets
Consider a longitudinal study where each subject has a rest and an activation scan. Levels of activity in each region can be paired for each subject and a paired t test used to assess a change in mean level. It is also easy to test for a change in variance even though we have correlated data. For any ROI, we calculate the sum of the pair of values and their differences. It turns out that a test of zero correla tion between these sums and differences is exactly a test of equality of the variances of the pair of regional values. This test is described in Snedecor and Cochran (1967) . There is no simple test for comparing correlation coefficients for data of this type. The multivariate equivalent of the paired t test is Hotelling's one-sample T2 test (Mardia et al., 1979) , which is applied to the vectors of differences for each subject. There is no simple multivariate test of equality of covariance matrices where the datasets being compared are correlated. For longi tudinal studies, the primary interest is typically in pixel-or voxel-based data and multivariate tests will not be applicable, at least on the entire dataset.
Discriminant analysis
Discriminant analysis (Mardia et al., 1979) in volves the identification of combinations of vari ables that can be used to discriminate among two or more populations. For example, in linear discrimi nant analysis for two groups, a score is identified, based on a linear combination of the original vari ables, which best separates the groups. Exploratory techniques such as stepwise discriminant analysis involve the selection of minimal subsets of the vari ables that can be used to create effective discrimi nant scores. The scores can then be used for diag nostic or prognostic purposes or even just to help us to provide information about the variables that ef fectively separate the groups.
Principal components analysis
Principal components analysis is a data reduction technique that aims to identify a small number of scores, calculated from a large set of variables, which explain most of the variability among the subjects studied. The procedure involves the calcu lation of the linear combination of the variables that has the largest variance. Then the linear combina tion is found, orthogonal to the first, that has the largest variance. Then the linear combination, or thogonal to the first two, and so on. The first linear combination is known as the first principal compo nent. It turns o. ut that these linear combinations are the eigenvectors of the sample covariance matrix of the data, the principal components being the eigen vectors associated with the eigenvalues taken in rank order. That is, the first principal component associates with the largest eigenvalue. A fundamen tal problem with this type of analysis is that it is not scale invariant. That is, the solution depends on the units of measurement used to record the data. For this reason, the variables are usually standardised. This is equivalent to carrying out an eigenanalysis on the sample correlation matrix. The exception to this rule is where the variables are all measured on the same scale. This is the case in PET. However, the two approaches will give the same results only if the local standard deviations are all equal.
Let X denote the data matrix being studied, with rows corresponding to subjects and columns to re gions. Suppose that the columns of X have been scaled to have zero mean by subtracting the re gional means from the levels for each subject. The sample covariance matrix is proportional to X T X where T denotes the matrix operation of transpose. The principal components can either be calculated from the eigenvectors of X T X or from a singular value decomposition of X. If interest is in the prin cipal components corresponding to the correlation matrix, then similar operations can be carried out if the columns of X are first standardised to have unit variance by dividing the mean adjusted columns by the regional standard deviations. In situations where principal components analysis is applied, there is usually no obvious structure in the dataset, and it is generally hoped that most of the variability in the data will be explained by the first two or three principal components. If the data do have a well I. FORD defined structure, then it will not be surprising to see that structure reflected in the principal compo nents. It is normally assumed that the rows of the data matrix are independent samples from some population. If this is not the case, and in particular if the rows have a complex hierarchical structure, then there is no reason to expect all of that structure to appear in the first couple of principal compo nents.
Multiplicity
As noted, the volume of data available on each subject, particularly in the case of pixellated or voxellated data, often leads to analyses being based on a very large number of univariate statistical tests. This leads to the well known multiple com parisons problem where if we control the Type I error rate of the tests individually, at, say, the 5% level, there will be a very high probability of at least one test being falsely significant when all of the tests are viewed together. The naive use of the Bon ferroni correction can lead to very conservative tests. Fox et al. (1988) , Friston et al. (1991) , and Worsley et al. (1992) have publicised this problem and proposed increasingly sophisticated approach es to its solution.
Adjustment for global activity
In the statistical methods described herein, the problems of adjustment for the effects of global ac tivity have been largely ignored. The first point that should be made is that if global activity is calculated from the mean of all the regional values used in the analysis, then this problem does not really exist when multivariate tests are used. The reason is that multivariate tests are more sensitive to differences in any linear combination of the regional values. For instance, these would include linear combina tions that are equivalent to the analysis of covari ance (ANCOV A) approach of Friston et al. (1990) . Hence, unless adjustment is to be made for vari ables other than regional measures of activity, mul tivariate ANCOV A is not necessary for this prob lem. However, the high dimensionality of the data forces the use of simpler tests. In practice, these are usually univariate. The underlying structure is mul tivariate, but it is necessary to interpret the data using univariate methods.
The simplest approaches are based on normalis ing the regional values by either dividing by or by subtracting the measure of global activity. These approaches have the advantage of transparency and ease of interpretation. The user can readily inter pret the normalised values as activity relative to a global subject level. An alternative approach that will yield similar results to the ratio method is to J Cereb Blood Flow Metab, Vol. 15, No. 3, 1995 take logarithms of the data first and then to subtract the logarithmic means from the regional values. t tests are then applied to the regional adjusted val ues. Friston et al. (1990) have suggested that ANCOV A may provide more powerful tests of re� gional differences. This approach is based on mod elling the relationship between the local regional value and the measure of global activity. Important factors in determining whether or not this will be beneficial are, first, the magnitude of the correlation between the local and the global values and, sec ond, whether this correlation is similar in the groups being compared. The higher the underlying correla tion, the more powerful the corresponding test for a difference between groups is likely to be. It is pos sible that this correlation will vary across the brain, and hence the power of the test to detect evidence of activation will vary. It is better to think of this approach as a device that aims to maximise the power of the individual regional tests rather than as a method for normalising the data prior to further analysis. Since the ANCOV A is carried out sepa rately for each region, normalised images, scaled to a common global mean using this approach, would not necessarily show the same patterns of activity as the original images. In particular, the rank order of the ANCOV A-adjusted values would not neces sarily be the same as for the original raw data. If ANCOV A is used, care should be taken in its ap plication in different contexts and in the underlying assumptions being made.
Consider first the cross-sectional data context in volving two groups. An appropriate ANCOV A might be based on the following model for the re gional responses across groups and subjects for data in a given region k, Xijk = f.Lk + aik + b�i.k + eijk where i represents the group, j the subject, k the region, f.Lk an overall mean, aik the group effect, bk a regression coefficient, and eijk error terms that are independent across subjects. With the exception of the assumption of constant slope across the groups, within each region, this model is not particularly problematic.
The situation is more complex with longitudinal data. Suppose that each subject is scanned in a se quence of pairs of rest and activation scans. Let
Xijkm be the response in region m of subjectj in scan i during which stimulus k was applied.
A simple model considered by Friston et al. (1990) is as follows:
where f.Lm is an overall mean, akm is a stimulus ef-fect, bm is a regression coefficient, S jm is a random subject effect, and the eijkm are assumed indepen dent across scans within a subject and between sub jects for each region. Even ignoring the assumption of a constant regression coefficient across stimuli and subjects, the assumption of a constant stimulus effect across subjects seems sufficiently critical and questionable that it would require proper validation before use. The effect of this assumption is to sub stantially increase the degrees of freedom available to test the significance of the treatment effect, over what would be available if the stimulus effect were to be allowed to vary randomly among subjects. An appropriate adjustment would be the addition of terms S jkm to the right-hand side of the model, de noting random subject by stimulus interactions. The model is now a special case of a random regression model, with the treatment effect varying randomly among sUbjects. This could be generalised to in clude a random slope coefficient. None of this nul lifies the use of ANCOV A. However, care must be taken in the manner in which it is applied and in the validation of any assumptions that are made. There could be relatively low power to discredit assump tions that are important for the validity of a test. In such circumstances, it is advisable to adopt a con servative approach, that is, to make the minimum of assumptions. et al. (1987) introduced the SSM ap proach to the analysis of PET data. The approach is not particularly controversial as an exploratory tool. The only issue that this author would raise with its use is its application to datasets that have clear structure due to the experimental design. In cross-sectional situations, SSM has been applied to datasets consisting of concatenated data matrices from two or more subject groups. Any structural differences in the mean profiles for the groups will influence the principal components, which are cal culated as part of the method, in a manner that will depend on the relative sample sizes for the groups. This makes interpretation of the principal compo nents difficult. Any attempt to analyse, in this man ner, the scans from a longitudinally designed exper iment is likely to lead to a fairly complex set of prin cipal components, some of which will pick up the hierarchical variance component structure that has been designed into the data. The analysis and inter pretation of complex multivariate data are not easy. It seems to this author that the interpretation of the data is not made easier by ignoring the known structure of the data and hence mixing that structure up with the remaining unknown structure that explor atory methods may be useful in uncovering. The removal of mean effects associated with the exper imental design would seem an obvious precursor to the analysis of residuals by exploratory methods. These mean effects can be analysed using hypoth esis-testing methodology. note that different ap proaches to the "normalisation" of the data and different principal component techniques (for in stance, the use of the correlation matrix instead of the covariance matrix) can lead to different compo nents being extracted. Normalisation can, in fact, be thought of as a method for the removal of a par ticular first component. The choice of the first com ponent and the manner in which it is "extracted" from the data prior to further analysis will inevita bly affect the remaining components. It will not, of course, change the space spanned by the compo nents. One could also analyse the raw data unad justed and let the PCA extract a first component. This would almost certainly correlate highly with global activity.
SSM
Moeller
As a final comment on principal components analysis , if the data do not have an underlying el liptical-like structure that naturally breaks down into orthogonal components, there is no reason to expect the individual principal components to pick out any specific aspects of the structure of the data.
SPM
The term "SPM" is used here to imply any two dimensional (three-dimensional) map whose pixel (voxel) values are test statistics associated with a test of some pixel (voxel) level null hypothesis. This could be a test on means, standard deviations, cor relations, or possibly some other quantity. The data may have been adjusted explicitly by division by a measure of global activity or by some form of ANCOV A or whatever. Tests on means may be based on the assumption of constant error variance across the image, a smoothly changing variance structure, or a completely unstructured pattern. Control of the overall Type I error rates may be achieved by Bonferroni corrections, by more so phisticated model-based approaches (Friston et aI., 1991; Worsley et aI. , 1992) , or by other methods (see, for instance, Holmes et aI. , 1995) . In other words, this is not a technique based on a single concept. Rather, it involves a combination of vari ous elements (a test statistic, a normalisation tech-I. FORD nique, and an approach to thresholding), each of which requires specification. This choice will be driven by the question of interest, the assumptions that can reasonably be made about the underlying data, and an understanding of the implications of incorrect assumptions. A number of SPMs can be constructed on the same dataset, permitting the as sessment of different features of the data. It is con ceivable that different assumptions will be appro priate in different contexts, for instance, in single subject studies as opposed to studies involving averaging over subjects.
A number of issues have become controversial in the use of SPMs. One of these involves the assump tion of homogeneity of regional variances across the brain and a second the assumptions that can be made about the spatial probability distribution of test statistics in the SPMs. Both of these issues are complex. There would appear to be many argu ments, both methodological and biological, which can be brought to bear to establish that the assump tion of homogeneity of variance in the voxel level data is untenable. It should be noted that even if the variances were uniform in the raw images, there is no reason why this property should hold up in ratio normalised, or in ANCOV A-adjusted, images. Equally, there seems to be no reason, taking into account biological connections and reconstruction effects, to support the assumption of a Gaussian random field as the correct sampling distribution for the test statistic images. Any model is at best a good approximation. The issue is not whether the model is correct, in an exact sense. The real issue is whether the use of the model provides more benefit in terms of power and stability in a statistical anal ysis than is lost by the introduction of bias due to an incorrect assumption. The assumption of a constant variance buys a stable estimate of the average vari ance, but could introduce substantial biases in the calculation of t statistics if the true local variances deviate substantially from their mean. Voxel level variances will provide unbiased but possibly unsta ble inferences due to the low degrees of freedom available for their estimation. The role of the as sumption of a Gaussian random field is less clear and requires further study before general claims can be made about its robustness. As noted by Friston (1995) , comparison with a nonparametric approach (Holmes et al., (1995) may provide some insight into that issue. The method of Holmes et al. (1995) is nonparametric in its approach to the thresholding of the test statistic images. The robustness of this ap proach, the fact that it can be used in a wide variety of contexts (cross-sectional studies and single and multipatient activation studies), the flexibility that it J Cereb Blood Flow Metab, Vol, 15, No, 3, 1995 provides in the choice of test statistic, and its sim plicity are likely to make it a very attractive option to many. Nonparametric test statistics could also be considered for the voxel level tests. et al. (1995) and Friston (1995) both raise important issues and provide useful reviews of var ious aspects of PET data analysis. Statisticians would not assume that any single piece of method ology would answer all questions about a type of data in a variety of experimental and observational contexts. The fundamental importance of hypothe sis-driven inference, based on well designed exper iments, cannot be overestimated for its ability to progress scientific understanding in an orderly man ner. However, .hypothesis-generating experiments are also vital in their own right. In practice, we generally do not have the luxury of both types of experiment, and we should note Strother et al. 's comment on the importance of extracting as much information as possible from each dataset. Friston (1995) also sees formal testing methods and explor atory methods such as principal components anal ysis as complementary. The correct approach would therefore seem to be (a) to select methods for formal and exploratory data analysis from the rich existing tool kit of statistical procedures, (b) to modify these as necessary to deal with special PET problems such as multiplicity, (c) to be aware of the assumptions underlying the methods being used and to investigate the problems that can arise if these assumptions fail to hold, (d) to appreciate the com plexity of both PET data and of the potential ques tions that can be asked of it, and (e) to be aware of the limitations of any statistical analysis and the need for caution in interpreting conclusions not based on any predefined hypothesis.
SUMMARY
Strother
