Detecção e mitigação de um ataque DOS em seu estágio inicial em uma rede definida por software by Moro, Fernando Luiz et al.
Detecção e mitigação de um ataque DoS em seu estágio inicial
em uma rede definida por software*
Fernando Luiz Moro, Alexandre Amaral, Ana Paula Amaral, Rodrigo Nogueira
Instituto Federal de Educação, Ciência e Tecnologia Catarinense – Campus Camboriú
(IFC-CAM)
Caixa Postal 2016 – 88.340-055 – Camboriú – SC – Brasil
fernandoluizmoro@gmail.com, {alexandre.amaral, ana.amaral,
rodrigo.nogueira}@ifc.edu.br
Abstract. Daily  network  management  tasks,  such  as  attack  detection  and
mitigation, have become difficult to execute because the heterogeneity of the
services and network devices. Software-defined networking (SDN) emerges as
an alternative to minimize these challenges. However, the central element of
this paradigm may be the main point of failure in the occurrence of an attack.
This work proposes a solution based on IP flows to detect and automatically
repair a DoS attack in its initial stage in an SDN. Different experiments were
performed in a virtual environment showing the solution's ability to detect a
DoS attack in small time windows.
Resumo. As tarefas diárias de gerenciamento de rede, tais como a detecção e
a mitigação de ataques, tornaram-se difíceis de serem executadas em razão
da heterogeneidade dos serviços e dispositivos de rede. A rede definida por
software  (SDN)  surge  como  alternativa  para  minimizar  estes  desafios.
Contudo, o elemento central deste paradigma pode ser o principal ponto de
falha na ocorrência de um ataque.  É proposto neste trabalho uma solução
baseada em fluxos IP para detectar e reparar automaticamente um ataque
DoS  em  seu  estágio  inicial  em uma  SDN.  Diferentes  experimentos  foram
realizados em um ambiente virtual mostrando a capacidade da solução em
detectar um ataque DoS em pequenas janelas temporais.
1. Introdução
A infraestrutura  mundial  das  redes  de  computadores  é  vital  para  toda  a  sociedade.
Estima-se  que  3.77  bilhões  de  pessoas  estavam  conectadas  à  Internet  em  2017,
representando mais  da  metade  da  população mundial  [Kemp 2017].  No Brasil,  um
relatório divulgado pela Conferência das Nações Unidas informou que há 120 milhões
de usuários conectados em rede [Valente 2017]. Segundo [Costa 2013], o sucesso das
redes de computadores deve-se, em grande parte, à transparência e simplicidade do seu
núcleo e a inteligência localizada nos sistemas de borda. Todavia, com o crescimento da
Internet, novos dispositivos de rede de diferentes fabricantes com sistemas operacionais
e interfaces proprietários foram incorporados, tornando-a heterogênea [Pandikumar  et
al. 2017].
Logo,  as  mesmas  razões  que  permitiram  o  nascimento  e  o  crescimento  da
Internet  são vistas como as barreiras para o seu desenvolvimento,  ameaçando a sua
capacidade de suprir as demandas futuras da sociedade [Costa 2013]. A diversidade de
dispositivos  com suas respectivas  configurações,  tornaram o  gerenciamento  de  rede
uma tarefa complexa  e devido a este fator,  a  detecção de ataques e a aplicação de
contramedidas se tornaram ações custosas. O surgimento da rede definida por software
(Software-Defined Networking – SDN) tem sido uma alternativa para endereçar esta
questão.
A arquitetura SDN separa as funções de controle e encaminhamento da rede
permitindo  que  o  controle  da  rede  seja  diretamente  programável  e  a  infraestrutura
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abstraída para aplicativos e serviços de rede [Open Networking Foundation 2018b].
Baseado no funcionamento  de  uma SDN,  o  controle  da  rede  é  gerenciado  por  um
elemento denominado controlador que embora seja uma das principais vantagens deste
paradigma, também é um ponto de falha se ficar inacessível na ocorrência de um ataque
[Mousavi 2014]. No caso de um ataque DoS (Denial-of-Service), tendo como alvo um
dispositivo  interno  da  rede,  serão  enviados  constantemente  novos  fluxos,
sobrecarregando o controlador e consequentemente afetando todo o funcionamento da
rede [Aizuddin  et  al.  2017].  A estratégia  de detectar  o ataque nos primeiros  fluxos
enviados  é  uma  alternativa  a  fim  de  permitir  a  execução  de  contramedidas  para
minimizar o seu impacto na rede [Carvalho  et al.  2016]. Na literatura esta estratégia
tem  sido  definida  como  detecção  antecipada  (early  detection)  [Mousavi  2014]
[Pandikumar  et al. 2017]. Contudo, ao reduzir a janela de coleta de dados (e.g., de 5
minutos para 60 segundos) pode implicar o aumento da complexidade no processo de
detecção. 
Neste trabalho é proposto uma solução para detectar um ataque DoS e aplicar
medidas de reparo em seu estágio inicial a fim de evitar a sobrecarga do controlador e a
indisponibilidade  dos  serviços  prestados  pela  rede.  Para  alcançar  este  objetivo,  a
solução  foi  implementada  em um ambiente  virtual  e  foi  considerado  três  aspectos
fundamentais para o desenvolvimento dela. O primeiro refere-se a busca da eficiência
levando em consideração a redução do tempo de processamento e por consequência o
tempo  de  resposta  da  solução.  Por  isso  optou-se  pela  utilização  dos  fluxos  IP.  O
segundo, diz respeito a acurácia do detector, apresentando um método de detecção de
alta sensibilidade. O terceiro aspecto refere-se a automatização do processo e a redução
da intervenção humana no reparo do ataque. Isto é alcançado explorando as facilidades
oferecidas pela SDN. 
 Este trabalho está organizado da seguinte forma. Na seção 2 são abordadas a
arquitetura da rede definida por software, o principal ponto de falha deste paradigma e a
fonte  de  dados  utilizada  para  análise.  Na  seção  3  serão  discutidos  os  trabalhos
relacionados. Na seção 4 é apresentado o detalhamento da solução e os experimentos e
a análise dos resultados são apresentados na seção 5.
2. Fundamentação teórica
2.1. Rede definida por software
A rede definida por software é uma arquitetura emergente, gerenciável, econômica e
adaptável,  tornando-a ideal  para  a alta  largura  de banda e  a  natureza  dinâmica  das
aplicações atuais [Open Networking Foundation 2018b]. A arquitetura SDN é dividida
em três camadas, conforme apresentado na Figura 1.
A camada de infraestrutura é formada pelos dispositivos de rede (e.g.,  switch)
responsáveis pelas funções de encaminhamento. Todo novo fluxo que trafega na rede é
comparado com as regras existentes nas tabelas de fluxo presente nestes elementos e
havendo uma combinação (match),  o fluxo prosseguirá para seu destino conforme a
ação associada a ele, caso contrário, a camada de infraestrutura se comunicará com a
camada superior solicitando uma decisão. Segundo [Costa 2013] uma regra é formada
por uma tupla de doze elementos contendo as informações dos protocolos da camada de
enlace,  rede  e  transporte,  segundo  o  modelo  TCP/IP  (Transmission  Control
Protocol/Internet Protocol).
Figura 1 - Arquitetura SDN.
A camada de controle é constituída por um nó central denominado controlador,
conhecido também como sistema operacional  de  rede  responsável  pelas  funções  de
controle.  A  comunicação  com  a  camada  de  infraestrutura  é  realizada  em  diversos
momentos pelo protocolo OpenFlow. No caso em que um novo fluxo não é compatível
com uma regra existente nas tabelas de fluxos, o elemento de comutação armazenará
em  buffer os pacotes e enviará através deste protocolo,  uma mensagem de  packet_in
contendo  apenas  o  cabeçalho  do pacote  para  o  controlador  [Wang  et  al. 2015].  O
controlador analisará os dados do cabeçalho e enviará como resposta uma mensagem de
packet_out contendo uma regra, ação e outras associações que serão inseridas na tabela
de fluxo do dispositivo de rede para que o fluxo prossiga para o seu destino (e.g., host).
A  camada  de  aplicação  permite  o  desenvolvimento  de  novos  protocolos,
mecanismo de detecção, mitigação, entre outras soluções para o gerenciamento da rede.
A comunicação destas aplicações com o controlador  é realizada por  meio de API’s
(Application Programming Interface) padronizadas. Sendo assim, o administrador de
rede não precisa mais lidar com diferentes interfaces (e.g.,  Command Line Interface -
CLIs)  e  configurações  específicas  dos  dispositivos,  uma  vez  que  eles  possuam
habilitados a tecnologia OpenFlow [Aizuddin et al. 2017].
2.2. Ponto de falha
O  controlador  é  um  dos  principais  elementos  na  arquitetura  deste  paradigma,
possibilitando o controle de inúmeros switches OpenFlow de forma centralizada, sendo
uma vantagem na perspectiva da gerência de rede. Porém, em uma infraestrutura SDN
tradicional, se o controlador falhar toda a rede poderá ficar indisponível e devido a este
fator, ele se torna um ponto de falha e alvo de ataques [Dacier et al. 2017][Qiao et al.
2015]. 
Em um ataque DoS do tipo TCP  flooding por exemplo,  utilizando portas de
origem aleatórias, a cada fluxo enviado para o alvo (e.g., servidor Web) não haverá uma
regra na tabela de fluxo do switch OpenFlow. Neste caso, será necessário a inserção de
uma nova regra pelo controlador para cada fluxo iniciando a troca de mensagens de
packet_in e  packet_out.  O  primeiro  componente  a  ser  afetado  será  o  elemento  de
comutação, pelo fato de possuir uma memória limitada para armazenar em  buffer os
pacotes  até  que  as  regras  sejam  instaladas.  Posteriormente,  o  controlador  terá  que
processar as inúmeras solicitações enviadas e como resultado, um grande volume de
tráfego será gerado consumindo o recurso de computação do controlador  em pouco
tempo [Wang et al. 2015].
Assim, a ocorrência de um ataque em uma rede definida por software pode ser
altamente prejudicial, se o tempo de detecção e aplicação de medidas de reparo forem
demorados.  Portanto,  a  detecção  antecipada  de  um  ataque  se  torna  crucial  neste
paradigma [Pandikumar et al. 2017]. Para isto são requeridos a utilização de uma fonte
de dados adequada e um mecanismo com alta sensibilidade e acurácia, capaz de detectar
um ataque em uma curta janela de tempo, isto é, no seu estágio inicial.
2.3. Fonte de dados
Um ataque de rede pode ser identificado através do aumento no número de pacotes,
número  de  bytes,  número  de  fluxos,  entre  outros  fatores  [Pandikumar  et  al. 2017]
[Nayana et al. 2015]. Diferentes tipos de fontes podem ser utilizados para a coleta de
dados da rede, como as informações de pacotes (e.g., cabeçalho e  payload), SNMP e
fluxos IP obtidos via sFlow, Netflow e IPFIX (IP Flow Information Export) [Aizuddin
et al. 2017][Hofstede et al. 2014]. A fonte de dados é um dos fatores que determinam
quais os tipos de ataques serão detectados, implicando também a escalabilidade, que
deve  ser  levada  em consideração  para  a  implantação  da  solução  em grandes  redes
[Amaral et al. 2017].
A utilização dos fluxos IP é uma alternativa para o gerenciamento de redes, pois
podem minimizar o volume de dados coletados, processados e armazenados. Um fluxo
pode ser definido como uma sequência de pacotes unidirecional contendo propriedades
comuns,  como  endereços  de  IP  de  origem  e  destino,  porta  de  origem  e  destino  e
protocolo  observados  em  um  intervalo  de  tempo  [IETF  2018].  Esta  abordagem
possibilita  a  amostragem  de  pacotes  que  permite  configurar  nos  dispositivos
exportadores (e.g.,  roteador), a coleta de um número menor de pacotes em um fluxo
(e.g.,  1:100  –  coleta  1  pacote  a  cada  100  observados)  minimizando  ainda  mais  o
problema de armazenamento e de processamento dos dados. Esta fonte de dados tem
sido utilizada na literatura para a detecção de ataques em SDN [Aizuddin et al.  2017]
[Giotis et al. 2014][Hofstede et al. 2014].
3. Trabalhos relacionados
Trabalhos têm sido propostos na literatura a fim de realizar a detecção de ataques em
seu estágio inicial em uma rede definida por software. 
Em  [Pandikumar  et  al. 2017]  é  proposto  um  mecanismo  para  detectar
antecipadamente  os  ataques  DDoS  em  SDN  com  multicontroladores.  A  solução  é
implementada dentro do controlador com o objetivo de evitar a sobrecarga no pico do
ataque. É utilizado o cálculo de entropia associado ao IP de destino em uma janela de
50  pacotes  que  chegam  ao  controlador  e  este  valor  comparado  com  um  limiar
estabelecido.  É  considerado  um  ataque  quando  o  valor  dos  cálculos  de  entropia
permanecerem abaixo do limiar por cinco janelas consecutivas. Para mitigar o ataque é
alterado o tempo de permanência dos fluxos maliciosos nos elementos de comutação
para um período mais curto com o intuído de evitar a sobrecarga dos switches devido ao
seu limite de recurso. 
Foram  abordados  em  [Nayana  et  al. 2015]  dois  principais  problemas,  a
mitigação do ataques DDoS e o balanceamento de carga em uma SDN. Como solução,
foi desenvolvido uma aplicação que é executada pelo controlador sFlow-RT que recebe
como entrada,  os fluxos contínuos de datagramas. Para verificar a ocorrência de um
ataque,  uma métrica contendo o número de pacotes trafegados na rede é comparada
com um limiar estabelecido. Se o valor encontrado exceder o limiar, será inserido no
switch uma regra através do protocolo OpenFlow para bloquear o tráfego malicioso.
Para o balanceamento de carga foram utilizados o algoritmo round-robin e um método
de política aleatória a fim de maximizar a taxa de transferência,  reduzir o tempo de
resposta e evitar a sobrecarga da rede.
Em [Singh et al. 2015], foi desenvolvido um mecanismo de prevenção de ataque
DoS baseado em uma infraestrutura de rede definida por software dividido em quatro
etapas. Cada etapa é responsável por efetuar uma ação com o intuído de interromper a
fonte  causadora  do  tráfego  intenso,  caso  continue,  a  etapa  seguinte  é  acionada.  A
primeira etapa analisa o número de pacotes por segundo, se o valor exceder 1.000, o
tráfego é direcionado para um mecanismo de  buffering que armazena os pacotes em
uma fila.  A segunda etapa realiza o bloqueio durante um período de tempo de 100
segundos. Na terceira etapa, é gerado um pacote de solicitação ECO por três tentativas
solicitando a diminuição da taxa de transferência de envio. Se todas as etapas não forem
suficientes, é identificado a ocorrência de um ataque. Mediante a este fator, a quarta
etapa é acionada bloqueando o IP do atacante através de um comando enviado pelo
controlador.
No trabalho de [Wang et al. 2015] buscou-se prevenir a perda da funcionalidade
da  infraestrutura  SDN e  dos  tráfegos  normais  durante  um ataque  DoS.  A  solução
desenvolvida  chamada  FloodGuard,  possui  dois  módulos  implementados  como
aplicações de controle. O primeiro módulo  tem a função de dinamicamente inserir as
regras de fluxo de forma proativa em tempo de execução por meio de uma análise das
mensagens  de  packet_in gerenciadas  pelo  controlador.  As regras  proativas  visam a
separação dos fluxos normais dos maliciosos evitando a sobrecarga do plano de dados e
controle. O segundo módulo armazena temporariamente em um dispositivo os fluxos
provenientes do ataque e os envia ao controlador  por meio do agendamento  round-
robin e  com  uma  taxa  limitada.  Para  detectar  a  ocorrência  de  um  ataque,  foi
desenvolvido um algoritmo de detecção que com base em um limiar, compara a taxa
real de tempo das mensagens de packet_in e a utilização dos recursos de infraestrutura.
Diferente das soluções encontrados na literatura, neste trabalho busca-se reduzir
o tempo de processamento na fase de análise dos dados através da utilização dos fluxos
IP como fonte de dados em vez de pacotes. Outra contribuição, é avaliar a capacidade e
a sensibilidade do módulo de detecção para identificar e classificar um ataque com o
tempo  de  duração  reduzido  (e.g.,  1  segundo).  Pelo  nosso  conhecimento,  este  é  o
primeiro  trabalho  na  literatura  que  busca  analisar  a  capacidade  do  detector  e  sua
acurácia em uma janela temporal  de 60 segundos com a duração do ataque em um
período menor que 10 segundos. Por meio destas medidas e explorando os benefícios
das redes definidas  por  software em relação a viabilidade da execução de ações de
reparo, busca-se mitigar o ataque em seu estágio inicial.
4. Implementação
O mecanismo desenvolvido neste trabalho é composto por três módulos principais que
são acionados ao término de cada etapa conforme apresentado na Figura 2.
O primeiro módulo denominado Flow Collector (FC) realiza a coleta dos fluxos
IP  da rede.  Para  isso,  pode ser  habilitado  a  exportação dos fluxos IP  utilizando os
protocolos sFlow, IPFIX e NetFlow suportado pelos  switches virtuais. Neste trabalho
foi utilizado o protocolo NetFlow v.9 que reúne como características básicas de cada
fluxo a data, hora, duração, protocolo, IP e porta de origem e destino, quantidade de
pacotes, quantidade de bytes e quantidade de fluxos. Foi configurado a exportação dos
fluxos para uma máquina coletora contendo a ferramenta Nfcapd. Os fluxos coletados,
denominados de  raw flows necessitam de um processamento para tornaram-se em um
formato acessível (e.g., .txt) e para este fim, a ferramenta Nfdump foi utilizada.
O segundo módulo chamado Network Attack Detector (NAD) foi desenvolvido
em nosso trabalho anterior [Amaral et al. 2017] e tem por objetivo realizar a detecção e
classificação de anomalias de rede utilizando uma análise das características dos fluxos
IP.  O detector é baseado na teoria de grafos e entropia de Tsallis [Tsallis 1988].  A
classificação dos ataques é baseada em regras e a análise pode ser realizada com ou sem
amostragem, contudo, as altas taxas de amostragem podem tornar a detecção ainda mais
complexa, em função de que apenas uma parte da amostra dos dados estará disponível
para análise. A entropia de Tsallis possui o parâmetro entrópico q conforme mostrado
em  (1)  permitindo  controlar  a  sensibilidade  da  detecção.  Através  disto,  é  possível
detectar os ataques cujos fluxos IP são coletados em uma curta janela de tempo e/ou que
geram poucos pacotes em um fluxo (e.g., network scan). Assim, mesmo em um cenário
com um volume de dados reduzido para a análise é possível a detecção de eventos
anômalos com uma baixa taxa de falso positivo e/ou falso negativo. Estas são algumas
das  justificativas  para  escolha  da  entropia  de  Tsallis  em  relação  a  de  Shannon
(tipicamente utilizada na literatura) [Wagner and Plattner  2005].
Figura 2 - Arquitetura da solução proposta.
(1)
O módulo NAD ao detectar um ataque classificará e gerará como saída diversos
dados, dentre eles o tipo do ataque, o IP do atacante e IP do dispositivo alvo. Estes
dados servem como entrada para o terceiro módulo denominado Action Executor (AE),
que é responsável pela aplicação automatizada de ações de mitigação. A implementação
do  AE  é  baseada  no  módulo  Static  Entry  Pusher (SEP)  presente  no  controlador
Floodlight,  que  permite  a  consulta,  inserção  e  exclusão  das  regras  de  fluxos  nos
switches OpenFlow  utilizando  uma  API  REST  (Representational  State  Transfer
Application  Programming  Interface)  [Izard  2017].  O  AE  se  torna  uma  interface
simplificada,  porém eficaz,  que após a detecção de um ataque,  inseri  uma regra na
tabela de fluxo do elemento de comutação cujo tráfego malicioso se origina, contendo
uma ação responsável por rejeitar todos os fluxos trafegados entre estes endereços.
5. Resultados e discussão
Para  validar  a  solução  proposta  foram  realizados  diversos  experimentos  em  um
ambiente virtual SDN através da ferramenta Mininet. Foi criada uma topologia de rede
conforme  a  Figura  3,  contendo  5  switches virtuais  simulados  pelo  Open  vSwitch,
habilitados com a tecnologia OpenFlow e um total de 9 hosts. O computador utilizado
nos experimentos foi um Intel i7-4510U de 2.00 GHz, com 8 GB de memória e 1 TB de
disco rígido e o ambiente criado foi executado em uma máquina virtual com sistema
operacional Ubuntu 16.04.
Com  base  nas  limitações  de  hardware  supracitadas  e  por  não  haver  uma
infraestrutura SDN disponível no campus onde foram realizados os testes, optou-se por
replicar  um  ataque  de  rede  com  uma  escala  menor  e  com  o  número  de  fluxos
concorrentes reduzidos. Contudo, os parâmetros utilizados para a realização dos ataques
são comumente utilizados em um cenário real e segundo [Open Networking Foundation
2018a]  a  simulação  realizada  pelo  Mininet,  executa  aplicativos  de  rede  padrão
Unix/Linux, bem como o kernel do Linux e a pilha de protocolos de rede. Vale ressaltar
que um dos enfoques do trabalho está em mostrar que a ocorrência do ataque de rede do
tipo DoS afeta toda a infraestrutura de uma rede SDN, independente da sua escala.
 Para os experimentos, foi realizado um ataque DoS do tipo TCP flooding com
as portas de origem aleatórias através da ferramenta hping3.  Foi configurado que o
atacante (IP 192.168.0.3) enviasse 100 pacotes por segundo cada um com 118 bytes,
para a porta 20 do dispositivo alvo (IP 192.168.0.7). Os demais hosts presentes na rede
comunicaram-se através de pacotes ICMP (Internet Control Message Protocol)  echo
request e reply com tamanhos de 98 bytes e uma taxa normal de transmissão. Embora o
Figura 3 - Topologia da rede utilizada nos experimentos.
alvo escolhido nos experimentos seja um host, os switches OpenFlow e o controlador
são  seriamente  afetados  na  ocorrência  do  ataque  em  função  da  sobrecarga  de
comunicação ocorrida entre eles. 
Foi definido uma janela temporal de 60 segundos para a coleta dos fluxos IP
realizada pelo módulo FC. A definição da janela utilizada para a obtenção da fonte de
dados é crucial,  pois por padrão um fluxo IP pode permanecer  ativo por um longo
tempo até o seu término. Segundo [Couto 2012], os fluxos podem se manter ativos até
30 minutos na cache de um roteador, e ocorrendo este período, eles serão expirados e
exportados. Porém, aguardar um longo período durante a ocorrência de um ataque pode
resultar em sérios prejuízos para a rede. Segundo [Brauckhoff  et al.  2012] diferentes
janelas de tempo são encontradas na literatura  como 900,  600,  300 e 60 segundos.
Devido a constante comunicação entre os switches OpenFlow e o controlador, aguardar
um período de tempo superior a 60 segundos pode acarretar a indisponibilidade destes
elementos.
Para avaliar a sensibilidade do módulo NAD foi reduzida a duração do ataque
DoS na janela temporal definida. Foram realizados diversos testes com a duração do
ataque variando entre 1 a 10 segundos e os resultados para os cinco primeiros testes
podem ser observados na Tabela 1. 
Tabela 1 - Resultados para a janela temporal de 60 segundos com a variação
da duração do ataque ocorrendo de 1 a 5 segundos.
Duração do ataque
(segundos) 1 2 3 4 5
Tempo de processamento
(milissegundos) 154 230 273 342 342
Total de pacotes 2728 5114 7891 13502 15141
Total de fluxos 2029 4559 7264 12862 14454
Total de fluxos anômalos 1790 4350 6975 12570 14204
Total de Kilobytes 242.9 434.7 677.6 1126.4 1331.2
TPR 100% 100% 100% 100% 100%
FPR 0% 0% 0% 0% 0%
Para  avaliar  qual  foi  o  menor  período  de  duração  do  ataque que  a  solução
conseguiu detectar e qual o parâmetro entrópico q foi o mais adequado para o detector,
os indicadores TPR (True Positive Rate)  (2)  e FPR (False Positive Rate)  (3) foram
utilizados como referência nos testes [Bhuyan  et al.  2014]. O TPR tem por objetivo
mensurar a taxa de sucesso obtida na detecção, enquanto o FPR indica o oposto.
A variável TP (True Positive) representa os fluxos que eram anômalos e foram
devidamente  detectados  e  a  FP  (False  Positive)  representa  os  fluxos  que  eram
anômalos, mas foram considerados normais. A variável TN (True Negative) representa
o número de fluxos que eram normais e foram considerados normais e a FN (False
Negative) o número de fluxos que eram normais, mas, foram considerados anômalos.
Conforme  apresentado  na  Tabela  1 os  resultados  mostram  a  capacidade  do
módulo NAD em detectar um ataque com uma TPR de 100% e 0% de FPR, mesmo
com um ataque durando 1 segundo. A alta sensibilidade do detector utilizando um valor
entrópico  q = 1 permitiu a detecção e classificação da ocorrência do ataque em seus
primeiros fluxos. Vale salientar,  que o objetivo deste trabalho não é apresentar uma
(3)
(2)
solução panaceia capaz de detectar todos os ataques de rede com uma TPR de 100%.
Nos experimentos realizados com o ataque TCP flooding foi testado diferentes valores
para q (de -1,3 à 1,3) e o valor entrópico escolhido, foi o que permitiu avaliar qual era a
janela temporal e o volume mínimo de dados necessários para a detecção do ataque.
Ajustes neste parâmetro podem ser requeridos para outros tipos de ataques, porém, esta
análise está fora do escopo deste artigo e será realizada em trabalhos futuros.
Conforme a Figura 4, o tempo total levado pelo NAD para o processamento dos
fluxos  em todos  os  testes  foram menores  de  1  segundo.  No cenário  com a  menor
duração do ataque,  o tempo de resposta para o acionamento  do módulo AE foi  de
60.154 segundos enquanto que no maior, foi de 60.646 segundos. Nota-se uma redução
de 76.16% no tempo de processamento entre a duração do ataque de 10 segundos para 1
segundo.  Este  fator  proporcionou  uma  rápida  resposta  que  em  conjunto  com  a
mitigação realizada pelo AE permitiram a interrupção do ataque DoS em seu estágio
inicial preservando a disponibilidade de toda a infraestrutura SDN. Em todos os testes
realizados a regra inserida pelo AE na tabela de fluxo do  switch OpenFlow onde se
originou  o  ataque  foi  executada  com  sucesso.  A  comunicação  foi  interrompida
unidirecionalmente permitindo o dispositivo alvo se comunicar normalmente com os
demais  hosts. Este procedimento foi possível por meio da homogeneidade e controle
proporcionados pela arquitetura SDN.
Foi observado que devido a alta sensibilidade da solução para identificar  um
evento  anômalo  na  rede  mesmo  com  um  conjunto  de  dados  reduzido,  é  possível
diminuir ainda mais a janela temporal de 60 segundos para os valores equivalentes aos
utilizados na duração do ataque. Esta alteração poderá impactar diretamente o tempo de
resposta da solução e embora citada, será abordada em um trabalho futuro. Além disso,
a  solução  proposta  neste  trabalho  proporciona  uma  visão  holística  da  rede  para  o
administrador  de  rede,  destacando  em vermelho  os  dispositivos  afetados  no  ataque
conforme mostra a Figura 5. Nota-se, que a linha do atacante (IP 192.168.0.3) para o
alvo  (IP  192.168.0.7)  é  consideravelmente  mais  larga,  representando  uma  maior
proporção no número de fluxos IP trocados pelos dois dispositivos.
Figura 4 - Tempo de processamento do módulo NAD em relação a
duração do ataque DoS.
6. Considerações finais
Foi proposto neste trabalho uma solução para detectar um ataque DoS em seu estágio
inicial e aplicar ações de reparo em uma rede definida por software simulada em um
ambiente  virtual.  O  objetivo  principal  destas  ações  são  de  evitar  a  sobrecarga  do
controlador  e consequentemente o comprometimento da disponibilidade dos serviços
prestados pela rede. Através de diferentes testes realizados com uma janela temporal de
60 segundos e períodos de duração de um ataque variando entre 1 a 10 segundos, foi
possível  mensurar  o  menor  tempo  alcançado  pelo  NAD para  o  processamento  dos
fluxos  IP,  resultando  em um total  154 milissegundos.  A possibilidade  do  ajuste  da
sensibilidade da solução e a escolha dos fluxos IP como fonte de dados, permitiram a
detecção e classificação de um ataque nos seus primeiros fluxos, permitindo assim, a
aplicação de ações automáticas para bloqueá-lo através do módulo AE. Como trabalho
futuro a solução proposta será comparada com outras abordagens, como os algoritmos
de aprendizado de máquina.
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