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ABSTRACT
Autonomous underwater vehicles (AUVs) are increasingly being used in commercial, mil-
itary and scientific organisations for various applications ranging from hull inspections
to underwater explorations. Despite the steady growth in applications, communication
with the AUVs has been the major challenge, mainly due to the cost and limited avail-
ability of underwater communication system. Therefore, AUVs are required to have a
higher degree of autonomy compared to the land based and aerial autonomous vehicles.
In addition to the lack of communication, AUVs cannot measure their position or orien-
tation with high accuracy since many states are calculated or corrected based on internal
observers which employ other measurements and mathematical models. Popular meth-
ods of motion control and inertial navigation for AUVs require costly experiments as
the mathematical representation of the vehicle is used for the prediction and correction
of states, controller deduction and the tuning procedure.
New non-parametric algorithms for inertial navigation and motion control are required
as the standard techniques employ a very complex mathematical model of the vehicle
that usually is just an approximation as it is calculated based on ideal conditions. New
non-parametric models can lead to the improvement of position estimation and robust
control of a vehicle as these models are estimated over real data from the platform and
they can include models of perturbances. Machine learning has become a principal tool
in robotic applications as drones, autonomous vehicles and earth bioinspired robots.
A specific method of machine learning that can be employed for the construction of
non-parametric models is Gaussian Processes (GPs). GPs are based on the theory that
natural phenomena can be fitted to a multivariable Gaussian distribution.
This research started with an investigation to check whether Multi-output Gaussian Pro-
cesses are capable of producing a non-parametric GPs model for ships and underwater
vehicles with the advantage of being able to represent the relation between the outputs.
In a similar way, it was researched whether GPs can be employed for post-processing
of pressure sensors data to estimate the vehicle speed without other types of sensors.
Another application explored was the application of GP-UKF (Gaussian processes un-
scented Kalman Filter) for navigation. GP-UKF was successfully simulated to navigate
an underwater vehicle without the need to recognize a mathematical model as the model
used is a GPs model identified in previous experiments. Finally, GPs were employed
to learn a policy for motion control of an underwater vehicle via the application of
model-based reinforced learning based on the use of a GP model. Reinforced learning
with GPs model was shown to be a faster option than non-model standard reinforced
learning techniques with less quantity of experiments and calibration required over the
platform to learn a policy to control underwater vehicles.
The results presented in this thesis prove that GPs are able to model autonomous
underwater vehicle in an effective way by the application of multi-output GPs, allowing a
series of possible applications in underwater vehicles. From all the possible applications,
this thesis explored the application for post-processing of sensors data for measurement
of speed-based on the difference of pressure around the head of the vehicle while the
vehicle is in motion. Also, it was researched their employment as the internal model
for inertial navigation algorithms such as the unscented Kalman filter for improvement
in the prediction and correction of measurement. A final application of GPs for model
based reinforced learning algorithms was as a reference model to allow the learning of
policies for motion control for underwater vehicles.
The contributions of this thesis start by establishing that GPs are capable of effectively
creating a non-parametric model-based on Gaussian distribution from an underwater
vehicle data. Additionally, it is established that GPs non-parametric models are a solu-
tion for the creation of transfer functions between raw sensor data as a pressure sensor
array to vehicle speed for AUVs. It has been shown that GPs non-parametric models
from underwater vehicles allow more robust navigation system by their integration as
the internal model in an unscented Kalman filter. Also, their application to navigation
to allow a faster calibration by removing the requirement of tuning of the variance ma-
trices of state and measurement as these matrices are produced by the non-parametric
model. A final contribution of this thesis is the use of GPs non-parametric models for
model based reinforced learning by the search of policies for waypoint tracking and path
tracking with a low quantity of trials require and overperforming common robust PID
controllers.
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Chapter 1
Introduction





An autonomous underwater vehicle (AUV) is a specialised robotic platform with either
a relative or absolute degree of autonomy [1]. The number of AUVs in operation is ever
increasing due to the growing needs of commercial, military and scientific organisations
[2, 3]. This need is dictated by the inherent nature of AUVs to meet especially chal-
lenging mission requirements in high-risk (and usually unknown) environments with the
absence of global positioning system (GPS) signal, high pressure due to water depth,
limited energy, and long-time missions without direct communication to the vehicle.
AUVs can be categorised in relation to the degree of motion control obtainable over
each degree -of -freedom of the vehicle. An AUV with multiple thrusters and fins can be
fully actuated or underactuated, and these AUVs reach the category of fully actuated if
the control system of thrusters and fins can control and move the vehicle in any direction
without direct coupling to other degrees of freedom. On the other hand, underactuated
AUVs are vehicles with a limited number of thrusters and fins. Underactuated vehicles
cannot control all their movement directions as some movements are directly coupled
to opposite control actuators. The most common configuration for this type of AUV
is a single thruster with two pairs of fins on a torpedo-shape form, which is configured
for control over three degrees of freedom (surge, yaw, pitch) [3]. This configuration of
underactuated AUV is the most popular as they are the most energy-efficient design, in
spite of the highly complex control required.
A critical step in achieving a degree of autonomy is the correct implementation of navi-
gation algorithms and motion-control algorithms capable of locating the vehicle in space
and directing the vehicle to a waypoint or path designed by an internal or external mis-
sion planner. In general, the process of designing a motion controller can be divided into
three steps: identification, motion-controller design, and tuning. In the case of AUVs,
the controller needs to be paired with an inertial navigation system. Both the controller
and navigation system commonly require knowledge of hydrodynamic coefficients to cre-
ate a mathematical model. he precision and accuracy of the navigation system will be
reflected in the results of the motion-control algorithm.
The inertial navigation system of underwater vehicles is of high importance. In the
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core of the navigation system, an inertial measurement unit composed of gyroscopes,
accelerometers and compasses is employed to calculate the vehicle orientation and veloc-
ities [4]. However, this configuration has a weakness, i.e. the integration of the kinematic
acceleration signal will produce a drift of the resultant position. This can be overcome
by the use of other sensors such as a Doppler velocity log (DVL). However, for many
missions it is not possible to measure the vehicle position or velocities as there is not a
surface against which the measurement can be made with DVL sensors. The prediction
and correction of a variable based on the measurement from an inertial motion unit are
conducted usually by observers who employ an internal mathematical model to predict
the vehicle state and overcome noise. Kalman filters such as the non-linear extended
Kalman filter and the unscented Kalman filter are commonly employed [5].
The motion control of underwater vehicles can be categorised by the application of
specific methodologies. In commercial vehicles, linear controllers are commonly used
such as PID and linear quadratic regulator [6]. Other techniques such as linear quadratic
Gaussian that overcome signals with Gaussian noise or incomplete state information
have been explored [7]. Non-linear methodologies such as sliding mode controller [8]
and methodologies that use Lyapunov and backstepping techniques have been proposed
as possible robust solutions [9]. All these methodologies of motion control, linear or
non-linear, require the use of a mathematical model for the formulation of the controller
or at least for calibration as this step can also take considerable time. Furthermore, field
experiments for calibration can put the vehicle at additional risk.
The quality of the internal mathematical model commonly is directly linked to the
precision of the inertial navigation and this will reflect on the accuracy of the controller
and success of a mission. Any reduction of noise over the measurement will lessen the
grade of robustness required in the motion controller. In the same way, a good prediction
of the position will reduce the need for ascending to the surface to obtain GPS signal to
correct the drift of the inertial navigation system [10]. Similarly, non-linear controllers
employ coefficient-based models as part of the controller equations. If the calculated
values are incorrect, the error can affect the performance of the vehicle and can produce
undesired results, possibly leading to loss of vehicle control [2].
1.1. BACKGROUND 4
A solution to this problem of the calculation of coefficients for a formulated mathematical
model is the use of machine learning algorithms. Machine learning algorithms have been
employed to identify hydrodynamic coefficients or to compensate for unknown variables.
The preferred machine learning family of algorithms has been neural networks. Different
neural network controller schemes have been suggested and implemented in the past
[11], some of which have been particularly applied to the underwater vehicle control
problem, e.g. supervised control; direct inverse control; model reference control; critic
control; internal model control; and predictive control.
Robotics research for autonomous vehicles has focused in recent years on the applica-
tion of machine learning algorithms for a greater grade of autonomy by learning from
experience. This research has developed novel techniques that do not require previous
knowledge of the platform for navigation or control. However, robotic research has pri-
marily focused on machine learning to reduce the requirement of mathematical models
for land and air vehicles while research for AUVs has lagged behind as many algorithms
have difficulties in being applied to underwater platforms. In many cases, the research
for underwater platforms has been in the application of neural network methodologies.
However, there are other types of algorithms that can be employed. A Gaussian Process
(GP) is a technique of machine learning that belongs to the class of black-box models.
GPs are based on the use of probabilistic functions to fit a set of data. GPs differ from
most other approaches in that they do not try to approximate the modelled system by
fitting the parameters of the selected basis functions, but rather they search for the
relationship among the measured data [12].
GPs have a series of benefits that can be useful for application in underwater vehicles:
1. smaller number of identification data is required;
2. prior knowledge about the vehicle can be included;
3. work with data that are noisy; and
4. the prediction model contains a measure of confidence.
In the case of underwater vehicles, the ability of GPs to overcome noisy platforms and
the measurements of confidence are advantages that can be exploited in navigation and
control. In navigation, the confidence measurement can be employed to produce the
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covariance matrices of the Kalman filter to correct and predict the measurement. GPs
can also be employed in model-based RL (reinforced learning). Model-based RL employs
an internal model to find a policy capable of controlling a vehicle by using a gradient
descent methodology. GPs can generate a mathematical model of an AUV with a small
quantity of episodes, resulting in faster learning.
1.2 Research Questions
The aims of the project are to investigate the applicability of GPs to system identification
of underwater vehicles for the production of a non-parametric model based in data that
can be measured and explore some application that potentially can benefit from the use
of non-parametric models. Thus, the specific research question for this project is:
Can GPs be used for system identification of AUVs and what applications
can benefit from the use of a non-parametric model?
As dynamic identification with GPs has never been applied to marine vehicles, an initial
set of simulation with a container ship was employed to develop a methodology. The
lesson learned allowed the implementation for underactuated AUVs. After the successful
application of GPs for system identification, the possible applications selected were based
in the development of the platform MULLAYA (MULLAYA AUV is a platform for
engineering research of underwater vehicles from the Australian Department of Defence
Science and Technology) and the experiments or simulations that the platform at the
moment is capable of execute.
1.3 Scope and Limitations of the Project
The scope of this project refer to the innovative application of GPs to obtain a dynamic
non-parametric model of underwater vehicles and the application of such models to im-
prove navigation and control of underwater vehicles. The limitation of this project are
based on the limitations of possible experiments, simulation scenarios, future develop-
ment and safety requirements of the platform MULLAYA.
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1.4 Novel Aspects of the Research
The novel aspects of this research are derived from the use of GPs for the application
of GPs into underwater vehicle identification, navigation and control. The research
has explored several possibilities for the application of GPs, and the results can be
categorised as:
1. This is a pioneering study where for first time it is applied the dynamic system
identification with multi-output GPs to underactuated ships;
2. This study is the first instance where a non-parametric model who maintain the
relation between the outputs of system is obtained by the application of multi-
output GPs to underactuated AUVs;
3. This study for the first time shows the application of machine learning methodolo-
gies for the post-processing of pressure sensors data for surge speed measurement
of underwater vehicles;
4. Employment for the first time of GP-unscented Kalman filter for prediction and
correction of position and orientation of underwater vehicles; and
5. For the first time on this study is shown that reinforced learning can be applied to
underactuated AUVs with a small quantity of experiments with the application of
non-parametric model based reinforced learning control.
These applications of GPs were chosen in accordance of the present and future develop-
ment of the platform MULLAYA.
1.5 Outline of Thesis
This thesis consists of scientific papers supplemented by supporting chapters, which
follow a structure as outlined below.
Chapter 2: Introduces the multi-output GPs as a solution for system identification(SI)
of marine vehicles. A simulation of a container ship model is employed to obtain data
to train the GPs model, and a series of quality parameters are employed to measure the
reliability.
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Chapter 3: Introduces the multi-output GPs as a solution for SI of underwater vehicles.
A simulation of a REMUS 100 model is employed to obtain data to train the GPs model,
and a series of quality parameters are employed to measure the reliability.
Chapter 4: Shows the applicability of machine learning algorithms to post processes
pressure measurement from an underwater vehicle to predict the surge velocity.
Chapter 5: Outlines and discusses the application of GP-UKF to predict and correct
the measurements from the inertial navigation system of an underwater vehicle.
Chapter 6: Shows the semi-empirical calculation of the hydrodynamic coefficients of
MULLAYA AUV and its comparison with experiments.
Chapter 7: Explore the applicability of model-based reinforced learning with a GPs
model to learn control policies for waypoint tracking, depth control and path tracking.
Chapter 8: Presents conclusions drawn from the study and suggests avenues for future
research.
This page is intentionally left blank.
Chapter 2
Non-parametric Dynamic System
Identification of Ships Using
Multi-Output Gaussian Processes
This chapter present a first apporach to system identification of underactuated AUVs
by the application to a more simple underactuated ship model and it has been published




Dynamic modelling of oceanic vehicles including surface ships, semisubmersibles/ sub-
mersible platforms, and unmanned underwater vehicles is an active research field due to
the application importance of these vessels such as goods transport, oil and gas explo-
ration [14], underwater survey, and fishery. The common approach to modelling such
vehicles is the use of Newtonian-Lagrangian mathematical models which are usually
predefined. However, the presence of unaccounted dynamics caused by parametric and
non-parametric uncertainties in a predefined model can increase the error between the
predicted output and the real output. The cause of these uncertainties is commonly
attributed to ocean currents, waves, wind, and hydrodynamic interaction with nearby
structures. Since oceanic vehicles operate in dynamically changing environments perfor-
mance of traditional controllers such as PID, LQR, and backstepping controllers [15, 16]
degrade over time of operation as they require an initial offline design, calibration and
are directly dependent on the predefined system parameters. An optional approach to
predefined mathematical modelling is the use of non-parametric system identification
(SI) methods. In this context, the application of modern machine learning algorithms
that are capable of producing evolutionary adaptability to the environment has been
identified as a promising approach for SI [17]. The present study focuses on its applica-
tion for the identification of surface ship dynamics.
There are multiple mathematical models for the representation of ships dynamics. Some
models are 3 DoF models where the surge, sway and yaw are represented by linear
and nonlinear equations [18]. Other more advanced models such as [19]used a 4 DoF
nonlinear model for ships including the rolling effect. The dynamic modelling of ship is
a prerequisite for the design of its autopilot, navigation, steering control, and damage
identification systems. The exactitude of the model can lead to the reduction of fuel
consumption [20] by the correct tuning of an autopilot, better vehicle stability, and less
stress over the vehicle structure [21] and the possibility of advanced algorithms such as
automatic ship berthing [22].
Dynamic mathematical models are usually obtained by the application of Newtonian and
Lagrangian mechanics, which lead to a complex system of coupled equations defined
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by a series of parameters. The parameters are the representation of added masses,
hydrodynamics damping constants, and constants related directly with control forces
such as propellers and rudders. Over the years, multiple methods have been developed
to determine the hydrodynamic parameters of ships, e.g. empirical formulas, captive
model test, computational fluid dynamics (CFD) calculation and parameter estimation
based in SI. The most recognized and accepted method is captive model test with planar
motion mechanics [23]. This method requires the use of sophisticate facilities such as
towing tanks, rotating arms and planar motion mechanism to produce the required ship
manoeuvres that allow the parameters to be identified. These manoeuvres can also be
replicated virtually via CFD which can be a more affordable option [24]. However, as the
accuracy of CFD is highly dependent on the numerical settings and requires validation,
physical experiments are still preferred over computational solutions.
Parameter estimation based in SI methodologies offer a practical way to identify the hy-
drodynamic parameters of a ship model or a complete model. The data source for SI can
be free-running model tests or full-scales trials of existing ships. SI can be categorized in
two groups, parametric and non-parametric identification. Parametric identification is
based on the use of numerical methods to obtain the hydrodynamics parameters of pro-
posed mathematical models with unknown parameters. Alternatively, non-parametric
identification is based on the use of single or multiple kernel functions to create a non-
physics related mathematical model which is tuned by a learning procedure that uses
data obtained from the original system. Methods like Extended Kalman Filter [25, 26],
Unscented Kalman Filter[27], Estimation-Before-Modelling [28], and Backstepping [29]
are the most popular numerical methods for coefficient estimation. However, these meth-
ods can suffer from linearization and convergence errors. Therefore, more advanced SI
methods from machine learning, e.g. neural networks [30], and support vector machines
[31] had found their space in parametric ship SI with the use of specific structures (NN)
or specific selection of kernel functions(SVM), these specific structure allow the tech-
niques to calculate some coefficients. The principal disadvantage of parametric system
identification is the need of controlled test with low external perturbations and specific
procedures to reduce the interference and nonlinearities between degrees of freedom.
In contrast to the parametric SI, non-parametric SI has the capacity to learn a complete
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model without prior knowledge of the system structure. This learning procedure leads
to a simpler model with fewer parameters. Non-parametric SI brings the possibility of
incorporating online learning giving the ability to improve the adaptability of the model.
The capability to adapt to change is very important for application of evolutionary
control techniques and damage identification. The most recognized method of non-
parametric identification for ships is recursive neural network (RNN). RNN differs over
standard neural networks in the aspect that the structure of the network is organized
hierarchically applying the same set of weights recursively over the structure, to produce
a scalar prediction on it. [32]. This method has been used with success to identify
complex ship designs like catamarans with the final purpose of offline simulation of
ship behaviours [33]. [34] presented a modified version of SVMs to capture the full
coupled system in four degrees of a ship following a similar methodology to RNNs.
The difference between the SVM and the neural network methods is that the SMV is
less prone to overfitting, thus can reach a global optimum and require less memory.
Wang’s proposed a white, grey and black box system, the black box is the result of the
mathematical analysis of the grey black box that leads them to recognize an applicable
kernel. The drawback of neural networks and SVM machine learning methods is the
lack of confident measures, and thus, an error in the prediction cannot be corrected.
Depending on the budget and availability of infrastructure and time, the parametric or
non-parametric model characterization can be chosen for a given system. In the case
of new designs with low complexity, the parametric identification can be carried out
without inconvenience as scale model can be produced and computational CAD files
are available. However, for old oceanic vehicles that require fitting of new technology,
vehicles that require operation in evolving environments, and vehicles with complex
designs the use of non-parametric methods can be more practical.
Nevertheless, not all possible methods of machine learning had found their way to dy-
namic SI of ships. If a neural network is used to generate a non-parametric model
with the inclusion of the variance, the number of hidden units ideally has to be taken
to infinity, in which case it turns that a neural network with infinite hidden layers is
equivalent to another machine learning method known as Gaussian Processes [35]. GPs
is a well-established method in fields such as geostatistics, where the GPs method is
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renamed ‘kriging’ [36]. In GPs based SI the model is built over input-output data and
a covariance function is used to characterise the ship behaviour. The advantage of GPs
is their ability to work with small quantities of data and noisy data, and the predicted
results consist of a mean and variance value. The variance of a future prediction can be
used for other purposes as well such as control and model based fault detection since it
contains a measure of confidence. [37] and [38] described the application of GPs for the
identification of nonlinear dynamics system and provided examples over simple input
and single outputs systems. The standard technique of modelling multi-output systems
as a combination of single output GPs has the disadvantage of not modelling the cou-
pling relationships among the outputs of a system as a ship. A ship is a system with
highly related outputs where the absence of the relation between outputs can carry to
error in prediction.
In the present study, non-parametric dynamic SI for ships is proposed with the use of
multi-output GPs, NARX structure and gradient descent optimization. The output from
the algorithm will be a predictive value and a measure of confidence of the predictive
value. Multi-output GPs is a special case of GPs with the capability to model the
nonlinear behaviour and coupling among outputs of a multi-output system. Ships are
ideal candidates for the use of multi-output GPs owing to their dynamic system with
highly coupled outputs, i.e. the ship’s motion in 4 DoF. The present implementation was
made over data obtained from a non-conventional zig-zag test with variable frequency of
a 4 DoF simulated container ship. Multiple sample times and data length were tested to
find the best metric that can describe a ship. In addition to the algorithm development,
another immediate objective of the study is the demonstration of the viability of GPs
in modelling ships.
2.2 Nonlinear Dynamic Ship Model
[19] proposed a 4 DoF (surge, sway, yaw and pitch) mathematical nonlinear model for
ships including the contribution from hydrodynamics added masses. In respect to a
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ly . The vector [X,Y,K,N ] expresses the forces over the vehicle and can be defined as:
X = X(u) + (1− t)T +Xvrvr +Xvvv2 +Xrrr2
+Xφφφ
2 +Xδ sin(δ) + cRXFN sin δ










2 + Yδ cos(δ)
− (1 + aH) zRFN cos δ
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+ (xR + aHxH) zRFN cos δ
(2.2)
where:
X(u) = function dependent on the velocity X|u|u |u|u




As can be seen, the mathematical model is defined by more than 50 parameters including
parameters from the actuation surfaces. An example of the hydrodynamic parameters
and its application can be found in [21].
2.3. DYNAMIC IDENTIFICATION WITH MULTI-OUTPUT GPS 15
2.3 Dynamic Identification with Multi-output GPs
The design of the algorithm for multi-output SI with GPs is based on the previous work
of[12]. The dynamic identification problem can be defined as the search for relation
between a vector formed by delayed samples from the inputs u(k) and outputs y(k− 1)
and the future output values. The relationship can be expressed by the equation:
y(k + 1) = f (z(k),Θ) + v(k) (2.3)
where
f (z(k),Θ)
is a function that maps the sample data vector
z(k)
that contains the vector [u(k − 1),y(k − 1)] to the output space based on the hyper-
parameters Θ . v(k) accounts for the noise and error in the prediction of output y(k).
In the case of dynamic SI, the discrete time variable (k) is presented as an embedded
element in the regression process as it is accounted in the delayed samples.
A requirement for dynamic SI of nonlinear systems is the selection of a nonlinear model
structure as nonlinear autoregressive model with exogenous input (NARX), nonlinear
autoregressive (NAR), nonlinear output-error (NOE), nonlinear finite-impulse response
(NFIR), etc. From all the possible structures, the simpler and most popular structure
to implement is NARX as its predictions are based on previous measurements of the
input signals and output signals and require a more simplified optimization scheme. In
the case of a ship, NARX is the most practical configuration since the measuring points
are restricted to the available sensors. Figure 2.2 shows the NARX configuration for
Dynamic GPs for a simple case of one-input one-output system.
In the case of a single-input single-output structure NARX for a GPs, the inputs signals
are not considered separately as they are grouped into a single vector of dimension n
that derives to an output of single dimension. In the case of a four DoF ship, the system
can be defined a function f who depends of a vector formed by the respective regressors
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function who does not interact with other outputs. If a set of functions {fq (x)}Qq=1 is
considered, where Q is the Output Dimension for a N number of data points, where
each function is expressed as the convolution between a smoothing kernel {kq (x)}Qq=1




kq (x− z)u (z) dz (2.5)
This equation can be generalized for more than one latent function {ur (x)}Rr=1 and
include a corruption function (noise) independent to each of the outputs wq (x) , to
obtain





−∞ kqr (x− z)ur (z) dz + wq (x)
(2.6)
The covariance between two different functions yq (x) and ys (x
′) is:
cov [yq (x) ,ys(x
′)] = cov [fq (x) , fs(x
′)]
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(2.8)
If it is assumed that ur (z) is an independent white noise cov [ur (z) , up(z
′)] = σ2urδrpδz,z′
, equation (2.8) will become:
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′ = k(x′,x′)− k(x′,x)Tk(x,x)−1k(x′,x) (2.11)
A complete explanation over the convolution process can be found in [39] and a complete
implementation in [42].
2.3.2 Learning Hyperparameters
There are two principal methods for learning the hyperparameters Θ, Bayesian model
interference and marginal likelihood. Bayesian inference is based on the assumption that
a prior data of the unknown function to be mapped is known. A posterior distribution
over the function is refined by incorporation of observations. The marginal likelihood
method is based on the aspect that some hyperparameters are going to be more no-
ticeable. Over this base the posterior distribution of hyperparameters can be described
with a unimodal narrow Gaussian distribution.
The learning of GPs hyperparameters Θ is commonly done by the maximization of the
marginal likelihood. The marginal likelihood can be expressed as:










where K is the covariance matrix, N is the number of input learning data points and y
is a vector of learning output data of the form [y1; y2; · · · yN ] . To reduce the calculation
complexity, it is preferred to use the logarithmical marginal likelihood that is obtained
by the application of logarithmic properties to 11.







To find a solution for the maximization of log-likelihood multiples methods of optimiza-
tion can be applied, like, particle swarm optimization, genetic algorithms, or gradient
descent. For deterministic optimization methods, the computation of likelihood partial
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derivatives with respect to each hyperparameter is require. From [43] log-likelihood


















Equation (2.13) gives us the learning process computational complexity, for each cycle
the inverse of the covariance matrix of K has to be calculated. This calculation carries
a complexity O(NM)3 where N is the number of data points and M is the number of
outputs of the system. After learning, the complexity of predicting the value y(k+ 1) is
O (NM) and to predict the mean value σ(k+ 1) is O(NM)2. The higher training com-
plexity O(NM)3 is the major disadvantage of using multi-output GPs. If the number
of data increases the complexity of learning the hyperparameters increases in a cubic
form. Methods such as genetic algorithms, differential equations, and particle swarm
optimization can be applied to avoid the calculation of the marginal likelihood partial
derivatives and thereby reduce the computational time.
2.4 Experiment Setup and Results
2.4.1 Experiment setup
The implementation of [19] mathematical model of a container ship programmed in the
Marine Systems Simulator (Fossen and Perez, 2004) was used to create the required
databases. The container ship particulars can be found in Table 1. A simulation setup
was developed in MATLAB/Simulink to emulate the behaviour of a container ship (Fig-
ure 2.4). 1400 seconds were simulated where the inputs signals are constant shaft speed
in RPM and a cosine signal with frequency change for rudder angle in radians (Fig-
ure 2.5). The objective of not using a standard test as zigzag or turning circle is to
test the ability of GPs for online learning. A sample data point was captured for each
three steps over the input and outputs. A total of 1868 points were captured over four
outputs and 934 point over two input signals. The data set was divided in two sets
of points, the first set of points is used for the model learning, and the second set of
points is used for learning validation. The Validation data is purposely chosen to be
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Table 2.1: Particulars of container ship
Parameter Magnitude
Length overall 175 m
Breadth 25.4 m
Max. Rudder Angle 10 deg
Max. shaft velocity 160 RPM
Displacement Volume 21222 m3
Rudder Area 33.0376 m2
Propeller diameter 6.533 m
beyond the range of training data to test the ability of the method to predict beyond the
training range. Two neural network nonlinear system identification models were also
prepared. The first system (RNN1) was a recurrent neural network system and it has a





each output. The second NN system (NN2) use a common NARX identification method-





for each output. The neural network systems
use a Log-sigmoid transfer function, at different of GPs the training of NN was done
by Levenberg-Marquardt backpropagation. Both neural network systems were trained,
validated, and tested with the same data used for the multi-output GPs. The complete
implementation code can be found at the GitHub Repository 1.
2.4.2 Training and validation
The software written by [42] was softly modified to accept the multidimensional input
vectors and a script was written to implement the NARX structure. The convolution of
two square exponential Gaussian processes and a white noise was chosen as kernel. The
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mathematical model. Each output is affected by the past states of output and rudder
force FN produced by the interaction of the rudder angle and the propeller RPM as
both signals are required for the calculation of FN . Under this assumption different
structures were tested to verify the responsiveness to each regressor. The test showed
that the container ship system is more responsive to regressors from the rudder angle
and the propeller RPM.
The captured output vector was the derivative of surge speed, the speed in sway and
the angular speeds of yaw and roll, [u̇, v, r, p]. As can be seen in equation (2.1) and
equation (2.2) the surge speed is not highly couple to the other system outputs, in our
simulation capturing the surge speed and posterior simulation was not converging to
the real output, in contrast the surge speed derivative shows coupling with other system
outputs. The input signals and outputs were normalized between -1 and 1 to give all
the inputs and outputs the same weight in the learning process.
For the training, the minimization of the negative logarithmical likelihood was used
along with the scaled conjugate gradient with multiple start points to insure convergence.
Figure 2.6 shows the results of GPs training compared to the real system signals, and
the error plots between the predicted and real systems. In all the graphs, a confidence
band 2σ is plotted. The error for the surge derivative is less than 0.02 over the training
data.
The validation data consisted of the real output from the training data with the system
delay (k − 1) in vector form with the delayed commanded inputs. The segments of
results from the validation with the second set of data are depicted in Figure 2.7, the
predicted output and confidence of 2σ band is portrayed in comparison to the original
system. The low validation errors show a good system prediction for the sway speed
and yaw speed. It can be notice that the simulation precision is lose by how far from
the training data the step is. The variance in our validation results increase as the data
used for validation drift away from the trained operational region. This was done with
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2.4.3 Simulation
A third step was implemented in the way of a naive simulation. Methods of control
with non-parametric models require a number of step forward of prediction to be able
to control a system. With the objective of testing the ability to predict a system from
past data, a naive simulation was setup. At each step the output from the simulation is
feedback to the simulation as the past input yi(k − 1) , the initial position and control
signal of rudder and forward speed where used, the naive simulation covers training(0-
700s) and validation data(701-1400s) acquired from the original simulation. Table 2
shows the root mean square error (RMSE), the predicted residual error sum of squares
(PRESS) measurements for the simulation stage over the training and validation data,
and the training time and step simulation time for each of the methodologies. The
RMSE and PRESS value for the proposed GPs are smaller than the other systems.
As evident in Figure 2.8(a-c) NNARX system with the same architecture (marked as
NarxNN) and data as in the multi output GPs has limitations in the capability to predict
the system behaviour beyond the training range in all DoF. The more complex RNN
system (RNN1) produces relatively good results, except in predicting the surge. This is
evident Figure 2.8 (a) where RNN1 results in large deviations from the original system,
especially after 1000s.The yaw output in Figure 2.8(c) shows a higher variance as results
of higher association to the other outputs of the system and similitude to other training
data this is because of normalization of the outputs in the training data. The difference
in capability of prediction of the system is related to their internal functions and how
they relate the training data. In comparison to NNRX and RNN, the multi-output GPs
show similar performance than RNN outside the training horizon in all the DoF. This is
evident in all the results shown in Figure 2.8 with the close match to the system from the
simulation, it can be established that the Gaussian model can be used for applications
as control and failure detection as it can predict future system states with the added




The basic methodology for the use of multiple-output Gaussian distribution for the
identification of ships dynamical models is presented in this paper. The methodology has
been validated with the data obtained from a coupled dynamical system of a container
ship. With the proposed Gaussian model, the large number of system parameters found
in a typical ship model can be reduced to a smaller number of hyperparameters. A
standard validation process of machine learning and prediction over the complete data
set of training and validation were executed to establish the model quality and robustness
of the algorithm. The prediction of the full set of data based in a start value and feedback
from the last prediction step show low error. As the results indicate, multi-output GPs
has the ability to model complex dynamic system having highly coupled outputs and
provide a measure of the confidence represented by the variance.
The use of other methods such as sparse multi-output GPs and the use of more pow-
erful prediction techniques as Taylor series or Montecarlo method can take advantage
of the variance to increase the horizon of cover manoeuvres and the prediction accu-
racy.Although the results obtained look encouraging, conclusion about the practical
value of the method can only be obtained by comparison with other GPs methods and
validation with real data from a ship or other oceanic vehicle.
Chapter 3
Non-parametric Dynamic System
Identification of Underwater Vehicles
Using Multi-Output Gaussian Processes
The present chapter advance over the results obtained in chapter 3 to propose a method-
ology for system identification of underactuated AUV. At the time of submission of this
thesis, the present chapter is under review by the Journal of Transactions of the Institute




Dynamic modelling of unmanned underwater vehicles (UUVs) has been a subject of
interest among researchers since the early days of underwater exploration. Nowadays,
UUVs are extensively employed in research, industry and military applications. Mod-
elling of autonomous underwater vehicles (AUVs) is an important step for design of
mission, control and navigation systems. Thus, accurate modelling and adaptability
of such systems is an important issue due to such extensive applications. The most
common methodologies use a mathematical model which is derived from Newtonian-
Lagrange mechanics. This mathematical model is composed of a series of coefficients
that need to be calculated to obtain an accurate model. Difference between the obtained
model and the reality is usually treated in the literature as noise and in most cases, is
modelled as a Gaussian distribution. A Gaussian distribution can be extended to the
calculation of an approximation to a real model of a vehicle with higher exactitude and
adaptability than a mathematical model[12].
Over the years, multiple methods for the calculation of coefficients of underwater vehicles
have been proposed. One way to obtain the hydrodynamic coefficients is to perform a
series of captive model tests such as rotating arm and planar motion mechanics [44–46].
Another common technique for the hydrodynamic coefficient calculation is the use of
computational fluid dynamics (CFD) [47]. However, for the successful application, CFD
still requires verification of results with experiments [48].
Nevertheless, research has probed the variability of mathematical models for AUVs as
the vehicle operates in proximity to objects [49], near surface [50] and most commercial
available underwater vehicles with a modular architecture involving variable geometric
and mass. Furthermore, in certain applications, the precision of some coefficients is
require to be within 5
Another procedure to obtain coefficients from a model of an underwater vehicle is the
use of observers. Common algorithms applied to obtain the hydrodynamic coefficients
of AUVs from measured data are least-squares [51, 52], nonlinear Kalman filters such
as extended (EKF) and unscented Kalman filter (UKF) [53]. The EKF requires the
linearization at each time step for the approximation of non-linearities which can be
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difficult to regulate and implement. A method to overcome this is the use of UKF
which applies the unscented transform over a set of methodically chosen samples to
model the system nonlinearity [54]. Other common methodologies are frequency domain
identification [55]), neural networks (NN) [56] and support vector machines (SVM) [57].
The latter two methodologies are machine-learning algorithms and are more commonly
used in online learning of the coefficients and also provide system adaptability. The
adaptation of mathematical model has inherent defects such as the dependency of initial
values, small quantity of coefficients to be updated, ill-conditioned matrix and drift.
Machine learning algorithms are not limited to the calculation of hydrodynamic coeffi-
cients as they can learn to behave as part of the system or the complete system. Multiple
applications have taken advantage of this ability and used NN [58] and SVM [59] to learn
the damping model for the system which is placed in parallel to a well-known partial
mathematical model. Other applications have used pure machine learning algorithms
to identify a complete underwater vehicle as a black-box model with the use of nonlin-
ear autoregressive model with exogenous (NARX) architecture. [60] have used multiple
architectures of NN for the regression of an AUV model in a NARX architecture and
used the learned model for model predictive control. Their study shows that recurrent
NN (RNN) provides higher faithfulness to the plant.
Recently, [61] compared different machine learning algorithms for the system regression
of underwater vehicles, i.e. NN, SVM, Gaussian Process Regression (GPR) and Kernel
Ridge regression (KRR). Their results show that the machine learning algorithms could
model an AUV from onboard sensor data in comparison to a least squares approach.
Nevertheless, in their study, a structure for dynamic system identification has not been
employed and each degree of freedom was treated as separate element. This can be
problematic in AUVs as the outputs are strongly coupled. In the specific case of mod-
elling with Gaussian Processes (GPs) [12], research shows that the dynamic regression
of a system with GPs can produce better results than other methodologies. The most
common methodology for Multi-Input-Multi-Output systems is to model each DoF as
a separate system [62]. More advance methodologies for Dynamic system identification
have been proposed in [63] and [64] and specific methodologies are introduced for the
identification of multi-output GPs based on the use of variation of dependent GPs.
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GPs is a well-established methodology in fields such as geostatistics, where the method is
called ‘kriging’ [36]. In GPs-based system identification, the model is built over input-
output data and a covariance function is used to characterize the vehicle behaviour.
The advantage of GPs is their ability to work with small quantities of data and noisy
data. The predicted results consist of a mean and variance value which can be used for
other purposes as well such as control, navigation and model based fault detection as it
contains a measure of confidence.
Multi-output GPs are a special case of GPs with the capability to model the nonlinear
behavior and coupling among outputs of a multi-output system [65], both which are
important for AUV dynamics. In this study, a non-parametric dynamic system iden-
tification with Multi-Output GPs architecture employed by the authors for ships [13]
is extended to AUVs. The output from the algorithm will be a predictive value and a
measure of confidence of the predictive value. The present implementation was made
over data obtained from a non-conventional test with variable frequency of a nonlinear
simulation model of a REMUS 100 AUV. Multiple sample times and data length were
tested to find the best metric that can describe an AUV. A RNN was employed as a
comparison to measure the effectiveness of the proposed method.
3.2 Nonlinear Dynamic AUV Model
In [21] it was shown that the nonlinear dynamic equations of motion of an underwater
vehicle can be expressed in vector notation defined by a state vector composed by the
vector v of velocities on the body frame of the form [u, v, w, p, q, r]T and the vector η of
position in the Earth fixed frame(Figure 3.1) of the form [ξ, η, ζ, φ, θ, ψ]T such that
Mv̇ + C (v) v + D (v) v + g (η) = τ (3.1)
with the kinematic equation
η̇ = J (η) v (3.2)
where
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A more accurate thruster model can be found in [68] with the inclusion of the motor
model and fluid dynamics. However, in this study, a more conservative model is used.
Details of the Remus 100 AUV model used in this study are given in Section III.
3.3 Dynamic Identification with Multi-output GPs
GPs can be defined as a generalization of a multivariate Gaussian distribution. A
multivariate Gaussian distribution is defined by it’s mean and a covariance matrix.
In the case of GPs is a distribution over functions rather a distribution over vectors.
GPs is one of the methods based on kernel functions where the kernel function calculates
the relationship between an input and an output point, and generates the covariance
between them. The covariance determines how strongly linked (correlated) these two
points are. In the case of multi-output GPs this is extended by the convolution of
kernels to add not only the relationship between an input and an output but also the
relationship between the outputs. The kernel is the key ingredient for the calculation of
the covariance matrix that correlates inputs and outputs of training data [69].
The design of the algorithm for multi-output system identification with GPs is based
on the previous work of Alvarez and Lawrence [39] and [12]. The dynamic identification
problem can be defined as the search for relationship between a vector formed by delayed
samples from the inputs u(k − 1) and outputs y(k − 1) and the future output values.
The relationship can be expressed by the equation:
y(k + 1) = f (x(k),Θ) + v(k) (3.5)
where f (x(k),Θ) is a function that maps the sample data vector x(k) to the output
space based on the hyperparameters Θ; v(k) accounts for the noise and error in the
prediction of output y(k). In the case of dynamic system identification the discrete
time variable (k) is presented as an embedded element in the regression process as it is
accounted in the delayed samples.
A requirement for dynamic system identification of nonlinear systems is the selection of
a nonlinear model structure such as nonlinear autoregressive model with exogenous in-
put (NARX), nonlinear autoregressive (NAR), nonlinear output-error (NOE), nonlinear
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finite-impulse response (NFIR) and other structures. From all the possible structures,
the simpler and most popular structure to implement is NARX as it only requires mea-
surements of system output/s and input/s. In the case of an AUV, NARX is the most
practical configuration since the measuring points are restricted to the available sensors
[12].
3.3.1 Multi-output GPs
The non-linear dynamic system of an AUV (equation (3.1)) shows the level of coupling
between the Newton-Lagrange equations of an AUV. The nonlinearity and coupling
between outputs can be better represented by a multi-output GPs. Multi-output GPs
presented here are based on the work of [39]. Multi-output GPs are founded in the
regression of data using convolving white noise process with a smoothing kernel function
[40]. This was later introduced by [41] to the machine learning community by assuming
multiple latent process defined over a space <q . The dependency between two outputs is
the model with a common latent process and their independency with a latent function,
which does not interact with other outputs. If a set of functions {fq (x)}Qq=1 is considered,
where Q is the Output Dimension for a N number of data points, where each function





kq (x− z)u (z) dz (3.6)
This equation can be generalized for more than one latent function {ur (x)}Rr=1 and
includes a corruption function (noise) independent to each of the outputs
wq(x)
, to obtain





−∞ kqr (x− z)ur (z) dz + wq (x)
(3.7)
The covariance between two different functions yq (x)and ys(x
′) is:
cov [yq (x) ,ys(x
′)] = cov [fq (x) , fs(x
′)]
+cov [wq (x) , ws(x
′)] δqs
(3.8)
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where









′ − z′)cov [ur (z) , up(z′)] dz′dz
(3.9)





















′ of a predictive distribution at the point x′ given the








′= k(x′,x′)− k(x′,x)Tk(x,x)−1k(x′,x) (3.12)
A comprehensive description and implementation of the convolution process can be
found in [39] and [42] respectively. In this study, the convolution of two square exponen-
tial kernels are used since squared exponential kernel is a universal kernel [70], provided
that data is stationary and the function to be modelled is a smooth one. Furthermore,
squared exponential kernel has small quantity of hyperparameters to be established.
3.3.2 Learning Hyperparameters
There are two principal methods for learning the hyperparameters Θ namely: Bayesian
model interference and marginal likelihood. Bayesian inference assumes that prior data
of the unknown function to be mapped are known and a posterior distribution over the
function is refined by incorporation of observations. The marginal likelihood method
is based on the aspect that some hyperparameters are going to be more noticeable.
Over this base, the posterior distribution of hyperparameters can be described with a
unimodal narrow Gaussian distribution.
The learning of GPs hyperparameters Θ is normally carried out with the maximization
of marginal likelihood. The marginal likelihood can be expressed as:
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where K is the covariance matrix, N is the number of input learning data points and y
is a vector of learning output data of the form [y1; y2; · · · yN ] . To reduce the calculation
complexity, it is preferred to use the logarithmical marginal likelihood that is obtained
by the application of logarithmic properties to equation (3.14).







In order to find out a solution for the maximization of log-likelihood, there are multiple
optimization methods that can be used such as particle swarm optimization, genetic
algorithms, or gradient descent. For deterministic optimization methods, the computa-
tion of likelihood partial derivatives with respect to each hyperparameter is required.


















Equation (3.14) gives us the learning process computational complexity, for each cycle
the inverse of the covariance matrix of K has to be calculated. This calculation carries
a complexity O(NM)3 . After learning, the complexity of predicting the value y(k+ 1)
is O (NM) and to predict the mean value σ(k + 1) is O(NM)2 . The higher order
term O(NM)3 is the major disadvantage of using multi-output GPs. If the number
of data increases the complexity of learning the hyperparameters increases in a cubic
form. Methods such as genetic algorithms, differential equations, and particle swarm
optimization can be applied to avoid the calculation of the marginal likelihood partial
derivatives and thereby reduce the computational time.
3.4 Experiment Setup and Results
3.4.1 Experiment setup
The implementation of a mathematical model of an underactuated REMUS 100 AUV
was used to generate the required identification data. The coefficients of [66] were used
and adapted for simulation on Simulink with the addition of the thruster model from
[72]. The AUV details can be found in Table 3.1. As shown in Figure 3.2 a simulation
setup was developed in MATLAB/Simulink to emulate the AUV behavior. Figure 3.3
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Figure 3.3: Remus 100 input signals.
3.4.2 Training and validation
A script was written to implement the NARX structure with multi-output GPs and
the implementation of multi-out GPs by [42] was employed. The multi-output GPs








= f (y, ck−1:3) (3.16)
Where y is the vector of regressors [uk−1:3,vk−1:3,wk−1:3,pk−1:3,qk−1:3, rk−1:3]
T , the
function f is a relation between the vector of regressors from the correspondent vehicle
speeds (u,v,w,p,q, r) or the full vehicle state y , and the vector cthat content the
regressors of the commanded signals (urpm, uelevator, urudder) to the respective output of
the system. The input signals were normalized between -1 and 1 to give all the inputs
and outputs the same weight in the learning process.
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Table 3.2: Summary prediction quality measurements.
u v w p q r total
RMSE-NN 0.0507 0.0088 0.0198 0.0189 0.0242 0.021 0.037
RMSE-GP 0.0137 0.0079 0.0156 0.0161 0.0154 0.012 0.014
PRESS-NN 1.3658 0.0411 0.2077 0.1894 0.3098 0.244 2.35
PRESS-GP 0.0994 0.0334 0.1287 0.1378 0.1265 0.082 0.607
3.4.3 Simulation
With the objective to test the ability of the learning system, a simulation stage was
implemented for the learned RNN and the multi-output Gaussian processes over the
total length of the simulated data. Navigation applications as EKF, UKF, and control
as model predictive control require predicting the behavior of the plant in a number
steps ahead of the actual state to predict the correct position or control signals. In the
case of the Multi-output GPs the simulation is done by feeding back to the simulation
the past inputs yi(k−n) , the initial position and control signals of rudder, elevator and
forward speed where used, the naive simulation [12] covers training and validation data
acquired from the original simulation in a close loop setup. Naive simulation provides an
approximation where variances are not exactly the same, but provide a general guidance
on uncertainty and this is enough for our study. If the variance is to be employed, such
as in a control systems or a navigation problem, the uncertainty propagation can be
included with the use a simulation based on Monte Carlo numerical approximation [12].
Figure 3.7 shows the results from the simulation of the RNN and the multi-output GPs
compare to the original system. RNN and multi-Output GPs can identify the system
correctly and predict the behavior of the system. However, both system identification
techniques have small discrepancy in comparison to the real system; the RNN presents
higher inconsistencies in the prediction of velocity in comparison to GPs that is very
precise on the prediction. The better capability of GPs to predict outside the training
horizon is confirmed by the results of Table 3.2. The mean value of the output root-
mean-square error (RMSE) and the predicted residual error sum of squares (PRESS)




In this work, the use of multi-output GPs for the system identification of AUV dynamics
was tested on a REMUS 100 AUV. It was demonstrated that the nonparametric Multi-
output GPs can model an AUV as well as RNN with the added value of a confidence
measurement. In the simulations, GPs show a similar ability to RNN to predict and sim-
ulate the behavior of an AUV. In some cases, GPs performed better than RNN outside of
the training horizons with the error between the GPs and the real system being relative
low as the convolution process is equivalent to represent the system through a differen-
tial equation. The GPs model obtained also has a smaller number of hyperparameters
compared to the large number of coefficients of a mathematical model.
To improve further the capability of prediction of the system, more recent suggested
techniques for GPs such as Recurrent GPs can be used. The simulation of GPs can
also be improved if techniques such as Montercarlo and Taylor series can take advantage
of the variance to increase the horizon of cover manoeuvres and the prediction accu-
racy. The next work will be devoted to the development of application for navigation
and control using the obtained model. As the real world is a noisy environment that
can be better described with Gaussian distributions, the use of GPs can show better
performance in specific tasks such as navigation and control.
This page is intentionally left blank.
Chapter 4
Machine Learning Post-Processing of
Underwater Vehicle Pressure Sensor
Array for Speed Measurement
The present chapter presents the novel application of dynamic non-parametric GPs
model for underwater vehicles and was chosen as the platform MULLAYA was previously
employed for a similar inconclusive parametric study. At the time of submission of this




Inertial navigation is a key element in the use of underwater vehicles (UV) as they pro-
vide information regarding the vehicle states in order to fulfil mission goals. A common
inertial navigation system (INS) is composed of a set of sensors as an accelerometer,
gyroscope, and compass coupled with surveillance of surrounding objects. The exact
position of a vehicle is calculated by the application of sensor fusion and filters such as
extended Kalman filter or unscented Kalman filter. In the case of air drones, a very ac-
curate location can be obtained by the three sensors mentioned above for fast sampling
coupled together with GPS for the drift reduction caused by the error induced by ac-
celeration double integral. However, the accuracy and robustness of inertial navigation
systems to predict the vehicle states for UVs are highly dependent upon environmental
conditions. Compared to land and air drones, UVs have limited use of GPS for drift
correction as the GPS signal becomes completely attenuated underwater.
In the case of UVs, INS drift correction can be undertaken by the use of specific tech-
niques such as underwater GPS system [73] or the use of specific sensors such as Acoustic
Doppler current profilers (ADCPs) and Doppler velocity logs (DVLs) [74]. ADCPs mea-
sure the current around the vehicle by the projection of 3D ultrasound wave beams and
the measurement of their travelling time or frequency change, thus they can estimate
the fluid velocity along the acoustic path. In a similar way, DVLs calculate the vehicle
speed in relation to the sea floor, an underwater structure or object by the projection of
an acoustic beam and the returning echo measurement. ADCPs and DVLs are however
not fixable to small AUVs as they are large sensors and require high quantities of energy.
In addition, DVLs require the presence of a surface and ADCPs do not measure the local
flow on the vehicle surface thereby introducing errors in the measurements. Therefore,
drift correction by using pressure sensors to measure flow speed is a promising alternative
due to its small form factor in both size and energy requirements.
In nature, fish utilise a specific sense organ system, known as the lateral line system, for
manoeuvring in complex fluid environments. The lateral line system is formed from a
series of sensory cell clusters called the cupula which are distributed along the fish’s body.
These cupulas are simulated by the flow around the fish and allow it to determine the
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flow rate and direction over its own body [75]. These types of microstructure were the
inspiration for the application of pressure sensors in array for speed measurement and
current measurement [76–78]. The relationship between the pressure and flow velocity is
well known. Pitot tubes use the principle that the flow velocity can be correlated to the
dynamic pressure over a surface. Based on this principal [79, 80] have developed specific
micro-electromechanical system (MEMS) pressure transducers and [81] has developed
a similar layout based on the hot wire principle. The goal of these developments is to
convert the external vehicle surface into a multi-directional array of lateral lines.
Even though the research in pressure transducer technology has shown results, research
remains limited on the precision and post-processing required for the correct calculation
of UV speed from pressure sensor arrays data. It is commonly assumed in the post-
processing of the pressure data that flow has a linear relationship to vehicle speed, usually
in the form of parametric Bernoulli equations, i.e. zero flow acceleration. However, the
work presented in this chapter shows that the flow acceleration introduces a substantial
non-linearity in the relationship. This non-linearity is also hard to be characterised via
regression analysis as it is both time and spatially dependent
Two machine learning methodologies were employed to improve post-processing accu-
racy, neural networks and Gaussian processes (GP) were tested methods to include
non-linearities caused by the vehicle acceleration on the estimated speed compared to
the linear parametric equation methodology. A series of CFD simulations were em-
ployed for the selection of sensors, and a towing tank experiment was carried out to
explore the applicability of different post-processing methodologies. A mathematical
model was developed for the integration of pressure measurements to obtain an equiv-
alent absolute speed. The results show the need to account for the non-linearities in
the post-processing of pressure data for speed measurement in underwater vehicles to
obtain the correct registration of position based on these sensors.
4.2 Sensor Implementation
The MPXV5100 (Figure 4.1) 100kPa piezoresistive transducer was selected for the mea-
surement of pressure at each point. Each sensor was coupled to a 15Ksps 20 bits analogue
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Figure 4.3: AUV at AMC towing tank
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Pd1 = P1 − ρgzP1
Pd2 = P2 − ρgzP2
Pd3 = P3 − ρgzP3
Pd4 = P4 − ρgzP4
Pd5 = P5 − ρgzP5
(4.3)
The Bernoulli principle defines the relationship between the pressure and the velocity
as seen in equation (4.4). The hydrostatic pressure was removed from the Bernoulli
equation as this value was previously calculated. Equation (4.4) can be expanded with
power functions to the form presented in equation (4.5) with the addition of matrix A
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]
; and C is a constant.
The parameter calculation for the mathematical model was carry out with the use of















where the variables used are:
m number of training examples
x(i) pressure values for the training prediction















This chapter shows that the pressure sensor array for underwater vehicles can be an
important addition to the arsenal of sensors for position estimation of a UV. How-
ever, the commonly adopted linear methodology in data processing does not account
for non-linear behaviour in the relationship between pressure and vehicle speed in the
presence of acceleration. The experiment in the towing tank showed that acceleration
has a substantial non-linear effect on the relationship. The experimental data were
further used to probe the performance of non-linear methodologies to estimate vehi-
cle speed based on pressure sensor data. The proposed non-linear methodologies, i.e.
NARX-NN and NARX-GP, show the advantage of including non-linear capabilities in
the post-processing of pressure measurements. NARX-NN and NARX-GP show a higher
capability to predict the vehicle velocity with acceleration present. The best method-
ology over the experimental data was NARX-GP showing superior capability to NN in
predicting the non-linear behaviour of the relationship between pressure and velocity
with the addition of a confidence measurement. A future deployment of the vehicle with
its own power train data is planned to test the capability of the sensors to measure the
forward speed in addition to measurement of lateral speed.
Chapter 5
Navigation of Underwater Vehicles with
Gaussian Processes Unscented Kalman
Filter
This chapter has been published by the Journal of the Society of Underwater Tech-
nology [89]. The application summarise in the present chapter was chosen as an initial
possible solution for the inertial navigation of MULLAYA AUV as the vehicle do not




Development of accurate and robust navigation technologies is essential for achieving
high performances in underwater environments. As the need for complex missions in-
creases, there is a growing demand for highly accurate localisation of underwater vehicles
for both navigation and data collection purposes. In comparison to ground and air vehi-
cles, localization via the Global Positioning System (GPS) is rarely available underwater.
Therefore, navigation strategies which are more robust and independent from GPS are
needed.
Strategies for navigation of underwater vehicles, in the simplest form, are to integrate
the vehicle velocity from an accelerometer, gyroscope or water speed sensors to obtain a
new position estimate [90]. If a water speed sensor is employed the position at low speeds
under 0.3m/s cannot be established as the sensor is not capable of measuring it. In the
case of inertial navigation systems, the acceleration is integrated twice with respect to
time [91]. The double integral generates drift in the position result. The generated drift
can be corrected using complementary sensors as Doppler Velocity Sonar (DVS), and
Acoustic Doppler current profiler (ADCP) together with algorithms such as extended
Kalman filter (EKF) and unscented Kalman filter (UKF).
In 1960,a Kalman Filter was introduced as an optimal solution for state estimation from
a linear system by using a prediction of a physical model [92]. As most systems are non-
linear, the Kalman Filter was modified to be used with non-linear system by multiple
techniques generating alteration as the unscented and extended Kalman Filter (UKF,
EKF). In the case of underwater vehicles, these techniques and their variations are the
most popular techniques as in [93] where apart from the system states the EKF learn
a calibration bias for the magnetic heading. However, applications which employ EKF
have produced more robust and accurate results compared to the UKF [94–96].
Nevertheless, the good results from UKF applications for underwater vehicles, the UKF
can have oddly poor performance because its predictive variances can be far too small if
the sigma points are placed in unfortunate locations. Deficient predictive variance will
produce observations with heavy weight in the measurement update, which causes the
UKF to fit the noise [97]. Other filters were proposed for underwater vehicles as the
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ensemble Kalman filter (EnKF), fuzzy Kalman Filter(FKF), and particle filters. The
EnKFs represent the distribution of the system state using a random sample, called
an ensemble, and replace the covariance matrix by the sample covariance computed
from the ensemble [98]. A fuzzy Kalman filter is a combination of a fuzzy set with the
Kalman filter, the fuzzy set is a mathematical technique to represent inaccuracies that
can generate better estimation than other Kalman filter [99]. [100] compare the EnKF
and FKF for underwater vehicles exhibiting better results the EnKF. The particle filter
uses a different approach to the EKF by implementing Bayesian filtering. The particle
filter makes an approximation of the posterior by using a finite number of particles
that represent points in the solution space. Each particle is assigned a weight and the
weighted sample points correspond to the solution of the posterior of the particle state.
These particles are propagated according to the dynamics of the posterior and the weight
is modified based on the support from the likelihood. The advantage of particle filters
is that they do not require a state error Gaussian approximation. Despite, the research
made to increase the particle filter speeds [101], the computational cost of running such
algorithms still too high for an underwater vehicle with their internal computers.
The principal disadvantage of the mentioned filters is that their performance depend on
the accuracy of the model. The calculation of coefficients from mathematical models for
underwater vehicles is a complex task that requires a series of experiments [45] or CFD
simulations [102] especially if such calculation or simulations are done within commercial
vehicles which are modular and reconfigurable; extending the quantity of data require.
Adding to the complexity of the calculation of coefficients, some coefficients are very
sensitive meaning that the wrong calculation can reduce the fidelity of the predicted
vehicle motion [103].
A solution to avoid the calculation of coefficients for a mathematical model is the use
of non-parametric methods. [104] introduced the Gaussian processes unscented Kalman
filter (GP-UKF) which is a modification of the standard UKF with the replacement of
parametric models of state and measurement by non-parametric models obtained from a
series of experimental test. The non-parametric models are not only capable of giving a
future state prediction and measurement, but they also can give the covariance matrices
Q of process and R of measurement noises. The non-parametric model learns over a
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series of real experiments, and thus include more non-linearities that other common
methods will avoid and it can learn to characterize the true signal over a series of noisy
samples as GP has an integrated smoothing function.
This paper outlines a research into the capability of GP-UKF to predict and correct the
measured states of an underwater vehicle. Equally, the require sample frequency and
minimum training data proportion for the GP-UKF is presented. A Simulink model of a
REMUS 100 is used to produce the training data require for the non-parametric system
identification and to test the navigation algorithm. An ideal UKF and root mean square
error are employed as comparison measures.
5.2 UV mathematical model
In Fossen [21] it was shown that the non-linear dynamic equations of motion of an
underwater vehicle can be expressed in vector notation defined by a state vector com-
posed of the vector v of velocities on the body frame of the form [u, v, w, p, q, r]T and
the vector [u, v, w, p, q, r]T of position in the Earth fixed frame (Figure 5.1) of the form
[x, y, z, φ, θ, ψ]T such that
Mv̇ + C (v) v + D (v) v + g (η) = τ (5.1)
with the kinematic equation
η̇ = J (η) v (5.2)
where
η vector of position and orientation of the vehicle in Earth-fixed frame,
v vector of linear and angular vehicle velocities in body fixed frame,
v̇ vector of linear and angular vehicle accelerations in body fixed frame,
M matrix of inertial terms,
C (v) matrix of Coriolis and centripetal terms,
D (v) matrix consisting of damping or drag terms,
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Table 5.1: UKF algorithm
UKF (x̂k−1|k−1, Pk−1|k−1, uk−1, zk, f (·) , h (·))
〉Prediction
1 : x̂k|k−1, Pk|k−1 ← UT
(
x̂k−1|k−1, Pk−1|k−1, uk−1, f (·)
)
2 : Pk|k−1 ← Pk|k−1 +Q
〉Correction
3 : ẑk|k−1, Sk, Ck ← UT
(
x̂k|k−1, Pk|k−1, h (·)
)












the states through the transition function f (·) is no longer Gaussian. To estimate
posteriors over the state space model, the UKF requires a stochastic approximation
which is known as the unscented transform [106]. The unscented transform works by
calculating a set of sigma points, whereby these points are transformed through the
non-linear functions and their respective Gaussian distribution.
5.4 Regression with Gaussian Processes
Gaussian processes (GP) are a non-parametric tool from machine learning capable of
learning regression functions from discrete training data. Important benefits of GPs are
the ability to provide uncertainty estimates, model flexibility, and their ability to learn
noise and smoothness parameters from training data [88]. A GP represents the posterior
distributions over functions based on training data [107]. A GP assumes that the data
is derived from a noisy process of the form
yi = f(xi) + ε (5.4)
where ε is a zero-mean additive Gaussian noise with variance σ2n. A test input x∗ ,
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conditioned in a set of data 〈X,y〉 will produce a Gaussian distribution with mean
y∗|X,y, x∗ = K(X,X)[K(X,X) + σ2nI]−1y (5.5)
and variance
cov(y∗) = k (x∗, x∗)− k (x∗, X) [K(X,X) + σ2nI]−1k (X,x∗) (5.6)
where k (x∗, x∗) is the evaluation of the kernel in respect to the test point x∗ , k (x∗, X)
is a vector defined by kernel values between x∗ and the training inputs , and K(X,X)
is the square kernel matrix of the training input values.
The prediction uncertainty captured by the variance depends on the process noise and
the correlation between the test input and the training data. The kernel function selec-
tion is governed by application, the most widely used being the squared exponential, or
Gaussian kernel which is considered a universal kernel.
kSE(x, x







where σ2 controls the average distance of your function away from its mean. The length
scale ` determines the twists length in the function.
There are two principal methods for learning the hyperparameters Θ which are Bayesian
model interference and marginal likelihood. Bayesian inference assumes that prior data
of the unknown function to be mapped is known. A posterior distribution over the
function is refined by incorporation of observations. The marginal likelihood method
is based on the aspect that some hyperparameters are going to be more noticeable in
their effect over the posterior distribution. Over this base the posterior distribution of
hyperparameters can be described with a unimodal narrow Gaussian distribution [88].
The learning of GPs hyperparameters Θ is normally done by maximization of the
marginal likelihood. The marginal likelihood can be expressed as:










where N is the number of input learning data points and y is a vector of learning
output data of the form [y1; y2; · · · yN ]. To reduce the calculation complexity, it is
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preferred to use the logarithmical marginal likelihood that is obtained by the application
of logarithmic properties to (Equation (5.8)).







To find a solution for the maximization of log-likelihood multiples methods of optimiza-
tion can be applied, e.g. particle swarm optimization, genetic algorithms, or gradient
descent. For deterministic optimization methods, the computation of likelihood partial
derivatives with respect to each hyperparameter is needed. From [71] log-likelihood



















The objective of the GP-UKF is to replace the internal parametric model f used for state
calculation and observation model h with a non-parametric model generated by GPs and
the use of the respective variance for the calculation of Qk and Rk . The process noise
covariance is obtained from the predictive GP uncertainty at the previous mean sigma
point, and is used for the calculation of the sigma points. This sigma points are passed
through the GP observation model. The observation error covariance is obtained from
the observation GP.
Table 5.2 shows the basic structure of the GP-UKF algorithm. The incorporation of GP
regression allows GP-UKF to learn their models and noise processes from training data.
Additionally, the noise models of the filter automatically adapt to the system states,
depending on the density of training data around the current state. Consequently, if the
calculation is outside of the identified region, the GP-UKF produces higher uncertainty
estimates, reflecting the higher uncertainty in the underlying process model.
5.6. TEST SETUP AND RESULTS 67
Table 5.2: GP-UKF algorithm
GP−UKF (x̂k−1|k−1,Pk−1|k−1,uk−1, zk,GP− f (·) ,GP− h (·))
〉Prediction




2 : Pk|k−1 ← Pk|k−1 + Qk
〉Correction




4 : Sk ← Sk + Rk








5.6 Test Setup and Results
A simulation model of a REMUS 100, (Figure 5.2) based on the work of [66] and [72], was
developed in the MATLAB/Simulink software environment and employed to produce
data for test and training of the GP [72].Block diagram of the REMUS 100 model is
shown in Figure 5.2. A path following controller [108] composed of a line-of-sight(LOS)
law that pursue a point P (t) and three robust PID controllers produce the require signals
of RPM, elevator force and rudder force require to control the vehicle. The controllers
employ the corrupted measurement to calculate the require forces. A sample frequency
of 5Hz was used to capture data, a sub sample of 40% of the data was taken randomly
for the training. The training data has more points at the start of the trajectory and
reduce the quantity of points over time. Figure 5.3 shows the selected data for training
compare to the simulation data. The virtual sensors employed were a 3 axis gyroscope,
a 3 axis accelerometer, a compass and a DVL unit; the measurement results is the vector
[u, v, w, p, q, r, Z, θ, ψ, φ]. Each sensor was simulated by a model composed of an additive
noise source and the digitalization of the measurement through a 12 bits ADC. A helix
movement was employed to capture 800 seconds. The AUV is accelerated from a initial






Table 5.3: Mean RMSE and standard deviation results from UKF and GP-UKF per
state for 20 runs
u(m/s) v(m/s) w(m/s) p(rad/s) q(rad/s) r(rad/s)
UKF 0.0014 0.0015 0.0005 0.0023 0.0013 0.0031
σ-UKF 0.0003 0.0021 0.0008 0.0078 0.0035 0.0121
GP-UKF 0.0158 0.0369 0.0154 0.0569 0.0601 0.1813
σ-GP-UKF 0.0387 0.0069 0.0033 0.0123 0.0130 0.0347
X(m) Y (m) Z(m) φ(rad) θ(rad) ψ(rad)
UKF 2.4237 1.2695 0.0017 0.0006 0.0012 0.0013
σ-UKF 14.6908 8.5834 0.0019 0.0020 0.0016 0.0988
GP-UKF 2.0541 1.3894 0.0281 0.0235 0.0297 0.1095
σ-GP-UKF 11.1893 9.9445 0.1889 0.0047 0.0052 0.3848






of the GPs benefict the ability of the UKF to predict position .
5.7 Conclusion
Through this research, it has been seen that the GP-UKF is a promising approach for
state estimation in applications where accurate parametric model is not available. The
GP-UKF shows similar performance compared to an ideal UKF in the prediction and
correction of the vehicle states for the helix movement test case. The average RMSE(
Table 5.4) for prediction and correction demonstrate that non-parametric models can
be employ as prediction model inside of Kalman filter as the unscented Kalman filter
for AUVs.
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GP-UKF show a better performance in the prediction of states than UKF. The smooth-
ing kernel of the GP insured a smooth transition between the prediction points and a
better placement of sigma points. The tuning complexity in the implementation of a
non-linear Kalman filter are reduced dramatically as there is not require for the user to
produce the covariance matrices for the process and measure noise model. The GP-UKF
can be converted to an important tool for underwater vehicles, especially in cases where
high non-linearities are expected as in operation near surface, near another object or
specialized missions. Another advantage of GP-UKF is that it can be used even when no
GPS signal is available, , which is essential for correction in traditional Kalman filters.
An underwater vehicle can switch between filters as the availability of data is reduced.
The principal disadvantage of GP models is their computational cost during training.
Nonetheless, research has shown that this cost can be reduced using sparse GP models
allowing the use of more complex models or configurations. Work is currently ongoing
to prepare an autonomous underwater vehicle for a series of experiments to train its GP-
based non-parametric model. Once trained and verified, the vehicle will be deployed to
assess the performance of the GP-UKF outside a controlled environment.
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Chapter 6
Semi-Empirical Calculation of
Hydrodynamic Coefficient for AUV
MULLAYA
This chapter calculates the mathematical model of MULLAYA AUV to be employed in




This chapter describes the calculation of a mathematical model for MULLAYA under-
water vehicle in six degrees of freedom, its comparison with previous similar vehicles,
and a series of experiments that were conducted. In this model, the external forces and
moments resulting from hydrostatics, hydrodynamic lift and drag, added mass, and the
control inputs of the vehicle propeller and fins are all defined in terms of vehicle coeffi-
cients. The calculation of the coefficients is conducted by replicating the work done [66]
by creating a script capable of calculating the coefficients. This model will be employed
in Chapter 7 for the learning of policies for motion control of MULLAYA AUV. The cal-
culation of the coefficients for an underwater vehicle can be undertaken in several ways.
Experimental techniques such as planar motion mechanics isolate particular characteris-
tics to allow the calculation of coefficients, and vehicle trials paired with observers such
as the Kalman filter allow the calculation of the coefficients. Other modern common
techniques are the use of CFD. Although CFD methodology has gained popularity, there
is a dependency on the correct user input [110]. Other methods that are commonly used
are the semi-empirical methodologies which use experimentally derived guidelines for es-
timating model parameter values for vehicles with generic shapes. Analytical methods
for calculation of model parameter such as strip theory or solving Laplace’s equation can
be implemented. Strip theory, also known as slender body approximation, can estimate
the hydrodynamic coefficients for a body using 2D sectional properties. Strip theory
can also approximate other coefficients in the equations of motion, such as damping
coefficients [111].
In this chapter a combination of semi-empirical techniques will be used for the calculation
of the coefficients, and the verification of the methodology is carried out by replicating
calculations from previous work and by simulating the vehicle behaviour and comparing
it to a series of experiments. The equations determining the coefficients, as well as those
describing the vehicle rigid-body dynamics, are left in non-linear form to better simulate
the inherently non-linear behaviour of the vehicle.
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Figure 6.1: MULLAYA 3D CAD model.
6.2 Vehicle Properties
MULLAYA AUV is a vehicle designed by the Defence Science and Technology Group(DST
Group) as a custom vehicle for technology testing [112, 113]. The vehicle, which is in a
process of reconstruction and systems update, was lent to the Australian Maritime Col-
lege as a tool for research. The 3D CAD model of the vehicle (Figure 6.1) was updated
with the new weight distribution of the changes made to the platform which includes the
location of the lead weights. This updated model allows the calculation of the weight
and moment of inertia around the centre of gravity. The buoyancy is calculated by the
construction of a solid 3D model equivalent that can also be employed for CFD simula-
tions. The results from this initial calculation of the vehicle can be seen Table 6.1. The
characteristics of the control surfaces are displayed in Table 6.2.
6.3 Vehicle Shape Generation
The application of slender body theory requires the creation of a 2D dimensional profile
of the vehicle. In this case, an STL file was exported to Matlab and the technique
of [114] was applied to create a 2D profile (Figure 6.2). This profile is translated and
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Table 6.1: Vehicle properties of MULLAYA
Property Value Unit




Start of fins 0 m
End of fins 0 m
Ixx 0.084 kg. m2
Iyy 3.084 kg. m2
Izz 3.062 kg. m2









6.4. ADDED MASS 79
added mass matrix can be reduced to:
Xu̇ 0 0 0 0 0
0 Yv̇ 0 0 0 Nv̇
0 0 Zẇ 0 Mẇ 0
0 0 0 Kṗ 0 0
0 0 Zq̇ 0 Mq̇ 0
0 Yṙ 0 0 0 Nṙ

(6.2)
6.4.1 Axial Added Mass
The approximation of the axial added mass can be undertaken by the approximation of
the hull shape to an ellipsoid for which the major axis is half the vehicle length l, and
the minor axis is the vehicle radius d/2. [116] cited on [66] gives the empirical formula









where ρ is the density of the fluid, β is an empirical value measure by [116] that is
dependent on the ratio between the vehicle length and the diameter.
6.4.2 Crossflow Added Mass
MULLAYA AUV’s added mass was calculated using strip theory on a mixture of cylin-
drical and cruciform hull cross sections. [115] established that the added mass per unit
of length of a cylinder is given as:
ma (x) = πρR(x)
2 (6.4)
where ρ is the density of the fluid, and R(x) is the vehicle side profile as calculated in
section 6.3. The added mas of a circle with fins is given as follows:








where afin, as defined in Table 6.2, is the maximum height above the vehicle of the
vehicle fins. If equation (6.4) and equation (6.5) are integrated over the vehicle length
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with the limits of Table 6.3, the following equations can then be employed for the





































6.4.3 Rolling Added Mass
The estimation of the rolling added mass is conducted by assuming that the vehicle
hull and other surfaces except fins do not generate added mass in roll motion. [116]







where a is the fin height above the vehicle centreline.
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6.4.4 Body Lift
Vehicle body lift is the result of the vehicle moving through the fluid at an angle of
attack, causing a drop in pressure along the stern, upper section of the vehicle hull.
This pressure drop is modelled as a point force applied. As this force does not line up
with the vehicle centre of buoyancy, this force also leads to a pitching moment about the
origin. [66] established that [117] is the most accurate methodology for lift coefficient
calculation. The lift coefficient can be calculated as:













and c◦ydβ is approximated as:
for 6.7 ≤ l
d
≤ 10, c◦ydβ = 0.003 (6.10)





where xcp is at a point between 0.6 and 0.7 of the total body length from the nose.
6.4.5 Fin Lift
The attitude of MULLAYA AUV is similar to REMUS vehicle as it is controlled by two
stern planes and two rudders. The pairs of fins move together; stern planes do not move
independently of each other, nor do the rudder planes. For the vehicle control fins, the
empirical formula for fin lift forces is given as:
Yuuδr = −Yuvf = ρcLαSfin
Yuuδs = Zuwf = −ρcLαSfin
Yurf = −Zuqf = −ρcLαSfinxfin
(6.12)
and moments as
Muuδs = Muwf = ρcLαSfinxfin
Nuuδr = −Nuwf = ρcLαSfinxfin
Muqf = Nurf = −ρcLαSfinx2fin
(6.13)
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where cLα is the fin coefficient calculated as in [117], Sfin is the fin platform area, and
xfin is the coordinate to the centre of the fin.
6.5 Hydrodynamic Damping
Hydrodynamic damping refers to the viscous contribution to damping arising from flow
around the hull. The principal components of hydrodynamic damping is produced by
skin friction due to boundary layers and damping due to vortex shedding.
6.5.1 Axial Drag





where ρ is the density of the surrounding fluid, Af is the vehicle frontal area, and Cd
















where Ap = ld is the vehicle plan area, Css is Schoenherr’s value for a flat plate skin
friction that was approximated in the same way as in [66], and Af is the vehicle frontal
area.
6.5.2 Crossflow Drag
The vehicle crossflow drag coefficients are the sum of the hull crossflow drag plus the
fin crossflow drag. The method used for calculating the hull drag is analogous to strip
theory[66]. Slender body theory is considered to be an accurate method for calculating
added mass, but for viscous terms it can be imprecise[118]. However, an approximation is
required to generate a first iteration of the mathematical model to allow future correction
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of the values. The non-linear drag coefficients can be calculated as:
Yv|v| = Zw|w| = −12ρcdc
∫ xb2
xt





Mw|w| = −Nv|v| = 12ρcdc
∫ xb2
xt





Yr|r| = −Zq|q| = −12ρcdc
∫ xb2
xt





Mq|q| = Nr|r| = −12ρcdc
∫ xb2
xt






where ρ is the fluid density, Cde the drag coefficient of a cylinder, and Cdf the crossflow
drag coefficient of the control fins.
6.5.3 Rolling Drag
In the same way that the calculated rolling added mass is calculated, the rolling added




where Yvvf is the fin component of the vehicle crossflow drag coefficient, and rmean is
the mean fin height above the vehicle centreline.
6.5.4 Calculated Coefficients
The first test of the script for coefficient calculation was carried out by recalculating the
parameters of a REMUS 100 vehicle as in [66]. The results and comparison with the
original parameters calculated can be seen in Table 6.4. An error was found in respect
to Nrr as it should be equal to Mqq, the other values with a high difference are Mww
and Nur. The equation has been checked but the calculated values do not match those
described in [66]. This will require examination after more field tests with the vehicle.
Table 6.4: Remus 100 coefficients comparison
Parameter Remus Preterus Remus calculated Difference
Xuu -1.62 -1.62 0%
Xwq -3.55E+01 -3.55E+01 0%
Xqq -1.93 -2.038 6%
Continued on next page
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Table 6.4 – Continued from previous page
Parameter Remus Preterus Remus calculated Differerence
Xvr 3.55E+01 3.55E+01 0%
Xrr -1.93 -2.038 6%
Yvv -1.31E+02 -1.30E+02 -1%
Yrr 6.32E-01 1.08E+00 71%
Yuv -2.86E+01 -3.22E+01 13%
Ywp 3.55E+01 3.55E+01 0%
Yur 5.22 5.69E+00 9%
Ypq 1.93 2.038 6%
Zww -1.31E+02 -1.30E+02 -1%
Zqq -6.32E-01 -1.08E+00 71%
Zuw -2.86E+01 -3.22E+01 13%
Zuq -5.22 -5.6922 9%
Zvp -3.55E+01 -3.55E+01 0%
Zrp 1.93 2.038 6%
Yuudr 9.64 10.3624 7%
Nuudr -6.15 -6.6112 7%
Zuuds -9.64 -10.3624 7%
Kpp -1.30E-01 -8.40E-03 -94%
Kpdot -7.04E-02 8.90E-03 -113%
Mww 3.18 -6.38 -301%
Mqq -1.88E+02 -1.71E+02 -9%
Mrp 4.86 4.91E+00 1%
Muq -2 6.26E+00 -413%
Muw 2.40E+01 3.35E+01 40%
Mwdot -1.93 -2.04E+00 6%
Mvp -1.93 -2.04E+00 6%
Muuds -6.15 -6.61E+00 7%
Nvv -3.18 6.38E+00 -301%
Nrr -9.40E+01 -1.71E+02 82%
Nuv -2.40E+01 -3.56E+01 48%
Npq -4.86 -4.9071 1%
Ixx 1.77E-01 1.77E-01 0%
Iyy 3.45 3.45 0%
Izz 3.45 3.45 0%
Nwp -1.93 -2.038 6%
Nur -2 6.256 -413%
Continued on next page
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Table 6.4 – Continued from previous page
Parameter Remus Preterus Remus calculated Differerence
Xudot -9.30E-01 -9.19E-01 -1%
Yvdot -3.55E+01 -3.55E+01 0%
Nvdot 1.93 2.038 6%
Mwdot -1.93 -2.038 6%
Mqdot -4.88 -4.8982 0%
Zqdot -1.93 -2.038 6%
Zwdot -3.55E+01 -3.55E+01 0%
Yrdot 1.93 2.038 6%
Nrdot -4.88 -4.8982 0%
With the results from the comparison with the original values of Remus 100 the coeffi-
cients for MULLAYA AUV are calculated. The final calculated coefficients can be seen
in Table 6.5.
6.6 Model Validation Experiment Setup
During the week of 22–26 October 2018, MULLAYA AUV was the subject of a small
series of test to capture sensors’ data and vehicle position in the AMC’s Survival Centre
pool. For each test run, the vehicle measured the heading, roll and pitch from the
compass; x,y,z acceleration and roll, yaw and pitch from the inertial motion unit; total
current; propeller RPM; depth; and control data logging. Each of these variables had
a timestamp and in the case of sensors were sampled at 10 Hz in the main CPU. The
electronic characteristics of MULLAYA can be seen in Table 6.6.
The propeller RPM was controlled with a PID on an Arduino Leonardo, and the mi-
crocontroller (MCU) received the measurement from a hall effect sensor located near
the propeller shaft. Over the shaft, a series of neodymium magnets were attached to
produce the required magnetic field. This arrangement replaces the old variable reluc-
tance sensor, allowing more accurate measurement at low speed. The MCU applies an
average filter over five vehicle samples to avoid an abrupt answer from the PID. This
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Table 6.5: MULLAYA AUV coefficients
Parameter Result Parameter Result Parameter Result
Xuu -2.7969 Zrp 0.6789 Nuv -30.8809
Xwq -29.6403 Yuudr 12.1167 Npq -5.0635
Xqq -0.6789 Nuudr -7.5123 Ixx 0.08394602
Xvr 29.6403 Zuuds -12.1167 Iyy 3.08444574
Xrr -4.9481 Kpp -1.30E-01 Izz 3.08444574
Yvv -95.3687 Kpdot 1.09E-02 Nwp 0.6579
Yrr -2.4529 Mww 6.9559 Nur -5.3156
Yuv -32.937 Mqq -135.0375 Xudot -0.512
Ywp 29.6403 Mrp 5.0635 Yvdot -29.6403
Yur 7 Muq -5.3366 Nvdot 0.6579
Ypq 0.6789 Muw 27.1576 Mwdot 0.6579
Zww -95.3687 Mwdot -0.6789 Mqdot -5.0526
Zqq 2.4529 Mvp -0.6789 Zqdot -4.9481
Zuw -32.937 Muuds -7.7304 Zwdot -29.6403
Zuq -7 Nvv 6.9559 Yrdot 4.9481
Zvp -29.6403 Nrr -135.0375 Nrdot 5.0526
Table 6.6: MULLAYA vehicle electronic system components
Component Application
Lattepanda Main CPU
Arduino Leonardo 1 Stepper Controller
Arduino Leonardo 2 Propeller Controller
HMR 3000 Compass
IMU 440 Inertial Motion Unit
ACS712 Module Current Sensor
Artou Hall sensor RPM sensor
Keller pressure sensor Depth sensor
6.6. MODEL VALIDATION EXPERIMENT SETUP 87
average measurement is reported back to the main CPU. The main CPU provides the
three control signals: rudder angle, and elevator angle and propeller RPM, these signals
come from a simple script that provides a fix desire RPM and two PIDs. The depth and
heading were controlled with these PIDs without taking into consideration the vehicle
mathematical model. Both heading and depth PID were partially calibrated such that
the vehicle was able to run the length of the pool without crashing into the sides. The
objectives of these experiments were: to capture real field data from the vehicle sensors,
test the semi-empirical calculated vehicle model, and capture data from the pressure
sensors in the head. Full details of the experiment conducted can be seen in Table 6.7.
Table 6.7: List of experiments and files name
# Date Time Propeller File Fins File Sensor data file
Day 1
1 22/10/2018 15.36 DATA∼ 15.txt DATA∼ 15.txt DATA logging10.txt
2 22/10/2018 15.45 DATA∼ 16.txt DATA∼ 16.txt DATA logging11.txt
3 22/10/2018 15.51 DATA∼ 17.txt DATA∼ 17.txt DATA logging12.txt
4 22/10/2018 15:57 DATA∼ 18.txt DATA∼ 18.txt DATA logging13.txt
5 22/10/2018 16:05 DATA∼ 19.txt DATA∼ 19.txt DATA logging14.txt
Day 2
1 23/10/2018 10:43 DATA∼4.txt DATA∼4.txt DATA logging3.txt
2 23/10/2018 10:57 DATA∼5.txt DATA∼5.txt DATA logging4.txt
3 23/10/2018 11:12 DATA∼6.txt DATA∼6.txt DATA logging5.txt
4 23/10/2018 11:30 DATA∼7.txt DATA∼7.txt DATA logging6.txt
5 23/10/2018 11:36 DATA∼8.txt DATA∼8.txt DATA logging7.txt




1 25/10/2018 10:58 DATA∼12.txt DATA∼12.txt DATA logging14.txt
20 25/10/2018 11:03 DATA∼13.txt DATA∼13.txt DATA logging15.txt
19 25/10/2018 11:12 DATA∼14.txt DATA∼14.txt DATA logging16.txt
18 25/10/2018 11:17 DATA∼15.txt DATA∼15.txt DATA logging17.txt
17 25/10/2018 11:22 DATA∼16.txt DATA∼16.txt DATA logging18.txt
16 25/10/2018 11:31 DATA∼18.txt DATA∼18.txt DATA logging19.txt
15 25/10/2018 11:37 DATA∼19.txt DATA∼19.txt DATA logging20.txt
Continued on next page
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Table 6.7 – Continued from previous page
# Date Time Propeller File Fins File Sensor data file
14 25/10/2018 11:41 DATA∼20.txt DATA∼20.txt DATA logging21.txt
13 25/10/2018 11:45 DATA∼21.txt DATA∼21.txt DATA logging22.txt
12 25/10/2018 11:48 DATA∼22.txt DATA∼22.txt DATA logging23.txt
11 25/10/2018 11:52 DATA∼23.txt DATA∼23.txt DATA logging24.txt
10 25/10/2018 11:55 DATA∼24.txt DATA∼24.txt DATA logging25.txt
9 25/10/2018 11:59 DATA∼25.txt DATA∼25.txt DATA logging26.txt
8 25/10/2018 12:02 DATA∼26.txt DATA∼26.txt DATA logging27.txt
7 25/10/2018 12:08 DATA∼27.txt DATA∼27.txt DATA logging28.txt
6 25/10/2018 12:12 DATA∼28.txt DATA∼28.txt DATA logging29.txt
5 25/10/2018 12:16 DATA∼29.txt DATA∼29.txt DATA logging30.txt
4 25/10/2018 12:20 DATA∼30.txt DATA∼30.txt DATA logging31.txt
3 25/10/2018 12:24 DATA∼31.txt DATA∼31.txt DATA logging32.txt
2 25/10/2018 12:27 DATA∼32.txt DATA∼32.txt DATA logging33.txt
1 25/10/2018 12:32 DATA∼33.txt DATA∼33.txt DATA logging34.txt
To capture the vehicle’s real position, a stereo camera system was developed. The stereo
system was composed of two GoPro HERO4s mounted over a 3D printed frame. This
mount was located on the side of the pool. A script was written that can capture the
location of the centre of a yellow mark and report the location. Two yellow marks were
placed on the vehicle, as can be seen in Figure 6.4. Two marks were located to allow not
only the calculation of < x, y, z > location but also pitch and yaw. The post- processing
algorithm can be seen in Algorithm 6.1. This calibration is undertaken by taking a
Figure 6.4: MULLAYA with stereo marks
series of pictures of a chequerboard pattern Figure 6.5 wAfter the acquisition of the
image, the application of MATLAB for stereo camera calibration was employed with
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input : Stereo calibration, video left, video right
output: < x(t), y(t), z(t) >
while frame available do
Load video left ;
Load video right ;
Correct{Stereocalibration, frameleft, frameright};
< xm, ym >← DetectY ellow(frameleft);
DisparityMap← DisparityMapBuild{frameleft, frameright};
< x(t), y(t), z(t) >← Positioncalculator{DisparityMap,< xm, ym >};
end
Algorithm 6.1: Stereo camera post processing algorithm
Figure 6.5: Stereo image calibration example
the results shown in Figure 6.6 and Figure 6.7.
An example of the measured kinematic acceleration data obtained from the sensors
in one of the trial can be seen in Figures 6.8 to 6.10. These data were obtained by
subtracting the gravity acceleration from the measured acceleration.
6.7 Experiment Results
The calculated mathematical model of MULLAYA AUV was simulated with the same
inputs of the pool experiments. The Simulink equivalent model contains a first-order
hold function and a delay function of 0.3s to represent the delay of the communication
between MATLAB and the vehicle actuator (Figure 6.11). Intermediate data between
the measure points are calculated as the linear interpolation between the measured
points. Figures 6.12 to 6.14 shows the employed command signals that feed MULLAYA
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Figure 6.6: Reprojection errors
Figure 6.7: Extrinsic pattern view
model. A total of 20 seconds were simulated with data having been captured each 0.1s.
The propeller of MULLAYA forced the vehicle into a 5 degrees angle of roll as a reaction
to the force and moment produced by the propeller. The vehicle at 1000 RPM showed
on the experiment an approximate speed to 1 m/s at stable RPM. The values of the
propulsion model were set such that they matched these values. The results from the
vehicle simulation and the experiment roll values can be seen in Figures 6.15 and 6.16.
Figures 6.17 to 6.19 present the comparative results from the camera measurement and
the simulation of the vehicle. The data employed for this were from experiment 5 of
day 1. The displacement measured with the stereo cameras was similar to the values
obtained from the simulations. Figure 6.20 shows the result from post-processing the
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Figure 6.8: Kinematic acceleration in surge direction













Figure 6.9: Kinematic acceleration in heave direction

















coefficients. In this study, an example is that the propeller duct was not included and its
effects over the coefficients. However, the range of differences between the mathemati-
cal model and the real experiments were expected as semi-empirical methods are only
an approximation and more experiments are required to establish more precise vehicle
coefficients. Nonetheless, the calculated mathematical model can be used to calculate
and simulate motion controllers.
This chapter has described the calculation of a mathematical model for MULLAYA
underwater vehicle in six degrees of freedom and its comparison with previous similar
vehicles and a series of experiments that were carried out. In this model, the exter-
nal forces and moments resulting from hydrostatics, hydrodynamic lift and drag, added
mass, and the control inputs of the vehicle propeller and fins are all defined in terms
of vehicle coefficients. The calculation of the coefficients was conducted by replicating
the work done [66] by creating a script capable of calculating the coefficients. This
model will be employed in Chapter 7 for the learning of policies for motion control
of MULLAYA AUV. The calculation of the coefficients for an underwater vehicle can
be carried out in several ways. Experimental techniques such as planar motion me-
chanics isolate particular characteristics to allow the calculation of coefficients, vehicle
trials paired with observers as the Kalman filter allow the calculation of the coefficients.
Other modern common techniques are the use of CFD. Although CFD methodology
has gained popularity, there is a dependency on the correct user input [110]. Other
methods commonly used are the semi-empirical methodologies, and semi-empirical ap-
proaches use experimentally derived guidelines for estimating model parameter values
for vehicles with generic shapes. Analytical methods for calculation of model parameter
as strip theory or solving Laplace’s equation can be implemented. Strip theory, also
known as slender body approximation, can estimate the hydrodynamic coefficients for a
body using 2D sectional properties. Strip theory can also approximate other coefficients
in the equations of motion, such as damping coefficients [111].
In this chapter a combination of semi-empirical techniques has been used for the calcula-
tion of the coefficients, and verification of the methodology was undertaken by replicating
calculation from previous work and by simulating the vehicle behaviour and comparing
it to a series of experiments. The equations determining the coefficients, as well as
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those describing the vehicle rigid-body dynamics, were left in non-linear form to better
simulate the inherently non-linear behaviour of the vehicle.
Chapter 7
Exploration of the Applicability of
Probabilistic Inference for Learning
Control on Underactuated Autonomous
Underwater Vehicles
At the time of submission of this thesis the present chapter is under review by the Journal
of Autonomous Robots. This chapter employs the mathematical model of MULLAYA




Autonomous underwater vehicles play an important role in the exploration of the seas.
This exploration is primarily driven by commercial, military and scientific needs. In
this context, the proper and correct navigation of the vehicle is a key requirement.
Motion controllers that are used for navigating AUVs can be classified into four basic
strategies: point stabilisation [119], trajectory tracking [120], path following [2] and
path tracking [121]. Point stabilisation controllers stabilise a vehicle to the desired goal
posture from an initial configuration [122]. Trajectory tracking controllers use a virtual
vehicle to generate a reference trajectory that has an associated time required to be
employed by the real vehicle [123]. In the case of path following the vehicle is forced
to pursue the desired path without temporal specifications. With regard to the path
following controller, Frenet-Serret line-of-sight (LOS) is usually employed, coupled with
another controller to minimise the error between the obtained geometric references and
the vehicle variables. The final strategy is path tracking, which combines trajectory
tracking and path following by the introduction of a virtual time parameter to force the
vehicle to complete the path within a specific time.
Difficulty in controlling underwater vehicles arises due to the non-linear and time-varying
dynamics of underwater vehicles, uncertainties in their hydrodynamic coefficients and
disturbance in the environment (e.g. ocean currents). Furthermore, all complexities are
exacerbated for the controller in underactuated vehicles [122]; underactuated vehicles
have more degrees of freedom to be controlled than surfaces of control. Nevertheless,
this configuration is more prevalent as it is the most energy efficient design for travelling
at high speeds [124].
Waypoint tracking is the most common methodology to control a vehicle, e.g. commer-
cial vehicles such as Gavia [125] and REMUS [126] use this methodology. Waypoint
tracking is directing the vehicle to approximate to a series of specific target points. The
vehicle calculates the required direction to which the vehicle should be directed and
upon arriving at the proximities of a point is given a new target. Like many industries,
PID is the most common methodology to control the vehicle orientation and speed.
However, there is research to employ more robust options than PID. [127] employs a
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NARMAX model from the vehicle and a constrained self-tuning controller to direct the
vehicle to the respective target. Other methodologies employ a combination of LOS for
waypoint [128] and a standard controller or backstepping techniques to minimise the
error between the vehicle position and the desired position [129].
In the case of LOS, commercially LOS-PID and LOS-Fuzzy controllers are employed
as their implementation are simpler and more accepted in the industry [108, 130, 131].
Other research for example [132] used an LOS guidance law with two integrators and
three feedback controllers to compensate for external unknown perturbation such as
ocean current which is one of the weaknesses for methodologies such as PID/Fuzzy
controllers. [133] have used an alternative methodology of a grey prediction to obtain
the next AUV position in advance and then use LOS to calculate the desired angles,
such that if there is environmental interference, the vehicle will not be affected.
In the search for more robust controllers, nonlinear control techniques haev been ex-
plored. [134] have designed a horizontal path following controller based on Lyapunov
stability theorem and backstepping method. In [135], a method consisted of Lyapunov
stability theorem and feedback gain backstepping reduce the complexity of the controller
and improve adjustability of the parameters. Another methodology proposes a global
path following for AUVs based on the same coordinates to achieve global asymptotic
stability of the following error [136]. Following the research into backstepping, [8] have
adopted fuzzy backstepping sliding mode control to overcome non-linearities, uncertain-
ties and external disturbances.
However, the aforementioned research in controls are focused to provide a more robust
path following performance. The controller still requires the calibration of parameters or
specific design of observers to identify the unknown parameters of the dynamic model.
A methodology to overcome this is the use of machine learning algorithms. The most
prominent algorithm in machine learning is neural networks. In particular, the research
to control underwater vehicles had focused on the use of machine learning algorithms to
recognise uncertainties. [137, 138] have designed a combined version of control law for
the convergence of the kinematic model and an adaptive backstepping sliding control
based in radial basis function (RBF) neural network to identify the unknown parameters
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of the dynamic model. In a similar way, [9] have reduce the backstepping complexity by
the inclusion of a second-order filter to obtain the derivatives of the virtual controller
and filter high-frequency measurement noise, and coupled the filter with an RBF neural
network that compensates for vehicle uncertainties.
Although the practicality of machine learning has been largely to identify uncertainties
in AUV control, some machine learning algorithms are capable of doing more such as
controlling the vehicle directly. Recently, there has been increasing research efforts into
the use of reinforcement learning to generate policies to control underwater vehicles and
robots in general. An example of machine learning control can be seen in [139],where
reinforced learning (RL) based on the Markov decision process (MDP) was employed to
produce a policy capable of controlling a vehicle around an obstacle with minimum cost.
In the case of path following, reinforced learning had been applied to path following of
ships. In [140], an actor-critic multilayer perception reinforced learning is used to reduce
the tracking error to zero. Deep reinforced learning has also been proposed as a possible
solution for the tracking problem. [141] employed two neural networks. The primary
neural network selects the action and the secondary evaluates whether the produced
action is valid; with further modification through a deep deterministic policy gradient.
Another application used continuous actor-critic learning automaton algorithm to teach
an AUV to follow a pipeline [142], considering the improved performance in search of
the policy of this algorithm the number of episodes over the platform can be in the
hundreds.
RL can be divided into two methodologies: model-based methods and model-free meth-
ods, such as Q-learning [143] or TD-learning [144]. The application of path following
control based in traditional RL such as Q-learning [145] is highly complex and difficult
as a high quantity of experiments is required to acquire data and test each policy it-
eration. The additional difficulties in underwater vehicles are vehicle safety, maximum
time underwater and computational power. RL for a system with low-dimensional state
spaces and fairly favourable dynamics can require thousands of trials to arrive at the
appropriate policies[141, 146].
Model-based RL methods are more efficient than model-free methods in searching for a
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useful policy, as the policy is searched over a model and not the real platform. However,
their accuracy can suffer severely from model errors. A solution to address the model
errors is the use of probabilistic models to express its uncertainty. An application of
model-free methodologies that use a probabilistic methodology was proposed by [147].
Their methodology use an on-line selective reinforcement learning approach combined
with Gaussian process (GPs) regression for learning reference tracking control policies
given no prior knowledge of the dynamical system. [146] have proposed Probabilistic
Inference for Learning Control (PILCO), which is a model-based policy search method.
The probabilistic model uses non-parametric Gaussian processes (GPs) to characterise
the model uncertainty and the policy improvement is based on analytic policy gradients
which employs deterministic approximate interference techniques. Due to probabilistic
modelling and inference approach, PILCO can achieve higher learning efficiency than
other methods in continuous state-action domains and, hence, is directly applicable to
complex mechanical systems, such as robots.
The current research explores the applicability of PILCO to control underactuated AUVs
by a series of simulations with different objectives and target values. The main goals of
the implementation of reinforced learning with PILCO are:
• Minimum quantities of episodes over the platform;
• Small test time over the platform;
• Minimum quantity of variables to be predicted by the GP; and
• Vehicle safety.
7.2 Underwater Vehicle Mathematical Model
In Fossen et al. [21] it was shown that the non-linear dynamic equations of motion
of an underwater vehicle can be expressed in vector notation defined by a state vector
composed by the vector v of velocities on the body frame of the form [u, v, w, p, q, r]T and
the vector η of position in the earth fixed frame (Figure 7.1) of the form [ξ, η, ζ, φ, θ, ψ]T
such that




7.3. LOS GUIDANCE LAW MATHEMATICAL BACKGROUND 106





The derivative of equation (7.10) can be written as
Vε = xe (Ud cos (ψr) cos (θr)− Up) +
yeUd sin (ψr) cos (θr)− zeUd sin (θr)
(7.11)
where Ud is the desired composite speed of the AUV. The auxiliary control input of the
virtual point Pp is chosen as:
Up = Ud cos(ψr) cos(θr) + kxxe (7.12)










If the guidance variables ∆y and ∆z > 0, the control gains kx, ky, kz are positive con-
stants. If equation (7.12) and equation (7.13) are substituted into equation (7.11) and
considering the relationship among inertial frame {I}, flow frame {W} and path frame
{F}, the desired azimuth angle υd and elevation angle χd can be written as [148]:
υd = arcsin(sin θp cosψr cos θr + cos θp cos θr)
χd = atan2(χdy, χdx)
(7.14)
where
χdy = cosψp sinψr cos θr − sinψp sin θp sin θr
+ sinψp cos θp cosψp cos θr
(7.15)
χdx = − sinψp sinψr cos θr − cosψp sin θp sin θr
+ cosψp cos θp cosψp cos θr
(7.16)
In order to transform the path following to path tracking the path was defined over time
together with equation (7.14) and equation (7.12). This was to produce not only the
desire angles but also the required speed at each time instance. The steering error vector
can be expressed as [eµ, eυ, eχ] where eµ = µd − µv, eυ = υd − υv and eχ = χd − χv.
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7.4 Probabilistic Inference for Learning Control (PILCO)
PILCO algorithm [146, 149] (Algorithm 7.1) employs GPs as the base for policy search.
A GP can be defined by a mean function m(·) and a positive definitive covariance
function k(·, ·) commonly known as kernel. Usually a prior mean function m ≡ 0 and
an exponentiated quadratic kernel (equation (7.17)) are employed. This kernel only has
two parameters to learn, l that determines the length of the ’wiggles’ in the function
and σ2 which determines the average distance of the function away from its mean [150].
kSE(x, x







Given n training inputsX = [x1, ..., xn] and corresponding training targets Y = [y1, ..., yn],
the posterior GP hyper-parameters l and σ2 are learned by evidence maximisation [43].
The posterior predictive distribution p(f∗|x∗) of the function value f∗ = f(x∗) for a test
input x∗ is Gaussian with mean and variance















[1]init:Sample controller parameters θ ∼ N (0, I);
[2]Apply random control signals and record data.;
[3]repeat
[4] Learn probabilistic (GP) dynamics model ;
[5] repeat
[6] Approximate inference for policy evaluation;
[7] Gradient-based policy improvement ;
[8] Update parameters θ;
until Convergence;
[9] return θ∗;
[10] Set π∗ ← π (θ∗);
[11] Apply π∗ to system and record data;
until Task Learned ;
Algorithm 7.1: PILCO algorithm
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To find a policy π∗ which converges to the desired target, PILCO builds a probabilistic
GP dynamics model. This model provides the base for the deterministic approximate
inference and policy evaluation, followed by the analytic computation of the policy
gradients ∂Jπ(θ)/∂θ for policy improvement. The policy π is improved based on the
gradient information ∂Jπ(θ)/∂θ.
7.5 Simulation Setup
The underwater vehicle should be able to switch between different controllers in a single
mission depending on the task to be solved at a specific time. The possible variants of
controllers that an AUV can use in a mission are: follow bottom, depth control, follow
pipe, go-to-point, path tracking, path following, etc. A series of different simulations
were designed to evaluate the capability of PILCO to control an underactuated AUV
within the three different evaluation scenarios: waypoint tracking, depth control and
path tracking.
7.5.1 Vehicle Model
The vehicle model employed in this research is derived from semi-empirical calculation
of the coefficients for the vehicle MULLAYA. MULLAYA is an underactuated AUV
designed by the Defence Science and Technology Group as a research platform. The
vehicle is controlled by a single propeller, a pair of elevator fins and a pair of rudder
fins. General specifications of the vehicle are given in Table 7.1. The coefficients were
calculated with the same technique as used by [66] and the obtained coefficients are
presented in Table 7.2. As an engineering research platform, the vehicle undergoes
multiple transformations over time in shape and internal engineering. This constant
change leads to a need for constant updates of the controller for the vehicle. Possible
future modification can include vectorised propulsion systems and buoyancy controllers.
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Max RPM 3000 RPM
Weight 239.364 N
Buoyancy 246.2 N
Table 7.2: MULLAYA AUV coefficients employed in simulations.
Coeff. Result Coeff. Result Coeff. Result
Xuu -2.8 Zrp 0.68 Nuv -30.88
Xwq -29.6 Yuudr 12.12 Npq -5.06
Xqq -0.68 Nuudr -7.51 Ixx 0.083
Xvr 29.6 Zuuds -12.12 Iyy 3.08
Xrr -4.95 Kpp -1.30E-01 Izz 3.08
Yvv -95.37 Kpdot 1.09E-02 Nwp 0.66
Yrr -2.45 Mww 6.96 Nur -5.31
Yuv -32.9 Mqq -135.04 Xudot -0.51
Ywp 29.64 Mrp 5.1 Yvdot -29.64
Yur 7 Muq -5.34 Nvdot 0.66
Ypq 0.68 Muw 27.16 Mwdot 0.66
Zww -95.37 Mwdot -0.68 Mqdot -5.05
Zqq 2.45 Mvp -0.68 Zqdot -4.94
Zuw -32.9 Muuds -7.738 Zwdot -29.64
Zuq -7 Nvv 6.96 Yrdot 4.95
Zvp -29.64 Nrr -135.03 Nrdot 5.05
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7.5.2 Waypoint Tracking
The first type of controller evaluated for the underwater vehicle is a waypoint tracking
controller. These types of controllers can be employed to transfer the vehicles between
locations were more specific controllers are employed utilised or if it can be worked with
the results of a path planning law that converts a desire path in waypoints. In this
case, it is desiredthe desire was to control the vehicle velocity, azimuth and elevation
such that the vehicle moves moved towards a specific location. The methodology used
in this simulation is similar to the one employed in [151] but extended to 3D. If ηv is
the vehicle state vector [Xv, Yv, Zv, φv, θv, ψv] that can be divided in position vector Xv
and orientation vector θv on earth frame and the target point is expressed as the vector
XT = [Xd, Yd, Zd] the angles of the vector between the current position and the desired













and the vector of angle errors can be expressed as the difference between the vehicle
orientation and the desire orientation, i.e θe = [eψ, eθ, eu], where eψ = ψd − ψv and
eθ = θd − θv. The target of the policy was to minimise the error angles to zero and
the surge speed error to zero. In the proposed simulation a surge speed of 1.2m/s was
set as the desired speed with an initial position of [0, 0, 0] ,an orientation of [0, 0, π/4]
and an initial surge speed of 0.5m/s. The first 12 seconds of real model simulation
was employed to learn the policy with a target point with coordinates [40, 40, 10]. A
constraint to limit the vehicle turn < 180o was applied to the process of policy testing
over the vehicle model. A second simulation with two target points [30, 30, 10] and
[90, 100, 10] was employed to check the viability of the policy. A total of 1000 sparse
points was located as the limiter from which a sparse model was to be employed. The
policy and simulation were executed at 5Hz. A noise with variance of σ2 = 0.005
was employed in the simulation and a variance of σ2 = 0.2 was employed for the start
position of the vehicle. When the vehicle arrived at 3 metres from the objective the
vehicle was given the secondary target as the new objective. If the vehicle arrived at 1












to test different applications such as waypoint tracking, depth control and path tracking.
A simple waypoint tracking control can be learned in a small quantity of experiments
over the real platform, and the performance of the obtained policy was compared with
a PID controller which was over-performed by the policy as the policy obtained was
learned over the platform including noise.
In a similar way, a depth control policy was learned by mixing the waypoint tracking
objective with the depth objective. However, in this research the learning of a policy
to only control depth was not successful as the GPs model to learn the policy requires
more information to allow the learning of the policy and there is a coupling between
the rudder and elevator as the vehicle rolls 5 degrees over its axis. Nevertheless, in
the simulation of depth control it had been shown that a policy of depth control can
be obtained by the learning of simultaneous waypoint tracking and depth control. The
combination of objectives yields a more intuitive behaviour, similar to what a human
will do with the proposed objectives.
In the case of the proposed PILCO-LOS methodology, it has been shown that PILCO
is a viable option to learn a policy to minimise the error between an LOS law and the
vehicle position. The comparison with the previously formulated PID controller shows
that the learned policy will perform equally and sometimes better than a formulated
PID. The RMSE shows that PILCO can obtain better performance and the long period
of simulation shows that the learned policy can constantly minimise the error to the
desired value.
The PILCO algorithm has shown that it is applicable to an underactuated AUV. The
vehicle shape and actuators will force the selection of values of the cost function. How-
ever, reinforced learning for an underactuated AUV has been shown to be a solution to
the control of underwater vehicles and can be a solution to control bioinspired vehicles
as their mathematical model is more complex.
Chapter 8
Summary, Conclusions & Future work
This chapter brings together the findings of the individual chapters. It also concludes
the findings and outcomes, and discusses the implications of the findings, the limitations,
and the recommendations for further research.
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8.1 Summary of Work Performed
In this thesis, the application of GPs (Gaussian processes) for SI (system identification),
inertial navigation, and control of underwater vehicles were examined. This thesis is
an effort to answer the question, “Can GPs be used for system identification of AUVs
and what applications can benefit from the use of a non-parametric model?” As the
first step in addressing this question, it was required to first develop a methodology
for underatuated ships. Once a suitable methodology was identified, the next step was
to extend the methodology to underatuated AUVs. After probing that GPs can be
applied to SI of AUVs a series of application were explored. GPs are a strong element
of machine learning with a large field of possible application to underwater vehicles.
The applications explored in this thesis are related directly to the present and future
development of the platform MULLAYA AUV.
In the first step, a simpler model of a container ship was chosen to verify that GPs
are able to identify a marine vehicle. A GPs composed of a multi-output kernel and a
vector of inputs were chosen to maintain the relation between the outputs and inputs of
the system as the chosen ship model has high coupling between its inputs and outputs.
The simulation to test the viability were done over the available model of a container
ship. The root mean square error (RMSE) and predicted residual error sum of squares
(PRESS) were employed to measure the difference between the proposed model and a
neural network system identification.
The results of the first step provided a build-up approach towards extending GPs to
the SI of underactuated AUVs (Chapter 3), given that the latter has a higher degree-
of-freedom (DoF) and coupled dynamics. The required time variable, the number of
regressors, and type of data required to model underwater vehicles with multi-output
GPs were identified. A series of simulations that employed the model of a Remus
100 were designed to test the robustness of the model. The RMSE and PRESS were
employed to measure the difference between the proposed model and a neural network
system identification.
The positive results of SI of underactuated AUVs allows the exploration of applica-
tion that may help the development of MULLAYA AUV. The first application explored
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(Chapter 4) examines the ability of non-parametric models to be used as the transfer
function for the post-processing of pressure sensor data for speed measurement. The
vehicle MULLAYA had in the past been used as a research platform to measure speed
with pressure sensors located in the vehicle head. The original idea was to use a single
differential pressure sensor connected between the main point of the nose and the lateral
points of measurement. However, the research was never completed. This application
employed a series of experiments carried out with MULLAYA to create a speed measure-
ment unit via the use of an array of pressure sensors. This configuration was different
from the original design, as multiple pressure points are measured and post-processing
techniques are employed to calculate the speed. Three techniques were analysed: a stan-
dard parametric technique, neural network post-processing, and GPs post-processing.
The comparison between all three techniques allows the analysis of the performance of
each technique under non-linearities.
The second application explored GPs for the prediction and correction of the vehicle
states in a navigation system (Chapter 5). This application was selected as MULLAYA
AUV does not possess a commercial navigation system but rather has a simple inertial
navigation unit and a compass. A GPs non-parametric model from an underwater
vehicle was employed as the internal model of an unscented Kalman filter (UKF). This
technique call GP-UKF was compared with an ideal UKF and multiples measurement
of error were taken to compare the ability to correct and predict each component of the
vehicle state.
For the final application explored, the calculation of the hydrodynamic coefficients by
semi-empirical methodologies for the platform MULLAYA AUV was required (Chap-
ter 6), a script that generates the required coefficients and the results of a series of
experiments with the reconditioned was employed for calculation and validation.
Finally, with the calculated mathematical model, the application of model-based rein-
forced learning with a GPs non-parametric model has been explored via the application
of the Probabilistic Inference for Learning Control (PILCO)(in Chapter 7). Three dif-
ferent controllers were tested: waypoint tracking, depth control, and LOS (line-of-sight).
For each variation of control, a comparative controller was implemented and measure-
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ments of effectiveness were taken. This comparative study allows the analysis of the
performance of the obtained policies.
8.2 Findings
The major findings of the research are listed below.
8.2.1 System Identification
• Multi-output GPs with NARX (Nonlinear autoregressive exogenous model) struc-
ture is an effective technique for producing non-parametric model for underactu-
ated marine vehicles, as preserves the relation between the outputs.
• SI of underactuated AUVs with GPs requires the normalization of the inputs vector
but not from the outputs vector in the learning stage
• Single output GPs may be able to identify an AUV. However, the performance
outside of the learning horizon is higher for a multi-output GPs.
• SI with NARX structure from underactuated marine vehicles requires at least two
regressors.
• GPs perform better that standard neural network methodologies outside of the
learning horizon.
• Sparse GPs techniques reduce computational cost of learning and deployment of
GPs.
8.2.2 Non-Parametric Model Application to AUV
• A non parametric model from a GPs can be employed as a non-linear transfer
function for prediction of vehicle speed based in an array of pressure sensors.
• Pressure sensors is an effective technique for measurement of vehicle speed if the
non-linearity of the vehicle produced by the acceleration are included.
• The acceleration of the vehicle generates non-linearity in the pressure profiles
around an underwater vehicle.
• The inertial navigation of an underwater vehicle can be done effectively with GP-
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UKF, the inclusion of the non-parametric model allows a faster implementation
of the UKF algorithm and the resultant system is capable of predict the vehicle
position as well as an ideal parametric model.
• A small quantity of real experiments is required to learn a motion control policy
for underwater vehicles if model-based reinforced learning is applied.
• The evolution of the non-parametric model by experimentation of the policy
learned through reinforced learning is an effective technique to reduce the number
of experiments require.
• The cost function for policy learning needs to give priority to reduce the speed of
the vehicle before minimising the other objectives as this makes the policy converge
faster to the objective.
8.3 Conclusions
In this study, it was shown that multi-output GPs and single output GPs can model
marine vehicles behavior. In the case of multi-output GPs, the learned model outper-
forms outside of the learned horizon other techniques such as neural networks. The
results mean that multi-output GPs can be used for techniques such as control model
prediction. A specific case where GPs technique can be employed is when the vehicle
needs to navigate backwards with high precision. Standard techniques of modeling will
require a completely different mathematical model than the original, which is usually
designed only for a forward movement. In the case of GPs, a single model can be learned
by pairing the information of the vehicle in both forward and backward motions during
the learning process and techniques such as sparse GPs can further be used to reduce
the computational cost.
In the case of underactuated AUVs, the need for techniques such as multi-output GPs
is important as each DoF is coupled to each other. As the vehicle does not advance
with a zero roll, the control surfaces produce a small force and moment in the adjacent
DoF. In the same way, the absence of direct control surfaces for some DoF requires the
vehicle to have a small pitch rotation such that the vehicle’s nose points to a specific
angle. Multi-output GPs have shown their viability to represent underwater vehicles
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inside and outside of the learned horizon.
In the application explored on this study, non-parametric based techniques performed
better than the common parametric technique as they do not only consider the linear
model but also the non-linear modelling. GPs model was found to have a notable
advantage in that it can learn to overcome noisy measurements. All three explored
applications are highly affected by environmental noise (e.g. currents, waves, magnetic
noise). A standard mathematical model to replicate what GPs are capable of doing, it
will need to be able to overcome the noise by the addition of special models in order to
predict environmental variables.
The application with possible the highest impact is the application of reinforced learning
for underwater vehicle based on the use of non-parametric models. All explored scenarios
showed the ability to obtain a policy capable of completing the defined task with a few
episodes, usually less than 50 episodes for the autonomous platform compared to the
number of episodes that would be required with a technique such as deterministic policy
gradient. The advantage of PILCO is clearly appreciated in the application of control.
The learning over noisy signal gives an advantage over standard controllers as the policy
is fault tolerant against the signal noise.
GPs applied to SI and its applications show advantages over parametric methodologies
for underwater vehicles. The presence of the variance from the GPs is a strong tool
of the confidence measure that showed it can be exploited in probabilistic algorithms
as a Kalman filter. The ability of GPs to model in a more precise and robust form of
natural phenomenon is an advantage that can be seen in the results as GPs are able to
model an AUV over a noisy environment. The Bayesian nature of the noise that affects
AUVs allows their representation by the internal kernels of GPs. The non-parametric
representation with higher fidelity allows a better modelling of the vehicle with the added
benefit that for an AUV, the non-parametric can be obtained more quickly than with a
mathematical model. GPs can become an important tool for AUVs as they allow faster
learning on transfer functions and vehicle models that can be used for different tasks,
as explored in this thesis.
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8.4 Future Work
The findings of this thesis could lead to several further investigations into the applica-
bility of GPs to underwater vehicles for direct application similar to those explored in
this thesis or hybrid applications where GPs are employed with other techniques. There
are areas that were treat on this study that could not be fully covered due to time and
scope limitations of this project.
In particular, more real field trials are required to design a speedometer based on pres-
sure sensors with GPs post-processing. Real field experiments are required where the
real velocity can be logged with DVLs(Doppler velocity logger) and the pressure from
the vehicle nose is measured. Another avenue of possible future research concerns the
measurement of currents with ADCP(acoustic Doppler current profiler) from underwater
vehicles having problems with removing the vehicle relative speed from the real current
velocity. If both the ADCP signal and the pressure signal are post-processed through a
GPs, this can result in the measurement of the absolute velocity of the current.
The Multi-output GPs learned in Chapter 2 and Chapter 3 can be cascaded to be
employed as the internal model for model predictive control for motion control of under-
water vehicles. Similarly, multi-output GPs can be employed as an observer to overcome
noise signals in the same way that a neural network is employed. Multi-output GPs can
be also be used as the internal model of GP-UKF to improve the results found in this
research. In addition, the multi-output GPs model can be also employed as the internal
model of PILCO RL.
PILCO application needs to be further explored as there are multiple applications that
were not tested in this research. Tasks such as following pipe, diving from the surface and
keeping position near to the surface can take advantage of the application of PILCO.
Another issue to explore through research is the application of GPs to bio-inspired
vehicles: bio-inspired vehicles can be fitted with GPs for both navigation and control as
their mathematical models are complex.
Additionally, there are new machine learning algorithms for reinforced learning that im-
prove PILCO as an example with integrating Bayesian neural network dynamics models,
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also called DeepPilco. These algorithms can be researched to determine whether there
is any benefit to their application in underwater vehicles.
Appendix A
REMUS 100 Matlab Model
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f unc t i on xdot= REMUS KFILTER(x , u i )
% Simulat ion a lgor i thm f o r REMUS This code i s based in :
% Prestero , T. , 2001 . V e r i f i c a t i o n o f a s ix−degree o f freedom s imu la t i on
% model f o r the REMUS autonomous underwater v e h i c l e ( Doctora l d i s s e r t a t i o n ,
% Massachusetts I n s t i t u t e o f Technology and Woods Hole Oceanographic
% I n s t i t u t i o n ) .
% F 1
% | / | | | | \
% |== F3 | | Remus | | |
% | \ | | | | /
% F2





% x = (u v w p q r xpos ypos zpos phi theta p s i ) ,
% Body−r e f e r e n c e d Coordinates
% u = Surge v e l o c i t y [m/ s ]
% v = Sway v e l o c i t y [m/ s ]
% w = Heave v e l o c i t y [m/ s ]
% p = Rol l r a t e [ rad/ s ]
% q = Pitch ra t e [ rad/ s ]
% r = Yaw ra t e [ rad/ s ]
%
% Earth−f i x e d coo rd ina t e s
% xpos = Pos i t i on in x−d i r e c t i o n [m]
% ypos = Pos i t i on in y−d i r e c t i o n [m]
% zpos = Pos i t i on in z−d i r e c t i o n [m]
% phi = Rol l ang le [ rad ]
% theta = Pitch ang le [ rad ]
% p s i = Yaw angle [ rad ]
%
%INPUT VECTOR
% ui = [ n d e l t a s d e l t a r ] ’
% Control Fin Angles
% n= s h a f t speed RPM
% d e l t a s = angle o f s t e rn p lanes [ rad ]
% d e l t a r = ang le o f rudder p lanes [ rad ]
% Get s t a t e v a r i a b l e s
u = x ( 1 , : ) ;
v = x ( 2 , : ) ;
w = x ( 3 , : ) ;
p = x ( 4 , : ) ;
q = x ( 5 , : ) ;
r = x ( 6 , : ) ;
phi = x ( 1 0 , : ) ;
theta = x ( 1 1 , : ) ;
p s i = x ( 1 2 , : ) ;
% Get c o n t r o l inputs
d e l t a s = −ui ( 2 , : ) ;
d e l t a r = ui ( 3 , : ) ;
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% 45 degree maximum rudder ang le
delta max = 45 ∗ pi /180 ;
% Check c o n t r o l inputs ( u s e f u l l a t e r )
% i f abs ( d e l t a s ) > delta max && d e l t a s < delta max
% d e l t a s = s i gn ( d e l t a s ) ∗ delta max ;
% end
%
% i f abs ( d e l t a r ) > delta max
% d e l t a r = s i gn ( d e l t a r ) ∗ delta max ;
% end
% I n i t i a l i z e e lements o f coo rd inate system transform matrix
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c1 = cos ( phi ) ;
c2 = cos ( theta ) ;
c3 = cos ( p s i ) ;
s1 = s i n ( phi ) ;
s2 = s i n ( theta ) ;
s3 = s i n ( p s i ) ;
t2 = tan ( theta ) ;
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Vehic l e Parameters and C o e f f i c i e n t s
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
W = 2.99 e2 ; % Weight (N)
B = 2.99 e2 ; % Bouyancy (N)%% Note buoyanci i n c o r r e c t s imu la t i on f a i l with
t h i s va lue
g = 9 . 8 1 ; % Force o f g rav i ty
m = W/g ; % Mass o f v e h i c l e
Xuu = −1.62; % Axial Drag
Xwq = −3.55 e1 ; % Added mass c ros s−term
Xqq = −1.93; % Added mass cros s−term
Xvr = 3.55 e1 ; % Added mass cros s−term
Xrr = −1.93; % Added mass cros s−term
Yvv = −1.31 e3 ; % Cross−f low drag
Yrr = 6.32 e−1; % Cross−f low drag
Yuv = −2.86 e1 ; % Body l i f t f o r c e and f i n l i f t
Ywp = 3.55 e1 ; % Added mass cros s−term
Yur = 5 . 2 2 ; % Added mass c ros s−term and f i n l i f t
Ypq = 1 . 9 3 ; % Added mass c ros s−term
Zww = −1.31 e2 ; % Cross−f low drag
Zqq = −6.32e−1; % Cross−f low drag
Zuw = −2.86 e1 ; % Body l i f t f o r c e and f i n l i f t
Zuq = −5.22; % Added mass cros s−term and f i n l i f t
Zvp = −3.55 e1 ; % Added mass c ros s−term
Zrp = 1 . 9 3 ; % Added mass c ros s−term
% Center o f Gravity wrt Or ig in at CB
xg = 0 ;
yg = 0 ;
zg = 1.96 e−2;
% Control Fin C o e f f i c i e n t s
Yuudr = 9 . 6 4 ;
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Nuudr = −6.15;
Zuuds = −9.64; % Fin L i f t Force
% Center o f Buoyancy wrt Or ig in at Veh ic l e Nose
xb = 0 ;%−6.11e−1;
yb = 0 ;
zb = 0 ;
n=ui ( 1 , : ) /60∗2∗ pi ;
% P r o p e l l e r Terms
Xprop = 1.569759 e−4∗n .∗ abs (n) ;
Kpp = −1.3e−1; % Ro l l i ng r e s i s t a n c e
Kprop = −2.242e−05∗n .∗ abs (n) ;%−5.43e−1; % P r o p e l l e r Torque
Kpdot = −7.04e−2; % Added mass
% Cross f low drag and added mass terms
Mww = 3 . 1 8 ; % Cross−f low drag
Mqq = −1.88 e2 ; % Cross−f low drag
Mrp = 4 . 8 6 ; % Added mass cros s−term
Muq = −2; % Added mass c r o s s term and f i n l i f t
Muw = 2.40 e1 ; % Body and f i n l i f t and munk moment
Mwdot = −1.93; % Added mass
Mvp = −1.93; % Added mass c r o s s term
Muuds = −6.15; % Fin l i f t moment
Nvv = −3.18; % Cross−f low drag
Nrr = −9.40 e1 ; % Cross−f low drag
Nuv = −2.40 e1 ; % Body and f i n l i f t and munk moment
Npq = −4.86; % Added mass cros s−term
% Moments o f I n e r t i a wrt Or ig in at CB
Ixx = 1.77 e−1;
Iyy = 3 . 4 5 ;
I z z = 3 . 4 5 ;
Nwp = −1.93; % Added mass cros s−term
Nur = −2.00; % Added mass c r o s s term and f i n l i f t
% Non−l i n e a r Moments C o e f f i c i e n t s
Xudot = −9.30e−1; % Added mass
Yvdot = −3.55 e1 ; % Added mass
Nvdot = 1 . 9 3 ; % Added mass
Mwdot = −1.93; % Added mass
Mqdot = −4.88; % Added mass
Zqdot = −1.93; % Added mass
Zwdot = −3.55 e1 ; % Added mass
Yrdot = 1 . 9 3 ; % Added mass
Nrdot = −4.88; % Added mass
% Set t o t a l f o r c e s from equat ions o f motion
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−
X = −(W−B) ∗ s i n ( theta ) + Xuu∗u .∗ abs (u) + (Xwq−m) ∗w.∗ q + (Xqq + m∗xg ) ∗q .ˆ2
. . .
+ (Xvr+m) ∗v .∗ r + ( Xrr + m∗xg ) ∗ r . ˆ2 −m∗yg∗p .∗ q − m∗ zg∗p .∗ r . . .
+ Xprop ;
Y = (W−B) ∗ cos ( theta ) .∗ s i n ( phi ) + Yvv∗v .∗ abs ( v ) + Yrr∗ r .∗ abs ( r ) + Yuv∗u .∗ v
. . .
+ (Ywp+m) ∗w.∗p + (Yur−m) ∗u .∗ r − (m∗ zg ) ∗q .∗ r + (Ypq − m∗xg ) ∗p .∗ q . . .
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+ Yuudr∗u . ˆ 2 . ∗ d e l t a r ;
Z = (W−B) ∗ cos ( theta ) .∗ cos ( phi ) + Zww∗w.∗ abs (w) + Zqq∗q .∗ abs ( q )+ Zuw∗u .∗w
. . .
+ (Zuq+m) ∗u .∗ q + (Zvp−m) ∗v .∗p + (m∗ zg ) ∗p .ˆ2 + (m∗ zg ) ∗q .ˆ2 . . .
+ ( Zrp − m∗xg ) ∗ r .∗p + Zuuds∗u . ˆ 2 . ∗ d e l t a s ;
K = −(yg∗W−yb∗B) ∗ cos ( theta ) .∗ cos ( phi ) − ( zg∗W−zb∗B) ∗ cos ( theta ) .∗ s i n ( phi )
. . .
+ Kpp∗p .∗ abs (p) − ( Izz− Iyy ) ∗q .∗ r − (m∗ zg ) ∗w.∗p + (m∗ zg ) ∗u .∗ r + Kprop ;
M = −(zg∗W−zb∗B) ∗ s i n ( theta ) − ( xg∗W−xb∗B) ∗ cos ( theta ) .∗ cos ( phi ) + Mww∗w.∗ abs
(w) . . .
+ Mqq∗q .∗ abs ( q ) + (Mrp − ( Ixx−I z z ) ) ∗ r .∗p + (m∗ zg ) ∗v .∗ r − (m∗ zg ) ∗w.∗ q
. . .
+ (Muq − m∗xg ) ∗u .∗ q + Muw∗u .∗w + (Mvp + m∗xg ) ∗v .∗p . . .
+ Muuds∗u . ˆ 2 . ∗ d e l t a s ;
N = −(xg∗W−xb∗B) ∗ cos ( theta ) .∗ s i n ( phi ) − ( yg∗W−yb∗B) ∗ s i n ( theta ) . . .
+ Nvv∗v .∗ abs ( v ) + Nrr∗ r .∗ abs ( r ) + Nuv∗u .∗ v . . .
+ (Npq − ( Iyy− Ixx ) ) ∗p .∗ q + (Nwp − m∗xg ) ∗w.∗p + (Nur + m∗xg ) ∗u .∗ r . . .
+ Nuudr∗u . ˆ 2 . ∗ d e l t a r ;
FORCES = [X Y Z K M N] ’ ;
% A c c e l e r a t i o n s Matrix ( Pre s t e ro Thes i s page 46)
Amat = [ (m − Xudot ) 0 0 0 m∗ zg
−m∗yg ;
0 (m − Yvdot ) 0 −m∗ zg 0
(m∗xg − Yrdot ) ;
0 0 (m − Zwdot ) m∗yg (−m∗xg −
Zqdot ) 0 ;
0 −m∗ zg m∗yg ( Ixx − Kpdot ) 0
0 ;
m∗ zg 0 (−m∗xg − Mwdot) 0 ( Iyy −
Mqdot) 0 ;
−m∗yg (m∗xg − Nvdot ) 0 0 0
( I z z − Nrdot ) ] ;
% Inve r s e Mass Matrix
Minv = inv (Amat) ;
% De r i va t i v e s
xdot = . . .
[ Minv (1 , 1 ) ∗X + Minv (1 , 2 ) ∗Y + Minv (1 , 3 ) ∗Z + Minv (1 , 4 ) ∗K + Minv (1 , 5 ) ∗M +
Minv (1 , 6 ) ∗N;
Minv (2 , 1 ) ∗X + Minv (2 , 2 ) ∗Y + Minv (2 , 3 ) ∗Z + Minv (2 , 4 ) ∗K + Minv (2 , 5 ) ∗M +
Minv (2 , 6 ) ∗N;
Minv (3 , 1 ) ∗X + Minv (3 , 2 ) ∗Y + Minv (3 , 3 ) ∗Z + Minv (3 , 4 ) ∗K + Minv (3 , 5 ) ∗M +
Minv (3 , 6 ) ∗N;
Minv (4 , 1 ) ∗X + Minv (4 , 2 ) ∗Y + Minv (4 , 3 ) ∗Z + Minv (4 , 4 ) ∗K + Minv (4 , 5 ) ∗M +
Minv (4 , 6 ) ∗N;
Minv (5 , 1 ) ∗X + Minv (5 , 2 ) ∗Y + Minv (5 , 3 ) ∗Z + Minv (5 , 4 ) ∗K + Minv (5 , 5 ) ∗M +
Minv (5 , 6 ) ∗N;
Minv (6 , 1 ) ∗X + Minv (6 , 2 ) ∗Y + Minv (6 , 3 ) ∗Z + Minv (6 , 4 ) ∗K + Minv (6 , 5 ) ∗M +
Minv (6 , 6 ) ∗N;
c3 .∗ c2 .∗u + ( c3 .∗ s2 .∗ s1−s3 .∗ c1 ) .∗ v + ( s3 .∗ s1+c3 .∗ c1 .∗ s2 ) .∗w;
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s3 .∗ c2 .∗u + ( c1 .∗ c3+s1 .∗ s2 .∗ s3 ) .∗ v + ( c1 .∗ s2 .∗ s3−c3 .∗ s1 ) .∗w;
−s2 .∗u+c2 .∗ s1 .∗ v+c1 .∗ c2 .∗w;
p+s1 .∗ t2 .∗ q+c1 .∗ t2 .∗ r ;
c1 .∗ q−s1 .∗ r ;
s1 . / c2 .∗ q+c1 . / c2 .∗ r ] ;
Appendix B




c l c ; c l e a r a l l ;
% some d e f a u l t s f o r the p l o t s
s e t (0 , ’ d e f a u l t a x e s f o n t s i z e ’ , 30) ;
s e t (0 , ’ d e f a u l t a x e s f o n t u n i t s ’ , ’ po in t s ’ )
s e t (0 , ’ d e f a u l t t e x t f o n t s i z e ’ , 33) ;
s e t (0 , ’ d e f a u l t t e x t f o n t u n i t s ’ , ’ po in t s ’ )
s e t (0 , ’ d e f a u l t a x e s l i n e w i d t h ’ , 0 . 1 ) ;
s e t (0 , ’ d e f a u l t l i n e l i n e w i d t h ’ , 2 ) ;
s e t (0 , ’ DefaultAxesLineStyleOrder ’ , ’ −|−−|:|−. ’ ) ;
% Parameters f o r UKF







Real data=X( 2 : end , : ) ’ ;
t ime data=X( 1 , : ) ’ ;
X=resample (X’ , 1 , 1 ) ’ ;
time=X( 1 , 1 : end ) ’ ;
Y=resample (Y’ , 1 , 1 ) ’ ;
U=resample (U’ , 1 , 1 ) ’ ;
[ ˜ , s t ep s ]= s i z e (X) ;
% covar iance func t i on
covfunc={ ’ covSum ’ ,{ ’ covSEard ’ , ’ covNoise ’ }} ;
% l e a rn dynamics model
% determine how many elements i s 50%
numelements = round ( 0 . 4∗ s t ep s ) ;
% get the randomly−s e l e c t e d i n d i c e s
s = rng ;
sprev = rng ( ’ s h u f f l e ’ , ’ t w i s t e r ’ ) ;
i n d i c e s = randperm ( s t ep s ) ;
i n d i c e s = s o r t ( i n d i c e s ( 1 : numelements ) ) ;
yd=X( 2 : end , i n d i c e s ) ’ ;
%B=[7:12 1 : 6 ] ;
%yd ( : , [ 1 : 1 2 ] ) = yd ( : ,B) ;
[m, n]= s i z e ( yd ) ;
yd de lay =[ z e r o s (1 , n ) ; yd ( 1 : end−1 , : ) ] ;
xd=[U( 2 : end , i n d i c e s ) ’ yd de lay ] ;
t i c ;
Xd = t r a i n f (xd , yd ) ; d i sp ( exp (Xd) )
toc
% l e a rn obse rvat i on model
xm = yd ;
ym = Y( 2 : end , i n d i c e s ) ’ ;
t i c ;
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Xm = t r a i n f (xm,ym) ; d i sp ( exp (Xm) )
toc
%% some e r r o r measures
s fun = @( xt , x , C) ( x − xt ) . ˆ 2 ; % squared d i s t ance
smfun = @( xt , x , C) ( x − xt ) . ˆ 2 . /C. / l ength ( x ) ; % squared Mahalanobis
d i s t ance per po int
mfun = @( xt , x , C) s q r t ( ( x−xt ) . ˆ 2 . /C) . / l ength ( x ) ; % Mahalanobis d i s t ance
per po int
n l l f u n = @( xt , x , C) ( 0 . 5∗ l og (C) + 0 . 5∗ ( x−xt ) . ˆ 2 . /C + 0 . 5 . ∗ l og (2∗ pi ) ) . /
l ength ( x ) ; % NLL per po int
%% State e s t imat ion
T = 2 ; % length o f p r e d i c t i o n hor i zon
noTest = s t ep s ; % s i z e o f t e s t s e t
u = U( 2 : end , 1 : s t ep s ) ’ ; % means o f i n i t i a l s t a t e s
%y = ze ro s (1 , noTest ) ; % obse rva t i on s
% Considered e s t imato r s : ( 1 ) ground truth , (2 ) ukf , ( 3 ) gpf , ( 4 ) ek f
xp = ze ro s ( noTest ,T+1) ; % pred i c t ed s t a t e
xe = ze ro s (12 , noTest ,T+1) ; % f i l t e r e d s t a t e
xy = ze ro s ( noTest ,T+1) ; % pred i c t ed measurement (mean)
Cy = ze ro s ( noTest ,T+1) ; % pred i c t ed measurement ( var iance )
Cp = ze ro s ( noTest ,T+1) ; % pred i c t ed var iance
Pest=pasca l (12) ;
Pest=Pest /(10∗Pest (12 ,12) ) ;
Ce=c e l l ( noTest ,T+1) ;
[ Ce{ :} ]= dea l ( Pest ) ;
%Ce = 0.5∗ ones ( noTest ,T+1) ; % f i l t e r e d var iance
y=Y( 2 : end , 1 : s t ep s ) ’ ;
% xe ( : , : , 1 )= x ’ ;
% xe ( 1 , : , 1 ) = cho l (C) ’∗ randn ( noTest , 1 ) + x ’ ;
%Ce ( : , : , 1 ) = repmat (C, 5 , noTest ) ;
t i c
f o r t = 1 :T
f o r i = 1 : steps−1
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− GP−UKF
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
[ xEst , PEst , xPred , PPred , zPred , S ,K] = . . .
gpukf ( xe ( : , i , t ) , c e l l 2mat (Ce( i , t ) ) ,u ( i , : ) , Xd, xd , yd , y ( i , : ) ’ , Xm, xm
, ym, alpha , beta , kappa ) ;
xe ( : , i , t +1)=xEst ;
xe ( : , i +1, t )=xEst ;
Ce{ i , t+1}=PEst ;





Aux=xe ( : , : , 1 ) ’ ;
%t=l i n s p a c e (0 , s t ep s ∗0 . 2 , s t ep s ) ;
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names=[”u” , ”v” , ”w” , ”p” , ”q” , ” r ” , ”X” , ”Y” , ”Z” , ” r o l l ” , ” p i t ch ” , ”yaw” ] ;
f o r i =1:12
f i g u r e ( i ) ; c l f ;
p l o t ( t ime data , Real data ( : , i ) , ’ b ’ ) ; hold on
p l o t ( time , Aux ( 1 : s teps , i ) , ’ r ’ ) ;
t i t l e ( names ( i ) )
l egend ( ’ Or i g i na l Data ’ , ’GP−UKF’ )
saveas ( gcf , s t r c a t ( names ( i ) , ’−UKF’ ) , ’ meta ’ )
saveas ( gcf , s t r c a t ( names ( i ) , ’−UKF’ , ’ . f i g ’ ) )
end
%%
f i g u r e (16) ; c l f ;
X=X( 2 : end , : ) ’ ;
p l o t3 (X( : , 7 ) ,X( : , 8 ) ,−X( : , 9 ) , ’b ’ ) ; hold on
p lo t3 (X( in d i c e s , 7 ) ,X( i nd i c e s , 8 ) ,−X( in d i c e s , 9 ) , ’−r ’ ) ;
p l o t3 (Aux ( 1 : s teps , 7 ) ,Aux ( 1 : s teps , 8 ) ,−Aux ( 1 : s teps , 9 ) , ’ g ’ ) ;
p l o t3 (X(1 , 7 ) ,X(1 , 8 ) ,−X(1 ,9 ) , ’ ∗ r ’ ) ; hold o f f ;
az = 180+45;
e l = 45 ;
view ( az , e l ) ;
saveas ( gcf , s t r c a t ( ’ p lo t3 ’ , ’−UKF’ ) , ’ meta ’ )
saveas ( gcf , s t r c a t ( ’ p lo t3 ’ , ’−UKF’ , ’ . f i g ’ ) )
%X=X( 2 : end , : ) ’ ;
RMSE = s q r t (mean ( (X − Aux) . ˆ 2 ) ) ; % Root Mean Squared Error
c l c ;
Y = s p r i n t f ( ’The RMSE of the system i s ’ ) ;
d i sp (Y) ;
d i sp (RMSE) ;
f i l ename=’REMUS GP UKF RESULT. mat ’ ;
REMUS GP UKF RESULT=Aux ;
save ( f i l ename , ’REMUS GP UKF RESULT ’ ) ;
poo lob j = gcp ( ’ nocreate ’ ) ;
d e l e t e ( poo lob j ) ;
% %% UKF s e c t i o n
% %load Ynoise . mat ;




% Cw = [ 0 . 9 0 .01 0 .01 0 .1 0 .1 0 . 1 0 .2 0 .2 0 . 2 0 .2 0 .2 0 .2 ] ;
% Cv = [ 0 . 2 0 .2 0 .2 0 .2 0 . 2 0 .2 0 .3 0 . 3 0 .3 0 .3 ] ;
% Pest=pasca l (12) ;
% Pest=Pest /(100∗Pest (12 ,12) ) ;
% Ce=c e l l ( noTest ,T+1) ;
% [ Ce{ :} ]= dea l ( Pest ) ;
% f o r t = 1 :T




% [ xEst , PEst , xPred , PPred , zPred , S ,K] = . . .
% ukf add ( xe ( : , i , t ) , c e l l 2mat (Ce( i , t ) ) ,u ( i , : ) , Cw, afun , y ( i , : ) ’ , Cv ,
hfun , 1 , alpha , beta , kappa ) ;
% xe ( : , i , t +1)=xEst ;
% xe ( : , i +1, t )=xEst ;
% Ce{ i , t+1}=PEst ;





% Aux=xe ( : , : , 1 ) ’ ;
% t=l i n s p a c e (0 , s teps , s t ep s ) ;
% f o r i =1:1
% f i g u r e ( i ) ; hold on
% %plo t ( t , yd ( : , i ) ) ;
% p lo t ( t , Aux ( 1 : s teps , i ) ) ; hold o f f
% end
% % f i g u r e (13) ; hold on ;
% % %plot3 ( yd ( : , 1 ) , yd ( : , 2 ) , yd ( : , 3 ) ) ;
% % plo t3 (Aux ( 1 : s teps , 1 ) ,Aux ( 1 : s teps , 2 ) ,Aux ( 1 : s teps , 3 ) ) ; hold o f f ;
This page is intentionally left blank.
Appendix C
Implementation of calculation of semi
empirical calculation for MULLAYA
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% %t h i s s c r i p t takes as input a s t l f i l e with a 2d p r o f i l e o f the v e h i c l e
% The p r o f i l e i s s l i c e and a func t i on i s generated
% Some c a l c u l a t i o n s are r e q u i r e to i n s u r e that the cente r o f g rav i ty i s at
coo rd ina t e s 0 ,0 ,0
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Wilmer Ariza Ramirez
%Implementarion o f c a l c u l a t i o n fo Preterus Thes i s f o r MULLAYA
%7/11/2018
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% read S t l f i l e conta in t f i l e to generate R( x ) f o r i n t e g r a t i o n cente r o f
f i g u r e should be CB
% we export a 3D f i g u r e and s l i d e a l a y e r to be used as 2d Template
% f i l e has to be c o n f i g u r e as a s c i i STL
c l c ; c l e a r vars ; c l o s e a l l ;
%% REMUS parameters
d=1.60e−1;%v e h i c l e diameter
l =1.47; %v e h i c l e l enght
ro =1030; %Water dens i ty
a f i n =0.131;%corec t ed from pre t e ru s
xt =−741.99/1000;%a f t end o f t a i l s e c t i o n
x f= −664.99/1000;%a f t end o f f i n s e c t i o n
xf2 =−577.092/1000;%%fordward end o f f i n s e c t i o n
xb2 =678.861;%forward end o f bow s e c t i o n
S f i n =0.006;%Fin Platform area
Xfin =−620.5/1000;
%% load p r o f i l e
t r i a n g l e s = r e a d a s c i i s t l ( ’MULLAYASimplify . s t l ’ , 1 ) ;
o r i g i n a l = t r i a n g l e s ;
%t r i a n g l e s = o r i e n t s t l ( t r i a n g l e s , ’ z ’ ) ;
t r i a n g l e s = r o t a t e s t l ( t r i a n g l e s , ’ x ’ ,90) ;
s l i c e h e i g h t = 0 . 4 ;
t i c ; [ move l i s t , z s l i c e s ] = s l i c e s t l c r e a t e p a t h ( t r i a n g l e s , s l i c e h e i g h t ) ;
toc ;
Path=move l i s t {2} ;
p l o t s l i c e s ( movel i s t , z s l i c e s , 0 . 0001)
daspect ( [ 1 1 1 ] )
%p lo t capture data
f i g u r e (2 )
Path ( : , 1 ) =(Path ( : , 1 ) −678.861) /1000 ;
Path ( : , 2 ) =(Path ( : , 2 ) /1000−d/2) ;
p l o t ( Path ( : , 1 ) , Path ( : , 2 ) ) ;
daspect ( [ 1 1 1 ] )
%% I n t e r p o l a t i o n
Xinter = l i n s p a c e ( min ( Path ( : , 1 ) ) ,max( Path ( : , 1 ) ) ,5000) ;
Path ( i snan ( Path ( : , 1 ) ) , : ) = [ ] ;
index=ind2sub ( [ 2 3 3 , 1 ] , f i n d ( Path ( : , 2 ) <0) ) ;
Path ( index , : ) = [ ] ;
i =2;
whi l e i<l ength ( Path )
i f round ( Path ( i −1 ,1) ,2 )==round ( Path ( i , 1 ) , 2 )
Path ( i , : ) = [ ] ;
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% i n d i c e s to unique va lue s in column 3
[ ˜ , ind ] = unique ( Path ( : , 1 ) , ’ rows ’ ) ;
% d u p l i c a t e i n d i c e s
d u p l i c a t e i n d = s e t d i f f ( 1 : s i z e ( Path ( : , 1 ) , 1) , ind ) ;
[ x , index ] = unique ( Path ( : , 1 ) ) ;
y=Path ( index , 2 ) ;
I=f i n d (y<0.0005) ;
x ( I ) = [ ] ;
y ( I ) = [ ] ;
p l o t (x , y , ’ ∗ ’ ) ;
Yinter = in t e rp1 (x , y , Xinter ) ;
f i g u r e (2 ) ;
p l o t ( Xinter , Yinter , ’ ∗ ’ ) ;
daspect ( [ 1 1 1 ] )
[m, n]= s i z e ( Path ) ;
%% Xudot
betha= 0 .23179375 ;%Blev ins aspect r a t i o
Xudot=−4∗betha∗ ro ∗ pi /3∗(d/2) ˆ3 ;
%% Yvdot
I=f i n d ( Xinter>xt & Xinter<xf ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
ma x=pi ∗ ro ∗Y. ˆ 2 ;
Yvdot=−t rapz (X, ma x ) ;
I=f i n d ( Xinter>xf & Xinter<xf2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
maf x=pi ∗ ro ∗( a f i n ˆ2−Y.ˆ2+Y. ˆ 4 . / a f i n ˆ2) ;
Yvdot=Yvdot−t rapz (X, maf x ) ;
I=f i n d ( Xinter>xf2 & Xinter<xb2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
I=f i n d ( i snan (Y) == 1) ;
X( I ) = [ ] ;
Y( I ) = [ ] ;
ma x=pi ∗ ro ∗Y. ˆ 2 ;




I=f i n d ( Xinter>xt & Xinter<xf ) ;
X=Xinter ( I ) ;
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Y=Yinter ( I ) ;
ma x=X.∗ pi ∗ ro .∗Y. ˆ 2 ;
Mwdot1=trapz (X, ma x ) ;
I=f i n d ( Xinter>xf & Xinter<xf2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
maf x=X.∗ pi ∗ ro . ∗ ( a f i n ˆ2−Y.ˆ2+Y. ˆ 4 . / a f i n ˆ2) ;
Mwdot2=trapz (X, maf x ) ;
I=f i n d ( Xinter>xf2 & Xinter<xb2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
I=f i n d ( i snan (Y) == 1) ;
X( I ) = [ ] ;
Y( I ) = [ ] ;
ma x=X.∗ pi ∗ ro .∗Y. ˆ 2 ;









I=f i n d ( Xinter>xt & Xinter<xf ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
ma x=X. ˆ 2 . ∗ pi ∗ ro .∗Y. ˆ 2 ;
Mqdot1=trapz (X, ma x ) ;
I=f i n d ( Xinter>xf & Xinter<xf2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
maf x=X. ˆ 2 . ∗ pi ∗ ro . ∗ ( a f i n ˆ2−Y.ˆ2+Y. ˆ 4 . / a f i n ˆ2) ;
Mqdot2=trapz (X, maf x ) ;
I=f i n d ( Xinter>xf2 & Xinter<xb2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
I=f i n d ( i snan (Y) == 1) ;
X( I ) = [ ] ;
Y( I ) = [ ] ;
ma x=X. ˆ 2 . ∗ pi ∗ ro .∗Y. ˆ 2 ;





Kpdot=2/pi ∗ ro ∗0 .1172ˆ4∗ ( xf2−xf ) ;



























Muwl=−0.5∗ ro ∗dˆ2∗Cydbetha∗Xcp ;
%% Nuv
Nuvl=Muwl ;




Clalpha =(1/(2∗0.9∗ pi ) +1/( p i ∗ARe) ) ˆ−1;
x f i n =−620/1000;
Yuudr=ro ∗Clalpha ∗6 .65 e−3/2;
Yuvf=−Yuudr ;
Zuuds=−ro ∗Clalpha ∗6 .65 e−3/2;
Zuwf=Zuuds ;
Yurf=−ro ∗Clalpha ∗6 .65 e−3/2∗ x f i n ;
Zuqf=−Yurf ;
%% Moment l i f t
Muuds=ro ∗Clalpha ∗6 .65 e−3/2∗−0.638;
Muwf=Muuds ;
Nuudr=ro ∗Clalpha ∗6 .65 e−3/2∗ x f i n ;
Nuvf=Nuudr ;













Af=pi ∗(d/2) ˆ2 ;%Veh ic l e f ron area
Ap=l ∗d ;
Css =6.88e−3;%% from p r i n c i p l e s o f Naval a r c h i t e c t u r e
Cd=Css∗ pi ∗Ap/Af∗ [1+60∗(d/ l ) ˆ3+0.0025∗ l /d ] ;%aproximation o f a x i a l drag
Xuu=−0.5∗ ro ∗Cd∗Af ;
%% Cross f low drag
%% Here i go
I=f i n d ( Xinter>xt & Xinter<xb2 ) ;
X=Xinter ( I ) ;
Y=Yinter ( I ) ;
I=f i n d ( i snan (Y) == 1) ;
X( I ) = [ ] ;
Y( I ) = [ ] ;
Cdc=0.87;%%https : // l i n k . s p r i n g e r . com/ content / pdf /10.1007%2 Fs00348
−018−2531−2.pdf
t a p e r r a t i o =38.44/90;
Cdf=0.1+0.7∗ t a p e r r a t i o ;
Zww=−0.5∗ ro ∗Cdc∗( t rapz (X,2∗Y) ) −2.∗(0.5∗ ro ∗ S f i n ∗Cdf ) ;
Yvv=Zww;
Mww=0.5∗ ro ∗Cdc∗( t rapz (X,2∗X.∗Y) )−2∗Xfin ∗ (0 . 5∗ ro ∗ S f i n ∗Cdf ) ;
Nvv=Mww;
Yrr=−0.5∗ ro ∗Cdc∗( t rapz (X,2∗X.∗ abs (X) .∗Y) )−2∗Xfin ∗abs ( Xfin ) ∗ (0 . 5∗ ro ∗ S f i n ∗Cdf
) ;
Zqq=−Yrr ;
Mqq=−0.5∗ ro ∗Cdc∗( t rapz (X,2∗ l .∗Y) )−2∗Xfin ∗ (0 . 5∗ ro ∗ S f i n ∗Cdf ) ;
Nrr=Mqq;
%% Ro l l i ng Drag
yvvf =−2.∗(0.5∗ ro ∗ S f i n ∗Cdf ) ;
Kpp=yvvf ∗ a f i n ˆ3 ;
%% I n e r t i a
In =[0.083946018 0 0 ;
0 3.084445738 0 ;





MULLAYA calculated Matlab model
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f unc t i on xdot= MULLAYA( t , x , n , d e l t a s , d e l t a r )
% Simulat ion a lgor i thm f o r MULLAYA t h i s code i s based in :
% Prestero , T. , 2001 . V e r i f i c a t i o n o f a s ix−degree o f freedom s imu la t i on
% model f o r the REMUS autonomous underwater v e h i c l e ( Doctora l d i s s e r t a t i o n ,
% Massachusetts I n s t i t u t e o f Technology and Woods Hole Oceanographic
% I n s t i t u t i o n ) .
% This code has been modi f i ed to run with ode45 s o l v e r
% Programmed by : Wilmer Ariza Ramirez
%Unive r s i ty o f Tasmania
%Aust ra l i an Maritime Co l l ege
% F 1
% | / | | | | \
% |== F3 | | Remus | | |
% | \ | | | | /
% F2





% x = (u v w p q r xpos ypos zpos phi theta p s i ) ,
% Body−r e f e r e n c e d Coordinates
% u = Surge v e l o c i t y [m/ s ]
% v = Sway v e l o c i t y [m/ s ]
% w = Heave v e l o c i t y [m/ s ]
% p = Rol l r a t e [ rad/ s ]
% q = Pitch ra t e [ rad/ s ]
% r = Yaw ra t e [ rad/ s ]
%
% Earth−f i x e d coo rd ina t e s
% xpos = Pos i t i on in x−d i r e c t i o n [m]
% ypos = Pos i t i on in y−d i r e c t i o n [m]
% zpos = Pos i t i on in z−d i r e c t i o n [m]
% phi = Rol l ang le [ rad ]
% theta = Pitch ang le [ rad ]
% p s i = Yaw angle [ rad ]
%
%INPUT VECTOR
% ui = [ n d e l t a s d e l t a r ] ’
% Control Fin Angles
% n= s h a f t speed RPM
% d e l t a s = angle o f s t e rn p lanes [ rad ]
% d e l t a r = ang le o f rudder p lanes [ rad ]
% Get s t a t e v a r i a b l e s
u = x (1) ;
v = x (2) ;
w = x (3) ;
p = x (4) ;
q = x (5) ;
r = x (6) ;
phi = x (10) ;
theta = x (11) ;
p s i = x (12) ;
u i = [ n( t ) d e l t a s ( t ) d e l t a r ( t ) ] ;
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i f u i (1 )<0
u i (1 ) =0;
end
% tao u=ui (1 ) ;
% tao q=ui (2 ) ;
% t a o r=ui (3 ) ;
% Get c o n t r o l inputs
d e l t a s = −ui (2 ) ∗ pi /180 ;
d e l t a r = ui (3 ) ∗ pi /180 ;
% 45 degree maximum rudder ang le
delta max = 45 ∗ pi /180 ;
% Check c o n t r o l inputs ( u s e f u l l a t e r )
% i f abs ( d e l t a s ) > delta max && d e l t a s < delta max
% d e l t a s = s i gn ( d e l t a s ) ∗ delta max ;
% end
%
% i f abs ( d e l t a r ) > delta max
% d e l t a r = s i gn ( d e l t a r ) ∗ delta max ;
% end
% I n i t i a l i z e e lements o f coo rd inate system transform matrix
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c1 = cos ( phi ) ;
c2 = cos ( theta ) ;
c3 = cos ( p s i ) ;
s1 = s i n ( phi ) ;
s2 = s i n ( theta ) ;
s3 = s i n ( p s i ) ;
t2 = tan ( theta ) ;
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Vehic l e Parameters and C o e f f i c i e n t s
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




g = 9 . 8 1 ; % Force o f g rav i ty
m = W/g ; % Mass o f v e h i c l e
Xuu = −2.8808; % Axial Drag
Xwq = −29.6403; % Added mass c ros s−term
Xqq = 0 . 6 5 7 9 ; % Added mass c ros s−term
Xvr = 29 . 6403 ; % Added mass cros s−term
Xrr = 0 . 6 5 7 9 ; % Added mass cros s−term
Yvv = −95.3687; % Cross−f low drag
Yrr = −2.4529; % Cross−f low drag
Yuv = −32.9370; % Body l i f t f o r c e and f i n l i f t
Ywp = 29 . 6403 ; % Added mass c ros s−term
Yur = 7 ; % Added mass cros s−term and f i n l i f t
Ypq = −0.6579; % Added mass cros s−term
Zww = −95.3687; % Cross−f low drag
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Zqq = 2 . 4 5 2 9 ; % Cross−f low drag
Zuw = −32.9370; % Body l i f t f o r c e and f i n l i f t
Zuq = −7; % Added mass cros s−term and f i n l i f t
Zvp = −29.6403; % Added mass c ros s−term
Zrp = −0.6579; % Added mass cros s−term
% Center o f Gravity wrt Or ig in at CB
xg = 0 ;
yg = 0 ;
zg = 1.96 e−2;
% Control Fin C o e f f i c i e n t s
Yuudr = 12 . 11 67 ;
Nuudr = −7.5123;
Zuuds = −12.1167; % Fin L i f t Force
% Center o f Buoyancy wrt Or ig in at Veh ic l e Nose
xb = 0 ;%−6.11e−1;
yb = 0 ;
zb = 0 ;
n=ui (1 ) /60∗2∗ pi ;
% P r o p e l l e r Terms
Xprop = 3e−4∗n∗abs (n) ;
Kpp = −1.3e−1; % Ro l l i ng r e s i s t a n c e
Kprop = −2.242e−05∗n∗abs (n) ;%−5.43e−1; % P r o p e l l e r Torque
Kpdot = −7.04e−2; % Added mass
% Cross f low drag and added mass terms
Mww = 6 . 9 5 5 9 ; % Cross−f low drag
Mqq = −135.0375; % Cross−f low drag
Mrp = 5 . 0 6 3 5 ; % Added mass c ros s−term
Muq = −5.3156; % Added mass c r o s s term and f i n l i f t
Muw = 2 7 . 1576 ; % Body and f i n l i f t and munk moment
Mwdot = 0 . 6 5 7 9 ; % Added mass
Mvp = 0 . 6 5 7 9 ; % Added mass c r o s s term
Muuds = −7.7304; % Fin l i f t moment
Nvv = 6 . 9 5 5 9 ; % Cross−f low drag
Nrr = −135.03; % Cross−f low drag
Nuv = −30.8809; % Body and f i n l i f t and munk moment
Npq = −5.0635; % Added mass cros s−term
% Moments o f I n e r t i a wrt Or ig in at CB
Ixx = 0.083946018 ;
Iyy = 3.084445738 ;
I z z = 3 .062612431 ;
Nwp = 0 . 6 5 7 9 ; % Added mass cros s−term
Nur = −5.3153; % Added mass c r o s s term and f i n l i f t
% Non−l i n e a r Moments C o e f f i c i e n t s
Xudot = −0.5120; % Added mass
Yvdot = −29.6403; % Added mass
Nvdot = −0.6579; % Added mass
Mwdot = 0 . 6 5 7 9 ; % Added mass
Mqdot = −5.0526; % Added mass
Zqdot = 0 . 6 5 7 9 ; % Added mass
Zwdot = −29.6403; % Added mass
Yrdot = − 0 . 6 5 7 9 ; % Added mass
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Nrdot = −5.0526; % Added mass
% Set t o t a l f o r c e s from equat ions o f motion
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−
X = −(W−B) ∗ s i n ( theta ) + Xuu∗u∗abs (u) + (Xwq−m) ∗w∗q + (Xqq + m∗xg ) ∗qˆ2 . . .
+ (Xvr+m) ∗v∗ r + ( Xrr + m∗xg ) ∗ r ˆ2 −m∗yg∗p∗q − m∗ zg∗p∗ r . . .
+ ui (1 ) ;
Y = (W−B) ∗ cos ( theta ) ∗ s i n ( phi ) + Yvv∗v∗abs ( v ) + Yrr∗ r ∗abs ( r ) + Yuv∗u∗v . . .
+ (Ywp+m) ∗w∗p + (Yur−m) ∗u∗ r − (m∗ zg ) ∗q∗ r + (Ypq − m∗xg ) ∗p∗q . . .
;
Z = (W−B) ∗ cos ( theta ) ∗ cos ( phi ) + Zww∗w∗abs (w) + Zqq∗q∗abs ( q )+ Zuw∗u∗w . . .
+ (Zuq+m) ∗u∗q + (Zvp−m) ∗v∗p + (m∗ zg ) ∗pˆ2 + (m∗ zg ) ∗qˆ2 . . .
+ ( Zrp − m∗xg ) ∗ r ∗p ;
K = −(yg∗W−yb∗B) ∗ cos ( theta ) ∗ cos ( phi ) − ( zg∗W−zb∗B) ∗ cos ( theta ) ∗ s i n ( phi ) . . .
+ Kpp∗p∗abs (p) − ( Izz− Iyy ) ∗q∗ r − (m∗ zg ) ∗w∗p + (m∗ zg ) ∗u∗ r + Kprop ;
M = −(zg∗W−zb∗B) ∗ s i n ( theta ) − ( xg∗W−xb∗B) ∗ cos ( theta ) ∗ cos ( phi ) + Mww∗w∗abs (w
) . . .
+ Mqq∗q∗abs ( q ) + (Mrp − ( Ixx−I z z ) ) ∗ r ∗p + (m∗ zg ) ∗v∗ r − (m∗ zg ) ∗w∗q . . .
+ (Muq − m∗xg ) ∗u∗q + Muw∗u∗w + (Mvp + m∗xg ) ∗v∗p . . .
+ ui (2 ) ;
N = −(xg∗W−xb∗B) ∗ cos ( theta ) ∗ s i n ( phi ) − ( yg∗W−yb∗B) ∗ s i n ( theta ) . . .
+ Nvv∗v∗abs ( v ) + Nrr∗ r ∗abs ( r ) + Nuv∗u∗v . . .
+ (Npq − ( Iyy− Ixx ) ) ∗p∗q + (Nwp − m∗xg ) ∗w∗p + (Nur + m∗xg ) ∗u∗ r . . .
+ ui (3 ) ;
FORCES = [X Y Z K M N] ’ ;
% A c c e l e r a t i o n s Matrix ( Pre s t e ro Thes i s page 46)
Amat = [ (m − Xudot ) 0 0 0 m∗ zg
−m∗yg ;
0 (m − Yvdot ) 0 −m∗ zg 0
(m∗xg − Yrdot ) ;
0 0 (m − Zwdot ) m∗yg (−m∗xg −
Zqdot ) 0 ;
0 −m∗ zg m∗yg ( Ixx − Kpdot ) 0
0 ;
m∗ zg 0 (−m∗xg − Mwdot) 0 ( Iyy −
Mqdot) 0 ;
−m∗yg (m∗xg − Nvdot ) 0 0 0
( I z z − Nrdot ) ] ;
% Inve r s e Mass Matrix
Minv = inv (Amat) ;
% De r i va t i v e s
xdot = . . .
[ Minv (1 , 1 ) ∗X + Minv (1 , 2 ) ∗Y + Minv (1 , 3 ) ∗Z + Minv (1 , 4 ) ∗K + Minv (1 , 5 ) ∗M +
Minv (1 , 6 ) ∗N
Minv (2 , 1 ) ∗X + Minv (2 , 2 ) ∗Y + Minv (2 , 3 ) ∗Z + Minv (2 , 4 ) ∗K + Minv (2 , 5 ) ∗M +
Minv (2 , 6 ) ∗N
Minv (3 , 1 ) ∗X + Minv (3 , 2 ) ∗Y + Minv (3 , 3 ) ∗Z + Minv (3 , 4 ) ∗K + Minv (3 , 5 ) ∗M +
Minv (3 , 6 ) ∗N
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Minv (4 , 1 ) ∗X + Minv (4 , 2 ) ∗Y + Minv (4 , 3 ) ∗Z + Minv (4 , 4 ) ∗K + Minv (4 , 5 ) ∗M +
Minv (4 , 6 ) ∗N
Minv (5 , 1 ) ∗X + Minv (5 , 2 ) ∗Y + Minv (5 , 3 ) ∗Z + Minv (5 , 4 ) ∗K + Minv (5 , 5 ) ∗M +
Minv (5 , 6 ) ∗N
Minv (6 , 1 ) ∗X + Minv (6 , 2 ) ∗Y + Minv (6 , 3 ) ∗Z + Minv (6 , 4 ) ∗K + Minv (6 , 5 ) ∗M +
Minv (6 , 6 ) ∗N
c3∗ c2∗u + ( c3∗ s2 ∗ s1−s3 ∗ c1 ) ∗v + ( s3 ∗ s1+c3∗ c1∗ s2 ) ∗w
s3 ∗ c2∗u + ( c1∗ c3+s1 ∗ s2 ∗ s3 ) ∗v + ( c1∗ s2 ∗ s3−c3∗ s1 ) ∗w
−s2 ∗u + c2∗ s1 ∗v + c1∗ c2∗w
p + s1 ∗ t2 ∗q + c1∗ t2 ∗ r
c1∗q − s1 ∗ r
s1 /c2∗q + c1/c2∗ r ] ;
BIBLIOGRAPHY
[1] D Richard Blidberg. The development of autonomous underwater vehicles (auv); a brief
summary. In Ieee Icra, volume 4, page 1, 2001.
[2] M. Breivik and T. I. Fossen. Guidance-based path following for autonomous underwater
vehicles. Oceans 2005, Vols 1-3, pages 2807–2814, 2005. ISSN 0197-7385. URL <GotoISI>:
//WOS:000238978702159.
[3] F Aguirre, S Vargas2 D Valdés, and J Tornero. State of the art of parameters for mechan-
ical design of an autonomous underwater vehicle. International Journal of Oceans and
Oceanography, 11(1):89–103, 2017.
[4] John J. Leonard, Andrew A. Bennett, Christopher M. Smith, Hans Jacob, and S. Feder.
Autonomous underwater vehicle navigation. In MIT Marine Robotics Laboratory Technical
Memorandum, 1998.
[5] TN Ranjan, Arun Nherakkol, and Gajanan Navelkar. Navigation of autonomous under-
water vehicle using extended kalman filter. In FIRA RoboWorld Congress, pages 1–9.
Springer, 2010.
[6] A Okamoto, JJ Feeley, DB Edwards, and RW Wall. Robust control of a platoon of
underwater autonomous vehicles. In Oceans’ 04 MTS/IEEE Techno-Ocean’04 (IEEE Cat.
No. 04CH37600), volume 1, pages 505–510. IEEE, 2004.
[7] W. Naeem, R. Sutton, and S.M. Ahmad. Lqg/ltr control of an autonomous under-
water vehicle using a hybrid guidance law. IFAC Proceedings Volumes, 36(4):31 – 36,
2003. ISSN 1474-6670. doi: https://doi.org/10.1016/S1474-6670(17)36653-3. URL http:
//www.sciencedirect.com/science/article/pii/S1474667017366533. IFAC Work-
shop on Guidance and Control of Underwater Vehicles 2003, Newport, South Wales, UK,
9-11 April 2003.
[8] Xiao Liang, Lei Wan, James I.R. Blake, R. Ajit Shenoi, and Nicholas Townsend. Path
following of an underactuated auv based on fuzzy backstepping sliding mode control. In-
ternational Journal of Advanced Robotic Systems, 13(3):122, 2016. doi: 10.5772/64065.
URL https://doi.org/10.5772/64065.
[9] J. Wang, C. Wang, Y. Wei, and C. Zhang. Three-dimensional path following of an un-
deractuated auv based on neuro-adaptive command filtered backstepping control. IEEE
Access, pages 1–1, 2018. ISSN 2169-3536. doi: 10.1109/ACCESS.2018.2883081.
[10] James C Kinsey, Ryan M Eustice, and Louis L Whitcomb. A survey of underwater vehicle
navigation: Recent advances and new challenges. In IFAC Conference of Manoeuvering
and Control of Marine Craft, volume 88, pages 1–12, 2006.
[11] Jørgen Lorentz and J Yuh. A survey and experimental study of neural network auv control.
In Proceedings of Symposium on Autonomous Underwater Vehicle Technology, pages 109–
116. IEEE, 1996.
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[46] Francisco J Velasco, Eĺıas Revestido Herrero, Francisco J Lastra Santos, José Maŕıa Riola
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