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Abstract
Autoregressive integrated moving average (ARIMA) has been one of the popular
linear models in time series forecasting during the past three decades.The Triple Expo-
nential Model also can be used to t the time series data. This project takes Duluth
temperature predictions as a case study, nding the best statistical model to predict
the temperature. I collected 30 years of Duluth monthly maximum temperature data,
from 1986 to 2016, and I t 29 years of them into dierent models including Triple
Exponential Smoothing model, ARIMA model, and SARIMA model. Then I predicted
the last year's temperature in those models, and I compared them to the true value of
last year's temperature, which gave me the SSE value for each model so that I could
nd the best model.
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Chapter 1
Introduction
1.1 Background
A time series is a sequence taken at successive equally spaced points in time. It is a
sequence of discrete-time data. Examples of time series data commonly occur in our
modern life due to the overwhelming ocean of data that is generated by individuals and
collected by companies. Many of the intensive and sophisticated applications of time
series methods have been applied to problems in environmental science and nancial
marketing. In this project, thirty years of monthly maximum temperature data in
Duluth have been used and are presented below.
The prediction of temperature is highly related to our daily life. We often install
weather applications on our cellphone. Most people care about the temperature due to
their own reasons but fewer know the theory behind temperature prediction. The main-
stream methods used for weather prediction include collecting quantitative data about
the current state of the atmosphere at a given place and using scientic understanding
of atmospheric processes to project how the atmosphere will change. The method puts
much eort to ensure accuracy. Instead, we need methods that simplify the prediction
process while maintaining maximum accuracy.
For this project, we built several models which are popular in time series forecasting,
including Triple Exponential Smoothing model, ARIMA model, and SARIMA model.
We collected thirty years of Duluth temperature data from NOAA and used twenty-nine
years data as training data and one years data as testing data. After calculating the
1
2SSE (Sum of Squared Error) for dierent models, nally, we chose the best model from
the results.
Figure 1.1: Duluth temperature over 30 years
1.2 Chapter Overview
 Chapter 2 describes the basic theory of autoregressive(AR) and autoregressive
moving average(ARMA) models. And adds nonstationary model as ARIMA.
 Chapter 3 ts the data into selected statistical models including Triple Exponential
Smoothing, ARIMA, SARIMA, then calculates the SSE.
 Chapter 4 describes the possible ways to improve the SARIMA model, and ts
the data to the new model, then calculates the SSE. A nal discussion of dierent
models and ways to select them are presented in the end.
Chapter 2
Statistical Models
2.1 Nature of Time Series Data
The primary objective of time series analysis is to develop mathematical models that
provide plausible descriptions for sampled data.
2.1.1 White Noise
The time series generated from uncorrelated variables with mean 0 and variance 2
is used in a model for noise, called white noise. Sometimes we will require the noise
to be independent and identically distributed (iid) white noise, a useful white noise is
Gaussian white noise.
Figure 2.1: Gaussian white noise
3
42.1.2 Moving Average
We might replace the white noise series wt by a moving average to smooth the series,
let
vt = 1=3  (wt 1 + wt + wt+1): (2.1)
Figure 2.2: Moving average white noise
2.1.3 Autocorrelation
Denition 2.1.1. The auto-covariance function is dened as the second moment
product
x(s; t) = cov(xs; xt) = E[(xs   s)(xt   t)]: (2.2)
Denition 2.1.2. The autocorrelation function (ACF) is dened as
(s; t) =
(s; t)p
(s; s)(t; t)
; (2.3)
Assume the simplest case,
xt = 0 + 1xs; (2.4)
Then (s; t) = 1 when 1 > 0 and (s; t) = -1 when 1 < 0.
The Duluth temperature is stationary time series data.
Denition 2.1.3. The auto-covariance function of a stationary time series will be
written as
(h) = cov(xt+h; xt) = E[(xt+h   )(xt   )]: (2.5)
5Denition 2.1.4. The autocorrelation function (ACF) of a stationary time series will
be written as
(h) =
(t+ h; t)p
(t+ h; t+ h)(t; t)
=
(h)
(0)
: (2.6)
2.1.4 Estimation of Correlation Function
Although we know the theoretical autocorrelation functions, most of the analyses must
be performed using sampled data, and we must use sampled data to estimate the pop-
ulation means and covariance functions.
Denition 2.1.5. The sample auto-covariance function is dened as
^(h) = n 1
n hX
t=1
(xt+h   x)(xt   x); (2.7)
with ^( h) = ^(h) for h = 0,1,...,n-1.
Denition 2.1.6. The sample autocorrelation function is dened as
^(h) =
^(h)
^(0)
: (2.8)
2.2 Classical Regression in Time Series Context with
Smoothing
We express this linear regression model below
xt = 1xt 1 + 2xt 2 +   + qxt q + wt; (2.9)
where 0,   ,q are unknown xed regression coecients, and wt is a random error with
mean 0 and variance 2w
2.2.1 Regression analysis criterion
Denition 2.2.1. Akaike's Information Criterion (AIC)
AIC = log ^k
2 +
n+ 2k
n
; (2.10)
6where ^k
2 is given by
^k
2 =
SSEk
n
: (2.11)
SSEk denotes the residual sum of squares under the model with k regression coecients,
and k is the number of parameters in the model.
x = Zk + w; (2.12)
SSEk = (x  Z^k)0(x  Z^k): (2.13)
The value of k yielding the minimum AIC species the best model, idea is roughly
that minimizing ^k
2 would be reasonable.
Denition 2.2.2. AIC, Bias Corrected (AICc)
AICc = log ^2k +
n+ k
n  k   2 : (2.14)
AICc is a corrected form of AIC which penalizes the error variance by a term pro-
portional to the number of parameters.
Denition 2.2.3. Bayesian Information Criterion (BIC)
BIC = log ^2k +
k log n
n
: (2.15)
Various simulation studies have indicated that BIC does well at getting the correct
order in large samples, and AICc tends to perform better in small samples where the
relative number of parameters is large.
2.2.2 Smoothing in the Time Series Context
We give an example of using moving average to smooth white noise in Section 2.1.2,
This method is useful in a long-term trend and seasonal components. If xt represents
the observations, then
mt =
kX
j= k
ajxt j (2.16)
where aj = a j  0 and
Pk
j= k aj = 1 is a symmetric moving average of the data.
For example, the graph below shows twelve points moving average (essentially a
yearly averaged temperature with k = 6) for the original data which basically bring out
the trend of data.
7Figure 2.3: Moving average Duluth temperature
2.3 Autoregressive Moving Average Models
Denition 2.3.1. An autoregressive model of order p, abbreviated AR (p), is of form
xt = 1xt 1 + 2xt 2 +   + pxt p + wt; (2.17)
where xt is stationary, and i is constant, we assume wt is a Gaussian white noise series
described in Section 2.1.1. Also, there are other form of AR model, like
xt = + 1xt 1 + 2xt 2 +   + pxt p + wt; (2.18)
where  = (1-1 -    - p) A useful form follows by using the backshift operator to
write the AR (p) model, as
(1  1B   2B2        pBp)xt = wt; (2.19)
where Bxt = xt 1 and B2xt = xt 2 The autoregressive operator is dened to be
(B) = 1  1B   2B2        pBp: (2.20)
Denition 2.3.2. The moving average model of order q, or MA (q) model, is dened
to be
xt = wt + 1wt 1 + 2wt 2 +   + qwt q; (2.21)
where there are q lags in the moving average and 1,    , q are parameters. We assume
wt is a Gaussian white noise series. The moving average operator is
(B) = 1 + 1B + 2B
2 +   + qBq: (2.22)
8Denition 2.3.3. A time series fxt; t = 0,1,2,   g is ARMA (p,q) if it is stationary
and
xt = 1xt 1 + 2xt 2 +   + pxt p + wt + 1wt 1 + 2wt 2 +   + qwt q; (2.23)
with p 6= 0, q 6= 0, and 2w > 0. If xt has a nonzero mean , we set  = (1-1 -   
- p) and write the model as
xt = + 1xt 1 + 2xt 2 +   + pxt p +wt + 1wt 1 + 2wt 2 +   + qwt q: (2.24)
Although it is not necessary, we assume wt is a Gaussian white noise series.
A potential problem with the ARMA model is parameter redundancy, and we need
to use operators or their associated polynomials to detect the problem.
Denition 2.3.4. The AR and MA polynomials are dened as
(z) = 1  1z        pzp; p 6= 0; (2.25)
and
(z) = 1 + 1z +   + qzq; q 6= 0: (2.26)
where z is a complex number.
Denition 2.3.5. An ARMA (p,q) model is said to be causal, if the time series xt, t
= 0,1,2,   can be written as a one-sided linear process:
xt =
1X
j=0
 jwt j =  (B)wt; (2.27)
where  (B) =
P1
j=0 jB
j .
2.3.1 Autocorrelation and Partial Autocorrelation
For a causal ARMA (p,q) model, (B)xt = (B)wt, where the zeros of (Z) are outside
the unit circle, write
xt =
1X
j=0
 jwt j : (2.28)
9It follows immediately that E(xt) = 0. Also, the auto-covariance function of xt can be
written as
(h) = cov(xt+h; xt)
= cov(
pX
j=1
jxt+h j +
qX
j=0
jwt+h j ; xt)
=
pX
j=1
j(h  j) + 2w
qX
j=h
j j h h  0
;
(2.29)
where we have used the fact that, for h  0,
cov(wt+h j ; xt) = cov(wt+h j ;
1X
k=0
 kwt k) =  j h2w: (2.30)
From (2.30), we can write a general homogeneous equation for ACF of a causal ARMA
process:
(h)  1(h  1)       p(h  p) = 0; h  max(p; q + 1); (2.31)
with initial conditions
(h) 
pX
j=1
j(h  j) = 2w
qX
j=h
j j h; 0  h < max(p; q + 1): (2.32)
Using (2.31) and (2.32), we could solve for the ACF, (h) = (h)/(0). The ACF
provides considerable information about the order of the dependence when the pro-
cess is moving average process. If the process is ARMA or AR, we need the partial
autocorrelation function (PACF). [1]
Denition 2.3.6. The partial autocorrelation function (PACF) of a stationary process,
xt, denoted hh, for h = 1,2,   , is
11 = corr(xt+1; xt) = (1); (2.33)
and
hh = corr(xt+h   x^t+h; xt   x^t); h  2; (2.34)
10
where "corr" means the correlation between two variables with the linear eect of ev-
erything "in the middle" removed
x^t+h = 1xt+h 1 + 2xt+h 2 +   + h 1xt+1; (2.35)
then
corr(xt+h; xt) = cov(xt+h   x^t+h; xt   x^t): (2.36)
Let us see the gure of ACF and PACF of an AR (2) model with 1 = 1.5 and 2
= -0.75
11
Figure 2.4: ACF and PACF for AR(2)
AR(p) MA(q) ARMA(p,q)
ACF Tails o Cuts o after
lag q
Tails o
PACF Cuts o after
lag p
Tails o Tails o
Table 2.1: Behavior of the ACF and PACF for ARMA Models
Chapter 3
Model Selection and
Temperature Prediction
Using the R code, we have decomposed the data and determined the non seasonal part
of data set. From the graph, it shows that the data set is stationary, causal and seasonal.
12
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Figure 3.1: Non-seasonal part of data
3.1 Simple Smoothing Prediction
To t this model, the rst method we used is Holt-Winters method, which is one of
the many methods or algorithms that can be used to forecast data points in a series,
provided that the series is seasonal, which is also called Triple Exponential Smoothing.
The Holt-Winters seasonal method includes the forecast equation and three smoothing
equations, one for the level lt, one for trend bt, and one for the seasonal component st,
with smoothing parameters , , and . Here we prefer using the additive method since
the seasonal variations are roughly constant. In this method, the seasonal component is
expressed in absolute terms in the scale of the observed series, and in the level equation
the series is seasonally adjusted by subtracting the seasonal component. Within each
year, the seasonal component will add up to approximately zero. [2]
Denition 3.1.1. Holt-Winters additive method
y^t+h = lt + hbt + st m+[(h 1) mod (m)]+1; (3.1)
lt = (yt   st m) + (1  )(lt 1 + bt 1); (3.2)
bt = (lt   lt 1) + (1  )bt 1; (3.3)
and
st = (yt   lt) + (1  )st m: (3.4)
14
where m is number of periods per year and [(h-1) mod (m)] + 1 ensures that the esti-
mates of the seasonal indices used for forecasting come from the nal year of the sample.
([u] means the largest integer not greater than u, 'mod' means modular arithmetic)
The level equation shows a weighted average between the seasonally adjusted obser-
vation yt st m and the non-seasonal forecast lt 1+bt 1 for time t. The trend equation
is identical to Holts linear method. The seasonal equation shows a weighted average
between the current seasonal index, yt   lt and the seasonal index of the same season
last year st m.
Denition 3.1.2. The error correction form of the smoothing equations is
lt = lt 1 + bt 1 + et; (3.5)
bt = bt 1 + et; (3.6)
st = st m + et; (3.7)
and
et = yt   (lt 1 + bt 1 + st m) = yt   y^t: (3.8)
We estimated the optimal values of  and  and  by minimizing the squared one-step
prediction error, the algorithm for calculating the parameters in R software has been
published by several papers, as listed in the Reference page. [3]
Through R, we have estimates
  
0.1863764 0.01207796 0.1866872
15
Figure 3.2: Level, Trend and seasonal components
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a 49.14238825
b 0.01134567
s1 -11.66600875
s2 -25.10044741
s3 -29.20205722
s4 -26.01683827
s5 -11.26946563
s6 1.14478325
s7 14.15232578
s8 23.59406447
s9 30.23168226
s10 27.62786876
s11 19.46807798
s12 4.50952926
We have all the parameters for the prediction model where m = 12, a = level, b = trend
and s1,    , s12 are 12 seasonal components. The forecasting result shows
Forecast Lo 0.8CI Hi 0.8CI Lo0.95CI Hi0.95CI
37.48773 31.54705 43.42840 28.40224 46.57321
24.06463 18.01919 30.11007 14.81893 33.31033
19.97437 13.82350 26.12523 10.56743 29.38131
23.17093 16.91398 29.42789 13.60174 32.74012
37.92965 31.56595 44.29335 28.19721 47.66209
50.35525 43.88415 56.82635 40.45855 60.25194
63.37413 56.79499 69.95328 53.31220 73.43607
72.82722 66.13939 79.51505 62.59906 83.05537
79.47618 72.67902 86.27334 69.08083 89.87154
76.88371 69.97660 83.79083 66.32019 87.44723
68.73527 61.71757 75.75297 58.00262 79.46792
53.78807 46.65915 60.91698 42.88533 64.69080
The 'forecast errors' are calculated as the observed values minus predicted values. If the
predictive model cannot be improved, there should be no correlations between forecast
17
Figure 3.3: Temperature over time
errors for successive predictions. In other words, if there are correlations between fore-
cast errors for successive predictions, it is likely that the simple exponential smoothing
forecasts could be improved by another forecasting technique. To gure out whether
this is the case, I calculated the autocorrelation between the forecast errors.
From the graph 3.4, we could tell that lag 8 and lag 10 almost touch the signicant
bounds. To test whether there is signicant evidence for non-zero correlations at lags
1-20, we can carry out a Ljung-Box test. The LjungBox test is a type of statistical test
to determine whether a correlation function of a time series is dierent from zero.
Denition 3.1.3. The Ljung-Box test
H0: The data are independently distributed vs
Ha: The data are not independently distributed; (they exhibit serial correlation.)
The test statistic is
Q = n(n+ 2)
hX
k=1
^k
2
n  k ; (3.9)
where n is the sample size, ^k is the sample autocorrelation at lag k, and h is the number
18
Figure 3.4: ACF for the residuals
of lags being tested. Under H0 the statistic Q follows a 
2
h. For signicance level , the
critical region for rejection of the hypothesis of independence is
Q > 21 ;h: (3.10)
When testing the autoregressive integrated moving average(ARIMA(p,0,q)) model, we
usually set the degrees of freedom to h  p  q.
X-square df p-value
6.4513 9 0.694
Here, the Ljung-Box test statistic is 6.4513, and the p-value is 0.694, so we don't reject
the hypothesis, and conclude that there is little evidence of non-zero autocorrelations
in the in-sample forecast errors at lags 9.
To be sure that the predictive model cannot be improved upon, I test the standard
normality of the forecast error.
The plot shows that the in-sample forecast errors seem to have roughly constant
variance over time.
19
20
The plot shows that the distribution of forecast errors is roughly centered at zero
and is almost normally distributed. It is plausible that the forecast errors are normally
distributed with mean zero and constant variance, which suggests that this method is
probably a good way to model the data. Since I have the true temperature for the year
2015, I calculated the SSE by the function
SSE =
X
(y   y^)2: (3.11)
Also, I put the predicted and the true temperature in the same graph, as
21
Forecast True
37.48773 44.3
24.06463 31.0
19.97437 20.8
23.17093 26.4
37.92965 38.7
50.35525 45.7
63.37413 65.0
72.82722 72.0
79.47618 77.2
76.88371 77.0
68.73527 68.1
53.78807 55.8
SSE 140.976
3.2 ARIMA model
Exponential smoothing methods are useful for making forecasts, and they make no as-
sumptions about the correlations between successive values of the time series. However,
to construct the prediction intervals, it requires that the forecast errors are uncorrelated
and normally distributed with mean zero and constant variance. [4] In some cases, we
can make a better predictive model by taking correlations in the data into account. Au-
toregressive Integrated Moving Average (ARIMA) models include an explicit statistical
model for the irregular component of a time series that allows for non-zero autocorre-
lations in the irregular component. According to (2.23), the ARMA model should look
like
xt = 1xt 1 + 2xt 2 +   + pxt p + wt + 1wt 1 + 2wt 2 +   + qwt q:
To nd the most appropriate ARIMA model, I need to determine the p,q values.
From Table 2.1, we may identify the p,q values from ACF, PACF gures.
22
From the PACF gure, we could guess that the value of p might be 4; however, we
could not nd the value of q from the ACF gure because it has seasonal characteristic.
Therefore, we decided to calculate AIC and BIC values to nd the best p,q values which
minimize the AIC or BIC. (This results in the same model in the end for my data set.)
The method to calculate AIC and BIC values is to try dierent p,q values in a
reasonable range. Assume p = 1, q = 0,  = 0, then we will have the equation
xt = xt 1 + wt; (3.12)
x1 = x0 + w1; (3.13)
x2 = x1 + w2 = 
2x0 + w1 + w2; (3.14)
then
xn = 
nx0 +
n 1X
i=1
iwn i: (3.15)
which means we can represent xt by the function of x0 and wi. Then we could get the
covariance matrix for the series xt
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2666664
cov(x1; x1) cov(x1; x2) : : : cov(x1; xn)
cov(x2; x1) cov(x2; x2) : : : cov(x2; xn)
...
...
...
...
cov(xn; x1) cov(xn; x2) : : : cov(xn; xn)
3777775 (3.16)
can be written as
2666664
2var(x0) + 
2 3var(x0) + 
2 : : : : : :
3var(x0) + 
2 : : : : : : : : :
...
...
...
...
n+1var(x0) + 
n 12 : : : : : : : : :
3777775 (3.17)
Since we already obtained the data and can calculate the sample covariance, we used
the sample covariance to estimate the population covariance, according to (2.7),
^(h) = n 1
n hX
t=1
(xt+h   x)(xt   x):
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we can calculate the sample variance between (xi,xj), and we can solve for the value of
 from the equality between two matrix. Also, we can directly use the formula (2.31)
and (2.32)
(h)  1(h  1)       p(h  p) = 0; h  max(p; q + 1)
with initial conditions
(h) 
pX
j=1
j(h  j) = 2w
qX
j=h
j j h; 0  h < max(p; q + 1):
which are more convenient for solving the value of . We then calculate AIC, AICc,
BIC values in the end. Here we use software to help us identify the value of p,q and the
value of , . Using R, we obtained the best prediction model as ARIMA(2,0,1) with
nonzero mean.
ar1 ar2 ma1 constant
1.7027 -0.9611 -0.7790 48.9894
AIC AICC BIC ^2
2202.66 2202.84 2221.92 31.84
We have the prediction model as
xt 48:9894 = 1:7027(xt 1 48:9894) 0:9611(xt 2 48:9894)+wt 0:7790wt 1: (3.18)
After tting the data, we get the forecast temperature as
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Forecast Lo 0.8CI Hi 0.8CI Lo 0.95CI Hi 0.95CI
38.71629 31.526491 45.90609 27.720442 49.71214
26.00846 16.220774 35.79615 11.039484 40.97744
19.73296 9.002643 30.46328 3.322357 36.14356
21.26139 10.474302 32.04847 4.763964 37.75881
29.89546 18.856427 40.93450 13.012715 46.77821
43.12791 30.986452 55.26937 24.559152 61.69667
57.36067 43.657218 71.06412 36.403049 78.31829
68.87704 53.933632 83.82044 46.023070 91.73101
74.80671 59.326456 90.28696 51.131705 98.48172
73.83457 58.311434 89.35772 50.093979 97.57517
66.48010 50.838562 82.12164 42.558431 90.40177
54.89179 38.648835 71.13475 30.050334 79.73325
We tested the forecasts residuals like before
X-square df p-value
58.662 9 2.43e 9
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Since the ACF gure shows that several sample autocorrelations for lags 1-20 exceed the
signicance bounds, and the p-value for the Ljung-Box test is 2.43e 9, we can conclude
that there is evidence for non-zero autocorrelations in the forecasts residuals. We then
tested the normality of it
Figure 3.5: Test variance of residuals
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The plot shows that the in-sample forecast error variance seem to have trends over
time, which means there are ways to improve the model, for example by using the
seasonal ARIMA model, which we will do later. Right now, let us calculate the SSE of
the prediction.
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Forecast True
38.71629 44.3
26.00846 31.0
19.73296 20.8
21.26139 26.4
29.89546 38.7
43.12791 45.7
57.36067 65.0
68.87704 72.0
74.80671 77.2
73.83457 77.0
66.48010 68.1
54.89179 55.8
SSE 254.983
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3.3 Seasonal ARIMA Models
A seasonal ARIMA model is formed by including additional seasonal terms in the
ARIMA model. It is written as ARIMA (p,d,q) (P;D;Q)s, Where s = number of
periods per season. (p,d,q) is nonseasonal part and (P,D,Q) is seasonal part [2].
Denition 3.3.1. The multiplicative seasonal autoregressive integrated moving average
model is given by
P (B)
s(B)5Ds 5dxt =  + Q(Bs)(B)wt; (3.19)
where
5d = (1 B)d; 5Ds = (1 Bs)D; (3.20)
Also
P (B)
s = 1  1Bs        P (Bs)P ; (3.21)
Q(B
s) = 1 + 1B
s +   + Q(Bs)Q: (3.22)
From the ACF and PACF graphs, we could tell that the data has a component of
seasonality, so we need to take several dierences to deal with the seasonal component.
After three dierences, the ACF gure shows no seasonality, as was demonstrated below
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Figure 3.6: d = 1
Figure 3.7: d = 2
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Figure 3.8: d = 3
Now we need to nd an appropriate ARIMA model based on the ACF and PACF
shown in the Figure above. The signicant spike at lag 1 in the ACF suggests that
we should use a seasonal MA(1) component, the signicant spike at lag 2 in the ACF
suggests that we should use a non-seasonal MA(2) component. All these judgments are
from experience, and we have a better way to determine the order. We can calculate
the AIC, BIC, and AICC values and nd the optimal parameters. Using R, we get the
best model as ARIMA(2; 0; 1)(0; 1; 1)12, which minimize the values of AIC, AICc, BIC.
ar1 ar2 ma1 sma1 constant
0.6935 0.0313 -0.4925 -0.9998 0.0015
AIC AICC BIC ^2
3.882129 3.888584 2.937476 17.35
Assume that
zt = xt   0:0015: (3.23)
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We have the prediction model as
zt   0:6935zt 1   0:0313zt 2   zt 12 + 0:6935zt 13
+ 0:0313zt 14 = 0:0015 + wt   0:4925wt 1   0:9998wt 12 + 0:4924wt 13:
(3.24)
Using this model to predict, we get gures
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Forecast True
37.36176 44.3
24.42149 31.0
20.24444 20.8
24.42093 26.4
35.61114 38.7
49.53690 45.7
62.61994 65.0
71.61206 72.0
77.13929 77.2
75.11524 77.0
66.44739 68.1
52.18511 55.8
SSE 145.35
Obviously, this model performs better than a normal ARIMA model; more importantly,
we notice that the rst two points are the biggest errors. If we ignore these two points,
we could get a more precise result than any models I tried before!
Chapter 4
Improved SARIMA Model and
Conclusion
4.1 Improved SARIMA Model
Even though we already got some good prediction results for our dataset, we still think
about ways to improve the models. We have tried the GRACH Model which assume the
residuals are not Gaussian White Noise, but it did not give us a better result. Then we
realized that we could make changes to our dataset. Recall that when we decomposed the
data, we will get three components as the "trend", "random" and "seasonal." Without
the seasonal parts, the data is more simple. If we then use SARIMA to t the trend
and random parts and add the seasonal part to the result, the output could be better.
We have already described the process of tting the data into the SARIMA model in
Chapter 3. Here we just show the tting result. We test the residuals as
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Figure 4.1: Residuals
The prediction model will look like
Figure 4.2: Fit Model
The prediction value
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Figure 4.3: Predicted value without seasonal part
Figure 4.4: Graph predicted value (without seasonal part)
Figure 4.5: Predicted value plus seasonal part
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Forecast True
37.39338 44.3
26.15103 31.0
21.44393 20.8
25.22628 26.4
36.67879 38.7
50.12913 45.7
62.49029 65.0
71.61038 72.0
77.0676 77.2
75.29005 77.0
66.2246 68.1
51.94781 55.8
SSE 124.4488
4.2 Conclusion
In this project, we have described three dierent models namely the Triple Exponential
Smoothing model, ARIMA model, and SARIMA model. We presented how to identify
three components of the Triple Exponential Smoothing model; We also presented how
to choose parameters (p, d, q) of the ARIMA model and how to choose parameters (p,
d, q, P, D, Q) of the SARIMA model. Besides, we discussed how to test the residuals
to see if the model selected is reasonable. In the end, we used dierent models to t the
Duluth temperature data, make the prediction, and compare them to the true value.
Based on the results, the Improved SARIMA is the best prediction model to improve
the result in this case study.
An important method we have learned to improve the result is by subtracting the
seasonal part of original dataset, using the changed dataset to t the model, then adding
the seasonal part to the result. Two problems that remain are that we are not sure if
this method can be used in other cases and if the model could be improved in other
ways, that's could be my future research topics.
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