Abstract. In this paper we provide two characterizations of the maximal tensor product structure for the category of operator systems introduced in [4] . The first one is via the schur tensor product given in [9] ; the second one employs the idea of the CPAP in [2] .
Introduction
An operator system is a self-adjoint and unital subspace of B(H) of all bounded operators on a Hilbert space H. In recent years, the theory of tensor products of operator systems has been developed systematically, see e.g. [3, 4, 5] . Given operator systems S and T , their maximal tensor product, denoted by S ⊗ max T , is equipped the smallest family of cones for which the algebra tensor product S ⊗ T forms an operator system. In the category of operator systems, the maximal tensor product is the natural analogue of the projective tensor norm of operator spaces, as well as a generalization of the maximal tensor norm of C*-algerbas.
In fact, given any operator space V , there is an operator system S V containing V completely order isometrically, see [7, Chp 8] . In [4] , it is shown that for operator spaces V and W , the projective tensor product V ∧ ⊗ W is completely isometrically included in S V ⊗ max S W . Similary, any unital C*-algebras A and B are as well operator systems; in the same paper it is proved that their C*-maximal tensor product A ⊗ C*-max B is completely order isomorphic to A ⊗ max B.
Thus it is natural to characterize the maximal tensor product. In this paper we give two characterizations of the maximal tensor product from different approaches. The first approach given in section 3 is to examine the schur tensor product from [9] in the category of operator systems. It provides a different view of the matricial cones of S ⊗ max T . In section 4, we employ factorization and the idea of the completely positive approximation property (CPAP) in [2] to characterize these matricial cones. We show that this characterization possesses connections to results on (min, max)-nuclearity found in [3] .
Preliminaries
We outline a few basic facts about the maximal tensor product and refer readers to [1, 3, 4, 5] for the details. Given a pair of operator systems (S, {P n } ∞ n=1 , 1 S ) and (T , {Q n } ∞ n=1 , 1 T ), by an operator system structure on S ⊗ T , we mean a family τ = {C n } ∞ n=1 of cones, where C n ⊂ M n (S ⊗ T ), satisfying:
(T3) If φ : S → M n and ψ : T → M m are unital completely positive maps, then φ ⊗ ψ : S ⊗ τ T → M nm is a unital completely positive map.
By an operator system tensor product, we mean a mapping τ taking any pair of operator systems S and T into an operator system structure τ (S, T ), denoted by S ⊗ τ T . We say τ is fuctorial, provided in addition it satisfies the following property:
(T4) Given operator systems S i and
If for all operator systems S and T , the map θ : x ⊗ y → y ⊗ x is a unital complete order isomorphism from S ⊗ τ T onto T ⊗ τ S, then τ is a called symmetric. We now recall the construction of the maximal tensor product. Given operator systems S and T , we first define the family of cones
For short we denote D max n (S, T ) = D max n . We shall remark the following useful representation of D max
Proof. If u = A(P ⊗ Q)A * as above with A ∈ M 1,km , note that u is then the sum of the entries of the Kronecker tensor product (A
where the operator matrix is in M m (M k (S)) + . Since we can replace Q by
of some appropriate size and likewise for the first operator matrix, we deduce such representation as claimed.
This matricial cone structure {D max n } ∞ n=1 is then a compatible family with matrix order unit 1 S ⊗ 1 T . Yet it is not Archimedean, so we complete the cones through the Archimedeanization process (see [8] ) basically by taking the closure of D max n :
Likewise we denote C max n (S, T ) = C max n . Now S⊗T equipped with this family {C max n } ∞ n=1 satisfies Properties (T1) to (T4) and it defines a symmetric and associative operator system structure. We call it the maximal tensor product of S and T and denote it S ⊗ max T .
The maximal tensor product is projective in the following sense. Let τ be an operator system tensor product. We say that τ is left projective, provided if q : S → R is a complete quotient map ( [1, 3] ), then for any operator system T , the map q ⊗ id is a complete quotient from S ⊗ τ T onto R ⊗ τ T . It is equivalent to require that for every n ∈ N, every u ∈ M n (R ⊗ τ T ) + , and
Right projectivity is defined similarly and we say τ is projective if it is both left and right projective.
This maximal tensor product has the following universal property:
Theorem 2. [4, Theorem 5.8] Let S and T be operator systems. A bilinear map φ : S × T → B(H) is jointly completely positive if and only if its linearization L φ : S ⊗ max T → B(H) is a completely positive map. Moreover, if τ is an operator system structure on S ⊗ T satisfying this property, then
If we take B(H) = C, we obtain the following representation of the maximal tensor product:
where the latter set is the cone of all completely positive maps from S to T d . This statement is precisely the operator system analogue of a result by Lance in [6] .
The following lemma is in [4] and will be used in the next section. We include the proof for completion.
Lemma 3. Let S and T be operator systems and {C n } ∞ n=1 be a compatible family of cones of S ⊗ T satisfying Property (T2). Then
D max n ⊂ C n . Proof. If P ∈ M n (S) + and Q ∈ M m (T ) + , then Property (T2) implies P ⊗ Q ∈ C nm . By compatibility of {C n } ∞ n=1 , A(P ⊗ Q)A * ∈ C k , for all A ∈ M k,nm ; hence D max n ⊂ C n .
The Schur Tensor Product
In this section we examine the schur tensor product from [9] in the category of operator systems. It turns out that in the operator system settings, the matricial cones of the schur tensor product coincide with that of the maximal tensor product, providing a different description of the maximal tensor product.
Definition 4. Given operator systems S and T
Proof. Let {E ij } n i,j=1 denote the standard matrix units of M n (C) and regard X ⊗ Y as the Kronecker tensor product. In the case when n = 2, note that 
In general, we may view X • Y as a pre-and-post mulitplication of X ⊗ Y by a special n × n 2 matrix E = E 11 E 22 . . . E nn , a similar calculation
In particular, we may take B = A * .
Proof. Write P as a sum of matrices whose entries are elementary tensors, that is,
Lemma 5 shows that schur tensor product is in fact of the form of elements in D max n , except positivity. Motivated by Lemma 6 and the construction of the maximal tensor product, we define the following family of cones.
Definition 7. Given operator systems S and T , we define
For short we denote C s n (S ⊗ T ) = C s n .
Proposition 8. The family {C s n } ∞ n=1 defines a matrix ordering on S ⊗ T with matrix order unit 1 ⊗ 1.
Proof. We first check that C s n is a cone of M n (S ⊗ T ). It is obvious from definition that
is a compatible family of cones on S ⊗ T ).
Finally, to see that they are proper, we claim that in fact
, and A ∈ M n,k . Then by the previous lemma,
which is in D max n (S, T ) by definition. Since the latter cone is proper, −C s n ∩ C s n = {0}. The fact that 1 ⊗ 1 is a matrix order unit with respect to {C s n } follows from the inclusion C s n ⊂ D max n and that 1 ⊗ 1 is a matrix order unit with respect to D max n . Consequently, {C s n } ∞ n=1 defines a matrix ordering on S ⊗ T .
From the last paragraph of the proof, we see that C s n ⊂ D max n . In fact, one can further deduce that C s n = D max n by Lemma 3, after proving that this family satisfies Property (T2).
Lemma 9. The family {C s n } ∞ n=1 satisfies Property (T2). That is, given
nm . Proof. Let X and Y be as above, note that we may view
where J k ∈ M k (C) is the matrix of entries all 1. It is easy to see that the second matrix in the above equation is Y ⊗J n . A straight-forward calculation shows that for each k ∈ N, J k has eigenvalues 0 and k, so Y ⊗J n ∈ M nm (T ) + . On the other hand, after the "canonical shuffle" [7, Chp 3] , the first matrix is unitarily equivalent to X ⊗ J m , which is also positive in M nm (S). Therefore, X ⊗Y = (X ⊗J m )•(Y ⊗J n ) ∈ C s nm and the family {C s n } ∞ n=1 satisfies Property (T2).
Remark 10. Now by Lemma 3 we have the reverse inclusion D max n ⊂ C s n , so the two families of cones are the same. In particular, Lemma 1 follows easily: every u ∈ D max 1 = C s 1 can be represented as u = A(P • Q)A * = (A * P A) • Q, for some A ∈ M 1,n , P ∈ M n (S) + , and Q ∈ M n (T ) + . If we archimedeanize the cones {C s n } ∞ n=1 , then we obtain the schur tensor product of operator systems and denote it S ⊗ s T ; and it is unitally completely order isomorhpic to S ⊗ max T .
Theorem 11. The cones C s n = D max n , for every n ∈ N. Consequently, for operator systems, the schur tensor product is the maximal tensor product, i.e. S ⊗ s T = S ⊗ max T .
Given operator systems S and T , S ⊗ max T when viewed as an operator space, possesses a natural operator space matrix norm || · || osy-max ; that is, given U ∈ M n (S ⊗ max T ),
In particular since A ⊗ C*-max B = A ⊗ max B for C*-algebras, the C*-maximal tensor norm || · || C*-max is precisely || · || osy-max for C*-algebras. The following proposition is a slightly generalized version of || · || C*-max ≤ || · || s in [9] .
Proposition 12. Let S and T be operator systems. Then the identity map φ : S ⊗ s T → S ⊗ max T is a complete contraction.
Proof. Let ||U || s < 1, then by scaling, there exist scalar contractions A, B and X ∈ M n (S) and Y ∈ M n (T ), ||X||, ||Y || ≤ 1 such that U = A(X • Y )B. Hence, the matrices P = I X X * I ∈ M 2n (S) + and
On the other hand, since A and B are scalar contractions, I − AA * and I −B * B are positive in M n . Thus, the operator matrix I − AA * 0 0 I − B * B is positive in M 2n (S ⊗ max T ). By adding the two matrices, we obtain I U U * I ∈ M 2n (S ⊗ max T ) + which implies that ||U || osy-max ≤ 1.
Factorization Through The Matrix Algebras M n
We now turn to study the maximal tensor product using factorization. Recall that every u = n i=1 x i ⊗ y i ∈ S ⊗ T maybe regarded as a linear mapû :
The mapû is independent of representation of u and u →û is a one-to-one correspondence between S ⊗ T and L (S d , T ) , where the latter is the space of linear maps from the linear dual S d to T .
In this section, we use the duality results from [1] . Henceforth, to ensure S d is an operator system, we assume S and T to be finite dimensional. Fix a basis {y 1 = 1 T , . . . , y m } for T , where y i = y * i and ||y i || = 1, so that every u ∈ S ⊗ T has a unique representation u = m i=1 x i ⊗ y i , for some x i ∈ S. To obtain the main result in this section, we introduce a temporary norm on S ⊗ T by setting |||u||| =
Proof. Because
when we form their schur tensor product, we obtain
Pre-and-post multiply this matrix by [1, 1] shows that ||s i ||(1 ⊗ 1) + s i ⊗ t i ∈ D 1 (S, T ) for each i, thus the sum |||u|||(1 ⊗ 1) + u ∈ D max 1 (S, T ).
Proof. Since every u λ has a unique representation u λ = m i=1 x λ i ⊗ y i , |||u λ ||| → 0 implies that lim λ ||x λ i || → 0 for each i ∈ {1, . . . m}, which is equivalent to require that x λ i → 0 in the weak topology. Thus for each
Conversely, it suffices to show that for each i ∈ {1, . . . , m}, lim λ ||x λ i || = 0.
Hence for each f ∈ S d and i ∈ {1, . . . , n}, |f (x λ i )| → 0. The latter condition is equivalent to (x λ i ) → 0 in the weak topology, which coincides with the norm topology because S is finite dimensional.
Definition 15. A linear map θ : S → T factors through M n approximately, provided there exists nets of completely positive maps φ λ : S → M n λ and ψ λ : M n λ → T such that ψ λ • φ λ converges to θ in the point-norm topology. An operator system S is said to have complete positive approximation property (CPAP) if the identity map factors through M n approximately.
In [2] it is shown that S is (min, max)-nuclear if and only if S has CPFP. We now establish the main theorem in the section.
Theorem 16. Let S and T be finite dimensional operator systems and u ∈ (S ⊗ max T ) + . The following are equivalent:
.By Lemma 1 it can be written as u ε = p ε ij ⊗ q ε ij , where nε i,j=1 ∈ M nε (T ) + . Now pre-and-post multiply it by the row vector of length n ε whose entries are 1; this yields i,j a ij q ε ij , and ψ ε is completely positive. It follows thatû ε = ψ ε • ϕ ε and it converges toû as ε → 0 in the point-norm topology.
Conversely, every ψ λ • ϕ λ corresponds to a w λ ∈ S ⊗ T so thatŵ
. By the pointnorm convergence and the last lemma, lim λ |||u − w λ ||| → 0. Now for each λ, take ε λ = |||u − w λ |||, and Lemma 13 asserts that ε λ (1 ⊗ 1) + (u − w λ ) ∈ D max 1 (S, T ). For each ε > 0 there exists a λ, so that ε λ < ε so
By the identification M m (S ⊗ max T ) ∼ = S ⊗ max M m (T ), we establish the following characterization of the matricial cone structure of the maximal tensor product.
|| asserts there is λ 0 such that the set {||ŵ λ (δ 0 )|| : λ > λ 0 } is bounded. However, for completely positive maps, ||ŵ λ (δ 0 )|| = ||ŵ λ || cb = ||ŵ λ || and the latter norm also defines a norm on S ⊗T . By the equivalence of norm topologies, {w λ : λ > λ 0 } is bounded in (S ⊗ max T ) + and possesses a convergent subnet w λα → w ∈ (S ⊗ max T ) + . Therefore for each f ∈ R d , || ( where the second line follows from Lemma 14. Consequently every positive u ∈ R ⊗ max T can be lifted to a positive w ∈ S ⊗ max T . This implies that for every such u and for each ε > 0, the element w + ε(1 S ⊗ 1 T ) ∈ (S ⊗ max T ) + satisfies (q ⊗ id)(w + ε(1 S ⊗ 1 T )) = u + ε(1 R ⊗ 1 T ). Finally, again by identifying M n (R ⊗ max T ) to R ⊗ max M n (T ) and likewise for S ⊗ max M n (T ), we prove that the maximal tensor product is left projective. By symmetry, it is right projective and hence projective.
At last, we remark that this characterization of the maximal tensor product indeed coincides with the (min, max)-nuclearity result in [2, 3] . 
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