This paper describes data correcting algorithms. It provides the theory behind the algorithms and presents the implementation details and computational experience with these algorithms on the asymmetric traveling salesperson problem, the problem of maximizing submodular functions, and the simple plant location problem.
Introduction
Polynomially solvable special cases have long been studied in the literature on combinatorial optimization problems (see, for example, Gilmore et al. [19] ). Apart from being mathematical curiosities, they often provide important insights for serious problem-solving. In fact, the concluding paragraph of Gilmore et al. [19] states the following, regarding polynomially solvable special cases for the traveling salesperson problem.
" · · · We believe, however, that in the long run the greatest importance of these special cases will be for approximation algorithms. Much remains to be done in this area."
This chapter describes a step in the direction of incorporating polynomially solvable special cases into approximation algorithms. We review data correcting algorithms -approximation algorithms that make use of polynomially solvable special cases to arrive at high-quality solutions. The basic insight that leads to these algorithms is the fact that it is often easy to compute a bound on the difference between the costs of optimal solutions to two instances of a problem, even though it may be hard to compute optimal solutions for the two instances. These algorithms were first reported in the Russian literature (see Goldengorin [9, 10, 11, 12, 13] ).
The approximation in data correcting algorithms is in terms of an accuracy parameter, which is an upper bound on the difference between the objective value of an optimal solution to the instance and that of a solution returned by the data correcting algorithm. Note that this is not expressed as a fraction of the optimal objective value for this instance as in common ε-optimal algorithms but as actual deviations from the cost of optimal solutions.
Although we suggest the use of data correcting algorithms to solve NPhard combinatorial optimization problems, they form a general problem solving tool and can be used for functions defined on a continuous domain as well. We will in fact, motivate the algorithm in the next section using a function defined on a continuous domain, and having a finite range. We then show in Section 3, how this approach can be adapted for combinatorial optimization problems. In the next three sections we describe actual implementation of data correcting algorithms to three problems, the asymmetric traveling salesperson problem, the maximization of a general submodular function, and the simple plant location problem.
Data Correcting for Real-Valued Functions
Consider a real-valued function f : D → , where D is the domain on which the function is defined. We assume that f is not analytically tractable over D, but is computable in polynomial time for any x ∈ D, and concern ourselves with the problem of finding α-minimal solutions to the function f over D, i.e. the problem of finding a member of {x|x ∈ D, f (x) ≤ f (x ) + α}, where x ∈ arg min D {f (x)}, and α is the pre-defined accuracy parameter. The discussion here is for a minimization problem; the maximization problem can be dealt with in a similar manner.
Let us assume a partition {D 1 , . . . , D p } of the domain D. Let us further assume that for each of the sub-domains D i of D, i = 1, . . . , p, we are able to find functions g i : D i → , which are easy to minimize over D i , and such that
We call such easily minimizable functions regular. Theorem 2.1 demonstrates an important relationship between the regular functions g i and the original function f . It states that the function value of f at the best among the minima of all the g i 's over their respective domains is close to the minimum function value of f over the domain.
Theorem 2.1: Let x α i ∈ arg min x∈D i {g i (x)}, x α ∈ arg min i {f (x α i )}, and let x ∈ arg min x∈D {f (x)}. Then f (x α ) ≤ f (x ) + α.
Proof: Let x i ∈ arg min x∈D i {f (x)}. Then for i = 1, . . . , p, f (
Thus min i {f (x α i )} ≤ min i {f (x i )} + α, which proves the result.
Notice that x and x α do not need to be in the same sub-domain of D. Theorem 2.1 forms the basis of the data correcting algorithm to find an approximate minimum of a function f over a certain domain D. The procedure consists of three steps: the first in which the domain D of the function is partitioned into several sub-domains; the second in which f is approximated in each of the sub-domains by regular functions following the condition in expression (1) and a minimum point of the regular function is obtained; and a third step, in which the minimum points computed in the second step are considered and the best among them is chosen as the output. This procedure can be further strengthened by using lower bounds to check if a given sub-domain can possibly lead to a solution better than any found thus far. The approximation of f by regular functions g i is called data correcting, since an easy way of obtaining the regular functions is by altering the data that describe f . A pseudocode of the algorithm, which we call DC-G, is provided below. 8 . construct a regular function g i (x) obeying (1); 9.
x α i ∈ arg min x∈Di {g i (x)}; 10.
end; 11.
bestvalue := ∞; 12. if 18. end.
Lines 5 through 7 in the code carry out the bounding process, and lines 8 and 9 implement the process of computing the minima of regular functions over each sub-domain. These steps are enclosed in a loop, so that at the end of line 10, all the minima of the regular functions are at hand. The code in lines 11 through 16 obtain the best among the minima obtained before. By Theorem 2.1, the solution chosen by the code in lines 11 through 16 is an α-minimum of f , and therefore, this solution is returned by the algorithm in line 17.
We will now illustrate the data correcting algorithm through an example. The example that we choose is one of a real-valued function of one variable, since these are some of the simplest functions to visualize.
Consider the problem of finding an α-minimum of the function f shown in Figure 1 . The function is assumed to be well-defined, though analytically intractable on the domain D.
The data correcting approach can be used to solve the problem above, i.e. of finding a solution x α ∈ D such that f (x α ) ≤ min{f (x)|x ∈ D} + α.
Consider the partition {D1, D2, D3, D4, D5} of D shown in Figure 2 . Let us suppose that we have a regular function g1(x) with |g1(x) − f (x)| ≤ we retain x1 as our α-optimal solution over D1 ∪ D2. Proceeding in this manner, we examine f (x) in D3 through D5, compute regular functions g3(x) through g5(x) for these domains, and compute x3 through x5. In this example, x3 replaces x1 as our α-minimal solution after consideration of D3, and remains so until the end. At the end of the algorithm, x3 is returned as a value of x α . There are four points worth noting at this stage. The first is that we need to examine all the sub-domains in the original domain before we return a near-optimal solution using this approach. The reason for this is very clear. The correctness of the algorithm depends on the result in Theorem 2.1, and this theorem only concerns the best among the minima of each of the sub-domains. For instance, in the previous example, if we stop as soon as we obtain the first α-optimal solution x 1 we would be mistaken, since Theorem 2.1 applies to x1 only over D1 ∪ D2. The second point is that there is no guarantee that the near-optimal solution returned by DC-G will be in the neighborhood of a true optimal solution. There is in fact, nothing preventing the near-optimal solution existing in a sub-domain different from the sub-domain of an optimal solution, as is evident from the previous example. The true minimum of f lies in the domain D5, but DC-G returns x3, which is in D3. The third point is that the regular functions 
Data Correcting for Combinatorial Optimization Problems
The data correcting methodology described in the previous section can be incorporated into an implicit enumeration scheme (like branch and bound) and used to obtain near-optimal solutions to NP-hard combinatorial optimization problems. In this section we describe how this incorporation is achieved for a general combinatorial optimization problem. We define a combinatorial optimization problem P as a collection of instances I. An instance I consists of a ground set G = {e 1 , e 2 , . . . , e n } of n elements, a cost vector C I = (c I 1 , c I 2 , . . . , c I n ) corresponding to the elements in G, a set S ⊆ 2 G of feasible solutions, and a cost function f I : S → . The objective is to obtain a solution, i.e. a member of S that minimizes the cost function. For example, for an asymmetric traveling salesperson problem (ATSP) instance on a digraph G = (V, A), with a distance matrix
S is the set of all Hamiltonian cycles in G, and
Implicit enumeration algorithms for combinatorial problems include two main strategies, namely branching and fathoming. Branching involves partitioning the set of feasible solutions S into smaller subsets. This is done under the assumption that optimizing the cost function over a more restricted solution space is easier than optimizing it over the whole space. Fathoming involves one of two processes. First, we could compute lower bounds to the value that the cost function can attain over a particular member of the partition. If this bound is not better than the best solution found thus far, the corresponding subset in the partition is ignored in the search for an optimal solution. The second method of fathoming is by computing the optimum value of the cost function over the particular subset of the solution space (if that can be easily computed for the particular subset). We see therefore that two of the main requirements of the data correcting algorithm presented in the previous section, i.e. partitioning and bounding, are automatically taken care of for combinatorial optimization problems by implicit enumeration. The only other requirement that we need to consider is that of obtaining regular functions approximating f I over subsets of the solution space.
Notice that the cost function f I (s) is a function of the cost vector C. So if the values of the entries in C are changed, f I (s) undergoes a change as well. Therefore, cost functions corresponding to polynomially solvable special cases can be used as "regular functions" for combinatorial optimization problems. Also note that for the same reason, the accuracy parameter can be compared with a suitably defined distance measure between two cost vectors, (or equivalently, two instances). Consider a subproblem in the tree obtained by normal implicit enumeration. The problem instance that is being evaluated at that subproblem is a restricted version of the original problem instance, i.e., it evaluates the cost function of the original problem instance for a subset S k of the original solution space S. If we alter the data of the problem instance in a way that the altered data corresponds to a polynomially solvable special case, while guaranteeing that the cost of an optimal solution to the altered problem in S k is not more that an acceptable amount higher than the cost of an optimal solution to original instance in S k , then the altered cost function can be considered to be a regular approximation of the cost function of the original instance in S k .
For combinatorial optimization problems, let us define a proximity measure ρ(I 1 , I 2 ) between two problem instances I 1 and I 2 , as an upper bound for the difference between f I 1 (s 1 ) and f I 1 (s 2 ), where s 1 and s 2 are optimal solutions to I 1 and I 2 respectively. The following lemma shows that the Hamming distance between the cost vectors of the two instances is a proximity measure when the cost function is of the sum type or the max type. 
between two instances I 1 and I 2 of the problem is an upper bound to the difference between f I 1 (s 1 ) and f I 1 (s 2 ), where s 1 and s 2 are optimal solutions to I 1 and I 2 , respectively.
Proof: We will prove the result for sum type cost functions. The proof for max type cost functions is similar. For sum type cost functions, it is sufficient to prove the result when the cost vectors C I 1 and C I 2 differ in only one position. Let c
. . , n, and c
There are two cases to consider:
• e j ∈ s: In this case, |f
• e j ∈ s: In this case it is clear that f I 2 ) for any solution s ∈ S, which automatically implies that ρ(I 1 , I 2 ) as defined in the statement of Lemma 3.1 is an upper bound for the difference between f I 1 (s 1 ) and f I 1 (s 2 ), where s 1 and s 2 are optimal solutions to I 1 and I 2 , respectively.
At this point, it is important to point out the difference between a fathoming step and a data correcting step. The bounds used in fathoming steps consistently overestimate the objective function of optimal solutions in maximization problems and underestimate it for minimization problems. The amount of over-or underestimation is not bounded. In data correcting steps however, the "regular function" may overestimate or underestimate the objective function, regardless of the objective of the problem. However, there is always a bound on the deviation of the "regular function" from the objective function of the problem.
One way of implementing the data correcting for a NP-hard problem instance I is the following. We first execute a data correcting step. We construct a polynomially solvable relaxation I L of the original instance, and obtain an optimal solution x L to I L . Note that x L need not be feasible to I. We next construct the best solution x to I that we can, starting from x L . (If such a solution is not possible, we conclude that the instance does not admit a feasible solution.) We also construct an instance I C of the problem, which will have x as an optimal solution. The proximity measure ρ(I, I C ) then is an upper bound to the difference between the costs of x and of an optimal solution to I. I C is called a correction of the instance I. If the proximity measure is not more that the allowable accuracy, then we can output x as an adequate solution to I. If this is not the case, then we partition the feasible solution space of I (these are formed by adding constraints to the formulation of I) and apply the data correction step to each of these subproblems.
The similarity in the procedural aspects of the data correcting step described above (and illustrated in the example) to fathoming rules used in branch and bound implementations makes it convenient to incorporate data correcting in the framework of implicit enumeration. We present the pseudocode of a recursive version of branch and bound incorporating data correcting below. The initial input to this procedure is the data for the original instance I, the feasible solution set S, any solution s ∈ S, and the accuracy parameter α. Notice that the data correcting step discussed earlier in this section is implemented in lines 6 through 10 in the pseudocode.
Algorithm DC(I, S, α)
Output:
Code:
1. begin 2. s := a solution in S; 3.
lb := a lower bound on the value of f I (x) over S; 4. if f I (s) = lb return s; 5.
compute an optimal solution s L to a polynomially solvable 6.
relaxation I L to I; 7.
if possible then construct a solution s to I starting from s L ; 8.
else return "infeasible"; (* No solution s can be constructed *) 9.
construct an instance I C that has s as an optimal solution; 10.
if ρ(I C , I) ≤ α 11. return s; 12.
else begin 13.
partition S into subsets S 1 through S n ; 14.
for i := 1 to n (* Branch *) 15.
return the best solution from among s 1 through s n ; 17.
end; 18. end.
The algorithm described above is a prototype. We have not specified how the lower bound is to be computed, or which solution to choose in the feasible region, or how to partition the domain into sub-domains. These are details that vary from problem to problem, and are an important part in the engineering aspects of the algorithm. Note that this is just one of many possible ways of implementing a data correcting algorithm.
We can now describe our implementation of data correcting on specific combinatorial optimization problems. The next section deals with asymmetric traveling salesperson problems. The implementation of the data correcting algorithm for this problem closely follows the pseudocode above. Sections 5 and 6 deal with the maximization of general submodular functions and the simple plant location problem. Our implementations of data correcting for these two problems are slightly different, in which the data correction is done in an implicit manner.
The Asymmetric Traveling Salesperson Problem
In an asymmetric traveling salesperson problem (ATSP) instance we are given a weighted digraph G = (V, A) and a |V | × |V | distance matrix D = [d ij ] and our objective is output a least cost Hamiltonian cycle in this graph. This is one of the most studied problems in combinatorial optimization, see Lawler et al. [26] and Gutin and Punnen [20] for a detailed introduction.
The Data Correcting Algorithm
The data correcting algorithm (DC) presented in the previous section can be easily mapped to the ATSP. Lemma 3.1 takes the following form for ATSP instances.
Lemma 4.1: Consider two ATSP instances I 1 and I 2 defined on digraphs
be the distance matrices associated with I 1 and I 2 . Further let T 1 and T 2 be optimal solutions to I 1 and I 2 , and let L 1 and L 2 respectively represent the lengths of T 1 and T 2 in instance I 1 . Then
Before presenting a pseudocode for the algorithm, let us illustrate the data correcting step for the ATSP with an example. Consider the 6-city 
A proximity measure is an upper bound to the difference between the costs of two solutions for a problem instance, so the stronger the bound, the better would be the performance of any enumeration algorithm dependent on such bounds. It is possible to obtain stronger performance measures for ATSP instances, for example
is a better proximity measure than the one defined in (2) . Given the data correcting step, the DC algorithm presented in the previous section can be modified to solve ATSP instances. The pseudocode for a recursive version of this algorithm is given below.
Algorithm DCA-ATSP(G, α)
Output: A tour x α such that the difference between the cost of x α and the cost of an optimal tour is not more than α
Code:
1. begin 2. s := an arbitrary tour in G; 3.
lb := a lower bound on the cost of an optimal tour; 4.
if
s L := an optimal solution to the assignment problem on G; 6. construct a solution s from s L through patching; 7.
using s L , compute the proximity measure ρ;
return s; 10.
else begin (* Branch *) 11.
branch according to a pre-decided branching rule; 12.
for each subproblem i generated 13.
s i := the solution output by DCA-ATSP on subproblem i; 14.
return the best solution from among all s i 's; 15.
end; 16. end.
Note that a good lower bound can be incorporated into DCA-ATSP to make it more efficient.
We next illustrate the DCA-ATSP algorithm above on an instance of the ATSP. Consider the 8-city ATSP instance with the distance matrix D = We use
• the proximity measure ρ (see Expression (2)) for data correction,
• the assignment algorithm to compute lower bounds for subproblems,
• a patching algorithm to create feasible solutions, and compute proximity measures, and
• the patched solution derived from the assignment solution as a feasible solution in the domain.
The branching rule used in this example is as follows. At each subproblem, we construct the assignment problem solution and then patch it. We also correct the original matrix to a new matrix that would output the patched solution if the assignment problem is solved on it. We next identify the arc corresponding to the entry in the new matrix that had to be corrected by the maximum amount. The tail of this arc is identified, and we branch on all the arcs in the subtour containing that vertex. For example, in this problem, the assignment solution is (1231)(4564)(787), which is patched to (123786451) and the cost of patching is 9. If we correct the problem data, we will see that the entry d 51 (corresponding to arc (5, 1)) contributes the maximum amount (7) to the patching. Hence we branch on each arc in the cycle (4564), and construct three subproblems, the first with the additional constraint that arc (4, 5) be excluded from the solution, the second with the additional constraint that arc (5, 6) be excluded from the solution, and the third with the additional constraint that arc (4, 5) be excluded from the solution.
The polynomially solvable special case that we consider is the set of all ATSP instances for which the assignment procedure gives rise to a cyclic permutation.
Using the branching rule described above, depth-first branch and bound generates the enumeration tree of Figure 3 . The nodes are labeled according to the order in which the problems at the corresponding nodes were evaluated. Since the cost of patching equals the value of ρ, we can now evaluate the performance of data correcting on this example. If the allowable accuracy parameter α is set to 0, then the enumeration tree constructed by DC will be the one shown in Figure 3 and evaluates 8 subproblems. However if the value of α is set to 1, then enumeration stops after node 4, since the lower bound obtained is 25 which is one less than the solution we have at hand.
The previous example shows that the data correcting algorithm can be a very attractive alternative to branch and bound algorithms. In the next subsection we report experiences of the performance of the data correcting algorithm on ATSP instances from the TSPLIB [30] .
Computational Experience with ATSP Instances
TSPLIB has twenty seven ATSP instances, out of which we have chosen twelve for our experiments. These twelve can be solved to optimality within five hours using an ordinary branch and bound algorithm. Eight of these belong to the 'f tv' class of instances, while four belong to the 'rbg' class. We implemented DCA-ATSP in C and ran it on a Intel Pentium based computer running at 666MHz with 128MB RAM. 6) we have plotted the accuracy and deviation of the solution output by the data correcting algorithm from the optimal (called 'achieved accuracy' in the figures) as a fraction of the cost of an optimal solution to the instance. We observed that for each of the twelve instances that we studied, the achieved accuracy is consistently less than 80% of the pre-specified accuracy.
There was a wide variation in the CPU time required to solve the different instances. For instance, f tv70 required 17206 seconds to solve to optimality, while rbg323 required just 5 seconds. Thus, in order to maintain uniformity while demonstrating the variation in execution times with respect to changes in α values, we represented the execution times for each instance for each α value as a percentage of the execution time required to solve that instance to optimality. Notice that for all the f tv instances when α was 5% of the cost of the optimal solution, the execution time reduced to 20% of that required to solve the respective instance to optimality. The reduction in execution times for rbg instance was equally steep, with the exception of rbg323 which was in any case an easy instance to solve.
In summary, it is quite clear that data correcting is an effective methodology for solving ATSP instances. There are usually steep reductions in execution times even when the allowed accuracy is very small. This makes the method very useful for solving real world problems where a near-optimal solution is often acceptable provided the execution times are not too long.
Maximization of General Submodular Functions
Let N = {1, 2, . . . , n} and 2 N denote the set of all subsets of N . A function
The solution process of many classical combinatorial optimization problems, like the generalized transportation problem, the quadratic cost partition (QCP) problem with nonnegative edge weights, and set covering, can be formulated as the maximization of a submodular function (MSF), i.e. the problem:
Although the general problem of the maximization of a submodular function is known to be NP-hard (see Lovasz [28] ), there has been a sustained research effort aimed at developing practical procedures for solving medium and large-scale problems in this class. In the remainder of this section we suggest two data correcting algorithms for solving the problem. Note that Lemma 3.1 assumes the following form for this problem.
and x * 2 be the maximum points of z 1 (x) and z 2 (x) respectively. Then
The algorithm described in Section 5.1 have been published in Goldengorin et al. [14] while that described in Section 5.2 have been published in Goldengorin and Ghosh [18] . For each of the two algorithms in we first describe a class of polynomially solvable instances for submodular function maximization problems. We then describe the data correcting algorithms that uses this class of polynomially solvable instances to solve a general submodular function maximization problem. The classes of polynomially solvable instances are algorithmically defined, i.e. they are classes of instances that are solved to optimality using a pre-specified polynomial algorithm.
A Simple Data Correcting Algorithm
The class of polynomially solvable instances that we describe here is defined using a polynomial time algorithm called the Preliminary Preservation (PP) algorithm. Normally these algorithms terminate with a subgraph of the Hasse diagram of the original instance which is guaranteed to contain the maximum. However, for instances where PP returns a subgraph with a single node, that node is the maximum, and the instance is said to have been solved in polynomial time. Instances such as these make up the class of polynomially solvable instances that we consider here.
Let z be a real-valued function defined on the power set 2 N of N = {1, 2, . . . , n}; n ≥ 1. For each S, T ∈ 2 N with S ⊆ T , we define 
The following theorem and corollaries from Goldengorin et al. [14] act as a basis for the Preliminary Preservation (PP) algorithm described therein. 
Corollary 5.3: (Preservation rules of order zero). Let z be a submodular function on [S, T ] ⊆ [∅, N]
, and let k ∈ T \S. Then the following assertions hold.
First Preservation
Rule: If d + k (S) ≤ 0, then z * [S, T ] = z * [S, T − k] ≥ z * [S + k, T ]. 2. Second Preservation Rule: If d − k (T ) ≤ 0, then z * [S, T ] = z * [S +k, T ] ≥ z * [S, T − k].
The PP algorithm accepts an interval [S, T ], S ⊆ T and tries to apply Corollary 5.3 repeatedly. It returns an interval
The pseudocode for this algorithm is given below.
Algorithm PP([S, T ]) Output: A subinterval of [S, T ] containing the maximum of z over [S, T ].
Code:
3. while T = S do begin 4. d The PP algorithm is called repeatedly by the DCA-MSF to generate a solution to the MSF instance within the prescribed accuracy level α. The pseudocode for DCA-MSF is given below. As in the case of ATSP, a good problem-specific upper bound will improve the performance of the algorithm.
Algorithm DCA-MSF([S, T ], α)
else begin (* Branch *) 12. 
end; 23.
else begin (* Branch *) 24.
else return x 2 ; 28.
end; 29.
end; 30. end.
A Data Correcting Algorithm based on Multi-Level Search
The preservation rules mentioned in Corollary 5.3 look at a level which is exactly one level deeper in the Hasse diagram than the levels of S and T . However, instead of looking one level deep we may look r levels deep in order to determine whether we can include or exclude an element. Let
is a collection of all sets representing solutions containing more elements than S, and which are no more than r levels deeper than S in the Hasse diagram. Similarly, the set M − r [S, T ] is a collection of all sets representing solutions containing less elements than T , and which are no more than r levels deeper than T in the Hasse diagram. Let us further define the collections of sets
The sets N + r [S, T ] and N − r [S, T ] are the collection of sets which are located exactly r levels above S and below T in the Hasse diagram, respectively.
Further 
If |N
Proof: We prove only part 1 since the proof of the part 2 is similar. We may represent the partition of interval [S, T ] as follows:
Using this representation on the interval [S + k, T ], we have
Adding two maximum operations we get
Since w
, we have the required result.
In the second case 
Second Preservation Rule of Order
Notice that when we apply Corollary 5.3 to an interval, we get a reduced interval, however, when we apply Corollary 5.5, we get a value v r in addition to a reduced interval.
It can be proved by induction that the portion of the Hasse diagram eliminated by preservation rules of order r − 1 while searching for a maximum of the submodular function will certainly be eliminated by preservation rules of order r. In this sense, preservation rules of order r are not weaker than preservation rules of order r − 1. (A detailed proof for the result that preservation rules of order 1 are not weaker than preservation rules of order 0, refer to Goldengorin [17] ).
In order to apply Corollary 5.5, we need functions that compute the value of w
To that end, we define two recursive functions, PPArplus to compute w for each t ∈ Y \ X do begin
if z(X + t) > v then begin 4.
v := z(X + t); 5.
vset := (X + t); 6. end; 7.
if d 
Algorithm PPAr([S, T ], r)
Code:
1. begin 2.
X := S, Y := T ; B := arg max{z(S), z(T )}; 3.
while Y = X do begin 4.
[ It is clear that if r = |T \ S|, PPAr will always find an optimal solution to our problem. However, PPAr is not a polynomial in r, and so PPAr with a large r is not practically useful.
We can embed PPAr in a branch and bound framework to describe DCA-MSFr, a data correcting algorithm based on PPAr. It is similar to the DCA-MSF proposed in Goldengorin et al. [14] . For DCA-MSFr we are given a submodular function z to be maximized over an interval [S, T ], and an accuracy parameter α, and we need to find a solution such that the difference between the objective function values of the solution output by DCA-MSFr and the optimal solution will not exceed α.
Notice that for a submodular function z, PPAr with a fixed r may terminate with T = S and min{w
The basic idea behind DCA-MSFr is that if this situation occurs, then the data of the current problem is corrected in such a way that ω is non-positive for the corrected function and PPAr can continue. Moreover, each correction of z needs to be carried out in such a way that the corrected function remains submodular. The attempted correction is carried out implicitly, in a manner similar to the one in Goldengorin et al. [14] If such a correction is not possible, i.e. if ω exceeds the accuracy parameter, then we branch on a variable k ∈ arg max{d
the interval [S, T ] into two intervals [S + k, T ] and [S, T − k].
This branching rule was proposed in Goldengorin [10] . An upper bound for the value of z for each of the two intervals is then computed to see if either of the two can be pruned. We use an upper bound due to Khachaturov [23] described as follows. Let d + (S, T ) = {d
Then ub described below is an upper bound to z * [S, T ].
ub[S, T ] = max{ min
The following pseudocode describes DCA-MSFr formally. best set := arg max{z(S), z(T )}; 3.
best := z(best set); 4.
(best set, best) := IntDCA-MSFr([S, T ], α, r, best set, best); 5.
return best set; 6. end. best set := B; 5.
best := z(B); 6. end; 7.
if S = T return (best set, best); 8.
choose k from arg max{d 
Computational Experience with Quadratic Cost Partition Instances
In this section we report our computational experience with DCA-MSFr. We choose the quadratic cost partition problem as a test bed. The quadratic cost partition (QCP) problem can be described as follows (see e.g., Lee et al. [27] ). Given nonnegative real numbers q ij and real numbers p i with i, j ∈ N = {1, 2, . . . , n}, the QCP is the problem of finding a subset S ⊆ N such that the function z(S) = j∈S p i −
2
i,j∈S q ij will be maximized. The density d of a QCP instance is the ratio of the number of finite q ij values to n(n − 1)/2, and is expressed as a percentage. It is proved in Theorem 2.2 of Lee et al. [27] that z(·) is submodular.
In Goldengorin et al. [14] computational experiments with QCP have been restricted to instances of size not more than 80, because instances of that size have been considered in Lee et al. [27] . For these instances, it was shown that the average calculation times grow exponentially when the number of vertices increases and reduce exponentially with increasing density.
Herein we report the performance of DCA-MSFr on QCP instances of varying size and densities. The maximum time that we allow for an instance is 10 CPU minutes on an personal computer running on a 300MHz Pentium processor with 64 MB memory. The algorithms have been implemented in Delphi 3. The instances we test our algorithms on are statistically similar to the instances in Lee et al. [27] . Instances of size n and density d% are generated as follows. A graph with n nodes and
random edges is generated. The edges are assigned costs from a U [1, 100] distribution. n edges connect each node to itself, and these edges are assigned costs from a U [0, 100] distribution. The distance matrix of this graph forms a QCP instance.
We first report the effect of varying the value of r on the performance of DCA-MSFr(r). It is intuitive that DCA-MSFr(r) will require more execution times when the value of r increases. Our computation experience with 10 QCP instances of size 100 and different densities is shown in Figures 8-10 . Figure 8 shows the number of subproblems generated when r is increased from a value of 0 (i.e. DCA-MSF) to 5. As is intuitive, the number of subproblems reduce with increasing r for all density values. Figure 9 shows the execution times of DCA-MSFr(r) with varying d and r values. Recall that when the value of r increases, the time required at each subproblem increases, since PPAr requires more computations for larger r values. The decrease in the number of subproblems approximately balance the increase in the time at each subproblem for r values in the range 0 through 4. When r = 5, the computation times for DCA-MSFr(r) increase significantly for all densities. From Figure 9 it seems that for dense graphs, r values of 3 or 4 are most favorable. This effect also holds for larger instances - Figure 10 shows the execution times for instances with n = 200 and d = 100. We next report the results of our experiments to solve large sized QCP instances with DCA-MSFr(r). Using results obtained from the previous part of our study, we choose to use DCA-MSFr(3) as our algorithm of choice. We consider instances of the QCP with size n ranging from 100 to 500 and densities varying between 10% and 100%. We try to solve these instances exactly (α 0 = 0%), and with a prescribed accuracy α 0 = 5% within 10 minutes. We report in Tables 1 and 2 the average execution times in seconds for exact and approximate solutions with DCA-MSFr(3) and DCA-MSF. The entries marked '*' could not be solved within 10 minutes. From the table, we note that the execution times increase exponentially with increasing problem size and decreasing problem densities. Therefore QCP instances with 500 vertices and densities between 90% and 100% are the largest instances which can be solved by the DCA-MSFr(3) within 10 minutes on a standard personal computer. We also see that on an average DCA-MSFr(3) takes roughly 11% of the time taken by DCA-MSF for the exact solutions, and roughly 13% of the time taken by DCA-MSF for the approximate solutions. The reduction in time is more pronounced for problems with higher size and higher densities.
Tab. 1: Average execution times on QCP instances when α = 0%
Tab. 2: Average execution times on QCP instances when α = 5% 
The Simple Plant Location Problem
The Simple Plant Location Problem (SPLP) takes a set I = {1, 2, . . . , m} of sites in which plants can be located, a set J = {1, 2, . . . , n} of clients, each having a unit demand, a vector F = (f i ) of fixed costs for setting up plants at sites i ∈ I, and a matrix C = [c ij ] of transportation costs from i ∈ I to j ∈ J as input. It computes a set P * , ∅ ⊂ P * ⊆ I, at which plants can be located so that the total cost of satisfying all client demands is minimal. The costs involved in meeting the client demands include the fixed costs of setting up plants, and the transportation cost of supplying clients from the plants that are set up. A detailed introduction to this problem has appeared in Cornuejols et al. [6] , which also classifies the problem as NP-hard. The objective function of the SPLP is supermodular, but we do not use the results of the previous section explicitly in this section.
In applying data correcting to the SPLP, we work with a pseudo-Boolean formulation of the problem. We show how data correcting can be used to preprocess SPLP instances efficiently, and then to solve the problem.
A Pseudo-Boolean Formulation of the SPLP
The pseudo-Boolean approach to solving the SPLP (Hammer [21] , Beresnev [4] ) is a penalty-based approach that relies on the fact that any instance of the SPLP has an optimal solution in which each client is supplied by exactly one plant. This implies, that in an optimal solution, each client will be served fully by the plant located closest to it. Therefore, it is sufficient to determine the sites where plants are to be located, and then use a minimum cost assignment of clients to plants.
An instance of the SPLP can be described by a m-vector F = (f i ), and a m × n matrix C = [c ij ]; m, n ≥ 1. We will use the m × (n + 1) augmented matrix [F |C] as a shorthand for describing an instance of the SPLP. The total cost f [F |C] (P ) associated with a subset P of I consists of two components, namely the fixed costs i∈P f i and the transportation costs j∈J min{c ij |i ∈ P }; i.e.
and the SPLP is the problem of finding
In the remainder of this subsection we describe the pseudo-Boolean formulation of the SPLP due to Hammer [21] .
A m × n ordering matrix Π = [π ij ] is a matrix each of whose columns Π j = (π 1j , . . . , π mj ) T define a permutation of 1, . . . , m. Given a transportation matrix C, the set of all ordering matrices Π such that c π 1j j ≤ c π 2j j ≤ · · · ≤ c π mj j for j = 1, . . . , n, is denoted by perm(C).
Defining for each i = 1, . . . , m
we can indicate any solution P by a vector y = (y 1 , y 2 , . . . , y m ). The fixed cost component of the total cost can be written as
Given a transportation cost matrix C, and an ordering matrix Π ∈ perm(C), we can denote differences between the transportation costs for each j ∈ J as ∆c[0, j] = c π 1j j , and
Note that ∆c[l, j] ≥ 0, even if the transportation cost matrix C contains negative entries. The transportation costs of supplying any client j ∈ J from any open plant can be expressed in terms of the ∆c[·, j] values. It is clear that we have to spend at least ∆c[0, j] in order to satisfy j's demand, since this is the cheapest cost of satisfying j. If no plant is located at the site closest to j, i.e. y π 1j = 1, we try to satisfy the demand from the next closest site. In that case, we spend an additional ∆c [1, j] . Continuing in this manner, the transportation cost of supplying j ∈ J is
so that the transportation cost component of the cost of a solution y corresponding to an ordering matrix Π ∈ perm(C) is
Combining (6) and (7), the total cost of a solution y to the instance [F |C] corresponding to an ordering matrix Π ∈ perm(C) is given by the pseudo-Boolean polynomial
It can be shown (see Goldengorin et al. [15] ) that the total cost function f [F |C],Π (·) is identical for all Π ∈ perm(C). We call this pseudo-Boolean polynomial the Hammer function H [F |C] (y) corresponding to the SPLP instance [F |C] and Π ∈ perm(C). In other words
We can formulate (4) in terms of Hammer functions as
As an example, consider the SPLP instance:
Two possible ordering matrices corresponding to C are 
Preprocessing SPLP instances
The first preprocessing rules for the SPLP involving both fixed costs and transportation costs appeared in Khumawala [24] . In terms of Hammer functions, these rules are stated in the following theorem. We assume (without loss of generality) that we cannot partition I into sets I 1 and I 2 , and J into sets J 1 and J 2 , such that the transportation costs from sites in I 1 to clients in J 2 , and from sites in I 2 to clients in J 1 are not finite. We assume too, that the site indices are arranged in non-increasing order of f i + j∈J c ij values. 
RO:
If a k ≥ 0, then there is an optimal solution y * in which y * k = 0, else RC: If a k + t k ≤ 0, then there is an optimal solution y * in which y * k = 1, provided that y * i = 1 for some i = k. Notice that RO and RC primarily try to either open or close sites. If it succeeds, it also changes the Hammer function for the instance, reducing the number of non-linear terms therein. In the remaining portion of this subsection, we describe a completely new reduction procedure (RP), whose primary aim is to reduce the coefficients of terms in the Hammer function, and if we can reduce it to zero, to eliminate the term from the Hammer function. This procedure is based on fathoming rules of branch and bound algorithms and data correcting principles.
Let us assume that we have an upper bound (UB) on the cost of an optimal solution for the given SPLP instance. This can be obtained by running a heuristic on the problem data. Now consider a non-linear term s · k r=1 y π rj in the Hammer function. This term will contribute to the cost of a solution, only if plants are not located in any of the sites π 1j , . . . , π kj . Let LB be a lower bound on the cost of solutions in which facilities are not located in sites π 1j , . . . , π kj . If LB ≤ UB, then we cannot make any judgement about this term. On the other hand, if LB > U B, then we know that there cannot be an optimal solution with y π 1j = . . . = y π kj = 1. In this case, if we reduce the coefficient s by LB − UB − ε, (ε > 0, small), then the new Hammer function and the original one have identical sets of optimal solutions. If after the reduction, s is non-positive, then the term can be removed from the Hammer function. Such changes in the Hammer function alter the values of t k , and can possibly allow us to use Khumawala's rules to close certain sites. Once some sites are closed, some of the linear terms in the Hammer function change into constant terms, and some of the quadratic terms change into linear ones. These changes cause changes in both the a k and the t k values, and can make further application of Khumawala's rules possible, thus preprocessing some other sites, and making further changes in the Hammer function. A pseudocode of the reduction procedure (RP) is provided below.
Procedure RP(H [F |C] (y))
Output: A preprocessed instance of the SPLP, i.e. an equivalent instance of reduced size, and decisions to either locate or not locate plants in some of the sites. It is clear that neither RO nor RC is applicable here, since the coefficient of the term 21y 1 y 2 y 4 is too large. Therefore, we try to reduce this coefficient by applying the RP. RC can immediately be applied in this situation to set y 3 = 1. Updating H (y), we can apply RO and set y 2 = y 4 = 0. This allows us to apply RC again to set y 3 = 1, thus giving us an optimal solution (i.e. (1, 0, 1, 0) ) to the instance, with a cost of 48.
Code

The Data Correcting Algorithm
The basic idea behind the data correcting algorithm is to modify the Hammer function in a way, such that the RO and RC rules can be applied to the modified instance. While modifying the instance, care is taken so that an optimal solution to the modified instance is not too sub-optimal for the original instance. We make use of the following suitably modified version of Lemma 3.1 for this problem.
Lemma 6.2: Consider two Hammer functions H 1 (y) and H 2 (y). Let y * 1 and y * 2 be the optimal solutions to H 1 (y) and H 2 (y) respectively. Then
Consider a SPLP instance with accuracy parameter α in which RO and RC cannot be applied. Clearly, in the Hammer function for this instance,
In this case, if we change (correct) the Hammer function of the instance by increasing the coefficient of y k 0 to zero, then RO can be applied to the corrected instance and preprocessing can continue. However, this is allowed only if min{|a k 0 |,
, then the instance can be corrected by decreasing the coefficient of y k 0 by a k 0 + t k 0 ; then RC can be applied to the corrected instance and preprocessing can continue. Notice that while correcting the instance, we allow for suboptimality to the extent of |a k 0 | in the first case, and a k 0 + t k 0 in the second case. Thus, the accuracy parameter for the corrected instance is reduced appropriately.
It may happen however, that min{|a
In that case, correction is not possible at this stage and the problem has to be broken down into subproblems. This is done by a branching operation. Goldengorin et al. [16] suggest that the algorithm branches on an index from arg max{t k }.
The logic behind this rule is the following. A plant would have been located in this site in an optimal solution if the coefficient of linear term involving y k in the Hammer function would have been increased by −a k . We could have predicted that a plant would not be located there if the same coefficient would have been decreased by t k + a k . Therefore we could use the average of −a k and a k + t k as a measure of the chance that we will not be able to predict the fate of site k in any subproblem of the current subproblem. If we want to reduce the size of the branch and bound tree by assigning values to such variables, then we can think of a branching function that branches on the index k 0 with the largest average value, i.e. the largest value of −a k + (a k + t k ), i.e. the largest value of t k .
On the basis of the discussion above, the pseudocode for a data correcting algorithm for SPLP is given below. It works by maintaining three sets, Ω containing the sites where facilities are to be located, Λ containing the sites where facilities are not to be located, and Ψ containing the rest of the sites. RO and RC rules are assumed to be able to manipulate these three sets. 8 .
else begin (* Branch *) 9.
k b := arg max{t k |k ∈ Ψ};
10. if
19.
20. 
Computational Experience with SPLP Instances
We report our computational experience with the DCA-SPLP on several benchmark instances of the SPLP in the remainder of this section. The performance of the algorithm is compared with that of the algorithms described in the papers that suggested these instances. We used one of two bounds in the implementations of RP and DCA-SPLP: a combinatorial KhachaturovMinoux bound (Khachaturov [22] and Minoux [29] ); and a much stronger Erlenkotter bound based on a LP dual-ascent algorithm (Erlenkotter [7] ). We implemented the DCA-SPLP in PASCAL, compiled it using Prospero Pascal, and ran it on a 733 MHz Pentium III machine. The computation times we report are in seconds on our machine.
Testing the Effectiveness of the Reduction Procedure RP
Given an instance of the SPLP, the reduction procedure RP reduces it to a smaller core instance by making decisions to locate or not locate plants in several sites. The effectiveness of the RP can thus be measured either by computing the number of free locations in the core instance, or by computing the number of non-zero nonlinear terms present in the Hammer function of the core instance. Tables 3 and 4 shows how the various methods of reduction perform on the benchmark SPLP instances in the OR-Library (Beasley [3] ). In the tables, procedure (a) refers to the use of the "delta" and "omega" rules from Khumawala [24] , procedure (b) to the RP with the Khachaturov-Minoux combinatorial bound to obtain a lower bound, and procedure (c) to the RP with the Erlenkotter bound to obtain a lower bound. The existing preprocessing rules due to Khumawala [24] and Goldengorin et al. [15] (i.e. procedure (a), which was used in the SPLP example in Goldengorin et al. [14] ) cannot solve any of the OR-Library instances to optimality. However, the variants of the new reduction procedure (i.e. procedures (b) and (c)) solve a large number of these instances to optimality. Procedure (c), based on the Erlenkotter bound is marginally better than procedure (b) in terms of the number of free locations (Table 3) , but substantially better in terms of the number of non-zero nonlinear terms in the Hammer function (Table 4) . Tables 3 and 4 also demonstrate the superiority of the new preprocessing rule over the "delta" and "omega" rules. Consider for example the problem cap132. The "delta" and "omega" rules reduce the problem size from m = 50 and 2389 non-zero nonlinear variables to m = 27 and 112 non-zero nonlinear variables. However, the new preprocessing rule reduces the same problem to one having m = 5 and 3 non-zero nonlinear variables! 
Bilde and Krarup-type Instances
These are the earliest benchmark problems that we consider here. The exact instance data is not available, but the process of generating the problem instances is described in Bilde and Krarup [5] . There are 22 different classes of instances and in this subsection we use the nomenclature used in Bilde and Krarup [5] . In our experiments we generated 10 instances for each of the types of problems, and used the mean values of our solutions to evaluate the performance of our algorithm with the one used in Bilde and Krarup [5] . In our implementation, we used the Khachaturov-Minoux combinatorial bound in the reduction procedure RP as well as in the DCA-SPLP. The reduction procedure was not useful for these instances, but the DCA-SPLP could solve all the instances in reasonable time. The results of our experiments are presented in Table 5 . The performance of the algorithm implemented in Bilde and Krarup [5] was measured in terms of the number of branching operations performed by the algorithm and its execution time in CPU seconds on a IBM 7094 machine. We estimate the number of branching operations by our algorithm as the logarithm (to the base 2) of the number of subproblems it generated. From the table we see that the DCA-SPLP reduces the number of subproblems generated by the algorithm in Bilde and Krarup [5] by a factor of 1000. This is especially interesting because Bilde and Krarup use a bound (discovered in 1967) identical to the Erlenkotter bound in their algorithm (see Körkel [25] ) and we use the Khachaturov- Minoux combinatorial bound. The CPU time required by the DCA-SPLP to solve these problems were too low to warrant the use of any α > 0.
Galvão and Raggi-type Instances
Galvão and Raggi [8] developed a general 0-1 formulation of the SPLP and presented a 3-stage method to solve it. The benchmark instances suggested in this work are unique, in that the fixed costs are assumed to come from a Normal distribution rather than the more commonly used Uniform distribution. The reader is referred to Galvão and Raggi [8] for a detailed description of the problem data.
As with the data in Bilde and Krarup [5] , the exact data for the instances are not known. So we generated 10 instances for each problem size, and used the mean values of the solutions for comparison purposes. In our DCA-SPLP implementation, we used the Khachaturov-Minoux combinatorial bound in the reduction procedure RP and in the DCA-SPLP. The comparative results are given in Table 6 . Since the computers used are different, we cannot make any comments on the relative performance of the solution procedures. However, since the average number of subproblems generated by the DCA-SPLP is always less than 10 for each of these instances, we can conclude that these problems are easy for our algorithm. In fact they are too easy for the DCA-SPLP to warrant α > 0. Notice that the average number of opened plants in the optimal solutions to the instances we generated is quite close to the number of opened plants in the optimal solutions reported in Galvão and Raggi [8] . Also notice that the reduction procedure was quite effective -it solved 35 of the 80 instances generated.
Instances from the OR-Library
The OR-Library [3] has a set of instances of the SPLP. These instances were solved in Beasley [2] using an algorithm based on the Lagrangian heuristic for the SPLP. Here too, we used the Khachaturov-Minoux combinatorial bound in the reduction procedure RP as well as in the DCA-SPLP. We solved the problems to optimality using the DCA. The results of the computations are provided in Table 7 . The execution times suggest that the DCA-SPLP is faster than the Lagrangian heuristic described in Beasley [2] . The reduction procedure was also quite effective for these instances, solving 4 of the 16 instances to optimality, and reducing the number of free sites appreciably in the other instances. Once again the use of α > 0 cannot be justified, considering the execution times of the DCA. 
Körkel-type Instances with 65 Sites
Körkel [25] described several relatively large Euclidean SPLP instances (m = n = 100, and m = n = 400) and used a branch and bound algorithm to solve these problems. The bound used in that work is an improvement on a bound based on the dual of the linear programming relaxation of the SPLP due to Erlenkotter [7] and is extremely effective. In this subsection, we use instances that have the same cost structure as the ones in Körkel [25] but for which m = n = 65. Instances of this size were not dealt with in Körkel [25] . We implemented the Khachaturov-Minoux combinatorial bound both for the reduction procedure RP and the DCA-SPLP. In Körkel [25] , 120 instances of each problem size are described. These can be divided into 28 sets (the first 18 sets contain 5 instances each, and the rest contain 3 instances each). We solved all the 120 instances we generated, and found out that the instances in Sets 1, 2, 3, 4, 10, 11, and 12 are more difficult to solve than others. We therefore used these instances in the experiments in this section. The transportation cost matrix for a Körkel instance of size n × n is generated by distributing n points in random within a rectangular area of size 700 × 1300 and calculating the Euclidean distances between them. The fixed cost are computed as in Table 8 . The values of the results that we present for each set is the average of the values obtained for all the instances in that set. Interestingly, the preprocessing rules were found to be totally ineffective for all of these problems. Since the fixed costs are identical for all the sites, the sites are distributed randomly over a region, and the variable cost matrix is symmetric, no site presents a distinct advantage over any other. This prevents our reduction procedure to open or close any site. Table 9 shows the variation in the costs of the solution output by the DCA-SPLP with changes in α, and Table 10 shows the corresponding decrease in execution times.
Tab. 9: Costs of solutions output by the DCA-SPLP on Körkel- The effect of varying the acceptable accuracy α on the cost of the solutions output by the DCA-SPLP is also presented graphically in Figure 11 . We define the achieved accuracy β as β = cost of the DCA-SPLP output − cost of an optimal solution cost of optimal solution Note that the achieved accuracy β varies almost linearly with α, with a slope close to 0.5. Also note that the relative time τ of the DCA-SPLP reduces with increasing α. The reduction is slightly better than linear, with an average slope of -8.
Körkel-type Instances with 100 Sites
We solved the benchmark instances in Körkel [25] with m = n = 100 to optimality and observed that the instances in Sets 10, 11, and 12 required relatively longer execution times. So we restricted further computations to instances in those sets. The fixed and transportation costs for these problems are computed in the procedure described in Subsection 6.4.5. Tables  11 and 12 show the results obtained by running the DCA-SPLP on these problem instances. In our DCA-SPLP implementation for solving these instances, we used the Erlenkotter bound in both the reduction procedure RP and the DCA-SPLP.
Tab. 11: Costs of solutions output by the DCA-SPLP on Körkel- Figure 12 illustrates the effect of varying the acceptable accuracy α on the cost of the solutions output by the DCA-SPLP for the instances mentioned above. The nature of the graphs is similar to those in Figure 11 . However, in several of the instances we noticed that β reduced when α is increased, and in some other instances τ increased when α was increased.
