On the Gel'fand-Calder\'on inverse problem in two dimensions by Blåsten, Eemeli
ar
X
iv
:1
30
7.
48
70
v1
  [
ma
th.
AP
]  
18
 Ju
l 2
01
3
On the Gel’fand-Calderón inverse problem in
two dimensions
Eemeli Blåsten
Academic dissertation
To be presented, with the permission of the
Faculty of Science of the University of Helsinki, for public examination
in Auditorium CK112, Exactum, on April 30, 2013, at 10 o’clock.
Helsinki 2013
University of Helsinki
Faculty of Science
Department of Mathematics and Statistics
Supervisor Lassi Päivärinta
Supervisor: Professor Lassi Päivärinta
Department of Mathematics and Statistics
University of Helsinki
Helsinki, Finland
Pre-examiners: Professor Giovanni Alessandrini
Dipartimento di Matematica e Informatica
Università di Trieste
Trieste, Italia
Professor Alberto Ruiz
Departamento de Matemáticas
Universidad Autonoma de Madrid
Madrid, España
Opponent: Professor Yaroslav Kurylev
Department of Mathematics
University College London
London, United Kingdom
ISBN 978-952-10-8698-4 (paperback)
ISBN 978-952-10-8699-1 (PDF)
Unigrafia
E-thesis (http://www.e-thesis.fi)
Helsinki 2013
Acknowledgments
First and foremost I would like to thank my PhD advisor Lassi Päivärinta
for introducing me to Bukhgeim’s original article and having a good enough
intuition to see that I was going the right way. I wish to thank Alberto
Ruiz and Giovanni Alessandrini for their precious time spent reading the
manuscript very carefully and giving excellent suggestions.
I owe my officemate Esa Vesalainen and numerous other colleagues a lot
for the many invaluable discussions during the past years. Without them, I
would be stuck in my own way of thinking. A special thanks to Pedro Caro
for suggesting me to use boundary data instead of assuming well-posedness.
I also want to thank my wife Wang Ruiling for her patience and our
wonderful time together. She said that no matter what problems I will
encounter, I would find a way around them.
My special thanks to the Finnish Inverse Problems Society for arranging
the yearly Inverse Problems Days. They are a wonderful workshop to meet
other Finnish researchers and appreciate how close the community is. It
made me very happy about starting graduate studies in this field.
Lastly, I thank the Academy of Finland for its financial support through
the Finnish Center of Excellence in Inverse Problems Research.
Contents
1 Introduction 1
1.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 History and related work . . . . . . . . . . . . . . . . . . . . . 1
1.3 The main result and sketch of the proof . . . . . . . . . . . . . 4
2 Function spaces 6
2.1 Banach-valued Lorentz spaces . . . . . . . . . . . . . . . . . . 6
2.2 Interpolation of Lorentz spaces . . . . . . . . . . . . . . . . . 10
2.3 Lorentz-Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Lorentz-Bessel potential spaces . . . . . . . . . . . . . . . . . 18
2.5 The Cauchy operator . . . . . . . . . . . . . . . . . . . . . . . 21
3 Using the stationary phase method 24
3.1 The main term . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Handling the error term . . . . . . . . . . . . . . . . . . . . . 25
4 Bukhgeim type solutions 28
4.1 A Carleman estimate . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Bukhgeim’s oscillating solutions . . . . . . . . . . . . . . . . . 34
5 The problem setting 36
5.1 Hadamard’s criteria and the DN operator . . . . . . . . . . . . 36
5.2 Cauchy data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.3 Uniqueness and stability for the inverse problem . . . . . . . . 40
6 Future work 45
6.1 Function space properties of Hs,(p,q)(Ω) and W s,(p,q)(Ω) . . . . 45
6.2 Doing it in W s,p . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.3 Non-compactly supported potentials . . . . . . . . . . . . . . 46
6.4 No smoothness . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.5 A reconstruction formula . . . . . . . . . . . . . . . . . . . . . 49
7 Calculations 51
References 59
Index of Notation 63
Index of Subjects 64
1 Introduction
1.1 Abstract
We prove uniqueness and stability for the inverse boundary value problem
of the 2D Schrödinger equation. We assume only that the potentials are in
Hs,(2,1)(Ω), s > 0, which is slightly smaller than the Sobolev space Hs,2(Ω).
The thesis consists of two parts.
In the first part, we define the spaces Hs,(p,q) of distributions whose frac-
tional derivatives are in the Lorentz space L(p,q). We prove the embedding
H1,(n,1) →֒ C0 and an interpolation identity.
The inverse problem is considered in the second part of the thesis. We
prove a new Carleman estimate for ∂. This estimate has a decay rate of
τ−1 ln τ . After that we use Bukhgeim’s oscillating exponential solutions,
Alessandrini’s identity and stationary phase to get information about the
difference of the potentials from the difference of the Cauchy data.
1.2 History and related work
This short survey of results concerning inverse boundary value problems for
the conductivity and Schrödinger equations is based mostly on introductions
in [5] and [36]. We mention also a few papers from recent years that we have
personally heard of. The majority of the results cited below were proven
for the conductivity equation or the Schrödinger equation having a potential
coming from a related conductivity equation.
The inverse problem of the Schrödinger equation, also known as the
Gel’fand or Gel’fand-Calderón inverse problem (see [19]), is the following
one:
Given Cq = {(u|∂Ω, ∂νu|∂Ω) | ∆u+ qu = 0} deduce q. (1.1)
In other words, given measurements of the solutions u only on the boundary
∂Ω of an object or area Ω, what can we say about the potential q inside
of Ω? The Schrödinger equation can model acoustic, electromagnetic and
quantum waves. Hence this inverse problem models inverse scattering of
time harmonic waves in these situations.
One of the important early papers on inverse boundary value problems is
by Calderón [11]. He considered an isotropic body Ω from which one would
like to deduce the electrical conductivity γ by doing electrical measurements
on the boundary. If we keep the voltage u fixed as f on the boundary, then
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the stationary state of u can be modeled by the boundary value problem
∇ · (γ∇u) = 0, Ω
u = f, ∂Ω.
(1.2)
The weighted normal derivative γ∂νu is the current flux going out of Ω.
Calderón asked whether knowing the boundary measurements, or Dirichlet-
Neumann map Λγ : f 7→ γ∂νu|∂Ω, is enough to determine the conductivity γ
inside the whole domain Ω. This is called the Calderón problem. He showed
the injectivity of a linearized problem near γ ≡ 1.
The inverse problem for the conductivity equation can be reduced to that
of the Schrödinger equation. To transform the conductivity equation into the
equation ∆v + qv = 0, it is enough to do the change of variables u = γ−
1
2v,
q = −γ− 12∆γ 12 . The Dirichlet-Neumann map for the new equation can be
recovered from the boundary data of the old one: Λq = γ
− 1
2
(
Λγ +
1
2
∂γ
∂ν
)
γ−
1
2 .
Sylvester and Uhlmann solved the problem in dimensions n at least three
for smooth conductivities bounded away from zero [46]. They constructed
complex geometric optics solutions, that is, solutions of the form
uj = e
x· ζj(1 +O( 1|ζj|)), (1.3)
where the complex vectors ζj satisfy
ζ1 = i(k +m) + l,
ζ2 = i(k −m)− l,
(1.4)
where l, k,m ∈ Rn are perpendicular vectors satisfying |l|2 = |k|2 + |m|2.
Using a well-known orthogonality relation for the potentials q1 and q2, called
the Alessandrini identity [2], they got
0 =
∫
(q1 − q2)u1u2dx =
∫
(q1 − q2)e2ix·k
(
1 +O(
1
|m|)
)
dx, (1.5)
and after taking |m| −→ ∞ they saw that the Fourier transforms of q1 and
q2 are the same, so the potentials are so too. Note that the only part that
requires n ≥ 3 in this solution is the existence of the three vectors l, k,m.
Some papers solve the Calderón problem in dimension two with various
assumptions. Namely Kohn and Vogelius [29] [30], Alessandrini [2], Nachman
[36] and finally Astala and Päivärinta [5]. The first three of these require the
conductivity to be piecewise analytic. Nachman required two derivatives
to convert the conductivity equation into the Schrödringer equation. The
paper of Astala and Päivärinta solved Calderón’s problem most generally:
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there were no requirements on the smoothness of the conductivity. It just
had to be bounded away from zero and infinity, which is physically realistic.
There are also some results for the inverse boundary value problem of the
Schrödinger equation whose potential is not assumed to be of the conductivity
type. Jerison and Kenig proved, according to [12], that if q ∈ Lp(Ω) with
p > n
2
, n ≥ 3, then the Dirichlet-Neumann map Λq determines the potential
q uniquely. The case n = 2 was open until the paper of Bukhgeim. In
[3], he introduced new kinds of solutions to the Schrödinger equation, which
allow the use of stationary phase. This led to an elegant solution of this
long standing open problem. There is a point in the argument that requires
differentiability of the potentials. Imanuvilov and Yamamoto published the
paper [27] in arXiv after the writing of this thesis. They seem to have fixed
that problem and hence proven uniqueness for q ∈ Lp(Ω), p > 2.
Some more recent results in two dimensions have concerned partial data,
stability and reducing smoothness requirements for the conductivities and
potentials. Notable results of partial data include Imanuvilov, Uhlmann,
Yamamoto [26] and Guillarmou and Tzou [23]. In the first paper the authors
consider the Schrödinger equation in a plane domain and in the second one
on a Riemann surface with boundary. The results of both papers state that
knowing the Cauchy data on any open subset on the boundary determines
the potential uniquely if it is smooth enough.
Stability seemed to be proven first for the inverse problem of the conduc-
tivity equation. Liu [31] showed it for potentials of the conductivity type.
Barceló, Faraco and Ruíz [6] showed stability for Hölder continuous conduc-
tivities. Clop, Faraco and Ruíz generalized it to W α,p, α > 0, in [13]. For
the Schrödinger equation, there’s the result of Novikov and Santacesaria for
C2 potentials in [39].
Lastly, we cite very briefly some reconstruction methods. This paragraph
is certainly very incomplete as reconstruction was not the focus of the thesis.
Nachman gave the first result for the conductivity equation for n ≥ 3 in
[35] and later for n = 2 in [36]. In the recent paper [4], the authors show
a numerical reconstruction method for piecewise smooth conductivities in
2D. For a more in-depth survey, see the introduction in that same paper.
The case of the Schrödinger equation in the plane seems to be more elusive.
Bukhgeim mentioned a reconstruction formula at the end of [3], but as far as
we know, there are no published numerical methods for reconstructing the
potential in 2D. There is a reconstruction formula using only the boundary
data explicitly in [40] though.
3
1.3 The main result and sketch of the proof
We will give a top-down sketch for proving uniqueness and stability. Before
that, we will describe the inverse problem. Let q1 and q2 be two potentials
for the Schrödinger equations (∆ + qj)u = 0. We define the boundary data
Cqj as the collection of pairs (u|Ω, ν ·∂νu|Ω) of boundary values and boundary
derivates of all solutions u. If we assume that the operators ∆+ qj are well
posed in Hadamard’s sense, then the two sets of boundary data become the
Dirichlet-Neumann maps Λqj : u|Ω 7→ ∇u|Ω, where ∆u + qju = 0. The
problem is, what can we tell about q1−q2 if we know Cq1, Cq2? We will show
the following:
Theorem. Let Ω ⊂ C be a bounded Lipschitz domain, M > 0 and 0 < s < 1
2
.
Then there is a positive real number C such that if ‖qj‖s,(2,1) ≤M then
‖q1 − q2‖L(2,∞)(Ω) ≤ C
(
ln d(Cq1, Cq2)
−1)−s/4 . (1.6)
Here qj ∈ Hs,(2,1)(Ω), which can be considered as a slightly smaller space
than Hs,2(Ω), and d(Cq1, Cq2) is the distance between Cq1 and Cq2 in a certain
sense. It is basically
sup
{ ∣∣∣∣∫
Ω
u1(q1 − q2)u2
∣∣∣∣ ∣∣∣∆uj + qjuj = 0, uj ∈ W 1,2(Ω), ‖uj‖ = 1}, (1.7)
but, using Green’s formula, the integral over Ω can be transformed to
· · · =
∫
Ω
u2∆u1 − u1∆u2dm =
∫
∂Ω
u2ν · ∇u1 − u1ν · ∇u2dσ, (1.8)
which are measurements done on the boundary. Hence, our goal is to esti-
mate ‖q1 − q2‖ by expressions involving
∫
Ω
u1(q1− q2)u2. This is achieved by
choosing special solutions u1, u2, which allow the use of a stationary phase
method. Another powerful tool we will use is Carleman estimates. They will
take care of the error term, which comes from the fact that the solutions u1
and u2 are not analytic.
The top-down idea starts as follows. Stationary phase arguments show
that
‖q1 − q2‖ ←−
∥∥∥∥2τπ eiτ(z2+z2) ∗ (q1 − q2)
∥∥∥∥ (1.9)
as τ →∞. We will show that there are solutions such that u1u2 → eiτ(z2+z2).
This construction was first shown by Bukhgeim [3]. Those solutions will in
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fact look like u1 = e
iτ(z−z0)2f1, u2 = eiτ(z−z0)
2
f2, where z0 is the variable
outside the convolution, and fj → 1. Hence we get
‖q1 − q2‖ ≤
∥∥∥∥q1 − q2 − ∫
Ω
2τ
π
eiτR(q1 − q2)dm
∥∥∥∥+ ∥∥∥∥∫
Ω
2τ
π
eiτR(q1 − q2)dm
∥∥∥∥
≤
∥∥∥∥q1 − q2 − ∫
Ω
2τ
π
eiτR(q1 − q2)dm
∥∥∥∥+ ∥∥∥∥2τπ
∫
Ω
u(1)(q1 − q2)u(2)dm
∥∥∥∥
+
∥∥∥∥2τπ
∫
Ω
eiτR(q1 − q2)(1− f1f2)dm
∥∥∥∥ , (1.10)
where R = (z − z0)2 + (z − z0)2.
The first term in the equation of the above paragraph can be estimated
by τ−s/2 ‖q1 − q2‖Hs,2 because of stationary phase. The second one is easy
because of the definition of d(Cq1, Cq2). It has the upper bound
d(Cq1, Cq2) ‖u1‖ ‖u2‖ ∼ ecτd(Cq1, Cq2) (1.11)
because of the form of the solutions. The last term is the hardest. By using
a suitable cut-off function, we can estimate it above by
τ 1−s/3 ‖q1 − q2‖Hs,(2,1)(Ω) ‖1− f1f2‖Hs,(2,∞)(Ω) . (1.12)
We need to show that ‖1− f1f2‖s = o(τ s/3−1) as τ → ∞ to get unique-
ness. This is the part that requires new results. It all boils down to Carleman
estimates. Section 4.1 with theorem 4.1.1 and corollaries 4.1.5 and 4.1.10 are
all about proving them. The new estimates are
‖r‖H(2,∞) ≤ CΩτ−1(1 + ln τ)
∥∥∥eiτ(z−z0)2∂e−iτ(z−z0)2r∥∥∥
H1,(2,1)
‖r‖C0 ≤ CΩτ−1/3
∥∥∥eiτ(z−z0)2∂e−iτ(z−z0)2r∥∥∥
H1,(2,1)
‖r‖Hs,(2,∞) ≤ CΩτ−1(1 + ln τ)‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖Hs,(2,1)
‖r‖Ms ≤ CΩτ−1/3‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖Hs,(2,1)
(1.13)
where Hs,(p,q) is a slight generalization of Hs,p, and Ms is a space whose
functions have smoothness s and can be embedded into C0. We will prove
the estimates in the integral form, that is, having the Cauchy operator on the
left-hand side. Choosing r = fj − 1 implies that ‖1− f1f2‖s = O(τ−1 ln τ).
Hence, whenever s > 0, the error term (1.12) tends to zero as τ grows.
Combining all the upper bounds, we have
‖q1 − q2‖ ≤ τ−βs + ecτd(Cq1, Cq2) (1.14)
with some β, c > 0. A suitable choice of τ implies the claim.
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2 Function spaces
2.1 Banach-valued Lorentz spaces
Definition 2.1.1. Let A be a vector space and X ⊂ Rn measurable. Then
the mapping f : X → A is a simple function if
f(x) =
N∑
k=0
akχEk(x) (2.1)
for all x ∈ X and some N ∈ N, ak ∈ A and disjoint measurable Ek ⊂ Rn.
We use the Lebesgue measure in Rn where not specified explicitly.
Definition 2.1.2. Let A be a Banach space and X ⊂ Rn measurable. A
function X → A is strongly measurable if there is a sequence of simple func-
tions fm : X → A such that
f(x) = lim
m→∞
fm(x) (2.2)
for almost all x ∈ X.
Definition 2.1.3. Let A be a Banach space, Ω ⊂ Rn open and f : Ω → A
strongly measurable. Then the distribution function of f , λ 7→ m(f, λ),
defined on the non-negative reals, is
m(f, λ) = m{x ∈ Ω | |f(x)|A > λ}. (2.3)
The non-increasing rearrangement of f is the map f ∗ : R+∪{0} → R+∪{0}
given by
f ∗(s) = inf{λ ≥ 0 | m(f, λ) ≤ s}. (2.4)
Definition 2.1.4. Let A be a Banach space, Ω ⊂ Rn open, 1 < p <∞ and
1 ≤ q ≤ ∞. Then the seminormed Lorentz space Lp,q(Ω, A) is the following
set
{f : Ω→ A | f strongly measurable, ‖f‖Lp,q(Ω,A) <∞}
‖f‖Lp,q(Ω,A) =
(∫ ∞
0
(
s1/pf ∗(s)
)q ds
s
)1/q
if q <∞,
‖f‖Lp,q(Ω,A) = sup
s≥0
s1/pf ∗(s) if q =∞,
(2.5)
equipped with the equivalence f = g if f(x) = g(x) for almost all x ∈ Ω.
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The (normed) Lorentz space L(p,q)(Ω, A) is defined as
{f : Ω→ A | f strongly measurable, ‖f‖L(p,q)(Ω,A) <∞}
‖f‖L(p,q)(Ω,A) =
(∫ ∞
0
(
t1/pf ∗∗(t)
)q dt
t
)1/q
if q <∞,
‖f‖L(p,q)(Ω,A) = sup
s≥0
t1/pf ∗∗(t) if q =∞,
(2.6)
where f ∗∗(t) = 1
t
∫ t
0
f ∗(s)ds. Again, we set f = g if they are equal almost
everywhere.
Remark 2.1.5. The spaces Lp,∞(Ω, A) and L(p,∞)(Ω, A) are sometimes written
Lp∗(Ω, A) and are called weak Lp-spaces.
Remark 2.1.6. We often leave the domain Ω out of the notation, so write
Lp,q(A) and L(p,q)(A) for these spaces. On the other hand, sometimes we
leave the range out. Whether the set is the domain or range should be clear
from the context.
Theorem 2.1.7. Let A be a Banach space, Ω ⊂ Rn open, 1 < p < ∞
and 1 ≤ q ≤ ∞. Then Lp,q(Ω, A) is a complete semi-normed space and
L(p,q)(Ω, A) is a Banach space. Moreover Lp,q ≡ L(p,q) with
‖f‖p,q ≤ ‖f‖(p,q) ≤
p
p− 1 ‖f‖p,q . (2.7)
The spaces have the following properties:
• If 1 ≤ q ≤ Q ≤ ∞ then L(p,q) →֒ L(p,Q) and L(p,p) = Lp
• ‖|f |r‖p,q = ‖f‖rpr,qr for r ≥ 1.
• Simple functions are dense in L(p,q) if q <∞
• Countably valued L(p,∞) functions are dense in L(p,∞)
Proof. Note that if f : Ω → A is strongly measurable, then |f |A : Ω → R
is measurable. Hence most of the proofs follow exactly like in the complex-
valued case, for example in chapter 1.4. of Grafakos [20]. The following all
refer to that book. Completeness and equivalence follow from 1.4.11, 1.4.12.
The inclusions follow from 1.4.10 and the Lp equality from 1.4.5(12). The
proof of the exponential scaling of the norm is given by 1.4.7.
Densities will be proven using a different source. The spaces L(p,q)(Ω, A)
of this theorem can be gotten using real interpolation on the Banach couple
(Lp0(Ω, A), Lp1(Ω, A)) with some 1 < p0 < p < p1 <∞ according to theorem
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5.2.1 in [7]. Simple functions are dense in the spaces Lp(Ω, A) for 1 ≤ p <∞
by corollary III.3.8 in [17], hence they are so in the intersection Lp0 ∩ Lp1
too. The latter is dense in L(p,q)(Ω, A) when q <∞ by theorem 3.4.2 of [7].
This inclusion is a bounded linear operator, so simple functions are dense in
L(p,q)(Ω, A).
Let f ∈ L(p,∞)(Ω, A). Split Ω into a countable number of disjoint bounded
and measurable sets Ωj . According to corollary 3 of section II.1 in [15], there
are countably valued measurable functions sj : Ωj → A such that
|f(x)− sj(x)|A < ǫ2−j min(1, ‖χj‖−1(p,∞)) (2.8)
for all x ∈ Ωj . We write χj = χΩj . Note that sj ∈ L(p,∞)(Ωj , A). Extend sj
by zero to the whole domain Ω and let s(x) =
∑
j sj(x). Now
‖f − sj‖L(p,∞)(Ω) ≤
∞∑
j=1
‖(f − sj)χj‖L(p,∞)(Ω)
≤
∞∑
j=1
‖χj‖L(p,∞)(Ω) sup
x∈Ωj
|f(x)− sj(x)|A < ǫ
∞∑
j=1
2−j = ǫ. (2.9)
Moreover, s is a countable sum of countably valued measurable functions, so
it satisfies our claim.
Lemma 2.1.8 (Minkowski’s integral inequality). Let A be Banach, Ω ⊂ Rn
and S ⊂ Rm both open. Moreover let 1 < p < ∞ and 1 ≤ q ≤ ∞. Let
f : Ω× S → A be strongly measurable. If f(·, y) ∈ L(p,q)(Ω, A) for almost all
y ∈ S and y 7→ ‖f(·, y)‖(p,q) is in L1(S,R), then
x 7→
∫
S
f(x, y)dm(y) (2.10)
is in L(p,q)(Ω, A) and∥∥∥∥∫
S
f(·, y)dm(y)
∥∥∥∥
L(p,q)(Ω,A)
≤ Cp
∫
S
‖f(·, y)‖L(p,q)(Ω,A) dm(y) (2.11)
where Cp <∞ depends only on p.
Proof. Denote g(x) =
∫
S
|f(x, y)|A dm(y), so g : Ω→ R∪{∞} is measurable
by Fubini’s theorem, for example 8.8.a in [44]. We will first show that the real
valued g ∈ (L(p′,q′)(Ω))∗, where a−1 + a′−1 = 1 for a = p, q. This will imply
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that g ∈ L(p,q)(Ω) by theorem 1.4.17 in [20] and lemma 2 in [14] because they
show that (
L(p
′,q′)(Ω)
)∗ ∩ {measurable functions} ⊂ L(p,q)(Ω) (2.12)
assuming that the measure is non-atomic, which m is. The right-hand side
of the next estimate will be finite, hence we may use Fubini’s theorem. It
implies, with the generalized Hölder’s inequality of O’Neil [41], that∥∥∥∥w 7→ ∫
Ω
gwdm
∥∥∥∥
(L(p′,q′)(Ω))
∗
= sup
‖w‖(p′,q′)=1
∣∣∣∣∫
Ω
g(x)w(x)dm(x)
∣∣∣∣
≤ sup
‖w‖(p′,q′)=1
∫
Ω
g(x) |w(x)| dm(x)
= sup
‖w‖(p′,q′)=1
∫
S
∫
Ω
|f(x, y)|A |w(x)| dm(x)dm(y)
≤ sup
‖w‖(p′,q′)=1
∫
S
‖f(·, y)‖(p,q) ‖w‖(p′,q′) dm(y) = RHS <∞ (2.13)
by the assumptions on f . Hence q ∈ L(p,q)(Ω,R) and so y 7→ f(x, y) is
integrable for almost all x. It remains to show that x 7→ ∫
S
f(x, y)dm(y) is
strongly measurable, since then∥∥∥∥∫
S
f(·, y)dm(y)
∥∥∥∥
L(p,q)(Ω,A)
≤ ‖g‖L(p,q)(Ω,R) ≤ Cp ‖g‖(L(p′,q′)(Ω,R))∗ , (2.14)
and so it is in L(p,q)(Ω, A).
Let Sm : Ω × S → A be simple functions such that Sm(x, y) → f(x, y)
almost everywhere. We may assume that |Sm(x, y)|A ≤ |f(x, y)|A by consid-
ering tmSm |Sm|−1A instead of Sm, where tm are simple real-valued functions
rising to |f |A. We may also assume that Sm has bounded support. Define
sx,m(y) = Sm(x, y). Now sx,m is a simple function on S, sx,m(y)→ f(x, y) for
almost all y for almost all x, and |sx,m(y)|A ≤ |f(x, y)|A ∈ L1(S) for almost
all x. Hence, for almost all x, we get∫
S
f(x, y)dm(y) = lim
m→∞
∫
S
sx,m(y)dm(y) (2.15)
by dominated convergence. The latter integrals are strongly measurable, so
the claim follows.
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2.2 Interpolation of Lorentz spaces
We use definitions like in [7] when intepolating. In particular (·, ·)[θ] repre-
sents complex interpolation. We give a short definition and a few examples.
After them, we interpolate Banach-valued Lorentz spaces. The proof is an
almost exact replica of theorem 5.1.2 in [7], where Bergh and Löfström in-
terpolate Banach valued Lp spaces.
Definition 2.2.1. Let A0, A1 be topological vector spaces and assume that
there is a Hausdorff topological vector space H such that A0, A1 →֒ H .
Then A0 and A1 are compatible.
Definition 2.2.2. Let A0 and A1 be Banach spaces which are subspaces
of a Hausdorff topological vector space H . Then (A0, A1) is said to be a
compatible Banach couple, or a Banach couple for short.
Remark 2.2.3. Compatible couples are normally defined like this: If C is a
subcategory of all normed vector spaces, then (A0, A1) is a compatible couple
in C if these conditions hold: i) A0 and A1 are compatible, ii) A0 ∩ A1 ∈ C
and iii) A0 +A1 ∈ C . Our definition satisfies this in the category of Banach
spaces by lemma 2.3.1 in [7].
Definition 2.2.4. Let S = {z ∈ C | 0 < Re z < 1} and A = (A0, A1) be
a compatible Banach couple. Then F (A) consist of the all the functions
f : S → A0 + A1 satisfying
• f is bounded and continuous when A0+A1 is equipped with the norm
‖a‖A0+A1 = infa=a0+a1 ‖a0‖A0 + ‖a1‖A1
• f is analytic on S
• the maps t 7→ f(it), t 7→ f(1 + it) are continuous R → A0, R → A1,
respectively, and they tend to zero as |t| → ∞
We equip F (A) with the norm
‖f‖
F (A0,A1)
= max
(
sup
t∈R
‖f(it)‖A0 , sup
t∈R
‖f(1 + it)‖A1
)
. (2.16)
Remark 2.2.5. F (A) is a Banach space by theorem 4.1.1 of [7].
Definition 2.2.6. Let (A0, A1) be a Banach couple and 0 ≤ θ ≤ 1. Then
(A0, A1)[θ] = {a ∈ A0 + A1 | a = f(θ) for some f ∈ F (A0, A1)} (2.17)
and we equip if with the norm
‖a‖[θ] = ‖a‖(A0,A1)[θ] = inf{‖f‖F (A0,A1) | f(θ) = a, f ∈ F (A0, A1)}. (2.18)
The structure
(
(A0, A1)[θ], ‖·‖[θ]
)
is called a complex interpolation space.
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Theorem 2.2.7. Let A = (A0, A1) and B = (B0, B1) be Banach couples
and 0 ≤ θ ≤ 1. Then A[θ] and B [θ] are Banach spaces with continuous
embeddings1 A0 ∩ A1 →֒ A[θ] →֒ A0 + A1 and the same for B. Moreover if
T : A0 → B0 with norm M0
T : A1 → B1 with norm M1 (2.19)
then T : A[θ] → B[θ] with norm at most M1−θ0 Mθ1 .
Proof. See theorem 4.1.2 in [7] and the definitions of intermediate spaces and
exact interpolation functors 2.4.1, 2.4.3 in that same book.
Theorem 2.2.8 (Multilinear interpolation). Let A, B and X be Banach
couples and 0 ≤ θ ≤ 1. Assume that T : (A0 ∩A1)× (B0 ∩B1)→ (X0 ∩X1)
is multilinear and
‖T (a, b)‖X0 ≤M0 ‖a‖A0 ‖b‖B0
‖T (a, b)‖X1 ≤M1 ‖a‖A1 ‖b‖B1
(2.20)
for a ∈ A0∩A1 ad b ∈ B0∩B1. Then T can be uniquely extended to a multi-
linear mapping A[θ]×B[θ] → X [θ] with ‖T (a, b)‖X[θ] ≤ M1−θ0 Mθ1 ‖a‖A[θ] ‖b‖B[θ].
Proof. See theorem 4.4.1 in [7].
Example 2.2.9. Let 0 ≤ θ ≤ 1. Let’s prove that (A,A)[θ] = A with equal
norm to get a hold of the definitions. Let a ∈ (A,A)[θ]. Then there is
f ∈ F (A,A) such that a = f(θ). We may assume that ‖f‖
F
≤ (1+ ǫ) ‖a‖[θ]
by the definition of the norm in (A,A)[θ]. Now a = f(θ) ∈ A + A = A, and
‖a‖A = ‖f(θ)‖A ≤ max
(
sup ‖f(it)‖A , sup ‖f(1 + it)‖A
)
= ‖f‖
F
≤ (1 + ǫ) ‖a‖[θ] (2.21)
because of the Phragmén-Lindelöf principle. This is allowed since f is bounded
on S. Taking similar f ∈ F while letting ǫ→ 0 gives ‖a‖A ≤ ‖a‖[θ].
Now let a ∈ A. Let’s construct a suitable f ∈ F (A,A). Let
f(z) = eǫ(z−θ)
2
a = eǫ((Re z−θ)
2−(Im z)2+2i Im z(Re z−θ))a. (2.22)
The function f is clearly continuous and bounded on S and analytic on S.
The continuity from the boundary to the respective spaces follows since we
have just one Banach space. Finally, ‖f(it)‖A = exp(ǫ(θ2− t2)) ‖a‖A → 0 as
1A0 ∩ A1 is equipped with the norm ‖a‖A0∩A1 = max(‖a‖A0 , ‖a‖A1) and A0 + A1 is
equipped with ‖a‖A0+A1 = infa=a0+a1 ‖a0‖A0 + ‖a1‖A1
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|t| → ∞. The same holds for f(1 + it), so f ∈ F (A,A). Also f(θ) = a, so
a ∈ (A,A)[θ]. Now
‖a‖[θ] ≤ ‖f‖F = max(sup ‖f(it)‖A , ‖f(1 + it)‖A)
= max(sup eǫ(θ
2−t2), sup eǫ((1−θ)
2−t2)) ‖a‖A ≤ eǫ ‖a‖A . (2.23)
Letting ǫ→ 0 shows that ‖a‖[θ] ≤ ‖a‖A.
Example 2.2.10. We also have (L1, L∞)[ 1
p
] = L
p. The proof is based on
choosing
f = e
ǫ(z2− 1
p2
) |a|p(1−z) a|a| (2.24)
and using the three lines theorem. For details, check theorem 5.1.1 in [7].
Remark 2.2.11. It would seem that the direction (A0, A1)[θ] →֒ X requires of-
ten the use of complex analysis, while the other one doesn’t. In example 2.2.9,
we used the Phragmén-Lindelöf principle when proving that (A,A)[θ] →֒ A.
In example 2.2.10, the three lines theorem comes into play when showing
that (L1, L∞)[θ] →֒ Lp. Lastly, the proof of the next theorem will require
properties of the Poisson kernel of S when showing that same direction.
We will not write out the domain Rn. The proof works for any domain.
Theorem 2.2.12. Let (A0, A1) be a compatible Banach couple, 1 < pj <∞
and 1 ≤ qj <∞. Let 0 < θ < 1 and 1p = 1−θp0 + θp1 , 1q = 1−θq0 + θq1 . Then
L
(
p,pmin(
q0
p0
,
q1
p1
)
)(
(A0, A1)[θ]
)
⊂ (L(p0,q0)(A0), L(p1,q1)(A1))[θ]
⊂ L(p,q)((A0, A1)[θ]) (2.25)
and (
L(p,∞)(A0), L(p,∞)(A1)
)
[θ]
= L(p,∞)
(
(A0, A1)[θ]
)
(2.26)
with corresponding norm estimates.
Proof. Since (A0, A1) is a Banach couple, so are the other pairs of spaces in
the theorem. We may interpolate. The idea is to take a ∈ L(·,·)((A0, A1)[θ])
and then, for each x, take an analytic A0+A1-valued function gx(z) satisfying
gx(θ) = a(x). After that we show that x 7→ gx(z) is a strongly measurable
function, so z 7→ g·(z) would actually be in F
(
L(·,·)(A0), L(·,·)(A1)
)
. Simple
functions are dense in all of these spaces when q, qj < ∞ and countably
simple functions are so for q = ∞ by theorem 2.1.7. Using these makes the
above much easier.
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Consider the case of qj , q < ∞ first. Note that p < ∞, so the simple
functions must have support with finite measure. Let
Ξ =
{
s : Rn → A0 ∩ A1
∣∣∣ ∃N ∈ N, ak ∈ A0 ∩ A1, Ek ⊂ Rn, m(Ej) <∞,
Ej ∩ Ek = ∅ for j 6= k, and such that s(x) =
N∑
k=0
akχEk(x)
}
(2.27)
It is enough to assume that a ∈ Ξ. This is because of the following. The set
A0 ∩ A1 is dense in (A0, A1)[θ] by theorem 4.2.2. of [7]. Hence Ξ is dense in
L(p,q)((A0, A1)[θ]). Moreover Ξ is dense in L
(p0,q0)(A0) ∩ L(p1,q1)(A1), hence in(
L(p0,q0)(A0), L
(p1,q1)(A1)
)
[θ]
too by that same theorem.
Let a ∈ Ξ ⊂ L(p,q)((A0, A1)[θ]). To simplify notation we assume that
‖a‖(p,pmin(q0/p0,q1/p1)) = 1 and write
a(x) =
N∑
k=0
akχEk(x). (2.28)
Let ǫ > 0. We have a(x) ∈ (A0, A1)[θ] for each x ∈ Rn. Then, for x ∈ Rn,
there exists gx ∈ F (A0, A1) such that ‖gx‖F (A0,A1) ≤ (1 + ǫ) |a(x)|(A0,A1)[θ]
and gx(θ) = a(x). If a(x) = a(y), take gx = gy. Define
φ(z) = g(z) |a|p(
1
p0
− 1
p1
)(z−θ)
(A0,A1)[θ]
. (2.29)
Now, given any z ∈ S, φ(z) is strongly measurable2 Rn → A0 + A1, φ is
analytic S → L(p0,q0)(A0)+L(p1,q1)(A1), continuous on S, φ(it) ∈ L(p0,q0)(A0),
φ(1 + it) ∈ L(p1,q1)(A1), they are continuous and tend to zero as |t| → ∞.
Hence φ ∈ F (L(p0,q0)(A0), L(p1,q1)(A1)). Moreover φ(θ) = a. Now
‖a‖(L(p0,q0)(A0),L(p1,q1)(A1))
[θ]
≤ ‖φ‖
F(L(p0,q0)(A0),L(p1,q1)(A1))
= max
(
sup
t∈R
‖φ(it)‖L(p0,q0)(A0) , sup
t∈R
‖φ(1 + it)‖L(p1,q1)(A1)
)
. (2.30)
Let’s estimate the first supremum. Note that ‖|g|r‖p,q = ‖g‖rpr,qr by theorem
2Because in fact g(z) =
∑N
k=0 bk(z)χEk , where bk ∈ F (A0, A1) gives bk(θ) = ak.
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2.1.7 and ‖g‖p,q ≤ ‖g‖(p,q) ≤ pp−1 ‖g‖p,q. Then
‖φ(it)‖L(p0,q1)(A0) =
∥∥∥∥|g(it)|A0 |a|−θp( 1p0− 1p1 )(A0,A1)[θ]
∥∥∥∥
L(p0,q0)(R)
≤
∥∥∥∥‖g‖F (A0,A1) |a|−θp( 1p0− 1p1 )(A0,A1)[θ]
∥∥∥∥
L(p0,q0)(R)
≤ (1 + ǫ)
∥∥∥∥|a|1−θp( 1p0− 1p1 )(A0,A1)[θ]
∥∥∥∥
L(p0,q0)(R)
= (1 + ǫ)
∥∥∥|a|p/p0(A0,A1)[θ]∥∥∥L(p0,q0)(R) ≤ Cp0(1 + ǫ) ∥∥∥|a|(A0,A1)[θ]∥∥∥p/p0L(p,pq0/p0)(R)
= Cp0(1 + ǫ) ‖a‖p/p0L(p,pq0/p0)((A0,A1)[θ]) . (2.31)
We get similarly
‖φ(1 + it)‖L(p1,q1)(A1) ≤ · · · ≤ Cp1(1 + ǫ) ‖a‖
p/p1
L(p,pq1/p1)((A0,A1)[θ])
. (2.32)
Reducing the second parameter of the Lorentz spaces gives a smaller space,
and we made the assumption of ‖a‖(p,pmin(q0/p0,q1/p1)) = 1, so
‖a‖(L(p0,q1)(A0),L(p1,q1)(A1))
[θ]
≤ Cp0,p1 ‖a‖
L(p,pmin(
q0
p0
,
q1
p1
))((A0,A1)[θ])
. (2.33)
The other direction requires Minkowski’s integral inequality of lemma
2.1.8 and the inequality
|f(θ)|(A0,A1)[θ] ≤
(
1
1− θ
∫ ∞
−∞
|f(iτ)|A0 P0(θ, τ)dτ
)1−θ
·
(
1
θ
∫ ∞
−∞
|f(1 + iτ)|A1 P1(θ, τ)dτ
)θ
(2.34)
proven in lemma 4.3.2 of [7]. Here f ∈ F (A0, A1) and
Pj(s+ it, τ) =
e−π(τ−t) sin πs
sin2 πs+ (cosπs− eijπ−π(τ−t))2 (2.35)
is the Poisson kernel of the strip S.
Let a ∈ (L(p0,q0)(A0), L(p1,q1)(A1))[θ]. Then there is a corresponding ana-
lytic f ∈ F (L(p0,q0)(A0), L(p1,q1)(A1)) such that f(θ) = a and whose norm is
bounded by ‖f‖
F
≤ (1 + ǫ) ‖a‖[θ]. Note that 1p = 1−θp0 + θp1 and 1q = 1−θq0 + θq1 ,
so the generalized Hölder’s inequality given in theorem 3.4 of [41] allows us
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to take the norms of the factors in the product. Everything is then ready:
‖a‖L(p,q)((A0,A1)[θ]) =
∥∥∥|f(θ)|(A0,A1)[θ]∥∥∥L(p,q)(R)
≤
∥∥∥∥∥
(
1
1− θ
∫ ∞
−∞
|f(iτ)|A0 P0(θ, τ)dτ
)1−θ∥∥∥∥∥
(
p0
1−θ ,
q0
1−θ )
·
∥∥∥∥∥
(
1
θ
∫ ∞
−∞
|f(1 + iτ)|A1 P1(θ, τ)dτ
)θ∥∥∥∥∥
(
p1
θ
,
q1
θ
)
≤ Cp0,p1,θ
∥∥∥∥∫ ∞−∞ |f(iτ)|A0 P0(θ, τ)dτ
∥∥∥∥1−θ
(p0,q0)
·
∥∥∥∥∫ ∞−∞ |f(1 + iτ)|A1 P1(θ, τ)dτ
∥∥∥∥θ
(p1,q1)
≤ Cp0,p1,θ
(∫ ∞
−∞
‖f(iτ)‖L(p0,q0)(A0) P0(θ, τ)dτ
)1−θ
·
(∫ ∞
−∞
‖f(1 + iτ)‖L(p1,q1)(A1) P1(θ, τ)dτ
)θ
≤ Cp0,p1,θ ‖f‖F(L(p0,q0)(A0),L(p1,q1)(A1))
≤ Cp0,p1,θ(1 + ǫ) ‖a‖(L(p0,q0)(A0),L(p1,q1)(A1))
[θ]
<∞. (2.36)
The last claim follows similarly, except that we use
Ξ =
{
s ∈ L(p,∞)(A0 ∩A1)
∣∣∣∃ak ∈ A0 ∩A1, Ek ⊂ Rn, m(Ej) <∞,
Ej ∩ Ek = ∅ for j 6= k, and such that s(x) =
∞∑
k=0
akχEk(x)
}
, (2.37)
which is dense in L(p,∞)(A0 ∩ A1) by theorem 2.1.7. We get density in
L(p,∞)(A0) ∩ L(p,∞)(A1) and L(p,∞)
(
(A0, A1)[θ]
)
because A0 ∩ A1 is dense in
(A0, A1)[θ]. All other steps are the same, but with simpler expressions.
Remark 2.2.13. The same proof works for Lorentz spaces defined on a do-
main.
Remark 2.2.14. If q0
p0
= q1
p1
, then the theorem shows that(
L(p0,q0)(A0), L
(p1,q1)(A1)
)
[θ]
= L(p,q)
(
(A0, A1)[θ]
)
. (2.38)
Maybe a better choice of f could prove this without assuming anything from
our parameters.
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Remark 2.2.15. Why can’t we have p0 6= p1 when q0 =∞? Maybe we could,
but this proof won’t work then. The problem is to find a set Ξ of quite
“simple” functions which would be dense in all the spaces considered at the
same time. On the other hand, Adams and Fournier claim this result in 7.56
[1], assuming that A0 = A1. In that case it would follow from reiteration
with real interpolation e.g. by theorem 4.7.2 of [7].
Remark 2.2.16. By Cwikel
(
Lp0(A0), L
p1(A1)
)
θ,q
is not necessarily a Lorentz
space [14]. So it is not possible to use reiteration to prove our claim in general
if A0 6= A1.
2.3 Lorentz-Sobolev spaces
Definition 2.3.1. Let X ⊂ Rn be any nonempty set and A be a Banach
space. Then the space of bounded continuous A-valued functions is
BC(X,A) = {f : X → A | f is continuous and bounded}, (2.39)
equipped with the norm ‖f‖BC(X,A) = supz0∈X |f(z0)|A.
Remark 2.3.2. This is a Banach space.
Definition 2.3.3. Let Ω ⊂ Rn open, 1 < p < ∞, 1 ≤ q ≤ ∞ and k ∈ N.
Define the Lorentz-Sobolev space W k,(p,q)(Ω) as follows:
W k,(p,q)(Ω) = {f ∈ L(p,q)(Ω) | Dαf ∈ L(p,q)(Ω) for |α| ≤ k} (2.40)
with norm
‖f‖W k,(p,q)(Ω) = ‖f‖L(p,q)(Ω) +
∑
‖α‖≤k
‖Dαf‖L(p,q)(Ω) . (2.41)
where Dα is the distribution derivative in Ω.
Theorem 2.3.4. Let Ω ⊂ Rn be an open set satisfying the cone and segment
conditions3, 1 < p < ∞, 1 ≤ q ≤ ∞ and k ∈ N. Then the space W k,(p,q)(Ω)
is a well defined Banach space with the following properties:
1. The restrictions of C∞0 (R
n) test functions to Ω are dense in W k,(p,q)(Ω)
for q <∞
2. We have the continuous embedding W k,(
n
k
,1)(Ω) →֒ BC(Ω) for k ≥ 1
3See for example 4.5 and 4.6 in [1]. The cone condition prevents cusps while the
segment condition ensures that the domain is never on both sides of the boundary, i.e.
]− 1, 0[2∪]0, 1[2 is not allowed. Bounded Lipschitz domains have this property.
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Proof. The proofs are more or less the same as for the usual Sobolev spaces
W k,p(Ω), but using the result
‖fg‖L1(Ω) ≤ ‖f‖L(p,q)(Ω) ‖g‖L(p′,q′)(Ω)
1
p
+
1
p′
= 1
1
q
+
1
q′
= 1 (2.42)
proven in [41] instead of the usual Hölder’s inequality. We will refer to Adams
and Fournier [1]. Completeness follows like in 3.3 using the completeness of
L(p,q)(Ω). The density of test functions follows by proving 3.22, 3.16, 2.29
and 2.19. Mimicking the proof of theorem 2.19 requires the density of simple
functions, which requires q <∞.
The density of the restriction of test functions to Ω, the property that
|x|k−n ∈ L( nn−k ,∞) and 4.15 imply the embedding Id : W k,(nk ,1)(Ω) →֒ L∞(Ω),
and hence also into BC(Ω). We still need to show that the elements can
be extended uniquely to the boundary. But this follows directly from the
fact that elements in W k,(
n
k
,1)(Ω) can be approximated by restrictions of test
functions, and those can be extended uniquely.
Remark 2.3.5. The idea for such spaces did arise quite naturally after proving
the estimate in theorem 4.1.1. The fact that W 1,p →֒ C1−2/p for p > 2
and W 1,2 →֒ ∩q<∞Lq gives a natural hint for the embedding proved here
because L2+ǫloc →֒ L(2,1)loc →֒ L2loc. Moreover, the embeddings into L∞ can be
proven using integrals with kernels having weak singularities. Operators with
kernels in weak Lp spaces work well with Lorentz spaces because of O’Neil’s
inequality [41].
Remark 2.3.6. The idea of combining Lorentz and Sobolev spaces is not
new. See for example [28] and [38]. In fact, in the first one, the authors
consider functions f ∈ W 1,1loc such that ∇f ∈ L(n,1), and show that those are
continuous. They also prove that if X is a rearrangement invariant Banach
space, then {u | ∇u ∈ X} →֒ ACn if and only if X →֒ L(n,1). Here ACn
denotes the space of n-absolutely continuous functions, see [32].
Remark 2.3.7. Is it reasonable to require both f and∇f in the same L(p,q)(Ω)?
Consider for example |x|−a in the spaces W k,(p,∞). We have |x|−a ∈ L(p,∞) if
and only if p = n
a
, but
∣∣∇ |x|−a∣∣ = a |x|−a−1 ∈ L(p∗,∞) if and only if p∗ = n
a+1
.
This would suggest that W 1,(p,∞) should be defined by taking the norms
‖f‖(p,∞) + ‖∇f‖(p∗,∞), where 1p∗ = 1n + 1p . This is the famous Sobolev con-
jugate. One could wonder whether the Sobolev embedding theorems give a
good choice for the norm also in the case of the usual W 1,p-spaces. Moreover,
our results will have mixed norms like ‖f‖∞ + ‖∇f‖(2,1) in the estimates in
2D. Anyway, this is not a big problem when working on a bounded domain.
Hence we shall be content with having the same Lorentz space for all the
derivatives.
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2.4 Lorentz-Bessel potential spaces
Definition 2.4.1. Let 1 < p < ∞, 1 ≤ q ≤ ∞ and s ∈ R. Define the
Lorentz-Bessel potential space Hs,(p,q)(Rn) as follows:
Hs,(p,q)(Rn) =
{
f ∈ L(p,q)(Rn)∣∣F−1 ((1 + |·|2)s/2Ff) ∈ L(p,q)(Rn)} (2.43)
with norm
‖f‖Hs,(p,q)(Rn) =
∥∥F−1 ((1 + |·|2)s/2Ff)∥∥
L(p,q)(Rn)
. (2.44)
If Ω ⊂ Rn is an open set, then Hs,(p,q)(Ω) consists of the restrictions of
Hs,(p,q)(Rn) distributions to Ω. Hence
Hs,(p,q)(Ω) = {f|Ω | f ∈ Hs,(p,q)(Rn)}, ‖f‖Hs,(p,q)(Ω) = inf
g|Ω=f
‖g‖Hs,(p,q)(Rn) .
(2.45)
The elements of these spaces are considered as distributions in Rn and Ω
respectively.
Theorem 2.4.2. Let Ω ⊂ Rn be an open set, s ∈ R, 1 < p < ∞ and
1 ≤ q ≤ ∞. Then the space Hs,(p,q)(Ω) is a well defined Banach space and
we have the equivalence W k,(p,q)(Rn) = Hk,(p,q)(Rn) for k ∈ N.
Proof. Completeness in the whole domain follows from the completeness of
L(p,q)(Rn) and standard argument like in 6.2.2 of [7]. We write H(Rn) =
Hs,(p,q)(Rn) and H(Ω) = Hs,(p,q)(Ω). Let (fk) ⊂ H(Ω) be a sequence such
that the series ∞∑
k=0
‖fk‖H(Ω) (2.46)
converges in R. By the definition of the norm of H(Ω), we have a sequence
gk ∈ H(Rn) such that ‖gk‖H(Rn) ≤ 2 ‖fk‖H(Ω) and gk|Ω = fk. Now
∞∑
k=0
‖gk‖H(Rn) ≤ 2
∞∑
k=0
‖f‖H(Ω) <∞, (2.47)
and since H(Rn) is complete, the series
∑
gk converges to g ∈ H(Rn) in the
norm. Now ∥∥∥∥∥
m∑
k=0
fk − g|Ω
∥∥∥∥∥
H(Ω)
≤
∥∥∥∥∥
m∑
k=0
gk − g
∥∥∥∥∥
H(Rn)
−→ 0 (2.48)
as m → ∞. Hence ∑ fk converges to g|Ω ∈ H(Ω). All norm-convergent
series converge, so H(Ω) is complete.
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The equivalence of W k,(p,q) and Hk,(p,q) follows by standard arguments,
for example like in theorem 6.2.3 of [7]. The only modification is that the
Mihlin multiplier theorem, 6.1.6 in [7], gives boundedness in L(p,q)(Rn) too
by real interpolation.
Remark 2.4.3. We didn’t prove thatW k,(p,q)(Ω) = Hk,(p,q)(Ω). This would re-
quire showing that there is an extension operatorW k,(p,q)(Ω)→ W k,(p,q)(Rn).
This would seem to be true for regular enough Ω, for example by using
Calderón’s construction in theorem 12 of [10] and the fact that Calderón-
Zygmund operators map L(p,q) to L(p,q) by real interpolation. Anyway, it’s
easy to see that Hk,(p,q)(Ω) ⊂W k,(p,q)(Ω) by the theorem above.
Remark 2.4.4. One could define W s,(p,q)(Ω) by interpolation, but it is not
a-priori clear whether we would get Hs,(p,q)(Ω). It is true when Ω has a total
extension operator.
Remark 2.4.5. All these kinds of spaces are not new. See for example [28]
and 5.1, 5.3 in [38].
Definition 2.4.6. Let A and B be normed linear spaces. Then B is a retract
of A, if there are bounded linear operators I : B → A and P : A→ B such
that P ◦I is the identity in B.
B B
A
I
Id
P
(2.49)
Remark 2.4.7. This is extremely useful when interpolating. If (B0, B1) are
retracts of (A0, A1) with the mappings I and P, then (B0, B1)[θ] is a retract
of (A0, A1)[θ] with the same mappings. This is a direct consequence of the
interpolation property.
Theorem 2.4.8. Let s ∈ R, 1 < p <∞ and 1 ≤ q ≤ ∞. Then Hs,(p,q)(Rn)
is a retract of L(p,q)(Rn, ls2). Moreover the mappings I and P do not depend
on any of the parameters.
Hs,(p,q) Hs,(p,q)
L(p,q)(ℓs2)
I
Id
P
(2.50)
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Proof. The proof is a word by word replica of theorem 6.4.3 in [7]. The only
change is the fact that the Mihlin multiplier theorem gives boundedness in
L(p,q) by real interpolation.
The symbol (·, ·)[θ] represents complex interpolation as in [7]. See defini-
tion 2.2.6. We are ready to interpolate Hs,(p,q).
Corollary 2.4.9. Let s0 < s1 be real numbers and 1 < p <∞, 1 ≤ q ≤ ∞.
Let 0 < θ < 1. Then(
Hs0,(p,q)(Rn), Hs1,(p,q)(Rn)
)
[θ]
= Hs,(p,q)(Rn) (2.51)
with equivalent norms, where s = (1− θ)s0 + θs1.
Proof. Let I and P be the injection and projection of theorem 2.4.8. Ac-
cording to remark 2.4.7 the interpolation space
(
Hs0,(p,q), Hs1,(p,q)
)
[θ]
is a re-
tract of
(
L(p,q)(ℓs02 ), L
(p,q)(ℓs12 )
)
[θ]
. By theorem 2.2.12 and the vector-valued
result of theorem 5.6.3 in [7] we know that the latter is just L(p,q)(ℓs2), of
which Hs,(p,q) is a rectract. Hence(
Hs0,(p,q), Hs1,(p,q)
)
[θ]
= PI
(
Hs0,(p,q), Hs1,(p,q)
)
[θ]
⊂ P (L(p,q)(ℓs02 ), L(p,q)(ℓs12 ))[θ] = PL(p,q)(ℓs2) ⊂ Hs,(p,q). (2.52)
On the other hand
Hs,(p,q) = PIHs,(p,q) ⊂ PL(p,q)(ℓs2)
= P
(
L(p,q)(ℓs02 ), L
(p,q)(ℓs12 )
)
[θ]
⊂ (Hs0,(p,q), Hs1,(p,q))
[θ]
. (2.53)
The operators are bounded, which implies that the norms are equivalent.
Remark 2.4.10. Without assuming that p0 = p1 = p and q0 = q1 = q, but
with q0, q1 <∞, we would have gotten
H
s,
(
p,pmin(
q0
p0
,
q1
p1
)
)
→֒ (Hs0,(p0,q0), Hs1,(p0,q0))
[θ]
→֒ Hs,(p,q) (2.54)
where s = (1 − θ)s0 + θs1, 1p = 1−θp0 + θp1 and 1q = 1−θq0 + θq1 . This gives an
equality if p0
q0
= p1
q1
.
Remark 2.4.11. We would need an extension operator for the same result in
a domain. Without it, we can still see that
Hs,(p,q)(Ω) →֒ (L(p,q)(Ω), H1,(p,q)(Ω))
[s]
→֒ (L(p,q)(Ω),W 1,(p,q)(Ω))
[s]
(2.55)
for 0 < s < 1.
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2.5 The Cauchy operator
We start by proving some estimates for the Cauchy-operators C , C . They
are the right inverse operators for ∂, ∂ respectively.
Definition 2.5.1. For f ∈ E ′(C), we define
C f =
1
πz
∗ f, C = 1
πz
∗ f. (2.56)
Whenever f is not compactly supported, we assume that it is in a certain
normed space, in which it can be approximated by compactly supported
distributions. Moreover we have to show that C and C are bounded operators
in those cases.
Lemma 2.5.2. For f ∈ L(2,1)(C) we have
C : L(2,1)(C)→ BC(C), ‖C f‖BC ≤
2√
π
‖f‖L(2,1) , (2.57)
and if f ∈ L1(C) we have
C : L1(C)→ L(2,∞)(C), ‖C f‖L(2,∞) ≤
2√
π
‖f‖L1 (2.58)
Proof. The Cauchy operators are well-defined here because functions in L1
and L(2,1) can be approximated by test functions according to lemma 2.1.7.
We shall use Young’s inequality for Lorentz spaces. Note that the kernel
1
πz
∈ L(2,∞)(C) with norm ∥∥ 1
πz
∥∥
L(2,∞)(C) =
2√
π
.
The first estimate is given in [41] with proof as an exercise. Using Hölder’s
inequality and ‖k ∗ f‖∞ ≤
∫∞
0
f ∗(t)k∗(t)dt ≤ ∫∞
0
f ∗∗(t)k∗∗(t)dt proven in
corollary 1.8 of [41] we get it easily:
‖k ∗ f‖L∞(C) ≤
∫ ∞
0
k∗∗(t)f ∗∗(t)dt =
∫ ∞
0
t1/2k∗∗(t) · t−1/2f ∗∗(t)dt
≤
∫ ∞
0
t1/2f ∗∗(t)
dt
t
sup
t>0
t1/2k∗∗(t) = ‖f‖L(2,1)(Ω) ‖k‖L(2,∞)(C) . (2.59)
Test functions map to continuous functions by according to Vekua, I.6.2 [47].
They are dense in L(2,1)(Ω) because of theorem 2.3.4. Hence the estimate
implies continuity.
The second estimate follows from Young’s inequality and real interpola-
tion. For p = 1,∞ we have ‖k ∗ f‖p ≤ ‖k‖p ‖f‖1. By the properties of real
interpolation between Lp-spaces, for example 7.26 in [1]4, we get
‖u‖L(2,∞) = ‖u‖(L1,L∞) 1
2 ,∞
, (2.60)
4They write Lp,q for our space L(p,q).
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which implies the claim.
Remark 2.5.3. The continuity of Cφ, φ a test function, can be seen in another
way. C maps L(2,1) locally into the space W 1,(2,1) of 2.3.4. This space can be
embedded into BC.
We need to take care of boundary terms when considering the left inverses
of ∂, ∂. The next lemma will be used for that.
Lemma 2.5.4. Let Ω be a bounded Lipschitz domain and g ∈ L1(∂Ω). Then∥∥∥∥ 12π
∫
∂Ω
g(z′)
z − z′ η(z
′)dσ(z′)
∥∥∥∥
L(2,∞)(C)
≤ π− 32 ‖g‖L1(∂Ω) (2.61)
Remark 2.5.5. We write ν(z) for the normal vector at z pointing outwards
the region of integration in C . The complex one is η(z) = ν1(z) + iν2(z).
Proof. By Minkowski’s integral inequality we see that∥∥∥∥ 12π
∫
∂Ω
g(z′)h(z − z′)η(z′)dσ(z′)
∥∥∥∥
Lp(C)
≤ 1
2π
‖g‖L1(∂Ω) ‖h‖Lp(C) (2.62)
for 1 ≤ p ≤ ∞. By the properties of real interpolation between Lp-spaces,
7.26 in [1], we have
‖u‖L(2,∞) = ‖u‖(L1,L∞) 1
2 ,∞
. (2.63)
Note that z 7→ 1
πz
is in L(2,∞)(C) with norm
∥∥ 1
πz
∥∥
L(2,∞)(C) =
2√
π
. This
implies the claim by real interpolation’s interpolation property applied to
the operator h 7→ 1
2π
∫
∂Ω
g(z′)h(· − z′)η(z′)dσ(z′).
Lemma 2.5.6. Let Ω be a bounded Lipschitz domain in C. The mapping
∂C is the identity on E ′(C) and ∂C : L(p,q)(C) → L(p,q)(C) for 1 < p < ∞,
1 ≤ q ≤ ∞. Let f ∈ W 1,1(Ω). Then all the terms of the following expression
are in L(2,∞)(C) and
CχΩ∂f(z) = χΩf(z) +
1
2π
∫
∂Ω
η(z′)
Tr f(z′)
z − z′ dσ(z
′), (2.64)
in the distribution sense. Here χΩg is always extended as zero outside of Ω.
Proof. The first claim follows from ∂ 1
πz
= δ0, which can be proven by taking
the Fourier transform, or like in Vekua [47], chapter I, §4, equation (4.9).
Note that ∂C is the well known Beurling operator Π, see for example Vekua
[47] chapter I, §9. That book gives the result Π : Lp → Lp for 1 < p < ∞.
Using real interpolation we get it for L(p,q) → L(p,q), 1 < p <∞, 1 ≤ q ≤ ∞.
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We see that C : L1(C) → L(2,∞)(C) by lemma 2.5.2. The boundary
integral is also in L(2,∞)(C) by lemma 2.5.4 since Tr : W 1,1(Ω) → L1(∂Ω).
We have also f ∈ W 1,1(Ω) →֒ L2(Ω) →֒ L(2,∞)(Ω) by Sobolev embedding, so
χΩf ∈ L(2,∞)(C) when extended as zero.
Let φ ∈ C∞0 (C). Then
〈∂(χΩf), φ〉 = −〈χΩf, ∂φ〉 = −
∫
Ω
f∂φdm
= −
∫
∂Ω
Tr f η
2
φdσ +
∫
Ω
∂fφdm =
〈−η
2
Tr fdσ∂Ω + χΩ∂f, φ
〉
(2.65)
by integrating by parts. See for example Nečas [37], theorem 3.1.2. After
that, we get
χΩf = δ0 ∗ (χΩf) = ∂ 1
πz
∗ (χΩf) = 1
πz
∗ ∂(χΩf)
=
1
πz
∗ (−η
2
Tr fdσ∂Ω + χΩ∂f
)
= − 1
2π
∫
∂Ω
η(z′)
Tr f(z′)
z − z′ dσ(z
′) + CχΩ∂f,
(2.66)
because χΩf ∈ E ′(C).
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3 Using the stationary phase method
3.1 The main term
Lemma 3.1.1 (Mean-value inequality). Let f : X → C, X ⊂ C be convex,
f ∈ C1(X). Then for all x, y ∈ X
|f(x)− f(y)| ≤

∥∥∥∥√|∂1f |2 + |∂2f |2∥∥∥∥
L∞(X)
|x− y|
√
2
∥∥∥∥√|∂f |2 + ∣∣∂f ∣∣2∥∥∥∥
L∞(X)
|x− y|
. (3.1)
Proof. By theorem 7.20 in Rudin [44]
|f(x)− f(y)| =
∣∣∣∣∫ 1
0
d
dt
f (tx+ (1− t)y) dt
∣∣∣∣
=
∣∣∣∣∫ 1
0
(Re∇f · (x1 − y1, x2 − y2) + i Im∇f · (x1 − y1, x2 − y2)) dt
∣∣∣∣
≤
∫ 1
0
√
|Re∇f |2 + |Im∇f |2 |x− y| dt ≤ ‖|∇f |‖L∞(X) |x− y| .
(3.2)
Note that |Re∇f |2 + |Im∇f |2 = |∂1f |2 + |∂2f |2 = 2
(
|∂f |2 + ∣∣∂f ∣∣2), from
which the claim follows.
Lemma 3.1.2. Let s ≥ 0 and ξ ∈ C. Then∣∣∣1− e−i(ξ2+ξ2)∣∣∣ ≤ 21+s/2 |ξ|s . (3.3)
Proof. The two cases to consider are |ξ| < 1√
2
and |ξ| ≥ 1√
2
. We use lemma
3.1.1 to get the first case.
sup
|ξ|≤2−1/2
∣∣∣1− e−i(ξ2+ξ2)∣∣∣
|ξ|s
≤ sup
|ξ|≤2−1/2
√
2
∥∥∥∥√∣∣−2ize−i(z2+z2)∣∣2 + ∣∣−2ize−i(z2+z2)∣∣2∥∥∥∥
L∞(B(2−1/2))
|ξ|1−s
≤
√
2 · 2 ·
√
2 · 2−1/2(2−1/2)1−s ≤ 21+s/2 (3.4)
The second case follows because ξ2 + ξ
2 ∈ R.
sup
|ξ|≥2−1/2
∣∣∣1− e−i(ξ2+ξ2)∣∣∣
|ξ|s ≤ sup|ξ|≥2−1/2
2
|ξ|s = 2
1+s/2 (3.5)
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From now on we denote R = (z − z0)2 + (z − z0)2, where z0 is a point
in C. The stationary phase method is based on the Fourier transform of a
complex Gaussian. See lemma 7.2 for details.
Lemma 3.1.3 (Stationary phase). Let τ > 0 and s ≥ 0. If Q ∈ Hs,2(C)
then ∥∥∥∥Q− 2τπ
∫
C
eiτRQ(z) dm(z)
∥∥∥∥
L2(C,z0)
≤ 2τ−s/2 ‖Q‖Hs,2(C) . (3.6)
Proof. A direct calculations using the Fourier transform
F
(2τ
π
eiτ(z
2+z2)
)
(ξ) =
1
2π
e−i
ξ2+ξ
2
16τ (3.7)
of lemma 7.2 and lemma 3.1.2:∥∥∥∥Q− 2τπ
∫
C
eiτRQ(z) dm(z)
∥∥∥∥
L2(C,z0)
=
∥∥∥∥Q̂− e−i ξ2+ξ216τ Q̂∥∥∥∥
L2(C)
≤ 4−sτ−s/2
∥∥∥∥∥∥∥∥
∣∣∣∣1− e−i(( ξ4√τ )2+( ξ4√τ )2)∣∣∣∣∣∣∣ ξ4√τ ∣∣∣s |ξ|
s Q̂
∥∥∥∥∥∥∥∥
L2(C)
≤ 21−3s/2τ−s/2
∥∥∥|ξ|s Q̂∥∥∥
L2(C)
≤ 2τ−s/2 ‖Q‖Hs,2(C) . (3.8)
3.2 Handling the error term
Since the potential q of our Schrödinger equation won’t be zero, our solutions
will have an error term. It has to be handled separately when using stationary
phase. Note that R depends only on z0 − z, but the integral involving the
error will not be a convolution operator. That’s because the error term r
will depend on z0 too. Nevertheless, we may prove an L
∞ estimate for this
operator, and ignore whether r or Q would depend on z0.
If Q, r ∈ W 1,p with p > 2, we could get the estimate∥∥∥∥∫
Ω
2τ
π
eiτRQr(z)dm(z)
∥∥∥∥
2
≤ CΩ ‖Q‖1,p sup
z0
‖r‖1,p (3.9)
for example as in [8], which follows ideas of Bukhgeim [3]. We could try to
follow that reasoning in our case of Q ∈ H1,(2,1) and r ∈ H1,(2,∞). It would
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start like this∫
2τieiτRQrdm =
∫
∂eiτR
z0 − zQrdm = πχΩe
iτRQr
+
1
2
∫
∂Ω
η(z′)
eiτR(z
′−z0)Qr(z′)
z0 − z′ dσ(z
′)−
∫
eiτR
z0 − z∂(Qr)dm (3.10)
where we have used lemma 2.5.6. It is true even when r depends on z0.
But then we would have to estimate rz0(z0) in the first term. This is no
problem when r ∈ L∞, which we will have. However, for reasons related to
the limitations of the interpolation result of theorem 2.2.12, we may only use
the H1,(2,∞)-norm of r. This space does not embed into L∞. Hence, if we
want to follow this path, we should analyze what happens in theorem 4.1.1
and corollary 4.1.5 as the outer variable approaches z0. In any case, that’s
not needed here. The final rate τ 1−s/3 given by the next approach is as good
as τ 1−s, because we are more interested in the case s→ 0.
Theorem 3.2.1. Let Ω ⊂ C be a bounded Lipschitz domain, τ > 0, 0 < s < 1
and z0 ∈ C. If Q ∈ Hs,(2,1)(Ω) and r ∈ Hs,(2,∞)(Ω), then∣∣∣∣∫
Ω
2τ
π
eiτRQr(z)dm(z)
∣∣∣∣ ≤ CΩτ 1−s/3 ‖Q‖s,(2,1) ‖r‖s,(2,∞) . (3.11)
Proof. The claim follows by using complex interpolation on the multilinear
mapping
T : (Q, r) 7→
∫
Ω
2τ
π
eiτRQr(z)dm(z), T : Hs,(2,1)(Ω)×Hs,(2,∞)(Ω)→ C.
(3.12)
Consider the case corresponding to s = 0 first. By Hölder’s inequality for
Lorentz spaces, theorem 3.5 in [41], we get directly∣∣∣∣∫
Ω
2τ
π
eiτRQr(z)dm(z)
∣∣∣∣ ≤ 2τπ ‖Qr‖1 ≤ CΩτ ‖Q‖(2,1) ‖r‖(2,∞) . (3.13)
Take h ∈ C∞0 (Ω) as given by lemma 7.10 to prove the other limiting case.
We split the integral like this∫
Ω
2τ
π
eiτRQr(z)dm(z)
=
∫
Ω
2τ
π
eiτR(z − z0)hQr(z)dm(z) +
∫
Ω
2τ
π
eiτR(1− (z − z0)h)Qr(z)dm(z)
=
1
iπ
∫
Ω
∂eiτRhQr(z)dm(z) +
∫
Ω
2τ
π
eiτR(1− (z − z0)h)Qr(z)dm(z). (3.14)
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Estimate the second term first. The generalized Hölder’s inequality implies∣∣∣∣∫
Ω
2τ
π
eiτR(1− (z − z0)h)Qr(z)dm(z)
∣∣∣∣ ≤ CΩτ ‖(1− (z − z0)h)Qr‖1
≤ CΩτ ‖1− (z − z0)h‖(2,1) ‖Qr‖(2,∞)
≤ CΩτ ‖1− (z − z0)h‖(2,1) ‖Q‖∞ ‖r‖(2,∞)
≤ CΩτ ‖1− (z − z0)h‖(2,1) ‖Q‖1,(2,1) ‖r‖1,(2,∞) (3.15)
by the embedding H1,(2,1)(Ω) →֒ W 1,(2,1)(Ω) →֒ L∞(Ω) of theorems 2.3.4 and
2.4.2. Integrate the first term by parts. Then∣∣∣∣∫
Ω
∂eiτRhQr(z)dm(z)
∣∣∣∣ = ∣∣∣∣∫
Ω
eiτR∂(hQr)(z)dm(z)
∣∣∣∣
≤ ∥∥∂h∥∥
(2,1)
‖Qr‖(2,∞) + ‖h‖∞
(∥∥∂Q∥∥
(2,1)
‖r‖(2,∞) + ‖Q‖(2,1)
∥∥∂r∥∥
(2,∞)
)
≤ ∥∥∂h∥∥
(2,1)
‖Q‖∞ ‖r‖(2,∞) + 2 ‖h‖∞ ‖Q‖1,(2,1) ‖r‖1,(2,∞)
≤ CΩ
(∥∥∂h∥∥
(2,1)
+ ‖h‖∞
)
‖Q‖1,(2,1) ‖r‖1,(2,∞) (3.16)
because of H1,(2,1)(Ω) →֒ W 1,(2,1)(Ω) →֒ L∞(Ω). Corollary 7.10 gives
τ ‖1− (z − z0)h(z)‖L(2,1)(Ω) + ‖h‖L∞(Ω) +
∥∥∂h∥∥
L(2,1)(Ω)
≤ CΩτ 2/3. (3.17)
The claim follows by interpolation as Hs,(p,q)(Ω) →֒ (L(p,q)(Ω), H1,(p,q)(Ω))[s].
This can be seen as follows: Let f ∈ Hs,(p,q)(Ω) and take g ∈ Hs,(p,q)(C) such
that g|Ω = f and ‖g‖Hs,(p,q)(C) ≤ 2 ‖f‖Hs,(p,q)(Ω). Now
‖f‖(L(p,q)(Ω),H1,(p,q)(Ω))[s] =
∥∥g|Ω∥∥(L(p,q)(Ω),H1,(p,q)(Ω))[s]
≤ ‖g‖(L(p,q)(C),H1,(p,q)(C))[s] = ‖g‖Hs,(p,q)(C) ≤ 2 ‖f‖Hs,(p,q)(Ω) . (3.18)
The fact that (C,C)[s] = C is the last small missing piece of the proof.
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4 Bukhgeim type solutions
4.1 A Carleman estimate
Remember that we write R = (z − z0)2 + (z − z0)2. The next theorem is the
heart of this whole thesis. The primary goal is to have the right-hand side
vanish as fast as possible as τ grows. This requirement makes us study the
function spaces Hs,(p,q), which were the basis of chapter 2.2. The rest is quite
straightforward after the next theorem. Continue by proving estimates for
C (e−iτRχΩC (eiτRχΩqf)), use them to find solutions to (∆+ q)eiτ(z−z0)
2
f = 0
and use stationary phase to estimate ‖q1 − q2‖ using the boundary data.
Only technical details prevent this from being trivial.
Theorem 4.1.1 (The main Carleman estimate). Let Ω ⊂ C bounded and
Lipschitz, z0 ∈ C and τ > 1. If a ∈ BC(Ω) and ∂a ∈ L(2,1)(Ω) then
C (e−iτRχΩa) ∈ L(2,∞)(C) ∩ BC(C) and we have the norm estimates∥∥C (e−iτRχΩa)∥∥L(2,∞)(C) ≤ CΩτ−1(1 + ln τ)( ∥∥∂a∥∥L(2,1)(Ω) + ‖a‖BC(Ω) ),∥∥C (e−iτRχΩa)∥∥BC(C) ≤ CΩτ−1/3(∥∥∂a∥∥L(2,1)(Ω) + ‖a‖BC(Ω) ).
(4.1)
Proof. The mapping properties of C (eiτRχΩ·) follow from the corresponding
mapping properties of each term, all given by the same lemmas that imply
the norm estimates used here.
Let h ∈ W 1,1(Ω). Now
C
(
eiτRχΩa
)
= C
(
eiτR(1− (· − z0)h)χΩa
)
+ C
(
eiτR(· − z0)hχΩa
)
= C
(
eiτR(1− (· − z0)h)χΩa
)
+
1
2iτ
C
(
∂(eiτR)hχΩa
)
(4.2)
We get
C
(
χΩ∂(e
iτR)ha
)
= χΩe
iτRh(z)a
+
1
2π
∫
∂Ω
η(z′)
eiτR Tr h(z′)a(z′)
z − z′ dσ(z
′)
− C (χΩeiτR∂ha)− C (χΩeiτRh∂a) (4.3)
by lemma 2.5.6 because eiτRha ∈ W 1,1(Ω).
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Take h as in lemma 7.4 to prove the first estimate. By lemma 2.5.2∥∥C (eiτR(1− (· − z0)h)χΩa)∥∥L(2,∞)(C)
≤ 2√
π
‖(1− (· − z0)h)a‖L1(Ω)
≤ 2√
π
‖1− (· − z0)h‖L1(Ω) ‖a‖L∞(Ω) . (4.4)
Next ∥∥χΩeiτRh(z)a∥∥L(2,∞)(C) ≤ ‖h‖L(2,∞)(Ω) ‖a‖L∞(Ω) , (4.5)
and by lemma 2.5.4∥∥∥∥ 12π
∫
∂Ω
η(z′)
eiτR Tr h(z′)a(z′)
z − z′ dσ(z
′)
∥∥∥∥
L(2,∞)(C)
≤ π− 32 ‖Tr ha‖L1(∂Ω)
≤ π− 32 ‖h‖L1(∂Ω) ‖a‖L∞(∂Ω) ≤ π−
3
2TΩ ‖h‖W 1,1(Ω) ‖a‖BC(Ω) , (4.6)
where TΩ < ∞ is the norm of the trace mapping Tr : W 1,1(Ω) → L1(∂Ω).
Again, by lemma 2.5.2, we get∥∥C (χΩeiτR∂ha)∥∥L(2,∞)(C) ≤ 2√π ∥∥∂h∥∥L1(Ω) ‖a‖L∞(Ω) , (4.7)
and according to [41] we have we have ‖ab‖1 ≤ ‖a‖(2,∞) ‖b‖(2,1). Hence∥∥C (χΩeiτRh∂a)∥∥L(2,∞)(C) ≤ 2√π ‖h‖L(2,∞)(Ω) ∥∥∂a∥∥L(2,1)(Ω) . (4.8)
Combining everything, using the Sobolev embedding W 1,1 →֒ L2 →֒ L(2,∞)
and the inequality
τ ‖1− (z − z0)h‖L1(Ω) + ‖h‖W 1,1(Ω) ≤ CΩ(1 + ln τ) (4.9)
of lemma 7.4 gives the first estimate.
For the second one, let h ∈ C∞0 (Ω) be as in corollary 7.10. Then χΩh = h.
Continue from (4.2) and (4.3). The boundary term vanishes,∥∥C (eiτR(1− (· − z0)h)a)∥∥BC(C)
≤ 2√
π
‖(1− (· − z0)h)a‖L(2,1)(Ω)
≤ 2√
π
‖1− (· − z0)h‖L(2,1)(Ω) ‖a‖L∞(Ω) , (4.10)
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∥∥χΩeiτRh(z)a∥∥BC(C) ≤ ‖h‖BC(Ω) ‖a‖BC(Ω) , (4.11)∥∥C (eiτR∂ha)∥∥
BC(C)
≤ 2√
π
∥∥∂h∥∥
L(2,1)(Ω)
‖a‖BC(Ω) , (4.12)
and ∥∥C (eiτRh∂a)∥∥
BC(C)
≤ 2√
π
‖h‖L∞(Ω)
∥∥∂a∥∥
L(2,1)(Ω)
. (4.13)
The estimate
τ ‖1− (z − z0)h(z)‖L(2,1)(Ω) + ‖h‖L∞(Ω) +
∥∥∂h∥∥
L(2,1)(Ω)
≤ CΩτ 2/3 (4.14)
of corollary 7.10 gives the rest.
Remark 4.1.2. Dependency and measurability on z0 will be taken care of
later. It will turn out that the operator is continuous with respect to it.
Actually, we would like to have the dependence in L2(C) or L(2,∞)(C) for
non-compactly supported potentials.
Remark 4.1.3. It seems possible to get the map W 1,p → Lp with exponent
τ−
1
2
− 1
p (no logarithm) when p > 2. But it would require Bloch spaces, BMO
in a domain and a related interpolation identity. See section 6.2.
Remark 4.1.4. This is a Carleman estimate for ∂. Write r = eiτRC (e−iτRa)
and consider all the derivatives in D ′(Ω), where χΩ ≡ 1. Now
a = eiτR∂e−iτRr = eiτ(z−z0)
2
∂e−iτ(z−z0)
2
r. (4.15)
Hence we have the following Carleman estimates:
‖r‖(2,∞) ≤ CΩτ−1(1 + ln τ)
∥∥∥eiτ(z−z0)2∂e−iτ(z−z0)2r∥∥∥
1,(2,1)
‖r‖C0 ≤ CΩτ−1/3
∥∥∥eiτ(z−z0)2∂e−iτ(z−z0)2r∥∥∥
1,(2,1)
(4.16)
Corollary 4.1.5. Let Ω be a bounded Lipschitz domain, z0 ∈ C and τ > 1.
Let q ∈ L(2,1)(Ω) or q ∈ W 1,(2,1)(Ω). Write Sf = C (e−iτRχΩC (eiτRχΩqf)).
Then
‖Sf‖L(2,∞)(C) ≤ CΩτ−1(1 + ln τ) ‖q‖L(2,1)(Ω) ‖f‖L∞(Ω) ,
‖Sf‖H1,(2,∞)(C) ≤ CΩτ−1(1 + ln τ) ‖q‖W 1,(2,1)(Ω) ‖f‖W 1,(2,1)(Ω) ,
‖Sf‖BC(C) ≤ CΩτ−1/3 ‖q‖L(2,1)(Ω) ‖f‖L∞(Ω) ,
‖Sf‖H1,(2,1)(Ω) ≤ CΩτ−1/3 ‖q‖W 1,(2,1)(Ω) ‖f‖W 1,(2,1)(Ω) ,
(4.17)
with corresponding mapping properties.
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Proof. The mapping properties follow from those of theorem 4.1.1 and lemma
2.5.2. We will need the facts that ∂C , ∂C : L(p,q)(C) → L(p,q)(C) and that
∂C , ∂C are the identity in E ′(C). These are given by lemma 2.5.6. We can
then proceed. If there’s no domain in the index of the norm, then that norm
is taken in Ω. Else it is taken where denoted. Now∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥L(2,∞)(C)
≤ CΩτ−1(1 + ln τ)
( ∥∥∂C (eiτRχΩqf)∥∥(2,1) + ∥∥C (eiτRχΩqf)∥∥BC(Ω) )
≤ CΩτ−1(1 + ln τ) ‖q‖(2,1) ‖f‖∞ , (4.18)
and using the second estimate of theorem 4.1.1 instead of the first one, we
get ∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥BC(C) ≤ CΩτ−1/3 ‖q‖(2,1) ‖f‖∞ . (4.19)
Consider the cases where there’s a derivative on the left hand side. We
will need the identity W 1,(2,∞)(C) = H1,(2,∞)(C) of theorem 2.4.2 and the
continuous embedding L(2,∞)(Ω) →֒ L1(Ω). It is true because m(Ω) < ∞.
Then∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥W 1,(2,∞)(C) ≤ CΩ( ∥∥C (eiτRχΩqf)∥∥1
+
∥∥∂C (e−iτRχΩC (eiτRχΩqf))∥∥L(2,∞)(C) + ∥∥e−iτRχΩC (eiτRχΩqf)∥∥L(2,∞)(C) )
≤ CΩ
∥∥C (eiτRχΩqf)∥∥L(2,∞)(C) ≤ CΩτ−1(1 + ln τ) ‖q‖1,(2,1) ‖f‖1,(2,1) . (4.20)
The last estimate requires a technical trick since we haven’t shown that
H1,(2,1)(Ω) = W 1,(2,1)(Ω). Let φ ∈ C∞0 (C) be constant 1 on B(0, R) ⊃ Ω.
Note that BC(X) →֒ L(2,1)(X) whenever m(X) <∞, so∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥1,(2,1) ≤ ∥∥φC (e−iτRχΩC (eiτRχΩqf))∥∥H1,(2,1)(C)
≤ C ∥∥φC (e−iτRχΩC (eiτRχΩqf))∥∥W 1,(2,1)(C)
≤ CΩ,φ
(∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥BC(supp φ)
+
∥∥∂C (e−iτRχΩC (eiτRχΩqf))∥∥L(2,1)(C) + ∥∥e−iτRχΩC (eiτRχΩqf)∥∥L(2,1)(C) )
≤ CΩ,φ
∥∥C (eiτRχΩqf)∥∥(2,1) ≤ CΩ,φ ∥∥C (eiτRχΩqf)∥∥BC(Ω)
≤ CΩ,φτ−1/3 ‖q‖1,(2,1) ‖f‖1,(2,1) , (4.21)
by theorems 4.1.1 and 2.3.4. The cut-off function φ may be chosen based
only on Ω, so CΩ,φ depends only on the domain.
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Remark 4.1.6. If m(Ω) = ∞, then it would make sense to define spaces
W˜ 1,(2,1) = {f | f ∈ BC,∇f ∈ L(2,1)} to avoid the use of the embedding
BC ⊂ L(2,1). But then, on the other hand, we run into problems finding
which space X maps C : X → L(2,1).
Remark 4.1.7. The estimate can be called a Carleman estimate for the Lapla-
cian. Write r = C (e−iτRC (eiτRqf)) and consider all the derivatives in D ′(Ω)
where χΩ ≡ 1. Now
qf = e−iτR∂eiτR∂r = 1
4
e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r. (4.22)
Hence we have the following Carleman estimates:
‖r‖(2,∞) ≤ CΩτ−1(1 + ln τ)‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖(2,1),
‖r‖1,(2,∞) ≤ CΩτ−1(1 + ln τ)‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖1,(2,1),
‖r‖BC ≤ CΩτ−1/3‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖(2,1),
‖r‖1,(2,1) ≤ CΩτ−1/3‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖1,(2,1).
(4.23)
Definition 4.1.8. Let Ω ⊂ C be a Lipschitz domain. For 0 < s < 1 we write
Ms(Ω) =
(
BC(Ω), H1,(2,1)(Ω)
)
[s]
.
Remark 4.1.9. This is a well defined Banach space since both BC andW 1,(2,1)
are Banach spaces that can be embedded into BC(Ω) by theorem 2.3.4.
Corollary 4.1.10. Let Ω ⊂ C be a bounded Lipschitz domain, τ > 1, z0 ∈ C
and 0 < s < 1. Let q ∈ Hs,(2,1)(Ω). Then∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥Hs,(2,∞)(Ω) ≤ CΩτ−1(1 + ln τ) ‖q‖Hs,(2,1)(Ω) ‖f‖Ms(Ω)∥∥C (e−iτRχΩC (eiτRχΩqf))∥∥Ms(Ω) ≤ CΩτ−1/3 ‖q‖Hs,(2,1)(Ω) ‖f‖Ms(Ω)
(4.24)
with similar mapping properties. The map z0 7→ C
(
e−iτRχΩC (eiτRχΩqfz0)
)
is in
BC
(
Ω,W 1,2(Ω) ∩Hs,(2,∞)(Ω) ∩Ms(Ω)) (4.25)
for each f : (z, z0) 7→ fz0(z) bounded and continuous Ω× Ω→ C.
Proof. All the norms with W on the right-hand side of corollary 4.1.5 can
be estimated above by norms with H . This follows from theorem 2.4.2. The
second estimate follows directly from the definition ofMs(Ω), corollary 4.1.5,
the inclusion Hs,(2,1)(Ω) →֒ (L(2,1)(Ω), H1,(2,1)(Ω))
[s]
and the multilinear in-
terpolation property of complex interpolation.
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The first one requires a bit more careful considerations because we haven’t
shown that
(
L(2,∞)(Ω), H1,(2,∞)(Ω)
)
[s]
→֒ Hs,(2,∞)(Ω). Interpolation tells us
that the operator maps Ms(Ω) → (L(2,∞)(C), H1,(2,∞)(C))
[s]
= Hs,(2,∞)(C).
This is because of theorem 2.4.2. Now∥∥g|Ω∥∥Hs,(2,∞)(Ω) = inf
G∈Hs,(2,∞)(C)
G|Ω=g|Ω
‖G‖Hs,(2,∞)(C) ≤ ‖g‖Hs,(2,∞)(C) (4.26)
for any g ∈ Hs,(2,∞)(C). The estimate follows.
It’s left to prove pointwise continuity Ω→ H1,(2,1)(Ω). This is because of
the chains of bounded mappings
H1,(2,1)(Ω) →֒ W 1,(2,1)(Ω) →֒ W 1,2(Ω)
H1,(2,1)(Ω) →֒ BC(Ω) ∩H1,(2,1)(Ω) →֒ Ms(Ω),
H1,(2,1)(Ω) →֒ H1,(2,∞)(Ω) →֒ Hs,(2,∞)(Ω),
(4.27)
which follow from L(2,1)(C) →֒ L(2,∞)(C) and H1,(2,∞)(C) →֒ Hs,(2,∞)(C).
Let z0, z1 ∈ Ω and write fj = fzj and Rj = (z − zj)2 + (z − zj)2, where z
is the variable being operated on. Then, proceed as in the proof of corollary
4.1.5. Take φ ∈ C∞0 (C) such that φ ≡ 1 on B(0, R) ⊃ Ω. Then∥∥C (e−iτR0χΩC (eiτR0χΩqf0))− C (e−iτR1χΩC (eiτR1χΩqf1))∥∥H1,(2,1)(Ω)
≤ ∥∥φC (e−iτR0χΩC (eiτR0χΩqf0))− φC (e−iτR1χΩC (eiτR1χΩqf1))∥∥W 1,(2,1)(C)
≤ ∥∥φC (e−iτR0χΩ (C (eiτR0χΩqf0)− C (eiτR1χΩqf1)))∥∥W 1,(2,1)(C)
+
∥∥φC ((e−iτR0 − e−iτR1)χΩC (eiτR1χΩqf1))∥∥W 1,(2,1)(C) . (4.28)
Next note that φCχΩ, φCχΩ : L
∞(Ω) → W 1,(2,1)(C) by the boundedness of
Ω and lemmas 2.5.2 and 2.5.6. The first term in (4.28) can be estimates as
. . . ≤ CΩ,φ
∥∥C ((eiτR0f0 − eiτR1f1)χΩq)∥∥L∞(Ω)
≤ CΩ,φ
∥∥eiτR0f0 − eiτR1f1∥∥L∞(Ω) ‖q‖L(2,1)(Ω) −→ 0 (4.29)
as z0 → z1 by the uniform continuity of eiτRf in Ω× Ω. The second term is
handled quite similarly. We continue from (4.28)
. . . ≤ CΩ,φ
∥∥(e−iτR0 − e−iτR1)C (eiτR1χΩqf1)∥∥L∞(Ω)
≤ CΩ,φ
∥∥e−iτR0 − e−iτR1∥∥
L∞(Ω)
∥∥C (eiτR1χΩqf1)∥∥L∞(Ω)
≤ CΩ,φ
∥∥e−iτR0 − e−iτR1∥∥
L∞(Ω) ‖q‖L(2,1)(Ω) ‖f1‖L∞(Ω) −→ 0 (4.30)
as z0 → z1 because Ω is compact and e−iτR is continuous.
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Remark 4.1.11. The equality
(
L(2,∞)(Ω), H1,(2,∞)(Ω)
)
[s]
= Hs,(2∞)(Ω) would
follow from the existence of a strong extension operator E mapping both
E : L(2,∞)(Ω)→ L(2,∞)(C) and E : H1,(2,∞)(Ω)→ H1,(2,∞)(C).
Remark 4.1.12. As in an earlier remark, we get the usual form of the Carle-
man estimates by writing r = C (e−iτRC (eiτRqf)):
‖r‖s,(2,∞) ≤ CΩτ−1(1 + ln τ)‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖s,(2,1)
‖r‖Ms ≤ CΩτ−1/3‖e−iτ(z−z0)
2
∆eiτ(z−z0)
2
r‖s,(2,1)
(4.31)
4.2 Bukhgeim’s oscillating solutions
We can now show that (∆ + q)u = 0 has Bukhgeim’s oscillating solutions
u = eiτ(z−z0)
2
f , with f − 1 small enough. See [3] for the original article.
Smallness can not be proven at the same time as existence. Instead, we fetch
f from Ms and show that its norm is small in Hs,(2,∞). It is basically a
boot-strapping argument.
Theorem 4.2.1. Let Ω ⊂ C be a bounded Lipschitz domain, 0 < s < 1,
q ∈ Hs,(2,1)(Ω) and5 τ > max{1, (CΩ ‖q‖s,(2,1))3}. Then, for each z0 ∈ Ω,
there is a unique fz0 ∈ Ms(Ω) such that
fz0 = 1− 14C
(
e−iτRχΩC (eiτRχΩqfz0)
)
. (4.32)
The map z0 7→fz0 is continuous Ω→ W 1,2(Ω) ∩Hs,(2,∞)(Ω) ∩Ms(Ω) and we
have the norm estimates
‖fz0 − 1‖s,(2,∞) ≤ CΩ,sτ−1(1 + ln τ) ‖q‖s,(2,1) ,
‖fz0‖1,2 ≤ CΩ,s(1 + ‖q‖(2,1)).
(4.33)
Proof. For τ > max{1, (CΩ ‖q‖s,(2,1))3} and z0 ∈ Ω define
Tz0 : f 7→ 1−
1
4
C
(
e−iτRχΩC (eiτRχΩqf)
)
. (4.34)
We have Tz0 : M
s(Ω)→Ms(Ω) by corollary 4.1.10 and
‖Tz0f − Tz0f ′‖Ms(Ω) = 14
∥∥C (e−iτRχΩC (eiτRχΩq(f − f ′)))∥∥Ms(Ω)
≤ 1
4
CΩτ
−1/3 ‖q‖Hs,(2,1)(Ω) ‖f − f ′‖Ms(Ω) , (4.35)
so T is a contraction in Ms(Ω). Moreover, corollary 4.1.10 implies that the
map z0 7→ Tz0f is continuous. Banach’s fixed point theorem shows that there
5Here CΩ is the constant in the second estimate of corollary 4.1.10.
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is a unique fz0 ∈ Ms(Ω) satifying (4.32) and it depends continuously on z0.
See for example [45], VII §1, theorem 3.
The solution (z0, z) 7→ fz0(z) is bounded and continuous Ω × Ω → C
because Ms(Ω) →֒ BC(Ω). Hence corollary 4.1.10 gives us the continuity
Ω → W 1,2(Ω) ∩ Hs,(2,∞)(Ω) ∩Ms(Ω). Then use the first inequality of the
same corollary to get
‖fz0 − 1‖s,(2,∞) ≤ 14CΩτ−1(1 + ln τ) ‖q‖s,(2,1) ‖fz0‖Ms . (4.36)
We have C : L(2,1) → BC(C) and CχΩ : BC(Ω) →֒ L(2,1)(Ω)→ W 1,(2,1)(Ω) →֒
W 1,2(Ω) by the boundedness of Ω, the fact that L(2,1) →֒ L2 and lemmas 2.5.2
and 2.5.6. This implies
‖fz0‖1,2 ≤ CΩ(1 + ‖q‖(2,1) ‖f‖Ms). (4.37)
The claims follow since ‖Tz0‖Ms→Ms ≤ 14 , so ‖fz0‖Ms ≤ ‖1‖Ms + 14 ‖fz0‖Ms,
which implies ‖fz0‖Ms ≤ 43 ‖1‖Ms.
Corollary 4.2.2. Let Ω ⊂ C be a bounded Lipschitz domain, 0 < s < 1,
q ∈ Hs,(2,1)(Ω) and τ > max{1, (CΩ ‖q‖s,(2,1))3}. Let fz0 ∈ Ms(Ω) be as in
theorem 4.2.1. Then
∆
(
eiτ(z−z0)
2
fz0
)
+ qeiτ(z−z0)
2
fz0 = 0 (4.38)
in D ′(Ω).
Proof. Note that χΩ ≡ 1 in D ′(Ω) and keep in mind that
fz0 = 1− 14C (e−iτRχΩC (eiτRχΩqfz0)). (4.39)
We get
∂
(
eiτ(z−z0)
2
fz0
)
= eiτ(z−z0)
2
∂fz0 = −14eiτ(z−z0)
2
e−iτRχΩC (eiτRχΩqfz0)
= −1
4
e−iτ(z−z0)
2
C (eiτRχΩqfz0). (4.40)
because ∂C = ∂C = Id in E ′(C) by lemma 2.5.6. Now
∆
(
eiτ(z−z0)
2
fz0
)
= 4∂∂
(
eiτ(z−z0)
2
fz0
)
= −e−iτ(z−z0)2eiτRχΩqfz0
= −qeiτ(z−z0)2f. (4.41)
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5 The problem setting
5.1 Hadamard’s criteria and the DN operator
We will define what the well-posedness of the direct problem means, what
is the Dirichlet-Neumann operator and then make an extension allowing us
to solve the inverse problem for potentials that do not necessarily give well
posed direct problems.
The Dirichlet-Neumann operator is inherently related to the trace map-
ping Tr from a function space on a domain to its boundary. It is well known
that Tr : Hs(Ω) → Hs− 12 (∂Ω) for suitable values of the smoothness index
s when Ω is a bounded Lipschitz domain. We want to avoid the trouble of
defining Hs(∂Ω) when Ω is not smooth, so instead we take the “boundary
values” as equivalence classes in W 1,2(Ω). More specifically6, they are in
W 1,2(Ω)/W 1,20 (Ω) with norm
‖u‖W/W0 = inf
φ∈W 1,20 (Ω)
‖u+ φ‖W 1,2(Ω) . (5.1)
Using this space instead of the spaces Hs(∂Ω) is allowed. See for example
Gagliardo [18] and Ding [16]. They imply
H1/2(∂Ω) H1/2(∂Ω)
W 1,2(Ω)/W 1,20 (Ω)
E
Id
Tr
(5.2)
where Tr, E are bounded linear mappings. Equation (2.9) of [18] gives linear-
ity for E . Note that here and from now on we writeW/W0 = W
1,2(Ω)/W 1,20 (Ω).
The Dirichlet-Neumann map is a way to model boundary measurements.
It makes sense to require the differential equation to behave nicely enough
to be a physical model. One such class of problems is those satisfying
Hadamard’s three criteria [24]: 1) the problem must have a solution, 2)
the solution must be unique, and 3) the solution should depend continuously
on the data. In such case, the problem is said to be well-posed. The reasons
for these criteria is also a mathematical one. We can prove mapping prop-
erties for the Dirichlet-Neumann operator if the potential gives a well-posed
problem.
6To be more exact: given u ∈W 1,2(Ω) there is a unique equivalence class [u] ∈W/W0
such that u ∈ [u]. Moreover u+ φ ∈ [u] for all φ ∈W 1,20 (Ω).
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Definition 5.1.1. Let Ω ⊂ C be open and q measurable. Then the direct
problem is well-posed if there is C <∞ such that for any u ∈ W 1,2(Ω)/W 1,20 (Ω)
we have
1. there is U ∈ W 1,2(Ω) such that ∆U + qU = 0, U − u ∈ W 1,20 (Ω),
2. this U is unique
3. u 7→ U is linear and bounded ‖U‖W 1,2(Ω) ≤ C ‖u‖W/W0
Definition 5.1.2. Let Ω ⊂ C be open and q measurable such that the direct
problem is well-posed. Then we define the Dirichlet-Neumann operator Λq
as follows. For u ∈ W/W0 we define Λqu by
(Λqu, v) =
∫
Ω
(−∇U · ∇V + qUV )dm, v ∈ W/W0, (5.3)
for any U, V ∈ W 1,2(Ω) such that U −u, V − v ∈ W 1,20 (Ω) and ∆U + qU = 0.
Lemma 5.1.3. Let Ω ⊂ C be a bounded Lipschitz domain and q ∈ La(Ω)
with a > 1. Then the Dirichlet-Neumann map is a well defined bounded
linear operator mapping W/W0 to its dual. Moreover it satisfies
(Λqu, v) = (Λqv, u), u, v ∈ W/W0. (5.4)
Proof. We start by showing that the choice of U, V in definition 5.1.2 doesn’t
matter. First of all, U exists and is unique on the right-hand side of (5.3) by
the well-posedness of the direct problem 5.1.1. Assume that V, V ′ ∈ W 1,2(Ω)
satisfy V − v, V ′ − v ∈ W 1,20 (Ω). Then∫
Ω
−∇U · ∇V + qUV dm−
∫
Ω
−∇U · ∇V ′ + qUV ′dm
=
∫
Ω
−∇U · ∇(V − V ′) + qU(V − V ′)dm
= lim
n→∞
∫
Ω
−∇U · ∇φn + qUφndm = lim
n→∞
〈∆U + qU, φ〉 = 0 (5.5)
where φn ∈ C∞0 (Ω) such that ‖φn − (V − V ′)‖1,2 → 0. This sequence exists
because V − V ′ = V − v − (V ′ − v) ∈ W 1,20 (Ω). Hence (5.3) is well defined.
The mapping properties follow next. We have W 1,2(Ω) →֒ L 2aa−1 (Ω) by
Sobolev embedding, e.g. theorem 4.12 in [1]. Now
1 =
1
a
+
1
2a
a−1
+
1
2a
a−1
, (5.6)
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so
|(Λqu, v)| ≤ ‖∇U‖2 ‖∇V ‖2 + ‖q‖a ‖U‖ 2a
a−1
‖V ‖ 2a
a−1
≤ Ca,Ω(1 + ‖q‖a) ‖U‖1,2 ‖V ‖1,2 . (5.7)
Then, take the infimum over V ∈ W 1,2(Ω), V−v ∈ W 1,20 (Ω) and use condition
number three of the well-posedness 5.1.1 on U to get
|(Λqu, v)| ≤ Ca,Ω,q ‖u‖W/W0 ‖v‖W/W0 . (5.8)
To prove the last formula let u, v ∈ W/W0 and take U, V ∈ W 1,2(Ω) such
that U − u, V − v ∈ W 1,20 (Ω), ∆U + qU = ∆V + qV = 0. These exist by the
well-posedness 5.1.1. Hence
(Λqu, v) =
∫
Ω
−∇U · ∇V + qUV dm =
∫
Ω
−∇V · ∇U + qV Udm = (Λqv, u).
(5.9)
Remark 5.1.4. Λq is a well defined linear operator mapping W/W0 to its
dual. Hence the linear combinations of such operators are also well defined.
In particular
‖Λq1 − Λq2‖ = sup
{ |((Λq1 − Λq2)u, v)| ∣∣ u, v ∈ W/W0, ‖u‖ = ‖v‖ = 1}.
(5.10)
5.2 Cauchy data
We would like to extend the notion of the Dirichlet-Neumann map to cases
where the direct problem is not well-posed. One such way is to make use of
the Cauchy data
Cq = {(Tru, ∂νu) | u ∈ W 2,2(Ω),∆u+ qu = 0}, (5.11)
but this would further require three more definitions and related properties:
the trace-operator Tr, the normal derivative ∂ν , and a way to measure the
distance of two Cauchy data Cq1 and Cq2.
We are not too interested in the direct problem, so instead we will just
extend the notion of Λq1 − Λq2 to situations where the Dirichlet problem
∆U+qU = 0, U−u ∈ W 1,20 (Ω) does not have a unique solution. It is based on
the well known Alessandrini’s identity
∫
U1(q1−q2)U2dm = ((Λq1−Λq2)u1, u2)
for solutions ∆Uj + qjUj = 0, Uj − uj ∈ W 1,20 (Ω). We shall prove it here too.
But first, the generalization.
38
Definition 5.2.1. Let Ω ⊂ C be open and q1, q2 measurable. Then the
distance between the boundary data, d(Cq1, Cq2), is
d(Cq1, Cq2) = sup
{ ∣∣∣∣∫
Ω
U(q1 − q2)V dm
∣∣∣∣ ∣∣∣U, V ∈ W 1,2(Ω),
‖U‖ = ‖V ‖ = 1,∆U + q1U = ∆V + q2V = 0
}
(5.12)
Remark 5.2.2. It is possible to acquire this data purely using knowledge
from the boundary, at least part of it when U, V ∈ W 2,2. This Alessandrini’s
identity follows from Green’s formula:∫
Ω
U(q1 − q2)V dm =
∫
Ω
−V∆U + U∆V dm =
∫
∂Ω
TrU∂νV − Tr V ∂νUdσ
(5.13)
If the reader is concerned about the lack of smoothness in the solutions of
the definition of d(Cq1, Cq2), then note the following: the only solution U, V
that matter for solving the inverse problem are Bukhgeim’s oscillating ones.
Namely those that were constructed in corollary 4.2.2. It is not hard to see
that they are in W 2,2 and that their W 2,2 norms also grow exponentially.
Lemma 5.2.3. Let Ω ⊂ C be a bounded Lipschitz domain and q1, q2 ∈ La(Ω),
a > 1. Then d(Cq1, Cq2) ≤ Ca,Ω ‖q1 − q2‖a.
Proof. Use the Sobolev embedding W 1,2(Ω) →֒ L 2aa−1 (Ω), for example in the-
orem 4.12, [1]. Then∣∣∣∣∫
Ω
U(q1 − q2)V dm
∣∣∣∣ ≤ ‖U‖ 2aa−1 ‖q1 − q2‖a ‖V ‖ 2aa−1
≤ Ca,Ω ‖q1 − q2‖a ‖U‖1,2 ‖V ‖1,2 . (5.14)
Theorem 5.2.4. Let Ω ⊂ C be bounded and Lipschitz, and q1, q2 ∈ La(Ω),
a > 1, be such that the direct problem is well-posed. Then
d(Cq1, Cq2) ≤ ‖Λq1 − Λq2‖ . (5.15)
Proof. Let u, v ∈ W/W0. Take U, V ∈ W 1,2(Ω) such that ∆U + q1U = 0,
U − u ∈ W 1,20 (Ω) and similarly with V, v. These exist by the well-posedness
of the direct problems 5.1.1. Because the Dirichlet-Neumann map in (5.3) is
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well-defined, we have
((Λq1 − Λq2)u, v) = (Λq1u, v)− (Λq2u, v) = (Λq1u, v)− (Λq2v, u)
=
∫
Ω
−∇U · ∇V + q1UV +∇V · ∇U − q2V Udm
=
∫
Ω
U(q1 − q2)V dm (5.16)
by lemma 5.1.3.
Let P be the canonical projection map W 1,2(Ω) → W/W0. It has oper-
ator norm at most one by definition. Now choose u = PU and v = PV to
get∣∣∣∣∫
Ω
U(q1 − q2)V dm
∣∣∣∣ = |((Λq1 − Λq2)u, v)|
≤ ‖Λq1 − Λq2‖ ‖u‖W/W0 ‖v‖W/W0 ≤ ‖Λq1 − Λq2‖ ‖U‖1,2 ‖V ‖1,2 . (5.17)
Taking the supremum over U, V ∈ W 1,2(Ω), ∆U + q1U = ∆V + q2V = 0,
‖U‖1,2 = ‖V ‖1,2 = 1 gives the result.
5.3 Uniqueness and stability for the inverse problem
A technical lemma first.
Lemma 5.3.1. Let Ω ⊂ C be bounded and Lipschitz, f1, f2 ∈ BC(Ω,W 1,2(Ω))
and τ > 0. Let u1(z) = e
iτ(z−z0)2f1(z) and u2(z) = eiτ(z−z0)
2
f2(z) for z0 ∈ Ω.
Then
‖uj‖BC(W 1,2) ≤ eCΩτ ‖fj‖BC(W 1,2) (5.18)
for some positive real CΩ depending only on Ω.
Proof. This follows from the elementary facts |z − z0| , |z − z0| ≤ diam(Ω),
τ ≤ eτ and
∣∣∣∂eiτ(z−z0)2∣∣∣ , ∣∣∣∂eiτ(z−z0)2∣∣∣ ≤ 2τ diam(Ω)ediam(Ω)2τ .
We are now ready to solve the inverse problem. The big goal of inverse
problems for partial differential equations is to deduce the values of the coef-
ficients inside the domain using only data from the boundary. We do not get
that far, that is, we do not have a reconstruction formula. Instead, we show
uniqueness and logarithmic stability. It means that if there are two poten-
tials q1 and q2 which are distance ǫ apart, then their corresponding boundary
data must be roughly at least e−ǫ
−1
apart. This is not much, but it is not
possible to get a better modulus of continuity. Mandache showed that the
inverse problem is inherently ill-posed [33].
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We remind the general flow of the proof. For a more detailed reminder
see section 1.3. We start by using stationary phase∫
Ω
2τ
π
eiτR(q1 − q2)dm −→ q1 − q2 (5.19)
as τ →∞. The integral can be approximated by a term ∫
Ω
u1(q1−q2)u2, like
in the definition of d(Cq1, Cq2), because of the special form of our solutions.
All in all
q1 − q2 =
(
q1 − q2 −
∫
Ω
2τ
π
eiτR(q1 − q2)dm
)
+
∫
Ω
2τ
π
eiτR(q1 − q2)dm
=
(
q1 − q2 −
∫
Ω
2τ
π
eiτR(q1 − q2)dm
)
+
2τ
π
∫
Ω
u(1)(q1 − q2)u(2)dm
+
2τ
π
∫
Ω
eiτR(q1 − q2)(1− f1f2)dm (5.20)
where u(1) = eiτ(z−z0)
2
f1 and u
(2) = eiτ(z−z0)
2
f2 are the solutions given by
theorem 4.2.1 and corollary 4.2.2. The first term will be estimated by lemma
3.1.3, the second one by theorem 5.2.4, and the last one by theorem 3.2.1.
Theorem 5.3.2. Let Ω ⊂ C be a bounded Lipschitz domain, M > 0 and
0 < s < 1
2
. Then there is a positive real number C such that if qj ∈ Hs,(2,1)(Ω)
and ‖qj‖s,(2,1) ≤M then
‖q1 − q2‖L(2,∞)(Ω) ≤ C
(
ln d(Cq1, Cq2)
−1)−s/4 . (5.21)
In particular, we have uniqueness and stability for potentials in Hs,p(Ω) with
s > 0, p > 2.
Proof. Denote Q = q1 − q2 and R = (z − z0)2 + (z − z0)2 for z, z0 ∈ C.
Remember that z is the variable being operated on first. Let τ > 1. By the
triangle inequality
‖q1 − q2‖L(2,∞)(Ω)
≤
∥∥∥∥Q− ∫
Ω
2τ
π
eiτRQdm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
+
∥∥∥∥ 2τπ ∫
Ω
eiτRQdm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
, (5.22)
where the norms are taken with respect to z0. We will use stationary phase
next. Extend Q by zero outside of Ω to get Q0. It is in H
s,2(C) by 3.5 in
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[13] with norm estimate ‖Q0‖Hs,2(C) ≤ CΩ,s ‖Q‖Hs,2(Ω). We get∥∥∥∥Q− 2τπ
∫
Ω
eiτRQdm(z)
∥∥∥∥
L2(Ω,z0)
=
∥∥∥∥Q0 − 2τπ
∫
C
eiτRQ0dm(z)
∥∥∥∥
L2(C,z0)
≤ Csτ−s/2 ‖Q0‖Hs,2(C) ≤ CΩ,sτ−s/2 ‖Q‖Hs,2(Ω)
≤ CΩ,sτ−s/2 ‖Q‖s,(2,1) ≤ CΩ,M,sτ−s/4 (5.23)
by theorem 3.1.3. We estimated τ−s/2 ≤ τ−s/4 for later purposes. We also
used the embedding L2 →֒ L(2,∞).
Consider the second term next. Take τ0 = max{1, (CΩM)3} as in theorem
4.2.1 and let τ = 1
2BΩ
ln d(Cq1, Cq2)
−1, where BΩ = 1 + 2CΩ with the CΩ of
lemma 5.3.1. We have τ > τ0 if
d(Cq1, Cq2) < e
−2BΩτ0 . (5.24)
Assume that d(Cq1, Cq2) < min{e−1, e−2BΩτ0} for now. The other case will be
taken care of in the end of the proof. Note that τ0 grows with M .
Theorem 4.2.1 (the sign of i does not matter) gives the existence of
f (1), f (2) ∈ BC(Ω,Ms(Ω) ∩W 1,2(Ω)) such that we have{
f (1) = 1− 1
4
C
(
e−iτRχΩC (eiτRχΩq1f (1))
)
,
f (2) = 1− 1
4
C
(
e−iτRχΩC (eiτRχΩq2f (2))
)
,
(5.25)
for all z0 ∈ Ω, and{
supz0
∥∥f (j) − 1∥∥
Hs,(2,∞)(Ω) ≤ CΩ,M,sτ−1(1 + ln τ),
supz0
∥∥f (j)∥∥
W 1,2(Ω)
≤ CΩ,M,s <∞.
(5.26)
Denote {
u
(1)
z0 (z) = e
iτ(z−z0)2f (1)(z0, z),
u
(2)
z0 (z) = e
iτ(z−z0)2f (2)(z0, z).
(5.27)
Now they satisfy u
(j)
z0 ∈ BC(Ω,Ms(Ω) ∩W 1,2(Ω)) and ∆u(j)z0 + qju(j)z0 = 0 for
all z0 by corollary 4.2.2. Moreover, we have
sup
z0
∥∥u(j)z0 ∥∥W 1,2(Ω) ≤ CΩ,M,seCΩτ (5.28)
by lemma 5.3.1. Now, by the triangle inequality,∥∥∥∥2τπ
∫
Ω
eiτRQdm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
≤
∥∥∥∥2τπ
∫
Ω
u(1)z0 (q1 − q2)u(2)z0 dm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
+
∥∥∥∥2τπ
∫
Ω
eiτRQ(f (1)f (2) − 1)dm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
. (5.29)
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Use definition 5.2.1 and the equation (5.28) to get∥∥∥∥2τπ
∫
Ω
u(1)z0 (q1 − q2)u(2)z0 dm(z)
∥∥∥∥
(2,∞)
≤ 2π−1 τ d(Cq1, Cq2) sup
z0
∥∥u(1)z0 ∥∥W 1,2(Ω) sup
z0
∥∥u(2)z0 ∥∥W 1,2(Ω)
≤ CΩ,M,sd(Cq1, Cq2)eBΩτ . (5.30)
For the second term, we need to show that (f (1)f (2) − 1) ∈ Hs,(2,∞)(Ω) and
that there is no problems with measurability for the L(2,∞)(Ω) norm. Notice
that f (1)f (2) − 1 = (f (1) − 1)(f (2) − 1) + f (1) − 1 + f (2) − 1.
We will show that Hs,(2,∞)(Ω) is stable with respect to multiplication
by f (2) − 1, as the latter can be extended to a function G ∈ BC(C) with
∇G ∈ L4(C). Let φ ∈ C∞0 (C) be such that φ ≡ 1 on Ω and it vanishes
outside Br = B(0, r) ⊃ Ω. Then set
G = −1
4
φC
(
e−iτRχΩC (eiτRχΩq2f (2))
)
. (5.31)
Now G|Ω = f (2) − 1, and according to corollary 4.1.5 we have G ∈ BC(C).
Next
‖∇G‖L4(C) ≤ ‖∇φ‖L4(C) 14
∥∥C (e−iτRχΩC (eiτRχΩq2f (2)))∥∥L∞(C)
+ C ‖φ‖L∞(C)
∥∥C (eiτRχΩq2f (2))∥∥L4(Ω)
≤ Cφ,Ω
∥∥C (eiτRχΩq2f (2))∥∥L∞(Ω) ≤ CΩ ∥∥q2f (2)∥∥L(2,1)(Ω)
≤ CΩ ‖q2‖Hs,(2,1)(Ω)
∥∥f (2)∥∥
Ms(Ω)
≤ CΩ,M,s (5.32)
because ∇CχΩ : L4(C)→ L4(C) by lemma 2.5.6.
It is easy to see that ‖GF‖(2,∞) ≤ ‖G‖∞ ‖F‖(2,∞) ≤ CΩ,M,s ‖F‖(2,∞) for
F ∈ L(2,∞)(C). Take F ∈ H1,(2,∞)(C). Now
‖GF‖1,(2,∞) ≤ C
(
‖FG‖(2,∞) + ‖G∇F‖(2,∞) + ‖F∇G‖(2,∞)
)
≤ C
(
‖G‖∞ ‖F‖(2,∞) + ‖G‖∞ ‖∇F‖(2,∞) + ‖∇G‖L4(Br) ‖F‖L4(Br)
)
. (5.33)
Note that F|Br ∈ W 1,(2,∞)(Br) →֒ W 1,
4
3 (Br) →֒ L4(Br) by Sobolev embed-
ding (e.g. 4.12 in [1]). Moreover
∥∥F|Br∥∥H1,(2,∞)(Br) ≤ Cr ‖F‖H1,(2,∞)(C). Hence
‖GF‖1,(2,∞) ≤ Cr,Ω(‖G‖∞ + ‖∇G‖4) ‖F‖1,(2,∞) . (5.34)
Interpolation implies that multiplying by G is stable in Hs,(2,∞)(C), with
norm increasing by at most CΩ,M,s since r can be chosen based on Ω only.
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Now take an extension F of f (1) − 1 such that ‖F‖
C
≤ 2 ∥∥f (1) − 1∥∥
Ω
.
This is possible by the definition of Hs,(2,∞)(Ω). Then∥∥(f (1) − 1)(f (2) − 1)∥∥
Hs,(2,∞)(Ω) ≤ ‖FG‖Hs,(2,∞)(C)
≤ CΩ,M,s ‖F‖Hs,(2,∞)(C) ≤ CΩ,M,s
∥∥f (1) − 1∥∥
Hs,(2,∞)(Ω) . (5.35)
This shows that f (1)f (2) − 1 ∈ Hs,(2,∞)(Ω). It has the norm bound∥∥f (1)f (2) − 1∥∥
s,(2,∞) ≤ CΩ,M,sτ−1(1 + ln τ) (5.36)
by the previous deductions and theorem 4.2.1. Measurability with respect to
z0 is no problem since f
(1), f (2) ∈ BC(W 1,2).
Next, use theorem 3.2.1 to continue from (5.29). We have∥∥∥∥2τπ
∫
Ω
eiτRQ(f (1)f (2) − 1)dm(z)
∥∥∥∥
L(2,∞)(Ω,z0)
≤ CΩ
∥∥∥∥2τπ
∫
Ω
eiτRQ(f (1)f (2) − 1)dm(z)
∥∥∥∥
L∞(Ω,z0)
≤ CΩ,sτ 1−s/3 ‖Q‖s,(2,1) sup
z0∈Ω
∥∥f (1)f (2) − 1∥∥
s,(2,∞)
≤ CΩ,M,sτ−s/3(1 + ln τ) ≤ CΩ,M,sτ−s/4, (5.37)
since ln τ ≤ Csτ s/3−s/4.
We can combine all the terms now, namely those from equations (5.23),
(5.30) and (5.37). Remember the choice of τ = 1
2BΩ
ln d(Cq1, Cq2)
−1 and that
d(Cq1, Cq2) < e
−1. Note that ln a ≤ 1
b
ab for a, b > 0, so x1/2 ≤ Cs(ln 1x)−s/4
when 0 < x < e−1. Now
‖q1 − q2‖(2,∞) ≤ CΩ,M,s
(
τ−s/4 + d(Cq1, Cq2)e
BΩτ
)
= CΩ,M,s
(
(ln d(Cq1, Cq2)
−1)−s/4 + d(Cq1, Cq2)
1/2
)
≤ CΩ,M,s
(
ln d(Cq1, Cq2)
−1)−s/4 . (5.38)
What if d(Cq1, Cq2) ≥ min{e−1, e−2BΩτ0}? Then we would get directly
(ln d(Cq1, Cq2)
−1)−s/4 ≥ (lnmax{e, e2BΩτ0})−s/4, so
‖q1 − q2‖ ≤ 2M ≤ 2M
(lnmax{e, e2BΩτ0})−s/4
(
ln d(Cq1, Cq2)
−1)−s/4
= CΩ,M,s
(
ln d(Cq1, Cq2)
−1)−s/4 (5.39)
The boundedness of Ω implies that Lp(Ω) →֒ L(2,1)(Ω). Hence the claim is
true for potentials in Hs,p(Ω).
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Remark 5.3.3. If q1 and q2 would give well-posed direct problems as in defi-
nition 5.1.1, then theorem 5.2.4 shows that
‖q1 − q2‖ ≤ CΩ,M,s
(
ln d(Cq1, Cq2)
−1)−s/4 ≤ CΩ,M,s (ln ‖Λq1 − Λq2‖−1)−s/4 .
(5.40)
6 Future work
6.1 Function space properties of Hs,(p,q)(Ω) and W s,(p,q)(Ω)
In section 2 we showed that Hk,(p,q)(Rn) = W k,(p,q)(Rn) and commented on
the embedding Hk,(p,q)(Ω) →֒ W k,(p,q)(Ω). There is still these two very likely
equalities left to prove:
1. Hk,(p,q)(Ω) = W k,(p,q)(Ω)
2. (L(p,q)(Ω), H1,(p,q)(Ω))[s] = (L
(p,q)(Ω),W 1,(p,q)(Ω))[s] = H
s,(p,q)(Ω)
These would follow directly from the existence of a strong extension operator
mapping both E : L(p,q)(Ω)→ L(p,q)(Rn) and E : W k,(p,q)(Ω)→ W k,(p,q)(Rn).
Assume that such a map exists. Consider the restriction Rf = f|Ω. Now
R ◦ E = Id and
W k,(p,q)(Ω) W k,(p,q)(Ω)
W k,(p,q)(Rn)
=
Hk,(p,q)(Rn)
Hk,(p,q)(Ω)
E
Id
R
R
(6.1)
Hence Id = R ◦ E : W k,(p,q)(Ω) →֒ Hk,(p,q)(Ω), so they are the same space.
Moreover, since the operator E is a strong extension operator, the commu-
tative diagram is preserved in interpolation. Hence (L(p,q)(Ω),W 1,(p,q)(Ω))[s]
is a retract of Hs,(p,q)(Rn), and so the first space is a subspace of Hs,(p,q)(Ω).
The other direction follows by the definition of Hs,(p,q)(Ω), because it is the
smallest space X for which R : Hs,(p,q)(Rn)→ X.
After that these are some other things to consider: Sobolev embedding
theorems, trace theorems, and any other subject in most standard books on
Sobolev spaces.
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6.2 Doing it in W s,p
An earlier version of this manuscript [9] focused solely on potentials in
W s,p(Ω) with p > 2, s > 0. If we compare that text to this one, there
is a trade-off. In the old one we had simpler function spaces, but much
more parameters in the estimates. This is because of the boundary integral
operator
T : f 7→ 1
2π
∫
∂Ω
f(z′)
z − z′dσ(z
′). (6.2)
We couldn’t quite prove that it would map Lp(∂Ω)→ Lp(Ω) for 2 < p <∞.
We now know that it maps L1(∂Ω) → L(2,∞)(Ω) →֒ L1(Ω). Using Bloch
spaces and their relation to BMO(Ω), as in [34] or [42], we get
T : L∞(∂Ω)→ BMO(Ω). (6.3)
Hence the result would follow by an interpolation result like
(L1(Ω), BMO(Ω))[1/p] = L
p(Ω) or (L1(Ω), BMO(Ω))1/p,p = L
p(Ω).
(6.4)
The latter is true when Ω has a regular Vitali family. See [25], [43].
There seems to be an easier way however. Note that in 4.1.1, 4.1.5 and
4.1.10 we always studied operators of the form
a 7→ C (e−iτRχΩa) and f 7→ C
(
e−iτRχΩC (eiτRχΩqf)
)
. (6.5)
If we work in the conventional Sobolev spaces W 1,p, we have extension op-
erators E : W 1,p(Ω)→ W 1,pc (C). Hence we may take a smooth test-function
φ, which is constant on Ω, and consider the operators
a 7→ C (e−iτRφa) and f 7→ C (e−iτRφC (eiτRφEqf)) (6.6)
instead. We construct Bukhgeim’s solutions u = eiτ(z−z0)
2
f as before. They
won’t be solutions to the Schrödinger equation in the whole plane, but they
are so in every open set where φ ≡ 1. Calculating with those operators is
easier since there is no boundary terms when integrating by parts. See also
the next section.
6.3 Non-compactly supported potentials
An obvious question is whether we can do all the steps in the proof for
potentials supported on the whole domain R2. The first thing to do is to
show the existence and norm estimates for the oscillating solutions. One way
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to do that is to replace χΩ by a test function, integrate by parts as in the
proof of theorem 4.1.1, and then let it tend to the constant one pointwise.
If φ is a test function, we are able to prove∥∥C (eiτRφa∥∥
Lp(C)
≤ C(‖φ‖∞ +
∥∥∂φ∥∥
2
)τ−1/2(‖a‖p +
∥∥∂a∥∥
p∗), (6.7)
where 1
p∗ =
1
2
+ 1
p
and 2 < p < ∞. This is proven by taking χ ∈ C∞0 (C)
which is constant one near the origin and letting
h(z) =
1− χ(τ 1/2(z − z0))
z − z0 φ(z). (6.8)
Then proceed as in the proof of 4.1.1 and note that
‖φ− (z − z0)h‖2 + τ−1 ‖h‖∞ + τ−1
∥∥∂h∥∥
2
≤ τ−1/2. (6.9)
Letting φ→ 1 gives ∥∥C (eiτRa)∥∥
p
≤ Cτ−1/2(‖a‖p +
∥∥∂a∥∥
p∗). This in turn
implies∥∥C (eiτRC (e−iτRqf))∥∥
Lp(C)
≤ Cτ−1/2(∥∥C (e−iτRqf)∥∥
p
+
∥∥Π(e−iτRqf)∥∥
p∗)
≤ Cτ−1/2 ‖qf‖p∗ ≤ Cτ−1/2 ‖q‖L2(C) ‖f‖Lp(C) , (6.10)
since C : Lp
∗ → Lp and the Beurling operator ∂C is bounded on Lp∗ . For
the derivatives,∥∥∇C (eiτRC (e−iτRqf))∥∥
Lp(C)
≤ C ∥∥C (e−iτRqf)∥∥
Lp(C)
≤ Cτ−1/2(‖qf‖p +
∥∥f∂q∥∥
p∗ +
∥∥q∂f∥∥
p∗) ≤ Cτ−1/2
≤ Cτ−1/2(‖q‖p + ‖q‖2 +
∥∥∂q∥∥
2
)(‖f‖∞ + ‖f‖p +
∥∥∂f∥∥
p
)
≤ Cτ−1/2 ‖q‖W 1,2(C) ‖f‖W 1,p(C) (6.11)
because ∇C ∼= (Id,Π) : Lp → Lp and by Sobolev embedding. Thus we have
shown the existence of Bukhgeim’s oscillating solutions in the whole domain
if the potential is in L2 or W 1,2, with error term vanishing at a rate of τ−1/2
in Lp or W 1,p, respectively. This is not completely new, see for example [22,
ch. 3, 4].
We must handle the error term of the stationary phase integral next. The
space W 1,p is a Banach algebra, so our error term is∫
τeiτR(q1 − q2)rτ,z0dm(z) (6.12)
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where supz0 ‖r‖1,p ≤ Cτ−1/2. Take a suitable smooth function h cutting z0
off. Split the integral by writing 1 = (1 − (z − z0)h) + (z − z0)h. After
integrating the second term by parts and using Hölder’s inequality, we arrive
at ∣∣∣∣∫ τeiτR(q1 − q2)rdm∣∣∣∣ ≤ . . .
≤ (τ ‖1− (z − z0)h‖2 +
∥∥∂h∥∥
2
+ ‖h‖p∗′) ‖q1 − q2‖W 1,2 ‖r‖W 1,p
≤ τ 2p+2− 12 ‖q1 − q2‖W 1,2 −→ 0 (6.13)
as τ →∞. Here p∗′ is the Hölder conjugate of p∗.
Assume that the potentials have a bit more smoothness and integrability,
so that q̂j ∈ L1. Write Q = q1 − q2. We get
‖q1 − q2‖∞ ≤
∥∥∥∥Q− ∫
Ω
2τ
π
eiτRQdm
∥∥∥∥
∞
+
∥∥∥∥2τπ
∫
Ω
u(1)(q1 − q2)u(2)dm
∥∥∥∥
∞
+
∥∥∥∥2τπ
∫
Ω
eiτRQ(1− f1f2)dm
∥∥∥∥
∞
≤
∥∥∥∥(1− ei ξ2+ξ216τ )Q̂∥∥∥∥
1
+
∥∥∥∥2τπ
∫
Ω
u(1)(q1 − q2)u(2)dm
∥∥∥∥
∞
+ τ
2
p+2
− 1
2 ‖Q‖W 1,2
−→ lim
τ→∞
∥∥∥∥2τπ
∫
Ω
u(1)(q1 − q2)u(2)dm
∥∥∥∥
∞
(6.14)
as τ → ∞ by dominated convergence and the previous deductions on the
error term. Hence the inverse problem can be solved whenever qj ∈ W 1,2(C),
q̂j ∈ L1(C) and the measurements imply the orthogonality relation∫
u(1)(q1 − q2)u(2)dm = 0. (6.15)
Note that this does not follow from the equality of the corresponding scat-
tering amplitudes. That would contradict the existence of certain counterex-
amples in [21].
6.4 No smoothness
Since we have stability for q ∈ Hs,(2,1)(Ω) with any s > 0, it is tempting to
try to prove uniqueness for q ∈ L(2,1)(Ω). We basically have to estimate three
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terms, just like in the sketch of section 1.3:∥∥∥∥q1 − q2 − ∫
Ω
2τ
π
eiτR(q1 − q2)dm
∥∥∥∥ ,∥∥∥∥2τπ
∫
Ω
u(1)(q1 − q2)u(2)dm
∥∥∥∥ ,
and
∥∥∥∥2τπ
∫
Ω
eiτR(q1 − q2)(1− f1f2)dm
∥∥∥∥ . (6.16)
The first term is not a problem. We can use dominated convergence on the
Fourier-side to see that that term vanishes as τ grows. The second term
vanishes if we assume that Cq1 = Cq2.
There’s only the third term left. There are two choices. One is to try to
show that ‖1− f1f2‖ = o(τ−1), which seems unlikely. Maybe some numerical
simulations could shed a better light on this? The other option is to try to
study how f1f2 behaves with respect to z0, and see what kind of operator we
have here. If fj didn’t depend on z0, then it would be a convolution operator,
and we could show that the term vanishes using stationary phase. But there
is dependence, so something nontrivial has to be done.
Actually, the problem seems to have been solved after the writing of this
thesis. Imanuvilov and Yamamoto published the paper [27] in arXiv, and
it claims to show uniqueness for qj ∈ Lp(Ω), p > 2. They approximate
the potentials by smooth functions and use results for oscillatory integral
operators.
6.5 A reconstruction formula
There is a reconstruction formula by Bukhgeim in the last few lines of his
article [3]. The idea is as follows. We have
q(z0)←−
∫
Ω
2τ
π
eiτRq(z)dm(z) (6.17)
by stationary phase. Let u = eiτ(z−z0)
2
f be Bukhgeim’s oscillating solution
to ∆u+ qu = 0. Then eiτ(z−z0)
2
= u+ eiτ(z−z0)
2
(1− f), so
q(z0)←−
∫
Ω
2τ
π
eiτ(z−z0)
2
qu(z)dm(z) +
∫
Ω
2τ
π
eiτRq(1− f)(z)dm(z) (6.18)
The second term tends to zero according to theorem 3.2.1. Use the fact that
qu = −∆u = −4∂∂u and integrate by parts. Note that ∂eiτ(z−z0)2 = 0.
Hence
q(z0)←−
∫
∂Ω
4τ
π
η(z)eiτ(z−z0)
2
∂u(z)dσ(z) (6.19)
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After that, the idea is to reconstruct ∂u for Bukhgeim’s solutions when we
only know the boundary data. We haven’t used all degrees of freedom when
constructing u. This is because C is only a right inverse of ∂. We can always
add an analytic function, and it is completely determined by its boundary
values. Hence, we should look for ways to choose the analytic functions so
that we may set some boundary values of u independently of q, and observe
∂u.
According to [3], we may set Re u and Re ∂u, and observe Im u and Im ∂u.
This is because the real part of a complex analytic function determines its
imaginary part apart from a constant. In any case, this is just a theoreti-
cal tool for now. Any noise in the measurement of ∂u would get amplified
and oscillated exponentially. For a recent result with an explicit boundary
integral equation for u∂Ω, see [40].
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7 Calculations
Lemma 7.1. If c > 0 then the Fourier transform of t 7→ e−ct2/2 is the
mapping ξ 7→ 1√
c
e−ξ
2/(2c).
Proof. This is a direct calculation using Cauchy’s integral theorem. Let c > 0
and ξ ∈ R. Then
(
e−c
t2
2
)∧
(ξ) =
1√
2π
∫ ∞
−∞
e−c
t2
2
−iξtdt =
1√
2π
e−
ξ2
2c
∫ ∞
−∞
e
−
(√
c
2
t+ iξ
2
√
c/2
)2
dt
=
1
πc
e−
ξ2
2c
∫ ∞
−∞
e
−
(
s+ iξ
2
√
c/2
)2
ds =
1√
πc
e−
ξ2
2c
∫ ∞
−∞
e−u
2
du
=
1√
c
e−
ξ2
2c
(7.1)
by Cauchy’s integral theorem. This is justified because the function given by
z 7→ e−z2 is analytic and for any A ∈ R we have∣∣∣ ∫ s+iA
s
e−z
2
dz
∣∣∣ ≤ ∫ s+iA
s
|e−z2 |dσ(z) =
∫ s+iA
s
eA
2−s2dσ(z) = |A|eA2−s2 , (7.2)
which tends to zero when s −→ ∞ or s −→ −∞ along the real line.
Lemma 7.2. Let τ > 0 and define κτ : C→ C by κτ (z) = 2τπ eiτ(z
2+z2). It is
a tempered distribution and
κ̂τ (ξ) =
1
2π
e−i
ξ2+ξ
2
16τ . (7.3)
Proof. The function κτ is bounded and measurable so it is a tempered dis-
tribution. Let ϕ ∈ S (R) be a Schwartz test function. Note that by lemma
7.1 ∫
R
e−c
t2
2 ϕ̂(t)dt =
∫
R
1√
c
e−
ξ2
2cϕ(ξ)dξ. (7.4)
Let us choose a branch of the square root in the complex plane such that
arg
√
z ∈ ]−π
2
, π
2
]
. Now both sides of the previous equation are analytic
functions of c in the right half-plane Re(c) > 0. Hence they are equal also in
the whole right half-plane.
Let φ, ψ ∈ S (R) be two Schwartz test functions. By Fubini’s theorem
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and dominated convergence∫
C
eiτ(z
2+z2)
(
φ(ξ1)ψ(ξ2)
)∧
(z)dm(z) =
∫
R2
ei2τ(x
2−y2)φ̂(x)ψ̂(y)dm(x, y)
=
∫ ∞
−∞
ei2τx
2
φ̂(x)dx
∫ ∞
−∞
e−i2τy
2
ψ̂(y)dy
= lim
ǫ→0+
∫ ∞
−∞
e−(2ǫ−i4τ)
x2
2 φ̂(x)dx
∫ ∞
−∞
e−(2ǫ+i4τ)
y2
2 ψ̂(y)dy
= lim
ǫ→0+
1√
2ǫ− i4τ
∫ ∞
−∞
e−
ξ21
4ǫ−i8τ φ(ξ1)dξ1
1√
2ǫ+ i4τ
∫ ∞
−∞
e−
ξ22
4ǫ+i8τ ψ(ξ2)dξ2
=
1√
4τ
ei
π
4
τ 1√
4τ
e−i
π
4
τ
∫ ∞
−∞
e
ξ21−ξ22
i8τ φ(ξ1)ψ(ξ2)dm(ξ1, ξ2)
=
1
4τ
∫
C
e−i
ξ2+ξ
2
16τ φ(ξ1)ψ(ξ2)dm(ξ), (7.5)
so F
{
2τ
π
eiτ(z
2+z2)
}
(ξ) = 1
2π
e−i
ξ2+ξ
2
16τ .
Lemma 7.3. Let Ω ⊂ C be open, f : R+ → R+ non-increasing and ǫ ≥ 0.
Then ∫
Ω\B(0,ǫ)
f(|z|)dm(z) ≤
∫
{ǫ≤|z|≤
√
m(Ω)
π
+ǫ2}
f(|z|)dm(z). (7.6)
Proof. The idea is that the integral on the left-hand side is maximized when
Ω is an annulus around the ball.
Let r =
√
m(Ω)π−1 + ǫ2 denote the outer ra-
dius of this annulus. Write
Ωr = (Ω \B(0, ǫ)) \B(0, r),
Ω∩ = (Ω \B(0, ǫ)) ∩B(0, r),
Ar = B(0, r) \B(0, ǫ) \ Ω.
Note that
Ω
0
ǫ
r
Ωr
Ω∩
Ar
∂Ω
m(Ωr) = m(Ω \B(0, ǫ))−m(Ω∩) ≤ m(Ω)−m(Ω∩)
= m(B(0, r) \B(0, ǫ))−m(Ω∩)
= m(B(0, r) \B(0, ǫ) \ Ω∩) = m(Ar), (7.7)
and supΩr f(|z|) ≤ infAr f(|z|) because if z ∈ Ωr then |z| ≥ r, but it is smaller
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than r in Ar. Hence∫
Ω\B(0,ǫ)
f(|z|)dm(z) =
∫
Ω∩
f(|z|)dm(z) +
∫
Ωr
f(|z|)dm(z)
≤
∫
Ω∩
f(|z|)dm(z) +
∫
Ar
f(|z|)dm(z) =
∫
B(0,r)\B(0,ǫ)
f(|z|)dm(z). (7.8)
Lemma 7.4. Let Ω ⊂ C be a bounded Lipschitz domain, z0 ∈ C and τ > 0.
Then there exists h ∈ W 1,1(Ω) such that
τ ‖1− (z − z0)h‖L1(Ω) + ‖h‖W 1,1(Ω) ≤ 2π
(√
m(Ω)
π
+ 2 + ln+
√
m(Ω)τ
π
)
.
(7.9)
Proof. Write ǫ = τ−1/2. Define
H(z) =
{
1
z
, |z| > ǫ
|z|
ǫz
, |z| < ǫ . (7.10)
Note that H ∈ L1loc ⊂ D ′. A straightforward integration by parts against a
test function gives us
∂H(z) =
{
0 , |z| > ǫ
1
2ǫ|z| , |z| < ǫ
, ∂H(z) =
{
−1
z2
, |z| > ǫ
−|z|
2ǫz2
, |z| < ǫ . (7.11)
Let h(z) = H(z − z0). Now h ∈ W 1,1(Ω) because Ω is bounded. The rest
is straightforward calculations using lemma 7.3. We will show the hardest
case, namely ∂h. By the lemma, we have∫
Ω
∣∣∂H(z − z0)∣∣ dm(z) ≤ ∫
{|z|≤
√
m(Ω)
π
}
∣∣∂H(z)∣∣ dm(z)
= 2π
∫ √m(Ω)
π
0
∣∣∂H(r)∣∣ rdr = 2π ∫ ǫ
0
dr
2ǫ
+ 2π
∫ √m(Ω)
π
ǫ
dr
r
= π + 2π ln
√
m(Ω)
πǫ2
,
(7.12)
when ǫ <
√
m(Ω)
π
. When not, then the upper bound is just π. This justifies
ln+ in the estimate.
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To estimate the first term, it is enough to note that
1− zH(z) =
{
0 , |z| > ǫ
1− |z| ǫ−1 , |z| < ǫ (7.13)
and integrate over the ball B(z0, ǫ). This gives us
‖1− (z − z0)h‖L1(Ω) ≤ π3 ǫ2. (7.14)
Summing all the terms and estimating upwards a bit gives the estimate.
Remark 7.5. This works also for unbounded domains with finite measure.
Lemma 7.6. Let Ω ⊂ C be a bounded open set, z0 ∈ C and τ > 0. Write
Ωτ = Ω \B(z0, τ). Then∥∥(z − z0)−1∥∥L(2,1)(Ωτ ) ≤ 2√π ln(2m(Ω)πτ 2 + 1 +
√(2m(Ω)
πτ2
+ 1
)2 − 1),
∥∥(z − z0)−2∥∥L(2,1)(Ωτ ) ≤ 4√πτ−1 arctan
√
m(Ω)
πτ 2
.
(7.15)
Proof. We may assume that z0 = 0 by the translation invariance of L
(2,1) and
Ω 7→ m(Ω). First, calculate
m(|z|−a , λ) = m{z ∈ Ωτ | |z|−a > λ} = m{Ω \B(0, τ) ∩ B(0, λ−1/a)}
≤

0, λ−1/a ≤ τ ⇔ τ−a ≤ λ
π(λ−2/a − τ 2), τ < λ−1/a ≤
√
m(Ω)
π
+ τ 2 ⇔
√
m(Ω)
π
+ τ 2
−a
≤ λ < τ−a
m(Ω),
√
m(Ω)
π
+ τ 2 < λ−1/a ⇔ λ <
√
m(Ω)
π
+ τ 2
−a
(7.16)
then
( |z|−a )∗(s) = inf{λ | m(|z|−a , λ) ≤ s} =

τ−a, s = 0√
s
π
+ τ 2
−a
, 0 < s < m(Ω)
0, m(Ω) ≤ s
(7.17)
By Hölder’s inequality ‖f‖(2,1) ≤ 2 ‖f‖2,1 = 2
∫∞
0
s−1/2f ∗(s)ds, so
∥∥|z|−a∥∥
L(2,1)(Ωτ )
≤ 2
∫ ∞
0
s−1/2(|z|−a)∗(s)ds = 2
∫ m(Ω)
0
s−1/2
(
s
π
+ τ 2
)−a/2
ds.
(7.18)
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Case a = 1: We have D ln(x+
√
x2 − 1) = (x2−1)−1/2 for x > 1. Use the
change of variables u = 2s
πτ2
+ 1 to get
∫ m(Ω)
0
s−1/2
(
s
π
+ τ 2
)−1/2
ds =
√
π
2
πτ 2
∫ m(Ω)
0
ds√
( 2s
πτ2
+ 1)2 − 1
=
√
π
∫ 2m(Ω)
πτ2
+1
1
du√
u2 − 1 =
√
π ln
(2m(Ω)
πτ 2
+ 1 +
√(2m(Ω)
πτ2
+ 1
)2 − 1).
(7.19)
Case a = 2: Use D arctan v = (v2 + 1)−1 with the change of variables
v = u√
πτ
and u = s1/2. Then
∫ m(Ω)
0
s−1/2
(
s
π
+τ 2
)−1
ds = 2π
∫ √m(Ω)
0
du
u2 + πτ 2
= 2π
∫ √m(Ω)
πτ2
0
√
πτdv
πτ 2(v2 + 1)
= 2
√
πτ−1
∫ √m(Ω)
πτ2
0
dv
v2 + 1
= 2
√
πτ−1 arctan
√
m(Ω)
πτ 2
. (7.20)
Lemma 7.7. Let Ω ⊂ Rn be a bounded Lipschitz domain. Write
∂Ωε = {x ∈ Ω | d(x, ∂Ω) < ε}. (7.21)
Then there is CΩ <∞ such that
m(∂Ωε) ≤ CΩε (7.22)
for any ε ≥ 0.
Proof. Let {Uj} be a finite open cover of ∂Ω such that each Uj is a cube
and there exists Lipschitz functions fj and orthonormal coordinate systems
(ζj,1, . . . , ζj,n) in Uj such that
Uj = {ζj | −sj < ζj,k < sj for all k}
Ω ∩ Uj = {ζj | ζj,n < f(ζj,1, . . . , ζj,n−1)}.
(7.23)
The existence of such an atlas follows by first taking an arbitrary open cover,
the functions fj and the coordinate axes, which are all given by the definition
of a Lipschitz domain. Then cover each point in Ω∩Uj by a properly oriented
cube K ⊂ Uj. The compactness of Ω implies the rest.
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From now on we will write xˇ = (x1, . . . , xn−1) for x ∈ Rn. Using the given
coordinate systems we will see that
∂Ωε ∩ Uj = {ζj | inf
ξˇj
∣∣(ξˇj, fj(ξˇj))− ζj∣∣ < ε}
⊂ {ζj |
∣∣(ζˇj , fj(ζˇj))− ζj∣∣ < (M + 1)ε}, (7.24)
where M = max ‖fj‖C0,1 . This is true because of the following reasoning: if
ζj ∈ ∂Ωε ∩ Uj then there is ξj ∈ ∂Ω ∩ Uj such that |ζj − ξj| < ε, and∣∣(ζˇj, fj(ζˇj))− ζj∣∣ ≤ ∣∣ζj − (ζˇj, ξj,n)∣∣ + ∣∣(ζˇj, ξj,n)− (ζˇj, fj(ζˇj))∣∣
= |ζj,n − ξj,n|+
∣∣ξj,n − fj(ζˇj)∣∣ ≤ |ζj − ξj|+ ∣∣f(ξˇj)− fj(ζˇj)∣∣
≤ (1 +M) |ζj − ξj| ≤ (1 +M)ε (7.25)
because ξj ∈ ∂Ω ∩ Uj implies ξj,n = f(ξˇj).
We are almost done. Let ε0 > 0 be such that ∂Ωε ⊂ ∪Uj if 0 < ε < ε0.
If ε ≥ ε0, then m(∂Ωε) ≤ m(Ω) ≤ m(Ω)ε0 ε. The constant in front depends
only on Ω since the choice of the atlas doesn’t depend on ε. Hence we may
assume that ∂Ωε ⊂ ∪Uj .
Now
m(∂Ωε ∩ Uj) ≤ m{ζj |
∣∣fj(ζˇj)− ζj,n∣∣ < (M + 1)ε}
≤ m{ζj | −sj < ζj,k < sj for all k 6= n, and
∣∣fj(ζˇj)− ζj,n∣∣ < (M + 1)ε}
= (2sj)
n−1(M + 1)ε. (7.26)
The cover is finite, so summing all the pieces gives m(∂Ωε) ≤ CΩε.
Lemma 7.8. Let Ω ⊂ C be bounded and Lipshitz. Then there is CΩ < ∞
such that for all z0 ∈ C and ǫ, δ > 0 there exists h ∈ C∞0 (Ω) with
‖1− (z − z0)h‖L(2,1)(Ω) ≤ CΩ
√
δ2 + ǫ,
‖h‖L∞(Ω) ≤ δ−1,∥∥∂h∥∥
L(2,1)(Ω)
≤ CΩ
(
ǫ−1 ln
(
1 + CΩǫδ
−2 +
√
(1 + CΩǫδ−2)2 − 1
)
+ δ−1
)
,
(7.27)
Remark 7.9. ǫ describes how close the support of h is to ∂Ω, while δ tells
how close it is to z0.
Proof. Let φ ∈ C∞0 (C) be such that supp φ ⊂ B(0, 1), 0 ≤ φ,
∫
φ = 1.
Denote
χǫ = χ{z∈Ω|d(z,∂Ω)>2ǫ} ∗ φǫ
χδ = χC\B(z0,2δ) ∗ φδ,
(7.28)
56
where φa(z) = a
−2φ(z/a). It is clear that χǫ ∈ C∞0 (Ω), χδ ∈ C∞(C), 0 ≤
χǫ, χ
δ ≤ 1,
χǫ(z) = 0 if d(z, ∂Ω) < ǫ, χ
δ(z) = 0 if |z − z0| < δ
χǫ(z) = 1 if d(z, ∂Ω) > 3ǫ, χ
δ(z) = 1 if |z − z0| > 3δ
(7.29)
and
|∂jχǫ(z)| =
∣∣∣∣∂j ∫{z∈Ω|d(z,∂Ω)>2ǫ}ǫ−2φ( z−z′ǫ )dm(z′)
∣∣∣∣ = ∣∣∣∣ǫ−1 ∫{z∈Ω|d(z,∂Ω)>2ǫ}ǫ−2(∂jφ)( z−z′ǫ )dm(z′)
∣∣∣∣
≤ ǫ−1
∫
C
|∂jφ| (w)dm(w) = ǫ−1 ‖∂jφ‖1 . (7.30)
Similarly,
∣∣∂jχδ(z)∣∣ ≤ δ−1 ‖∂jφ‖1. Finally, set
h(z) =
χǫ(z)χ
δ(z)
z − z0 . (7.31)
This is a compactly supported test function in Ω because z0 /∈ suppχδ and
χǫ ∈ C∞0 (Ω). The estimate for ‖h‖∞ comes directly from the support of χδ.
For the first estimate, note that if A ⊂ C is measurable, then ‖χA‖(p,q) =(
p
q
+ p
q(p−1)
)1/q(
m(A)
)1/p
for p > 1, q <∞. Hence we have
‖1− (z − z0)h‖L(2,1)(Ω) =
∥∥1− χǫχδ∥∥(2,1) = ∥∥χ{|z−z0|<3δ or d(z,∂Ω)<3ǫ}∥∥(2,1)
≤ 4
√
m{|z − z0| < 3δ or d(z, ∂Ω) < 3ǫ} ≤ 4
√
9πδ2 +m(∂Ω3ǫ)
≤ CΩ
√
δ2 + ǫ (7.32)
by lemma 7.7.
Note that ‖fg‖(2,1) ≤ ‖f‖(2,1) ‖g‖∞. Use the estimates for ∂jχǫ and ∂jχδ,
and keep track of the sets where χǫ, χ
δ are constants to get
∥∥∂h∥∥
L(2,1)(Ω)
≤
∥∥∥∥ χδz − z0∂χǫ
∥∥∥∥
(2,1)
+
∥∥∥∥ χǫz − z0∂χδ
∥∥∥∥
(2,1)
+
∥∥∥∥ χǫχδ(z − z0)2
∥∥∥∥
(2,1)
≤
∥∥∥∥ 1z − z0
∥∥∥∥
L(2,1)(∂Ω3ǫ\B(z0,δ))
ǫ−1
∥∥∂φ∥∥
1
+
∥∥∥∥ 1z − z0
∥∥∥∥
L(2,1)(B(z0,3δ)\B(z0 ,δ))
δ−1
∥∥∂φ∥∥
1
+
∥∥∥∥ 1(z − z0)2
∥∥∥∥
L(2,1)(Ω\B(z0,δ))
(7.33)
Again, by lemma 7.7, we have m(∂Ω3ǫ) ≤ CΩǫ, and m(B(z0, 3ǫ) \B(z0, ǫ)) =
8πδ2. The rest follows directly from lemma 7.6.
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Corollary 7.10. Let Ω ⊂ C be a bounded Lipschitz domain. Then, for every
τ ≥ 1 and z0 ∈ C, there exists h ∈ C∞0 (Ω) such that
τ ‖1− (z − z0)h(z)‖L(2,1)(Ω) + ‖h‖L∞(Ω) +
∥∥∂h∥∥
L(2,1)(Ω)
≤ CΩτ 2/3, (7.34)
where CΩ does not depend on τ or z0.
Proof. Take h as in lemma 7.8, and choose ǫ = δ2 = τ−2/3. This gives us
CΩ(τ
2/3 + τ 1/3) ≤ 2CΩτ 2/3 (7.35)
for the right-hand side.
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Index of Notation
(A0, A1)[θ]; interpolation space, 10
BC(X,A); bounded continuous functions, 16
C ,C ; Cauchy operators, 21
Cq; boundary data, 38
d(Cq1, Cq2) distance between boundary data, 39
∂Ωε; ε-neighborhood of ∂Ω, 55
η; complex normal vector, 22
F (A), 10
f ∗(s); non-increasing rearrangement, 6
f ∗∗(t), 7
Hs,(p,q); Lorentz-Bessel potential space, 18
Λq; Dirichlet-Neumann map, 37
Lp,q, L(p,q); Lorentz spaces, 6
L(p,q)(Rn, ls2), 19
Lp∗; weak Lp-spaces, 7
m(f, λ); distribution function, 6
Ms(Ω), 32
‖Λq1 − Λq2‖, 38
ν; normal vector, 22
Π,Π, ∂C , ∂C ; Beurling operator, 22
Q; q1 − q2, 41
R; the phase function (z − z0)2 + (z − z0)2, 25, 28
τ0; minimum value of τ , 42
Tr; trace mapping, 36
W/W0,W
1,2/W 1,20 ; quotient space, 36
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Index of Subjects
Alessandrini’s identity, 2, 39, 40
Banach couple, 10, 11, 12
Banach’s fixed point theorem, 34
Beurling operator, 22, 47
boundary data, 1, 4, 38, 39
boundary integral equation, 50
boundary term, 22
Carleman estimate, 5, 28, 30, 32, 34
Cauchy data, see boundary data
Cauchy operator, 21
compatible, 10
complex Gaussian, 51
counterexamples, 40, 48
cut-off function, 53, 56
Dirichlet-Neumann map, 4, 36, 37,
see also boundary data
distribution function, 6
ε-neighborhood, 55
equation
conductivity, 2
Schrödinger, 4
error term estimate, 26, 44
extension operator, 34, 45
functions
countably valued, 8, 15
simple, 6, 13
strongly measurable, 6
Green’s formula, see integration by
parts
Hadamard’s criteria, 36
ill-posed, see counterexamples
integration by parts, 4, 22, 28, 39
interpolation
A-valued Lorentz spaces, 12
complex, 10
Lorentz-Bessel spaces Hs,(p,q), 20
multilinear operators, 11
inverse problem
Calderón, 2
Gel’fand-Calderón, 1
solution, 41
Lp potential, see non-smooth
potential
mean value inequality, 24
Mihlin multiplier theorem, 19, 20
Minkowski’s integral inequality, 8
non-increasing rearrangement, 6
non-smooth potential, 3, 49
orthogonality relation, see
Alessandrini’s identity
Phragmén-Lindelöf principle, 11
Poisson kernel, 14
reconstruction, 3, 49
retract, 19
solutions
Bukhgeim’s, 4, 34, 42
whole domain, 47
complex geometric optics, 2
spaces
bounded continuous functions,
16
complex interpolation, 10
Lorentz, 6
Lorentz-Bessel potential, 18
Lorentz-Sobolev, 16
weak-Lp, 7
stability, see inverse problem
solution
stationary phase, 4, 25, 41, 49
three lines theorem, 12
trace mapping, 36
well-posed problem, 37
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