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ABSTRACT
Inertial sensors based on matter-wave interferometry are currently approach-
ing the precision and accuracy of state-of-the-art classical sensors. While
these devices are often realised with ultracold but not Bose-condensed atoms
as matter waves, employing Bose-Einstein Condensates (BECs) promises to
overcome certain limitations, especially those related to the ensemble’s ex-
pansion. The point-source like character of BECs also enables utilising spa-
tial interference patterns to measure e.g. rotation rates in single-shot exper-
iments. Matter wave-based inertial sensors are considered for experiments
ranging from Gravitational Wave detection to tests of the Universality of
Free Fall (UFF) to gain insight into the joint between Quantum Mechanics
and General Relativity.
In the scope of this thesis, matter-wave interferometry with BECs was
demonstrated for the first time in a microgravity environment with the
QUANTUS-1 apparatus. The same instrument was then employed as a quan-
tum tiltmeter utilising a novel beam-splitting mechanism known as Bragg
Double Diffraction. To this end, the QUANTUS-1 apparatus designed as a BEC
instrument to be operated in the drop tower at ZARM at University of Bremen
was equipped with optics and laser systems required for performing matter-
wave interferometry based on Bragg Diffraction. The apparatus employs
an atom chip to create BECs of around 10 000 Rubidium 87 atoms within
15 s. With a Mach-Zehnder like interferometer scheme, spatial interference
fringes were observed after a free evolution time in the interferometer of
up to 677ms. To achieve these long time scales, a method known as Delta-
Kick Collimation (DKC) was adapted to slow the expansion of the BEC to a
kinetic energy equivalent below 1nK, and the atoms were transferred to a
non-magnetic Zeeman state via an adiabatic rapid passage (ARP). A similar
interferometer scheme with a newly developed beam-splitter mechanism
known as Bragg Double Diffraction was used to measure the tilt of the in-
strument on ground with a precision of up to 4.4 µrad.
This thesis presents an overview of the apparatus including ground-based
characterisations of all required experimental steps. Results from over 400
free fall experiments are evaluated for expansion studies of the BEC and
matter-wave interferometry in microgravity. The time-evolution of first and
second order Bragg Double Diffraction beam splitters is studied, and an
interferometer sensitive to the tilt of the instrument is implemented.
Based on this work, a gravimeter with a new launch mechanism compris-
ing Bragg beam splitters and Bloch oscillations to enable atomic fountains
in atom-chip based devices was developed. The microgravity experiments
were adapted for the MAIUS-1 sounding-rocket instrument to create the first
man-made BEC in outer space and study the feasibility of operating matter-
wave interferometers on space-borne platforms.
The results of this thesis lay the groundwork for future space-borne mis-
sions using matter-wave interferometry for precision measurements of iner-
tial forces.
keywords : atom interferometry, Bose-Einstein condensate, matter-wave in-
terferometry, gravimeter, tiltmeter, space, interference, microgravity
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1
THE SECOND QUANTUM REVOLUT ION
With the invention of laser cooling in the late 1970s a new era for ex-
periments on cold atomic ensembles began [1–3]. For the first time it
was possible to cool gases far below their classical condensation point
and study them at velocities of merely a few centimetres per second
instead of hundreds of meters per second [4–6]. Cooling atoms to
a few µK not only allowed for the more accurate determination of
their atomic spectra, but also greatly benefited e.g. the advancement
of atomic clocks [7–11]. Soon afterwards, first proposals were made
to recreate experiments conducted with neutron interferometers with
neutral, ultracold atoms scattered on diffraction gratings called Opti-
cal Lattices created by counter-propagating laser beams [12–17]. This
eventually lead to the first Atom Interferometer used as an inertial sen-
sor, measuring the local gravitational acceleration of the earth by in-
terfering clouds of ultracold atoms in a scheme reflecting that of the
Mach-Zehnder light interferometer [17–19].
Combining laser cooling with evaporative cooling from magnetic
traps, the first BEC1 was created in the laboratory in 1995, a unique
state of matter that had been theoretically described in 1924 by Albert
Einstein and Satyendra Nath Bose [20–24]. Such a BEC can be seen as
the matter-wave analogue of the optical laser and is of equal impor-
tance for understanding and testing the core concepts of QM2. While
the consequences of Bose-Einstein Condensation had been observed
before in superfluids and superconductors [25–28], a dilute gas of a
few thousand individual atoms condensed to the same quantum me-
chanical state represented a crucial breakthrough: In a BEC, all the
atoms lose their individuality and can be described as one macro-
scopic quantum object. Thus, a novel and unique model system was
available to demonstrate and test the peculiarities of QM on a new
level. By loading BECs into multiple sites on optical lattices, model
systems for condensed matter can be created and studied in perfect
conditions, where e.g. defects on lattice sites could be enabled and dis-
abled on purpose [29, 30]. Quantum Computers have received a lot
of attention lately, and corporations such as Google and IBM claim to
reach Quantum Supremacy3 within 2019 with systems based on super-
conducting qubits [31, 32]. BECs could be advantageous in this field,
since collective states of a condensate could act as qubits [33–35]. So,
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within only a few years, BECs became a staple in quantum optical
laboratories, and e.g. the observation of spatial fringes in the inter-
ference pattern of two condensates gave a new meaning to the term
Matter-Wave Optics [36].
Nowadays, sensors utilising ultracold atoms and the techniques
associated with their creation are on the verge of surpassing clas-
sical sensors in sensitivity and even entering mass market applica-
tions. Optical lattice clocks have already surpassed microwave atomic
clocks in accuracy and stability and are bound to become the new
standard for the definition of time [37]. BECs have the potential to im-
prove such sensors even further thanks to their coherence and ultra-
low energy scale.
In this chapter, the reader is introduced to the realm of inertial
sensors based on Matter-Wave Optics. These devices measure iner-
tial forces by manipulating and interfering matter waves with laser
pulses and promise to improve measurements of e.g. Earth’s gravita-
tional field or Newton’s gravitational constant or enable a Quantum
IMU1 to be used for positioning systems [38–41]. They also open up
a new realm of tests of the interplay between QM and GR2, ranging
from tests of the UFF3 and WEP4 to observation of gravitational waves
in currently inaccessible frequency ranges [42–45]. Because the fields
of research utilising Matter-Wave Optics are far too many to cover in
the introduction of a Ph.D. thesis, the focus is limited to the fields ad-
dressed in later chapters. These are focused on interferometric inertial
sensing with BECs with a special interest in the feasibility of testing
the UFF in space.
The era of the lasers and transistors entering every day life has
often been described as the Quantum Revolution. It can be expected
that sensors and other devices based on quantum mechanical effects
will have a comparable impact, thus we are currently experiencing
the beginning of the Second Quantum Revolution.
1.1 inertial sensors based on matter-wave optics
Lasers have allowed for a multitude of precision measurements based
on interferometry thanks to their immense coherence length, mode
quality and diffraction limited expansion. Surface structures can be
resolved by superimposing the reflection of a laser beam at the sur-
face with a reference beam and observing the interference pattern.
Distances can be tracked by LIDAR5 using a coherent detection mech-
anism based on the travel time of short laser pulses. The de facto stan-
dard for portable absolute gravimetry is a Michelson interferometer
where one mirror falls freely, and the reflected beam is interfered with
a reference beam [46]. Most aircraft are equipped with a fibre optic
gyroscope which measures rotations via the Sagnac effect. In 2017, the
Nobel Prize in physics was awarded for the first direct observation of
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gravitational waves with LIGO1, a large Michelson interferometer in
its core [47, 48].
The method in these measurements is always the same: Split a laser
beam into two paths and overlap them again at some point. The inter-
ference pattern then encodes differences between both optical paths.
To create inertial sensors from clouds of ultracold atoms, the same
principal is used, but with interchanging the roles of light and mat-
ter. Instead of manipulating laser beams with condensed matter, the
atoms are manipulated by laser beams.
1.1.1 Putting the "Optics" in "Matter-Wave Optics"
Using optical lattices created by counter-propagating laser beams,
beam splitters and mirrors for atoms can be implemented by cou-
pling different momentum states [16, 49, 50]. To this end, atoms are
subjected to a slowly moving lattice formed by lasers close to an opti-
cal transition. If the lattice’s velocity matches the atoms’ recoil velocity
for that specific transition, momentum is transferred from the lattice
to the atom, which ends up in a superposition between two momen-
tum states. This process can be described by the the same formalism
as diffraction of electrons at a crystal and is thus referred to as Bragg
diffraction2. By tuning the interaction between lattice and atom, the
probability amplitudes of the momentum states can be controlled.
Another addition to the toolbox for Matter-Wave Optics is a lens
for atomic clouds, that can vastly slow their expansion. This allows
for the collimation of an expanding ensemble of atoms, which turns
out to be of particular importance for precision measurements with
matter-wave sensors, as we will learn later on.
1.1.2 Daring Einstein
With these tools, the topologies used for laser interferometers can be
adopted to implement matter-wave interferometers3: A cloud of atoms
is split with a laser pulse, both parts evolve along different trajecto-
ries until they are eventually recombined and mixed by another laser
pulse [16, 17, 51–54]. Again, an interference pattern arises which is
determined by the phases acquired by the clouds along their paths
[55]. This can be used to create e.g. accelerometers, gyroscopes and
tiltmeters.
Figure 1.1 shows this scheme, where a cloud of atoms depicted as a
blue circle is prepared at rest at t0. Red wiggled lines represent three
laser pulses, where a slowly moving optical lattice with wave vector
k is switched on for a short time and couples different momentum
states of the atoms. The first pulse at t = 0 acts as a beam splitter and
creates a superposition between the original state |p〉 and a moving
state |p+ h¯k〉 with equal probability amplitudes4. The second pulse
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is a mirror pulse interchanging the momentum states’ population at
t = T. With a third pulse at t = 2T in beam-splitter configuration
again, the states are mixed and two output ports arise. At t = tdet, the
atom numbers N0 and N1 in both ports are measured. Without any
acceleration a = 0 present, the atoms would follow the dashed trajec-
tories, and all the atoms initially entering the interferometer would
end up in port 0, i.e. N1 = 0.
t0 0 T 2T tdet
Time
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Figure 1.1: Schematic of a Mach-Zehnder type atom interferometer. A cloud of
atoms depicted as a blue circle is prepared at rest at t0. Red wiggled lines represent
three laser pulses acting as beam splitters and mirrors. Dashed lines represent the
atoms’ trajectories for a = 0, solid black lines show the paths for a = 0. Depending
on a, the atom numbers N0 and N1 in the output ports vary. A similar effect arises if
the laser beams rotate in the paper plane between t = 0 and t = 2T.
With a finite acceleration a = 0, the atoms fall on parabolic trajec-
tories and interact with the laser beams at different positions. The
position-dependent laser phase is imprinted on the atoms and leads
to a modulation of the atom numbers in the output ports depending
on a [17]:
N1
N0 + N1
=
1
2
− c
2
cos
(
kaT2
)
. (1.1)
The contrast c is determined, among other influences, by the momen-
tum spread of the atomic cloud and the fidelity of the beam splitters
[56]. Thus, if the lattice’s wave vector k and the interrogation time
T are known, the relative population in the output ports allows the
determination of amod 2pi. By scanning T, the complete value of a
can be recovered [57, 58]. As a special case, this can be used to mea-
sure Earth’s gravitational acceleration g, thus creating a matter-wave
gravimeter.
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Carrying out the same experiment with two different atomic species
A and B to measure their respective gravitational accelerations gA
and gB allows the determination of the Eötvös ratio [44]
ηA,B ≡ 2gA − gBgA + gB . (1.2)
A value ηA,B ̸= 0 would contradict the UFF and thus violate the WEP,
which is a cornerstone of GR.
Similarly, rotations can be measured due to the Sagnac effect [59]
N1
N0 + N1
=
1
2
− c
2
cos
4pimAΩ
h
(1.3)
with the mass m of one atom, the Planck constant h, an enclosed area
of A and a rotation in the plane of the interferometer of Ω. Because
the atoms separate with a velocity of vrec = h¯km , the enclosed area is
given by A = v0vrecT2 where v0 is the incident velocity of the atoms
perpendicular to the laser beams in the plane of rotation. With this,
we get the relation
N1
N0 + N1
=
1
2
− c
2
cos
(
2kv0T2Ω
)
. (1.4)
If the acceleration a varies between measurements, the phase φ =
kaT2 changes and a change in N0 and N1 is observed. As can be seen
from (1.1), this change is most prominent for φ = pi2mwith m ∈N, the
points with maximum slope. For small variations ∆φ at these points,
we can approximate
∆φ =
2
c
∆n (1.5)
with n = N1/(N0 + N1) ≈ 0.5. Due to the statistical nature of QM,
measuring the atom number is essentially a Poissonian process and
thus limited by shot noise1. Thus, the error in estimating an atom
number M is 1/
√
M [60]. As we have assumed N0 ≈ N1, ∆n =
1/
√
4N can be shown with N = N0 + N1 [61] and we can give a
lower bound for the phase uncertainty as
∆φ =
1
c
√
N
. (1.6)
The change ∆a is amplified by a factor kT2, allowing for observation
of smaller variations in awith increasing T or k. Longer interrogations
times T can thus drastically increase the interferometer’s sensitivity.
This gain can however be absorbed by processes decreasing N or c
with increasing time T. To estimate the achievable contrast at a given
T, an additional phase shift δφ can be introduced by changing the
laser phase before the last pulse. This way the population varies with
n =
1
2
− c
2
cos (φ+ δφ) (1.7)
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and c can be determined.
Current matter-wave gravimeters mostly use ultracold but not Bose-
condensed atoms1. These clouds are cooled by a MOT2 and optical mo-
lasses to a few µK and allow interrogation times of a few hundred
milliseconds [62–65]. With these setups, an accuracy on the level of
4× 10−8ms−2 with a sensitivity below 1× 10−7ms−2Hz−1/2 can be
reached [38, 66–68].
However, even these clouds of ultracold atoms still expand and be-
come too dilute to be detected after a certain time. The atomic cloud’s
expansion not only limits the detection after longer times but also in-
troduces systematic errors due to wave front distortions of the laser
beams and spatial variations of laser intensity. If the laser phase varies
over the cloud’s size, a position-dependent phase is imprinted on the
cloud which reduces the contrast c in the interference pattern [56, 69].
To tackle these effects, the BECs have been identified as suitable
replacements for thermal atoms as matter waves [70]. BECs can be
prepared in extremely shallow traps, which leads to a considerably
slower expansion than for laser cold atoms. Together with the possi-
bility to prepare BECs with extreme precision, this promises a bright
future for BEC-based atom interferometers in certain areas. Systematic
errors induced by the high density in BECs were often considered too
big for precision measurements [71, 72], but recent years have seen
big advances in countering these effects, some of which are presented
in this thesis. Furthermore, the higher complexity of BEC instruments
as well as the lower atomic flux3 were considered not worth the ef-
fort. However, with the advance of instruments based on atom chips,
the complexity decreased considerably while providing an increased
atomic flux at the same time [73–77].
Compared to classical sensors using macroscopic test masses, sen-
sors based on matter waves have advantages on many levels. First,
clouds of up to a few million atoms can be controlled and manipu-
lated on levels not accessible to sensors using macroscopic test masses.
This particularly regards the initial velocity and the congruency of
the test masses’ centres. Manufacturing imperfections and limitations
pose another big challenge in classical sensors, which does not apply
to cold atoms. Their smallness also reduces many effects related to
test mass size, e.g. gravity gradients and tidal forces. By employing
different interferometer topologies, certain systematic effects can be
quantified using the same apparatus that performs the measurements
later on. BECs offer the possibility to facilitate squeezing to overcome
shot-noise, which limits the sensitivity of an atom interferometer op-
erated with a certain number of atoms N [56, 78]. Due to their point-
source like nature, BECs enable the utilisation of spatial features in
the interference pattern, which has been exploited for this thesis to
measure rotation rates of the instrument in a single experimental run
[36, 79]. Maybe the most important point is, that testing the WEP with
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quantum matter provides a complementary way of tackling one of
physics’ most intriguing challenges today: The inconsistency of QM
and GR. While both theories are perfectly valid in their respective
regime, they have withstood any unification attempt so far. Some the-
ories propose a violation of the WEP in the quantum regime, making
such tests all the more fascinating [43].
1.1.3 Field Applications
Inertial sensors based on atom interferometry are starting to leave the
confined space of quantum optical laboratories and enter real world
scenarios.
Bringing these instruments from perfectly defined laboratory con-
ditions to the rough outside world requires tremendous engineering
efforts. Lasers are highly susceptible to changes in ambient tempera-
ture while vibrations and shocks pose a threat to optics and vacuum
systems.
Nonetheless, atom interferometers have already been implemented
in devices easily transportable in a van [80, 81] and have even been
operated to measure gravity in dynamic environments. Most recently,
a matter-wave gravimeter using thermal 87Rb atoms has been op-
erated on a ship and was able to demonstrate a precision below
1× 10−5ms−2 [82].
With transportable devices, lots of new applications arise for atom
interferometers. Accelerometers can be used to discover natural re-
sources such as water due to density fluctuations by mapping local
gravity. Tiltmeters or gyroscopes could monitor or detect tectonic ac-
tivities, e.g. due to volcanoes.
One advantage of quantum optical gravimeters is their ability to
perform absolute measurements of local gravity. Classical absolute
sensors to monitor gravitational are not equipped to operate continu-
ously due to moving mechanical parts. Available relative sensors do
not suffer from this, but need calibration at a position with known
gravity and only yield deviations from this value. Matter-wave in-
terferometers on the other hand provide an absolute measurement
reducing the need for time consuming calibration and do not experi-
ence mechanical wear [38, 83–85].
Operating atom interferometers in dynamic environments also
opens up the possibility to track the position of naval or airborne
vehicles by inertial measurement units based on atom interferometry.
Nowadays, those units are based on optical interferometers and piezo-
electricity, but quantum optical sensors could increase their sensitiv-
ity and allow more accurate navigation without relying on external
or slow systems such as GPS.
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1.1.4 Boldly go where no atom interferometer has gone before
With the possibility to make devices transportable comes the impulse
to send them to space1 [87]. Launching sensors based on matter-
wave optics into orbit brings new possibilities for geodesy and fun-
damental physics as well. Classical sensors have been used to map
Earth’s surface from satellites for decades, with the two missions
GOCE2 and GRACE3 creating a map of Earth’s gravitational field [88–
94]. These measurements are essential to understand the dynamics
in our planet’s core and provide valuable insight into ocean currents
and anomalies in the gravitational field. In future missions, matter-
wave sensors could complement or even replace the existing classical
instruments [95, 96].
But space also provides the unique property of extended periods
of weightlessness. This enables a lot of experiments not possible in a
ground based lab due to gravity. As we have seen in 1.1.2, the sen-
sitivity of atom interferometers scales with the interrogation time T
squared. In space, test bodies can maintain their relative positions
almost indefinitely, provided their velocity and position can be con-
trolled with sufficient precision. This has recently allowed for the best
test of the WEP to date on the MICROSCOPE satellite, which uses
two classical test masses to measure their differential acceleration [97,
98]. The mission targets a confirmation of the WEP at the level of
η = 1× 10−15 and has already shown a confirmation at the level of
η = 1× 10−14 [99]. Assuming sufficient control over the atoms’ initial
state in an atom interferometer an increase in sensitivity by three or-
ders of magnitude on a satellite-borne atom interferometer has been
projected [100].
In addition, the absence of gravitational pull on the atoms allows
the study of many model systems to gain a better understanding of
quantum mechanics [101]. Unique trap geometries can be realised
to create e.g. spherical, shell-like clouds of atoms [102, 103]. Using
shaped optical potentials, e.g. a perfect box potential could be cre-
ated to observe some of the most fundamental states of quantum
mechanical systems [104].
1.1.5 Testing fundamental physics
Fortunately, atom interferometers do not need to be operated in space
to promise new possibilities for tests of fundamental physical laws.
In addition to experiments acting at the very boundary between
QM and GR, there are many more interesting fields to study with the
same or similar methods. Atom interferometers have been used to
determine the fine structure constant [105] or Newton’s gravitational
constant G [39, 106]
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Several aspects of Quantum Mechanics not yet understood can
be tested with ultracold atoms. One of those areas is the crossover
from QM to Classical Mechanics, i.e. the search for the border be-
tween those two realms. BECs come to mind as test objects here due
to their macroscopic properties despite being pure quantum objects
[107–110].
Another interesting topic is the linearity of quantum mechanics
or rather the possibility of intrinsic non-linear behaviour. Quantum
superposition of multiple states as created by a beam-splitter pulse
in an interferometer could be used to look for non-linear behaviour
by manipulating atoms on one way through the interferometer [107,
111].
Going from micro- to macroscopic scales, atom interferometers
could also prove useful as sensors for gravitational waves, where they
might enable the detection of wavelengths and thus sources not acces-
sible to large laser interferometers [112].
1.2 scope of this thesis
In this thesis, the first realisation of an atom interferometer using BECs
operated in microgravity and the application of the same device as
a quantum tiltmeter are presented. Both these topics mark important
stepping stones on the way to space-borne atom interferometers and
compact precision sensors on ground.
Microgravity experiments were conducted in the drop tower of the
ZARM1 in Bremen. In 2007, the first BEC in microgravity was created
with the QUANTUS-12 apparatus, which has since been equipped with
the capability to conduct atom interferometry and was used for all
experiments presented in this thesis [113]. QUANTUS-1 uses an atom
chip to generate magnetic fields for preparing the BEC, which was a
crucial ingredient to build a BEC instrument small and energy efficient
enough to be operated in the drop tower [74, 75, 114]. BECs with up
to 15 000 87Rb3 atoms can be produced in the instrument within 15 s.
The key topics covered in this theses are:
single-shot contrast measurement
An asymmetric Mach-Zehnder interferometer has been employ-
ed to test the BEC’s spatial and temporal coherence in the ground-
based laboratory and in microgravity in the drop tower. This
scheme eliminates the need to scan the laser phase over multi-
ple measurements to determine the achievable contrast. Further-
more, it enables single-shot rotation measurements, which has
been employed to determine the rotation rate of the instrument
in free fall around one axis.
delta-kick collimation
The method DKC4 has been adapted to further slow the BEC’s
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expansion and enable observation of the BEC on the scale of
seconds and mitigate systematic errors related to the cloud’s
size. The expansion of the cloud could be reduced to a kinetic
temperature below 1nK.
atom interferometry with BECs in microgravity
Combining the two previous techniques, the feasibility of oper-
ating an atom interferometer with BECs has been assessed in ex-
tended drop tower campaigns. The BEC’s coherence and attain-
able contrast in an atom interferometer operated in micrograv-
ity has been studied. The main outcome is the first operation of
an atom interferometer with BECs in microgravity and the obser-
vation of spatial interference fringes in the condensates after a
total interrogation time of 677ms.
bragg double diffraction
A new symmetrical beam-splitting process, which is suitable for
space-borne atom interferometers in particular has been imple-
mented and studied experimentally for the first time [115–117].
quantum tiltmeter
With Bragg Double Diffraction, the first tiltmeter based in matter-
wave interferometry has been implemented and was employed
to measure the tilt of the whole experimental apparatus with a
precision of up to 4.4 µrad.
Building on this, a gravimeter was implemented in the same in-
strument, and a BEC was created on a space-borne sounding rocket
mission:
atom-chip gravimeter
The QUANTUS-1 apparatus has been employed to create an atom-
chip based gravimeter which uses a novel launch mechanism
for atoms to increase interrogation times in small instruments,
which reaches a sensitivity of 1× 10−7.
the first bec in space
The sounding rocket mission MAIUS-11 was developed by the
QUANTUS2 consortium and for the first time created a BEC in
outer space during a 6min long period of free fall. Matter-wave
interferometers similar to the QUANTUS-1 experiments were car-
ried out to test the feasibility of bringing matter-wave sensors
to space-borne platforms.
1.3 organisation of this thesis
Chapter 2 covers the basic theoretical background necessary to under-
stand the results presented here.
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Before implementing atom interferometry, the BEC’s expansion in
microgravity was studied to test its suitability for atom interferome-
try and obtain insights into peculiarities and challenges arising from
operation in such a demanding environment. During these studies, a
major defect forced an extensive dis- and reassembly of the appara-
tus. After that, a new laser system was integrated into the apparatus
and the optical system was adapted to free viewports on the vacuum
chamber for the interferometry beams. These works are covered in
chapter 3 along with an overview of the rest of the apparatus as well
as the drop-tower operating conditions.
Chapter 4 covers the implementation and characterisation of all
necessary steps and techniques on ground before bringing the atom
interferometer to microgravity. The key techniques are:
bragg diffraction
To couple atoms to different momentum states and enable beam
splitters and mirrors for atoms, Bragg diffraction on optical lat-
tices was chosen. A new laser system was introduced to the
apparatus and the optical system was adapted to accommodate
additional laser beams to be applied to the atoms. New elec-
tronics were developed and installed to enable control of tim-
ing, frequency and power of the interferometry laser beams. In
extensive ground studies, the beam-splitter pulses were charac-
terised and used to test interferometry schemes to be later used
in microgravity.
magnetic state control
To suppress detrimental magnetic forces during the interroga-
tion time of the interferometer, a scheme known as ARP1 to
transfer atoms between different Zeeman substates of a hyper-
fine state by radio frequency pulses was implemented.
delta-kick collimation
A scheme to decelerate the expansion of the atomic cloud by a
short burst of a magnetic trap was developed and implemented.
This technique has been dubbed a Magnetic Lens due to its re-
semblance of an optical lens, but is most often referred to as
DKC. This method was used to collimate BECs for the first time
in the experiments presented in this thesis.
In chapter 5 we present the results obtained in several hundred
microgravity experiments in the drop tower. To get these results, the
following techniques were used:
microgravity
To extend the interrogation time of the interferometer and char-
acterise the time evolution of the condensate on time-scales an-
ticipated for space-borne experiments, studies were carried out
in drop-tower experiments providing a free-fall time of 4.7 s.
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ultra-long free evolution
Using DKC as described above, the expansion of the conden-
sate in microgravity was slowed down by a factor of two and
allowed the observation of a BEC after an unprecedented free
evolution of 2 s.
single-shot contrast measurements
The repetition rate of only three experiments per day poses a
challenge to the acquisition of statistically significant results. To
maximise the outcome of the experiments, an asymmetric inter-
ferometer topology was used: The third beam splitter is applied
slightly before t = 2T, such that the two clouds in each out-
put port of the interferometer do not overlap completely. This
induces a spatial interference pattern in the observed density,
which allows the determination of the contrast achievable in
the interferometer in a single experiment, yielding a measure
for the spatial and temporal coherence of the condensate.
In precision atom interferometers, the optical lattices for beam split-
ters are generated using retroreflectors1 to suppress phase errors
caused by path differences of the lasers. On ground, the atoms’ ac-
celeration due to gravity breaks symmetry and allows diffraction in
only one direction, provided the laser beams are aligned along grav-
ity. In weightlessness, symmetry is not broken and the atoms observe
two lattices moving in opposite directions. Thus, not two but three
momentum states are coupled and the cloud is split into three clouds
moving away from each other. This process is known asDouble Diffrac-
tion and has only been used in an atom interferometer using Raman
pulses as beam splitters before[118].
In chapter 6 we present the first implementation of an atom inter-
ferometer using this process with Bragg Diffraction and its application
as a tiltmeter. For this, the following techniques were developed:
bragg double diffraction
In space-borne atom interferometers, this will be a key tech-
nique to realise precision measurements, not only because it
naturally occurs in weightlessness but also because the inherent
symmetry leads to a suppression of several systematic uncer-
tainties. Thus, it is necessary to study this process thoroughly in
a controlled environment. On ground, the effect can be enforced
by aligning the beam-splitter lasers perpendicular to gravity.
The time evolution of the coupled states was characterised in
Rabi-like oscillations to create tunable beam-splitters, which were
then combined to implement a Mach-Zehnder-like interferome-
ter topology. By inducing a slight projection of gravity onto the
interferometer axis, the tilt of the apparatus could be tracked by
observing the output ports of the interferometer.
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Due to the rich dynamics of the Double Diffraction process pro-
voked by the large number of states participating, it is not al-
ways straight forward to interpret the observations. Thus, to un-
derstand and verify experimental data and quickly explore pa-
rameter regimes, a simulation package for beam-splitter pulses
was developed. Using this package, it was possible to explain
certain features of the time evolution that are only present in
Double Diffraction and not in the two-level case.
In chapter 7 we present the implementation of an atom-chip based
gravimeter and the creation of the first man-made BEC in space with
the MAIUS-1 mission. For the latter, the author was responsible for
designing and implementing an autonomous control system and a
mission control system for acquiring data and controlling the experi-
ment from ground.
In chapter 8 we give an overview of ongoing activities towards
precision atom interferometry in space.
1.4 contributions
Carrying out these experiments demands more work force than a sin-
gle Ph.D. student can supply. All of the work presented here was
carried out in the scope of the QUANTUS collaboration, which com-
prises several experiments and employs a few ten Ph.D. students and
Postdocs throughout Germany.
The results presented in chapter 5 are a joint effort between the
author and three other Ph.D. students (H. Ahlers, M. Krutzik, A Wen-
zlawski). The Double Diffraction tiltmeter was realised in collabora-
tion with two other Ph.D. students (H. Ahlers and A. Wenzlawski).
Building on this experience, the author was involved in MAIUS-1
mission by defining the experiments to be conducted during the flight
and developing a Mission Control System to control and monitor the
experiment on the rocket. That work is presented in chapter 7, along
with the description of an atom-chip based gravimeter implemented
in the QUANTUS-1 apparatus. The experiments for the gravimeter were
carried out with S. Abend, M. Gersemann and M. Gebbe. The plan-
ning of the MAIUS-1 instrument involved around 40 people, and the
mission was conducted by D. Becker, M. Lachmann, S. Seidel, H.
Ahlers, J. Grosse, T. Wendrich, A. Dinkelaker, A. Wenzlawski, B. Weps,
O. Hellmig, V. Schkolnik, and the author.
1.5 publications
The work presented in this thesis has been published in the following
peer-reviewed journal articles:
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1.6 legacy and similar experiments
In 2004, a group of physicists from Hanover, Bremen, Berlin, Ham-
burg and Ulm set a plan in motion to bring atom optical experiments
to space. Funded by the German Space Agency DLR1 the QUANTUS col-
laboration was launched, aiming at taking the first step to space by
operating atom optical experiments on more accessible microgravity
platforms.
The first step was to build a pathfinder experiment to operate a
magneto-optical trap in microgravity. The experiment demonstrated
the feasibility of building laser systems stable enough to stay locked
during free fall and explored the influences of external magnetic
fields on the behaviour of the atomic cloud [123]. It also provided in-
sight into suitability of vacuum components, pumping systems and
electronics for operation in the drop tower.
At the end of the first project phase, a crucial milestone was
reached: The atom optical experiment dubbed QUANTUS-1, small and
robust enough to be operated in the drop tower in Bremen, created
the first BEC in microgravity in November 2007.
In the following years, in parallel to the work presented in this
theses, two follow-up drop-tower experiments were established. The
QUANTUS-22 apparatus is a technological successor to QUANTUS-1,
aiming at providing much more functionality in roughly half the vol-
ume [77]. New vacuum technologies allow for a much higher atom
numbers in the BEC and an increased repetition rate. More compact
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laser systems and electronics enable the addition of Potassium as a
second species of atoms. With this setup, a first demonstration of a
differential atom interferometer in microgravity will prepare tests of
the WEP on later missions. The constraint to reduce the volume of
QUANTUS-1 by a factor of two stem from the restrictions for experi-
ments to be operated in the catapult mode of the drop tower, which
provides double the time in free fall.
To explore different routes on the way to the same goal, the PRIMUS1
project was started in 2008. While all QUANTUS devices operate with
atom chips to confine the atoms magnetically, PRIMUS evaluates the
possibility to use optical traps for trapping and cooling. In addition,
PRIMUS adapted a frequency comb for operation in the drop tower,
which could prove beneficial in two-species experiments, where mul-
tiple laser sources need to be phase locked to each other.
With three drop-tower experiments running or on their way, the
next step was taken in 2011 by establishing the MAIUS2 missions. On
multiple sounding rocket missions, technology and techniques devel-
oped within the QUANTUS collaboration are to be adapted to an even
harsher environment. The first mission’s goal was to re-create the
experiments previously conducted only in the drop tower in a few
minutes’ time in space. This goal was reached on January 23, 2017
with the successful launch of the MAIUS-1 rocket [122]. Two successor
missions will extend the experiments to dual species atom interfer-
ometers and combine magnetic and optical trapping technologies.
Other groups have been working on similar experiments, of course.
The french ICE3 collaboration aims at building atom optical sensors
utilising mostly commercially available laser systems mainly used in
telecom applications. Their goal is to carry out dual species atom
interferometry with Rubidium and Potassium on ESA4’s zero-g air-
plane.
Other European studies include the SAI5 project, which acted as a
technology study for space-borne atom interferometers. Aiming sev-
eral steps higher, the STE-QUEST6 consortium studied the technical and
scientific challenges for adapting current experiments for a satellite
mission in the scope of ESA’s Cosmic Vision programme. While it was
not selected for a phase B study, a successor proposal is to be issued
in the near future. In 2012, NASA7 announced that it would build an
atom interferometer called CAL8 to be operated on the international
space station ISS9 from 2016 onwards. While, as in all space projects,
development took longer than expected, the apparatus was finally
launched on May 21, 2018 and has recently started operation.
A noteworthy ground-based lab carrying out similar experiments
is the 10m high atomic fountain operated at the University of Stan-
ford. Here, a two species atom interferometer has been implemented
targeting e.g. a test of the WEP and eventually Gravitational Wave De-
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tection. Several similar facilities have been built in recent years or will
start operating in the near future.

2
THEORY
In this chapter, the basic concepts and equations required to explain
the experimental results are summed up. Key properties of the expan-
sion and interference of BECs are described. For detailed explanations,
the reader is referred to the literature [124–126].
The preparation of the atoms in a non-magnetic state via an adia-
batic rapid passage and the slowing of their expansion via DKC are
explained in more detail.
The emphasis of this chapter is put on the combination of ultra-
cold atoms with optical lattices to realise a matter-wave interferome-
ter with a coherent source. To this end, the interaction of the atoms
with light fields is considered, and several interferometer topologies
and their applications are discussed.
2.1 bose-einstein condensation in a nutshell
At the heart of the quantum mechanical description of all systems
considered here stands the Schrödinger equation:
ih¯
∂
∂t
|Ψ(t)〉 = Hˆ(t) |Ψ(t)〉 (2.1)
Assuming a BEC of N atoms in a static external potential, the state
can be described by the Hartree-Fock ansatz
Ψ(r1, . . . , rN) =
N
∏
i=1
ψ(ri), (2.2)
i.e. all atoms occupy the same single particle state ψ(r), which is nor-
malised to unity [126]∫
dr |ψ(r)|2 = 1 (2.3)
with r = (r1, r2, r3)T.
The Hamiltonian of the system in the presence of an external po-
tential U(r) is given by
Hˆ =
N
∑
i=1
(
p2i
2m
+U(ri)
)
+
1
2
N
∑
i=1
N
∑
j ̸=i
gsδ(ri − rj) (2.4)
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with the atomic mass m. The interaction between the atoms is approx-
imated by a mean field approach and its strength is given by
gs =
4pih¯2as
m
. (2.5)
with the s-wave scattering length as, that has been determined for
87Rb as
as ≈ 100a0 (2.6)
with the Bohr radius a0 [127]. For large particle numbers N, i.e. N ≈
N + 1, a variational approach yields the Gross-Pitaevskii equation
− h¯
2
2m
∆ψ(r) +U(r)ψ(r) + Ngs|ψ(r)|2ψ(r) = µψ(r) (2.7)
with the chemical potential µ [126].
Most BEC experiments use Ioffe-Prittchard traps, which can be ap-
proximated by an anisotropic harmonic potential
U(r) =
1
2
3
∑
j=1
mω2j (t)r
2
j (2.8)
with the trapping frequencies ωj in the three spatial dimensions [128].
Assuming that the interaction energy is much larger than the kinetic
energy, which is known as the Thomas-Fermi approximation, the
steady-state solution for time-independent trapping frequencies ωj
reads
ψ(r) =
√
max
{
µ−U(r)
Ngs
, 0
}
, (2.9)
where the chemical potential is given by
µ =
1
2
h¯ω¯
(
15Nas
√
mω¯
h¯
) 2
5
(2.10)
with the geometric mean of the trapping frequencies
ω¯ = 3
√
ω1ω2ω3. (2.11)
Thus, the condensate’s density in the harmonic potential assumes
the shape of an inverted parabola and we can define the Thomas-
Fermi radii Rj as
Rj =
√
2µ
mω2j
. (2.12)
These radii define an ellipsoid at which the density vanishes.
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2.1.1 Expansion theory
To characterise the condensate, the time evolution after switching off
the potential is often observed.
The time-evolution of a BEC with N atoms in an external poten-
tial U(r, t) can be described by an explicitly time-dependent Gross-
Pitaevskii equation deducted from a generalised Hartree-Fock ansatz
[129]:
ih¯∂tψ(r, t) =
[
− h¯
2
2m
∆+U(r, t) + Ngs|ψ(r, t)|2
]
ψ(r, t). (2.13)
Assuming a constant potential before t = 0 and no potential for
t > 0, according to [129] the wave function can be described by a
semi-classical scaling approach, which incorporates a unitary trans-
formation combining a gauge transformation and a re-scaling in r
and generalises the Thomas-Fermi approximation. The wave function
then reads
ψ(r, t) = e−iβ(t) exp
[
im∑
j
r2j λ˙j(t)
2h¯λj(t)
]
× 1√
λ1(t)λ2(t)λ3(t)
ψ˜
({
rk
λk(t)
}
k=1,2,3
, t
)
(2.14)
with the scaling parameters λj and
ψ˜(r, t) ≈ ψ(r, 0). (2.15)
The scaling parameters’ time evolution is derived from a classical gas
model using Newton’s law and satisfies [129]
λ¨j(t) =
ωj(0)2
λj(t)λ1(t)λ2(t)λ3(t)
−ωj(t)2λj(t). (2.16)
With the cloud being at rest initially, the initial conditions λj(0) = 1
and λ˙j(0) = 0 follow. The local velocity of the expanding cloud can
now be written as
vj(r, t) = rj
λ˙j(t)
λj(t)
. (2.17)
The time evolution is completely characterised by the scaling pa-
rameters, and the density can again be described by an inverted
parabola:
|ψ(r, t)|2 = max

µ− 12m∑3j=1 ω2j
r2j
λ2j (t)
Ngsλ1(t)λ2(t)λ3(t)
, 0
 . (2.18)
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In particular, the cloud’s size is just described by a scaling of its initial
size:
Rj(t) = λj(t)Rj(0) (2.19)
with Rj(0) = Rj from (2.12).
Assuming a trap with identical trap frequencies in two dimensions
and a much smaller frequency in the third, i.e. ω1 = ω2 ≫ ω3, al-
lows an approximate analytical solution for the time evolution of the
scaling parameters and yields
λ1(t) =
√
1+ω21t2
λ3(t) ≈ 1+ ϵ2
[
ω1t arctanω1t− ln
√
1+ω21t2
]
(2.20)
with ϵ = ω3/ω1 [129].
Since R3(0) > R1(0) but λ1(t) > λ3(t) for t ≫ 0, the aspect ra-
tio R1(t)/R3(t) changes after a certain time, which marks a unique
property of BECs.
2.1.2 Coherence and interference
From (2.14) and (2.19) we see that the wave function features a phase
quadratic in r. With this, we can split the phase and the spatial part
to get a simple expression for interference fringes between two con-
densates.
For simplicity, we will just look at the one-dimensional case, so the
wave function reads
Ψ(x) = f (x) exp (iφ(x)) (2.21)
with a spatial phase φ(x) and an envelope f (x). Assuming two con-
densates with a distance d between their centres we have two wave
functions
Ψ1(x) = f (x) exp (iφ(x)) (2.22)
Ψ2(x) = f (x− d) exp (iφ(x− d)) (2.23)
describing the individual condensates.
When observing the overlapping condensates, the density reads
|Ψ|2 = |Ψ1 +Ψ2|2 (2.24)
= f 2(x) + f 2(x− d)
+ f (x) f (x− d) exp (iφ(x)− iφ(x− d))
+ f (x) f (x− d) exp (−iφ(x) + iφ(x− d))
= f 2(x) + f 2(x− d)
+ 2 f (x) f (x− d) cos (φ(x)− φ(x− d)) .
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Here we get the classical sum of both densities and an additional
term modulating the density periodically. Plugging in the phase
φ(x) =
m
2h¯
λ˙(t)
λ(t)
x2 (2.25)
from (2.14) we arrive at
φ(x)− φ(x− d) = m
2h¯
λ˙(t)
λ(t)
(
2dx− d2) (2.26)
and find the spatial fringe spacing
λ f (t) =
h
md
λ(t)
λ˙(t)
(2.27)
which scales with the expansion of the clouds. For large times (2.27)
becomes
λ f (t) =
ht
md
(2.28)
due to
lim
t→∞
λ(t)
λ˙(t)
= t. (2.29)
This relation closely resembles the equation for the fringe spacing of
the double slit experiment. Another simple way to get this result is
by considering the de Broglie wavelength
λ =
h
p
(2.30)
of one atom with p = mv. With distance d between condensates, v =
d
t is the velocity difference between two atoms coming from one cloud
each and we arrive at the same result:
λ f (t) =
ht
md
(2.31)
2.2 state preparation
To realise an atom interferometer, the state of the BEC needs to be
controlled to a high degree.
Expansion studies with the condensate in the Zeeman state
|mF = 2〉 in which it is created in the magnetic trap show a large
influence of residual magnetic fields [113]. Thus, the Zeeman state
needs to be changed after the condensate has been released from the
trap, but before it enters the interferometer.
To enable interrogation times on the scale of seconds, the expan-
sion of the condensate needs to be as slow as possible. Ideally, the
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1Adiabatic Rapid
Passage
condensate would be prepared at a finite size in the linear expansion
regime, i.e. after the mean field energy has been converted to kinetic
energy. The size should allow detection with a high signal to noise
ratio, and wave front errors should be on a scale much bigger than
the cloud size.
2.2.1 Adiabatic rapid passage
To transfer atoms between Zeeman states, a method called ARP1 is
used.
Avoided crossings in the presence of an external perturbation are
employed to coherently control the population of each of the five
substates mF = i, i = −2, . . . , 2 of the F = 2 hyperfine state of 87Rb
[130].
To achieve this, a static magnetic field B with |B| = B is applied to
the atoms, and a time-dependent magnetic field
Br f (t) = Br f er f cosωr f t (2.32)
with er f ⊥ B couples the individual states. The Schrödinger equation
for this system reads
ih¯
∂
∂t
Ψ(t) =
[
HˆB + Hˆr f (t)
]
Ψ(t) = EΨ(t). (2.33)
Utilising the Breit-Rabi formula, the time-independent part of the
Hamiltonian can be written as
HˆB ≈ h¯
(
ωlmF +ωqqmF
)
(2.34)
with
qmF = 1−
m2F
4
(2.35)
h¯ωl = gFµBB
h¯ωq =
µ2BB
2
h¯ωr f
,
where gF is the Landé g-factor and µB is the Bohr magneton. Here,
h¯ωl and h¯ωq are the energy shifts due to the linear and the quadratic
Zeeman effect, respectively.
The time-dependent part reads
Hˆr f = gFµBBr f Fˆ cosωr f t (2.36)
with the total angular momentum operator Fˆ. Introducing the detun-
ing
∆ = ωl −ωr f (2.37)
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Figure 2.1: The energy levels of an atom with five Zeeman states mF = −2, . . . , 2
in an external magnetic field are shown in relation to the energy shift ∆ of the
eigenstates induced by the field. Grey lines show the levels in a static field, while the
red line shows the coupling for the highest state in the presence of a perturbation
with frequency ωr f and strength Ωr f . This perturbation lifts the degeneracy at the
crossing points, introducing avoided crossings which can be used to transfer the
system from one Zeeman state to another by tuning ∆ across such a crossing.
and the Rabi frequency
Ωr f =
gFµBBr f
h¯
(2.38)
and expanding the wave function in the basis |mF〉 of the Zeeman
states according to
Ψ(t) =
2
∑
mF=−2
cmFe
−imFωr f t |mF〉 , (2.39)
we find the Hamiltonian [131]
Hˆ =

−2∆ 12Ωr f 0 0 0
1
2Ωr f
3
4ωq − ∆
√
3
8Ωr f 0 0
0
√
3
8Ωr f ωq
√
3
8Ωr f 0
0 0
√
3
8Ωr f
3
4ωq + ∆
1
2Ωr f
0 0 0 12Ωr f 2∆

. (2.40)
Figure 2.1 visualises the transfer of an atom from |mF = 2〉 to an-
other state. The external field B lifts the degeneracy of the Zeeman
levels, and changing ∆ by tuning ωr f across the avoided crossings
leaves the atom in |mF〉 = 0, if the perturbation is switched of at the
right moment.
2.2.2 Delta-Kick Collimation
To slow the expansion of the condensate, a technique known as Delta-
Kick Collimation has been implemented [132–134]. The basic idea is
simply switching on a magnetic trap again some time after the release
of the condensate.
Conditions to completely stop a single particle can be deducted
pretty quickly as follows. The position of a free particle at time t with
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initial position x(0) = 0, velocity v and momentum p = mv is given
by
x(t) =
pt
m
. (2.41)
Assuming that at t = tLs a harmonic potential
V(x) =
1
2
mω2x2 (2.42)
is switched on, the particle’s momentum evolves as
p(ts + TL) = p+
tLs+TL∫
tLs
dt F(x) ≡ p+ ∆p(TL). (2.43)
Using F(x) = − ddxV(x) we find
∆p(TL) = −
tLs+TL∫
tLs
dt mω2x(tLs) = −ptLsω2TL. (2.44)
f
d
x
p
0
tLs
tLs + TL
t
Figure 2.2: Sketch of the Delta-Kick Collimation scheme
used in this experiment: First, the cloud is prepared in the
magnetic trap (left column) and the phase space distribu-
tion is defined (centre column). After a free expansion of
duration tLs , during which a shearing in phase space oc-
curs, the trap is switched on again for a short time TL. This
results in a rotation of the now linear x, pmapping in phase
space and leaves the cloud in a state with a minimal mo-
mentum width. The right column depicts the optical ana-
logue to this scheme, which is just a divergent beam of light
being focused by a single lens.
To stop the particle,
∆p(TL) ≡ −p (2.45)
has to be fulfilled, i.e.
tLsTL ≡
1
ω2
. (2.46)
Hence, independently of the par-
ticle’s initial momentum, for any
tLs a duration TL can be found for
which the trap has to be turned
on to stop the particle. For an en-
semble of particles with a finite
momentum and position spread,
it is not possible to stop all par-
ticles perfectly. This is sketched
in figure 2.2, where an ensemble
of individual particles is released
from a trap and allowed to ex-
pand for a time tLs , before the
trap is switched in again for a
duration TL. The centre column
shows the corresponding phase
space picture: During the free ex-
pansion, the phase space distribution is sheared, and the longer tLs
becomes, the more does the distribution approach a linear mapping
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between x and p. By switching on the trap again, the distribution is
rotated towards the x axis by an amount determined by the duration
TL.
The result is a squeezing in p, meaning that a large part of the
distribution’s extent in p has been translated into x.
This technique is often referred to as magnetic lensing due to its re-
semblance of optical lensing: The free expansion time ts can be inter-
preted as the distance d between an optical source and a lens, which’s
focal length f corresponds to TL. While a perfect point source can be
focused perfectly by such a lens, a finite sized source leads to aber-
rations, just like a finite position spread of the ensemble prevents
perfect focusing of all particles.
2.3 bragg diffraction at optical lattices
To realise beam splitters and mirrors for atoms, several techniques
can be used, e.g. magnetic gradients [135], diffraction gratings [15,
136, 137] and magnetic or optical waveguides [138, 139].
For precision measurements, however, optical lattices have proven
to be the most promising technique due to the high degree of control
possible with laser sources and the coherence of the process. Two
very similar schemes are regularly employed, which allow coupling
of different atomic momentum states via a two-photon process. For
Raman diffraction, the internal hyperfine state of the atom is changed
in the process [16, 17, 51, 52], while for Bragg Diffraction the atom
remains in the same internal state [49, 50, 53, 54, 65].
For the application in atom interferometry, both have certain fea-
tures which can be advantageous or disadvantageous, depending on
the situation. A few of these features are listed in table 2.1.
Bragg Raman
Direct higher order ✓
Spatial read out ✓ (✓)#
State sensitive read out ✓
Same internal state in both arms ✓
Simple setup ✓
Hyperfine structure required ✓
Bloch oscillations with same laser system ✓
Table 2.1: Non-exhaustive list of features of Raman and Bragg diffraction.
#Only with lossy optical pumping.
For the studies in this thesis, Bragg diffraction was chosen due to
the simpler setup, the possibility of a simultaneous spatial readout
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of both output ports, and the feasibility of direct coupling to higher
diffraction orders.
2.3.1 Interaction with a standing light wave
We consider two laser beams with frequencies ωA,B = ckA,B = c 2piλA,B
and electrical field amplitudes EA,B [140, p. 377].
With Hˆ0 as the Hamiltonian of the atom’s internal states, and the
interaction Hamiltonian
Vˆ(t) = VˆA cos(ωAt− kAx) + VˆB cos(ωBt− kBx) (2.47)
with VˆA,B = −dˆ · EA,B = erˆEA,B, the full Hamiltonian reads
Hˆ(t) = Hˆ0 +
pˆ2
2m
+ Vˆ(t). (2.48)
Denoting the set of eigenstates of Hˆ0 with {|1〉 , . . . , |NH〉} and that
of pˆ
2
2m with {|k〉}, k ∈ R, we can expand the wave function in terms of
a tensor product of those two Hilbert spaces
|Ψ(t)〉 =
NH
∑
µ=1
∫
dkµ cµ(kµ, t) |µ〉 ⊗ |kµ〉 e−i(ωµ+ωp(kµ))t (2.49)
with time-dependent coefficients cµ(k, t), eigenenergies ωµ, ωp(k) of
Hˆ0,
pˆ2
2m and the short notation |µ, k〉 ≡ |µ〉 ⊗ |k〉.
The momentum eigenstates are
|k〉 = 1√
2pih¯
eikx, (2.50)
which directly implies [141, p. 268]
e±ik
′x |k〉 = |k± k′〉 . (2.51)
Plugging (2.49) and (2.48) into (2.1), we find:
ih¯
NH
∑
µ=1
∫
dkµ c˙µ(kµ, t)e−i(ωµ+ωp(kµ))t |µ, kµ〉 =
NH
∑
µ=1
∫
dkµ cµ(kµ, t)e−i(ωµ+ωp(kµ))tVˆ |µ, kµ〉 (2.52)
Multiplying from left with ei(ωµ′+ωp(k
′))t 〈µ′, k′| yields
ih¯c˙µ′(k′, t) =
NH
∑
µ=1
∫
dkµ cµ(kµ, t)
× ei(ωµ′−ωµ+ωp(k′)−ωp(kµ))t 〈µ′, k′|Vˆ|µ, kµ〉 (2.53)
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due to 〈µ′, k′|µ, k〉 = δµ′,µδ(k′ − k). With
〈µ′, k′|VˆAe−ikAx|µ, k〉 = 〈µ′|VˆA|µ〉 〈k′|e−ikAx|k〉
= 〈µ′|VˆA|µ〉 〈k′|k− kA〉
and (2.51) we can write the interaction matrix element as:
〈µ′, k′|Vˆ|µ, k〉 = 〈µ′, k′|VˆA cos(ωAt− kAx)|µ, k〉
+ 〈µ′, k′|VˆB cos(ωBt− kBx)|µ, k〉
=
1
2
〈µ′|VˆA|µ〉 δ(k′ − k+ kA)eiωAt
+
1
2
〈µ′|VˆA|µ〉 δ(k′ − k− kA)e−iωAt
+
1
2
〈µ′|VˆB|µ〉 δ(k′ − k+ kB)eiωBt
+
1
2
〈µ′|VˆB|µ〉 δ(k′ − k− kB)e−iωBt (2.54)
Plugging this into (2.53) and defining
ΩA,Bµ′µ =
〈µ′|VˆA,B|µ〉
h¯
(2.55)
we get
ic˙µ′(k, t) =
1
2
NH
∑
µ=1
ei(ωµ′−ωµ+ωp(k))t (2.56)
×
[
cµ(k+ kA, t)ΩAµ′µe
iωAte−iωp(k+kA)t
+ cµ(k− kA, t)ΩAµ′µe−iωAte−iωp(k−kA)t
+ cµ(k+ kB, t)ΩBµ′µe
iωBte−iωp(k+kB)t
+cµ(k− kB, t)ΩBµ′µe−iωBte−iωp(k−kB)t
]
, (2.57)
where we have dropped the ′ on k for simplicity, as we will from here
on.
With ΩA,Bµµ = 0 we see that each state |µ′, k〉 only couples to
|µ ̸= µ′, k± kA,B〉.
2.3.2 Bragg Diffraction
For Bragg diffraction we limit the internal states to {|1〉 , |2〉} with
eigenenergies ω1,2 and splitting ω12 = ω2 − ω1, which is assumed to
be in the optical range [50, 140–143].
We further set
ωA = ωB + δ
ωA = ω12 − ∆ (2.58)
30 theory
ωA ωB
x
t
t1
τ
tdet
|0〉
|0〉 |ke f f 〉
k
E
ωr
ωA
ω12
ke f f
δ
ωB
∆
Figure 2.3: Bragg Diffraction: Two counter-propagating laser beams of frequencies
ωA and ωB = ωA − δ form a moving optical lattice. When δ satisfies energy conver-
sation for a freely moving atom (parabola on the right), atoms are diffracted by the
lattice: One photon with momentum h¯kA is absorbed from the left beam and one
momentum h¯kB is emitted into the right beam, thus transferring a momentum of
h¯ke f f = h¯(kA − kB) to the atom. The base frequency ωA of the two beams is detuned
from resonance by ∆ to suppress spontaneous emission.
and assume ω1 < ω2 as well as δ,ωp(k) ≪ ∆ ≪ ω12 and ∆ >
0. With these assumptions we can apply the RWA1, neglecting all
terms oscillating much faster than ∆, and find:
ic˙1(k, t) =
ΩA12
2
c2(k+ kA, t)e−i(∆−ωp(k)+ωp(k+kA))t
+
ΩB12
2
c2(k+ kB, t)e−i(δ+∆−ωp(k)+ωp(k+kB))t
ic˙2(k, t) =
ΩA21
2
c1(k− kA, t)ei(∆+ωp(k)−ωp(k−kA))t
+
ΩB21
2
c1(k− kB, t)ei(δ+∆+ωp(k)−ωp(k−kB))t. (2.59)
Formally integrating c2(k, t), we get:
ic2(k, t) =
1
i∆
c˙2(k, t) (2.60)
− Ω
A
21
2
∫
dt′
∂
∂t′
[
c1(k− kA, t′)ei(∆−ωp(k)+ωp(k−kA))t′
]
ei∆t
′
− Ω
B
21
2
∫
dt′
∂
∂t′
[
c1(k− kB, t′)ei(δ−ωp(k)+ωp(k−kB))t′
]
ei∆t
′
.
Assuming, that the population of the intermediate state reaches an
equilibrium on a timescale much faster than the population of state
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|1〉 varies, which is true for ∆ ≫ ΩA,Bn′n , we can neglect the integrals
and get:
ic˙1(k, t) = − Ω
A
12Ω
A
21 +Ω
B
12Ω
B
21
4∆
c1(k, t) (2.61)
− Ω
A
12Ω
B
21
4∆
c1(k+ kA − kB, t)ei(δ+ωp(k)−ωp(k+kA−kB))t
− Ω
B
12Ω
A
21
4∆
c1(k+ kB − kA, t)e−i(δ−ωp(k)+ωp(k−kA+kB))t
k
E
ωr
ωA
ω12
ke f f 2ke f f
4ωr
δ = 2ωr
ωB
∆
Figure 2.4: Second order Bragg scat-
tering.
By substituting c1 exp
(
iΩ
A
12Ω
A
21+Ω
B
12Ω
B
21
4∆ t
)
for c1 the
first term can be eliminated. Recalling ωp(k) = h¯k
2
2m
and defining
ke f f ≡ kA − kB (2.62)
ωr ≡
h¯k2e f f
2m
vr ≡
h¯ke f f
2m
νD(k) ≡
h¯kke f f
m
we finally arrive at
ic˙1(k, t) =− Ω
A
12Ω
B
21
4∆
c1(k+ ke f f , t)ei(δ−ωr−νD(k))t
− Ω
B
12Ω
A
21
4∆
c1(k− ke f f , t)e−i(δ+ωr−νD(k))t (2.63)
Here, we find the resonance condition δ = νD(k) ± ωr for coupling
between |k〉 and |k± ke f f 〉.
Evaluating c1(k+ nke f f , t), n ∈ Z, we find a set of coupled differen-
tial equations:
ic˙1(k+ nke f f , t) =− Ω
A
12Ω
B
21
4∆
c1(k+ (n+ 1)ke f f , t) (2.64)
× ei(δ−(2n+1)ωr−νD(k))t
− Ω
B
12Ω
A
21
4∆
c1(k+ (n− 1)ke f f , t)
× e−i(δ−(2n−1)ωr−νD(k))t
Thus, the general resonance condition between |k+ nke f f 〉 and
|k+ (n± j)ke f f 〉 becomes
δ = νD(k) + (2n± j)ωr. (2.65)
This relation implies that it is possible to not only couple adjacent
states but also states with momentum differences of multiples of ke f f .
This process is sketched in figure 2.4, where the detuning is tuned to
δ = 2ωr. This leads to a four-photon process coupling |0〉 and |2h¯ke f f 〉
via three virtual levels.
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Rabi oscillations
If we assume the nearly resonant case between |k〉 and |k+ ke f f 〉 in
(2.63), i.e.
δ˜ ≡ δ−ωr − νD(k) ≈ 0, (2.66)
we can neglect the coupling to |k− ke f f 〉 and are left with an effective
two-level system.
With the initial conditions
c1(k, 0) ≡ 1, c1(k+ ke f f , 0) ≡ 0
we find the familiar expression
c1(k, t) =
[
cos
Ω˜
2
t− i δ˜
2Ω˜
sin
Ω˜
2
t
]
exp
(
i
δ˜
2
t
)
c1(k+ ke f f , t) = i
Ω∗
Ω˜
sin
Ω˜
2
t exp
(
−i δ˜
2
t
)
(2.67)
for Rabi oscillations between the two momentum states. Here we have
introduced the two-photon Rabi frequency
Ω =
ΩA12Ω
B
21
2∆
(2.68)
and the effective Rabi frequency
Ω˜ =
√
|Ω|2 + δ˜2. (2.69)
In the resonant case, the probabilities to find the atoms in |k〉 or
|k+ ke f f 〉 then are
|c1(k, t)|2 = cos2 Ω2 t
|c1(k+ ke f f , t)|2 = sin2 Ω2 t. (2.70)
With these prerequisites, we can define the interaction duration tα
at which
Ωtα ≡ α. (2.71)
In the following, we will refer to a pulse with length tpi, after which
all atoms have been transferred to |k+ ke f f 〉 as a pi-pulse, and a pulse
with length tpi/2, after which half of the atoms have been transferred,
as pi/2-pulse.
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Momentum width, spectroscopy and pulse shaping
For δ˜ ̸= 0, the effective Rabi frequency increases according to (2.69),
while (2.67) implies a reduced amplitude of the oscillation. This case
is evoked either by deliberately detuning the laser beams with δ ̸= ωr
or by the Doppler shift due to a non-zero velocity of the atom relative
to the laser beams.
With an atomic cloud of finite momentum width, this means that
different parts of the cloud will experience a different effective Rabi
frequency and transition probability. This leads to a damping of the
observed Rabi oscillations, when momentum states cannot be resolved
spatially in the images.
The finite pulse duration, on the other hand, broadens the momen-
tum acceptance. For a simple box pulse with the time-dependent in-
tensity
I(t) =
{
I0 0 ≤ t ≤ TP
0 t < 0, t > TP
(2.72)
where the laser is switched on for a duration TP > 0, we find the
square of its Fourier transform to be
I˜2(ω) = I20T
2
P sinc
2
(
TP
ω
2
)
, (2.73)
which is proportional to the probability of an atom with Doppler
shift ω being diffracted to the moving state [144]. The full width at
half maximum w of this is
w ≈ 0.82pi
TP
. (2.74)
This width can thus act as a measure for the momentum acceptance
of the given pulse: For a cloud with a Thomas-Fermi radius in mo-
mentum space rTF,k ≪ w, nearly all the atoms will be diffracted. On
the other hand, for rTF,k ≫ w only a subset of the atoms will be ad-
dressed, resembling (2.73). The latter can be mitigated by increasing
laser power and thus decreasing the duration tpi necessary for a pi-
pulse [56]. Doing so will broaden the momentum acceptance, but this
will also lead to higher orders being addressed. If e.g. the local max-
ima to both sides of the global maximum of (2.73) happen to match
the resonance condition (2.65) for higher orders, a substantial part of
the atoms will be diffracted to those states.
These considerations strongly limit the parameter regime in which
Bragg diffraction can be conducted. A pulse of length TP = 50 µs e.g.
has a width of w = 2pi · 16 kHz, significantly coupling atoms to higher
orders for 87Rb used in our experiment, which has a recoil energy of
ωr = 2pi · 15.084 kHz. A longer pulse can suppress this issue, but
puts constraints on the atomic cloud due to its narrow momentum
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acceptance. Introducing pulse shaping, i.e. allowing for an arbitrary
temporal envelope of the pulse’s intensity, is very beneficial here.
With a Gaussian shaped envelope of
I(t) = I0 exp
(
− t
2
2σ2t
)
, (2.75)
the Fourier transform becomes
I˜2(ω) = I202piσ
2
t exp
− ω2
2
(
σω√
2
)2
 (2.76)
with σω = 1/σt. This distribution features only one maximum, thus
reducing coupling to higher orders [56, 115].
Increasing the pulse duration on the other hand can be used to
determine the cloud’s momentum width. By adjusting δ, the part of
the cloud that is diffracted with highest probability can be selected.
Tuning δ across the cloud width in subsequent experiments and de-
termining the number of diffracted atoms thus allows for mapping
the cloud’s width in momentum space.
2.3.3 Bragg Double Diffraction
In precision experiments, it is beneficial to create the counter-propa-
gating laser beams by reflecting them at a mirror. This means that
both beams share a common optical path, which suppresses phase
variations due to path differences, and the mirror acts as the reference
for the laser phase. If the laser beams are aligned along gravity, the
atoms are accelerated along the beams and their Doppler shift νD
as defined in (2.62) breaks the symmetry of the system. Tuning δ
to resonance according to (2.65) again leads to one beam pair being
resonant and the other beam pair being detuned by the Doppler shift
νD. If νD is sufficiently large and thus the interaction with the second
beam pair is suppressed, one can neglect its influence and consider
only one beam pair.
In weightlessness, the symmetry is not broken and a resting BEC
always interacts with both beam pairs. This leads to a new beam-
splitter mechanism to be considered, which we will treat here.
In this scheme, the potential in (2.48) becomes
Vˆ(t) = VˆA cos(ωAt− kAx) + VˆB cos(ωBt− kBx)
+ VˆA˜ cos(ωAt+ kAx) + VˆB˜ cos(ωBt+ kBx). (2.77)
and analogous to (2.63) we find:
ic˙1(k, t) =−
(
ΩA12Ω
B
21
4∆
eiδt +
ΩB˜12Ω
A˜
21
4∆
e−iδt
)
(2.78)
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× e−i(ωr+vD(k))tc1(k+ ke f f , t)
−
(
ΩA˜12Ω
B˜
21
4∆
eiδt +
ΩB12Ω
A
21
4∆
e−iδt
)
× e−i(ωr−vD(k))tc1(k− ke f f , t)
− Ω
A
12Ω
A˜
21
4∆
e−i(ω(k)−ω(k+2kA))tc1(k+ 2kA, t)
− Ω
A˜
12Ω
A
21
4∆
e−i(ω(k)−ω(k−2kA))tc1(k− 2kA, t)
−
(
ΩA12Ω
B˜
21
4∆
eiδt +
ΩB12Ω
A˜
21
4∆
e−iδt
)
× e−i(ω(k)−ω(k+kA+kB))tc1(k+ kA + kB, t)
−
(
ΩA˜12Ω
B
21
4∆
eiδt +
ΩB˜12Ω
A
21
4∆
e−iδt
)
× e−i(ω(k)−ω(k−kA−kB))tc1(k− kA − kB, t)
− Ω
B
12Ω
B˜
21
4∆
e−i(ω(k)−ω(k+2kB))tc1(k+ 2kB, t)
− Ω
B˜
12Ω
B
21
4∆
e−i(ω(k)−ω(k−2kB))tc1(k− 2kB, t)
By choosing appropriate polarisations, we can eliminate all terms
where the atom interacts with one beam from each pair, e.g. absorbs
from A and emits into A˜ or vice versa. This can either be realised
by perpendicular linear or opposing circular polarisations, which is
sketched in figure 2.5 and discussed in more detail in [115].
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Figure 2.5: Schematics of processes involved in Bragg Double Diffraction. Two laser
beams with frequencies ωA and ωB and perpendicular linear polarisations are over-
lapped and sent through a λ/4 waveplate onto a mirror. On the two resulting
counter-propagating, perpendicular optical lattices atoms are diffracted from mo-
mentum state |0〉 to |±nke f f 〉. The right panel shows processes utilised in the ex-
periments for first order (black arrows) and second order (red arrows) diffraction.
Dashed grey arrows indicate one of many off-resonant processes involved in Double
Diffraction, which are explored in [115, 116].
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For this case, we finally arrive at:
ic˙1(k, t) =−
(
ΩA12Ω
B
21
4∆
eiδt +
ΩB˜12Ω
A˜
21
4∆
e−iδt
)
(2.79)
× e−i(ωr+vD(k))tc1(k+ ke f f , t)
−
(
ΩA˜12Ω
B˜
21
4∆
eiδt +
ΩB12Ω
A
21
4∆
e−iδt
)
× e−i(ωr−vD(k))tc1(k− ke f f , t)
Here, we see that both states |k+ ke f f 〉 and |k− ke f f 〉 are coupled to
|k〉 each with one resonant and one off-resonant transition. In the
Rabi-oscillation-like time evolution of the state population, this leads
to a modulation at 2ωr, as we will see later in simulations and ex-
perimental data. This is also discussed in detail in [115], where an
analytical treatment based on the method of averaging is presented.
Again, evaluating |k+ ke f f 〉 leads to a set of coupled differential
equations:
ic˙1(k+ nke f f , t)
= −
(
ΩA12Ω
B
21
4∆
ei(δ−(2n+1)ωr)t +
ΩB˜12Ω
A˜
21
4∆
e−i(δ+(2n+1)ωr)t
)
× e−ivD(k)tc1(k+ (n+ 1)ke f f , t)
−
(
ΩA˜12Ω
B˜
21
4∆
ei(δ+(2n−1)ωr)t +
ΩB12Ω
A
21
4∆
e−i(δ−(2n−1)ωr)t
)
× eivD(k))tc1(k+ (n− 1)ke f f , t) (2.80)
2.4 atom interferometry
Subsequent application of laser pulses allows for the creation of atom
interferometers. Depending on the number of pulses, a multitude of
topologies can be realised, which can be used to carry out different
measurements. In this thesis, a Ramsey-type scheme and a Mach-
Zehnder type scheme are used, both of which are treated here shortly.
2.4.1 Ramsey interferometer
Applying a pi/2-pulse splits the cloud into two parts with a differen-
tial momentum of h¯ke f f . A second pi/2-pulse applied after a time T1
as depicted in figure 2.6 leads to two output ports comprising two
overlapping clouds each.
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Figure 2.6: In a Ramsey interferometer,
two subsequent pi/2-pulses are used to
probe the condensate’s spatial coherence.
Each output port consists of two conden-
sates with a displacement d given by (2.81)
and an interference pattern according to
(2.28) forms.
The displacement d between the two clouds as
defined in section 2.1.2 is given by
d = 2vr
(
T′1 +
4
pi
TP1
)
, (2.81)
where T′1 is the time between the two pulses,
TP1 is the pulse duration and vr is given by (2.62)
[145].
The interference pattern according to (2.24)
will depend on the actual phase across the cloud,
and can thus be used to determine certain char-
acteristics of the phase and give a measure for
the cloud’s spatial coherence [145].
2.4.2 Mach-Zehnder interferometer
In section 2.1.2, we have observed a phase
quadratic in x in the condensate wave function,
when no external potential is involved and no
laser pulses are applied. During an interferometer, the atoms will ag-
gregate an additional phase due to the interactions with light fields
and other potentials.
It has been shown, that this phase can be expressed as the sum of
three individual contributions:
φ(x) = φS(x) + φP(x) + φL(x). (2.82)
Here, φS(x) is the spatial phase as used in section 2.1.2, φP(x) is the
contribution caused by the atoms propagating through external po-
tentials, and φL(x) is the phase imprinted on the atoms by the laser
beams during beam-splitting pulses [146–148].
For a Mach-Zehnder interferometer, three pulses are applied at
ti, i ∈ {1, . . . , 3}. After the third pulse, two output ports arise, which
we will denote by {0, 1}. Each output port is a superposition of two
wave functions from two different paths xI,I I(t).
We now write the phase of the wave function in output port ν =
{0, 1} from path α = {I, I I} as
φν,α(x) = φSν,α(x) + φ
P
ν,α(x) + φ
L
ν,α(x). (2.83)
The first two parts are given by
φSν,α(x) =
α
2
(x− xα(t3))2
φPν,α =
1
h¯
2
∑
i=1
ti+1∫
ti
dt Lc(xα(ti), ti), (2.84)
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where Lc (xα(ti), ti) is the classical Lagrangian along each path evalu-
ated between the laser pulses.
During each laser pulse, the local laser phase φL (xα(ti), ti) is im-
printed on the atoms. If the atom gains a momentum h¯ke f f , it receives
a phase +φL (xα(ti), ti), if it emits momentum to the laser beam, the
inverse phase −φL (xα(ti), ti) is added [55, 147, 149]. This gives us the
laser phase imprinted on each of the four contributions:
φL1,I I = φL(xI I(t1), t1)− φL(xI I(t2), t2) + φL(xI I(t3), t3)
φL1,I = φL(xI(t2), t2)
φL0,I I = φL(xI I(t1), t1)− φL(xI I(t2), t2)
φL0,I = φL(xI(t2), t2)− φL(xI(t3), t3). (2.85)
Analogous to (2.24), in each output port we observe an interference
pattern according to
|Ψν|2 = |Ψν,I +Ψν,I I |2 (2.86)
= f 2(x− xI) + f 2(x− xI I)
+ 2 f (x− xI) f (x− xI I) cos
(
φLν,I(x)− φLν,I I(x)
)
.
For a gravitational potential
VEXT = mg(x− x0) (2.87)
and
t2 = t1 + T
t3 = t2 + 2T
it can be readily shown, that
∆φSν = φ
S
ν,I I − φSν,I = 0
∆φPν = φ
P
ν,I I − φPν,I = 0.
Thus, at output port 0, we find
|Ψ0|2 = 2 f (x− xI)
[
1+ cos
(
φL0,I I − φL0,I
)]
. (2.88)
The laser phase at position x(t) and time t is given by
φL(x(t), t) = ke f f x(t)− δt (2.89)
with ke f f = kA − kB and δ = ωA − ωB according to (2.58) and (2.62).
Plugging this into (2.85) and (2.88), we arrive at
∆φL0 = φ
L
0,I I − φL0,I = −ke f f gT2. (2.90)
The population of each output port of the interferometer thus essen-
tially measures the distances the atoms have travelled in comparison
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to the laser beams between the pulse times t1,2,3, thus yielding their
acceleration g.
Similar considerations lead to the rotational phase shift
∆φrot = 2ke f f v0ΩrotT2 (2.91)
due to the Sagnac effect with the velocity v0 of the atoms perpendic-
ular to the laser beams and the rotation rate Ωrot in the plane of the
interferometer, as sketched in figure 1.1.
Other potentials will of course also influence this measurement and
have to be taken into account when estimating the accuracy and sen-
sitivity of the measurement. A magnetic field, for example, will also
accelerate the atoms, if they are in a magnetically susceptible state.
A gravity gradient will not only alter the trajectories resulting in a
non-zero spatial phase ∆φS, but also introduce a non-vanishing prop-
agation phase ∆φP [55]. If the gradient or the interrogation time T
are large enough, the tidal effect will even wash out the contrast [150,
151]. For precision measurements, several effects have to be taken into
account, including phase shifts due to Stark shifts during the interac-
tion of the lasers with the atoms [117, 149].
Seeing that the interferometer mostly depends on the position of
the atoms relative to the laser beams, it is obvious that the phase of
the lasers needs to be controlled to a large degree. A time-dependent
phase error δφL(t) directly adds to (2.90) as
∆φL0 = −ke f f gT2 − δφL(t1) + 2δφL(t2)− δφL(t3). (2.92)
If δφL(t) is e.g. random noise due to vibrations of the optical ele-
ments, the signal of the interferometer will vary randomly between
subsequent measurements. Likewise, spatial phase errors are imprint-
ed on the atoms and influence the output signal, imposing constraints
on the quality of the optical components. Spatial phase errors on the
scale of the cloud size also reduce the observed contrast signal, be-
cause a position-dependent phase is imprinted on different parts of
the clouds, which are then integrated over during detection.
Asymmetric Mach-Zehnder interferometer
Choosing pulse timings such that the clouds do not overlap perfectly
at the last laser pulse allows for studies of the BEC’s temporal coher-
ence over the duration of the interferometer.
Setting
t2 = t1 + T
t3 = t2 + 2T + δT (2.93)
with δT ̸= 0 leads to a displacement
d = 2vrδT (2.94)
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Figure 2.7: In a Mach-Zehnder interferometer, three laser pulses at times t{1,2,3} in
a pi/2− pi− pi/2 sequence split the atomic cloud and let the two parts evolve along
different paths I and I I before overlapping them again in two output ports 0 and 1.
If the laser pulses are applied equidistantly in time, i.e. t3 − t2 = t2 − t1, the overlap
at the third pulse is perfect, as depicted on the left. If t3− t2 = t2− t1, as sketched in
the right panel, there is a displacement d = vrδT between the clouds’ centres. Thus,
a spatial interference pattern with wavelength λ f =
ht
mvrδT according to (2.28) can
be observed in each output port ν in the overlap of the wave functions Ψν,I + Ψν,I I
given by (2.86).
between the two clouds at each output port.
In weightlessness or if the laser beams are aligned perpendicular
to gravity, only the spatial phase over the cloud determines the inter-
ference pattern, and we get the result derived in section 2.1.2. This
scheme is sketched in figure 2.7 in the right panel.
Double Diffraction
Using Double Diffraction pulses as introduced in section 2.3.3, a sym-
metric Mach-Zehnder type interferometer can be realised.
Making the same considerations as above, we find that the sensitiv-
ity is doubled in comparison to the single diffraction case:
∆φL0 = φ
L
0,I I − φL0,I = −2ke f f gT2. (2.95)
Furthermore, since both optical lattices are involved in each pulse,
contributions from laser phase noise cancel throughout the interfer-
ometer, eliminating an important contribution to the error budget
[115, 121].
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THE APPARATUS AND SURROUNDINGS
In this chapter, an overview of the QUANTUS-1 apparatus is presented.
All sub-systems needed to run the experiment are described briefly.
Large parts of the apparatus have been described in detail in [152–
155], so the focus of this chapter lies on modifications and additions to
the existing instrument required to implement atom interferometry.
A description of the atom chip and coil arrangement used to create
magnetic fields for the creation of a MOT and the BEC is given along
with an overview of the laser system, which was upgraded for the
works presented here with a new laser module and accompanying
electronics. To integrate the interferometer beams, the optical system
attached to the vacuum chamber including the detection optics had
to be modified due to limited optical access to the chamber. A brief
outline of the control system is given, and the detection scheme used
to image the atomic clouds and extract several different properties
of the BEC and the interferometers is illustrated. Lastly, the operating
conditions in the drop tower and the procedure to carry out drop-
tower experiments is described.
3.1 apparatus
The QUANTUS-1 instrument assembles all components required to pro-
duce BECs and implement matter-wave interferometry with Bragg
diffraction within a volume of 0.49m3. In an atom-chip based IPT1,
a BEC of up to 15 000 87Rb atoms can be produced and probed within
15 s.
Figure 3.1 shows the whole instrument integrated into a drop-tower
capsule with a diameter of 0.6m and a payload height of 1.73m. Five
platforms inside the capsule are used for our experiment, while the
lower two platforms house the CCS2 and power supply common to ev-
ery drop-tower capsule. In the centre of the capsule, a UHV3 chamber
is arranged along with electronics to control currents and monitor
photodiodes. The vacuum chamber extends through two platforms
above, where an electrical feedthrough is mounted. An IGP4 and a
NEG5 pump are integrated here to maintain vacuum quality. The top
platform is occupied by a laser system consisting of several modules
to source light along with the necessary control electronics. On the
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second platform from the top, a control computer is placed which
manages all experimental steps and can be controlled via Ethernet.
Below the vacuum chamber, power supplies and batteries for driving
magnetic fields are housed.
Figure 3.1: The QUANTUS-1 apparatus in the integration area of the drop tower. The
two bottom platforms hold a computer system, power supplies and sensor packs
for capsule control and housekeeping and are common to each experiment operated
in the drop tower. Above that, separate battery packs and precision current sources
for the atom chip and the three magnetic bias fields are located. The main part of
the vacuum system is placed in the central section of the capsule (for this photo,
the magnetic shielding has been removed). The vacuum chamber is mounted to
platform 3 and extends through the two sections above, where an IGP and a passive
NEG pump are located. On platform 2, current sources for electronics, the dispensers
and the MOT coils as well as the main control system are placed. On the top, the laser
system including its electronics reside.
3.1.1 Coordinate system
The coordinate system used throughout this thesis is sketched in fig-
ure 3.2 along with key components used to prepare the BEC. One pair
of coils in anti-Helmholtz configuration provides a magnetic field gra-
dient to create a quadrupole trap for the first laser cooling phases
(black rectangles). In each direction, one pair of coils (dark red, dark
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blue and dark green boxes) generates a homogeneous offset field. The
coil pairs are labelled Bias, K1 and K2. The atom chip is sketched as
a copper box with a BEC as blue circle beneath. Detection happens
along x, and the camera is sketched as a grey box. Two laser beams
aligned at ±45° are reflected at the chip surface, and together with
two beams overlapped with the detection optics on PBSs1 provide all
six laser beams necessary to operate a MOT. The interferometer beams
are aligned perpendicular to the detection axis.
Figure 3.2: Coil and laser beam arrangement with coordinate system (not to scale).
On the left, a view in x direction is depicted with the MOT coils (black) and one
pair of coils in each direction (dark green, dark blue and dark red). The atom chip
mount is sketched as a copper-coloured rectangle with a BEC as blue circle beneath.
The atom chip’s surface defines the xy plane. Two laser beams aligned in ±45° are re-
flected on the chip surface and together with two beams in x direction (not sketched)
provide six beams in total. Laser beams for the interferometer are aligned along y.
The camera is depicted as a grey patch in the background. On the right, the view
is rotated by 90° around z to show the other beams. Here, the MOT coils have been
omitted for better visibility. The third MOT laser beam axes is overlapped with the
detection beam via two PBSs.
3.1.2 Atom chip and coils
The heart of the QUANTUS-1 apparatus is an atom chip which provides
magnetic fields for cooling and trapping the atoms. Atom chips allow
for a significant reduction in size and power consumption in compar-
ison to earlier experiments, where all magnetic fields were generated
by macroscopic coils assembled outside the vacuum chamber [73, 75,
156]. To cool the atoms to condensation, high densities are required,
which in turn requires high magnetic field gradients for a strong con-
finement. Atom chips can provide these at relatively low currents,
since they can be assembled inside the vacuum chamber, with the
current-carrying elements only a few hundred µm from the atoms.
Figure 3.3 shows the surface of the atom chip used for the experi-
ments presented in this thesis. Two structures are used to create differ-
ent traps. A U-shaped structure (shaded in red) creates a quadrupole
field for the chip-based MOT. The field generated by the Z-shaped
structure (shaded in green) in combination with offset fields in y and
z direction generates a chip-based IPT, in which the atoms are cooled
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to condensation [153]. The rf1 signal required for forced evaporative
cooling is coupled into the Z-wire [152]. The offset fields are gener-
ated by three pairs of coils assembled outside the vacuum chamber,
as depicted in figure 3.2.
Construction of the atom chip
Figure 3.3: Image of the atom chip with used chip struc-
tures shaded in red and green and directions of offset fields
in the inset. The U-wire is used to create a quadrupole field
for the chip-based MOT, were the trap centre can be moved
with offset fields in all three directions. The Z-wire in com-
bination with a field in y and one in x direction creates a
chip-based Ioffe-Prittchard trap, and the centre of the chip
marked as a white dot defines the origin. The right panel
shows the atom chip on its mount attached to a vacuum
flange at the top.
The atom chip is fabricated by
metallising a substrate with a thin
gold layer and etching structures
via photolithography. The chip is
coated with a reflective layer for a
wavelength of 780 nm to act as a
mirror for the laser beams used to
manipulate the atoms [152].
The substrate is glued to a cop-
per block to act as a heatsink, and
the structures are bonded to gold
contacts, which are fixed in ce-
ramic mounts attached to the side
of the block.
The block is mounted on an-
other copper structure, which is
fixed to a vacuum flange, as de-
picted in figure 3.3 on the right.
Copper wires covered in Kapton,
a heat-resistant and UHV qualified
insulator, are attached to the gold contacts and are routed to an elec-
trical feedthrough [157].
Coils
Four pairs of coils are mounted around the vacuum chamber, as de-
picted in figure 3.2. Figure 3.4 shows a rendering of the CAD2 drawing
with the atom chip mount and all coils. The Bias, K1 and K2 pairs are
arranged and connected in Helmholtz configuration, while the MOT
coils are connected to generate an anti-Helmholtz field. The coil spec-
ifications are listed in table 3.1.
For the K1 coils, the geometry slightly diverts from an ideal Helm-
holtz configuration due to spatial constraints. The distance between
the coils’ centres is 51mm with a radius of 41.7mm. The inhomogene-
ity caused by this can be safely ignored on the scales relevant for the
BEC. All coils are attached directly to the vacuum chamber to ensure
rigidity of the alignment.
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Name field direction radius windings field/gradient
mm GA−1
MOT BMOT 127.5 250 1.73 cm−1
Bias BBias −y 90.0 100 10.0
K1 BK1 −x 41.7 10 1.75
K2 BK2 z 60.0 10 1.50
Table 3.1: Specifications of the macroscopic coils used to generate trapping and
offset fields.
Trap geometries
The U-wire of the atom chip generates a quadrupole field which is
used in a second cooling stage after the macroscopic MOT.
For evaporatively cooling the atoms to condensation, an IPT is used,
which is composed of the magnetic field generated by driving the Z-
wire in combination with the offset fields BBias and BK1.
The magnetic field of an IPT is described by
B(x, y, z) = B0
10
0
+ B′
 0y
−z
+ B′′
x2 − 12
(
y2 + z2
)
−yx
−zx
 (3.1)
with the offset field B0, gradient B′ and curvature B′′. An offset field
B0 ̸= 0 acts as a quantisation field to prevent atom losses due to
Majorana spin flips at the trap centre [158, 159].
The potential in this field for paramagnetic atoms can be approxi-
mated around the trap minimum as
U(x, y, z) =
m
2
(
ωxx2 +ωyy2 +ωzz2
)
(3.2)
with the trapping frequencies given by [160]
ωx =
√
µBgFmF
m
B′′ (3.3)
ωy,z =
√√√√µBgFmF
m
(
B′2
B0
− B
′′
2
)
. (3.4)
The field generated by the Z-wire in combination with the homoge-
neous offset field BBias can be approximated by considering only the
central part of the structure and assuming it to be an infinite straight
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wire, which is justifiable for x = 0, y = 0. This yields a field compo-
nent BZ(z) with radial symmetry around the x axis given by
BZ(z) =
µ0
2pi
IZ
z
− BBias (3.5)
B′Z(z) = −
µ0
2pi
IZ
z2
B′′Z(z) =
µ0
pi
IZ
z3
where IZ is the current through the Z-wire and BBias = |BBias|. At
zmin =
µ0
2pi
IZ
Bbias
(3.6)
the field vanishes as BBias cancels the field generated by the Z-wire.
Thus, the trap minimum can be moved by adjusting either IBias or
IZ with BBias = IBias × 10GA−1. From (3.5) we see, that the trapping
frequencies ωx,y,z decrease with increasing zmin.
Chip model
Figure 3.4: Rendered image of the atom
chip on its mount with coil assembly. For
better visibility, the bodies of the Bias, K1
and K2 coils have been rendered in pseu-
docolour with the same colour code as
in figure 3.2. The vacuum chamber and
mountings have been omitted from this
rendering.
To calculate the actual field generated by the
chip structures, a chip model has been imple-
mented in a computer algebra system. The ge-
ometry of the structures is defined and the re-
sulting field is calculated by numerically inte-
grating the Biot-Savart law
B(r) =
µ0
4pi
∫
Z
IZ
dl× r′
|r′|3 (3.7)
over finite elements dl of the Z-wire, where r′ is
the displacement vector between r and element
dl. From this, the local derivatives B′(r), B′(r)
and thus the local trapping frequencies ωx,y,z(r)
can be calculated numerically [153].
3.1.3 Vacuum
The vacuum chamber stretches across three cap-
sule platforms, as indicated in figure 3.1. Fig-
ure 3.5 shows a rendering of the CAD model of
all vacuum components. The system is mounted to one platform with
the experimental section hanging below the platform at the centre of
the drop capsule. Attached to the chamber are optics to deliver the
laser beams for the MOT, interferometry and detection. A camera is
attached with the optics housed in an aluminium tube.
In the pumping section above the mount, an IGP, an TiSub1 and a
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NEG pump are attached to maintain UHV pressure. The IGP is sur-
rounded by a magnetic shield made of Permalloy to suppress mag-
netic fields emanating from the permanent magnets inside the pump
[152, 161, 162]. The pump has been modified to sustain the accelera-
tions and vibrations going along with drop-tower experiments.
IGP
TiSub
NEG
Valve
Electric
Feedthrough
Camera
Experimental se ction
Pumping se ction
Telescopes
Mount
Figure 3.5: Rendering of the vacuum chamber
with mounting, pumps and optics.
The passive NEG has been added to the
pumping section since during the first
drop campaign, the TiSub started to con-
taminate the vacuum chamber with tita-
nium flakes, which peeled of its surface.
The TiSub has subsequently been retired,
as the IGP in combination with the NEG
pump proved powerful enough to main-
tain a pressure of below 1× 10−11 mbar.
A valve is attached opposite the IGP for
initial evacuation of the chamber.
An electrical feedthrough with a D-
sub-9 connector is used to deliver
power to the vacuum chip. At the bot-
tom of the chamber, another electrical
feedthrough is attached, which provides
electrical access to the Rubidium dis-
pensers mounted inside the chamber.
These devices provide a small amount
of Rubidium in thin metallic tube, which
can be evaporated by running a current
through the dispenser to heat it up [75,
163].
All vacuum components are made of
non-magnetic steel 316L or 316LN, where
possible, to minimise inductivity. To sup-
press influences of external magnetic fields, the experimental sec-
tion is surrounded by a magnetic shield made from mu-metal [164,
165].The shield consists of 7 parts than can be individually removed
for access to the chamber and the optics and attenuates external fields
by a factor of ≈40.
3.1.4 Power supply
Since the atom chip has a negligible inductance, noise on the current
sources is relayed nearly unfiltered to the atoms. To minimise this
influence, low-noise bipolar current sources BCSP-7 by high finesse are
used to feed the chip structures and coils, which provide a noise level
Inoise/Imax = 10−5 [166]. Each current source is galvanically isolated
and powered by a set of lead-acid batteries, as listed in table 3.2 [167].
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3.1.5 Laser system
Structure Voltage Capacity
V Ah
Bias ±16 2.5
K1 ±10 2.5
K2 ±6 2.5
U ±12 2.0
Z ±12 2.0
Table 3.2: Battery voltages and capacities used
for chip and coil current sources.
The laser system used in the QUANTUS-1 ex-
periment consists of several modules which
were developed specifically for drop-tower
operation. The whole system is housed in an
aluminium block which is water cooled to
22.0(5) ◦C. To ensure rigidity and removal of
excess heats, the walls of the block are 10mm
thick.
The lower part of the block provides four
slots to fit various laser modules with a size
of 210mm× 190mm× 60mm. Each module
has its optical output on the front and electri-
cal connections on the back. For the creation of a BEC, three modules
are needed, which are described below. A fourth module provides the
light for the optical lattice for Bragg diffraction in the drop tower and
can on ground be enhanced with another module to provide more
power.
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Figure 3.6: Hyperfine structure of the D2 transitions for
85Rb and 87Rb (not to scale). Black arrows between levels
are labelled with the splitting between two levels in MHz.
Coloured arrows show the laser frequencies used in the
experiment. Values taken from [168, 169].
On top of the block, a distribut-
ing and switching module is im-
plemented, which takes light from
the modules below via optical fi-
bres and distributes and mixes the
frequencies needed for MOT, mo-
lasses cooling and imaging, which
are then brought to the vacuum
chamber again via optical fibres.
The main part of the laser sys-
tem was developed in the first
phase of the project, and a detailed
description can be found in [153].
The interferometry module was
newly developed to fit the form
factor for the works presented in
this thesis.
Trapping and cooling
Two different laser frequencies are
required for laser cooling atoms
in a MOT. The |F = 2〉 → |F′ = 3〉
transition of the D2 line of 87Rb
is used to remove kinetic energy
from the atoms, as sketched in fig-
ure 3.6 as a dashed blue arrow. To
account for the velocity of the atoms, the laser is red-detuned by
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23MHz from resonance. Part of the atoms is off-resonantly coupled to
|F′ = 2〉, from where they can relax to |F = 1〉 and are lost from the
cooling cycle. Thus, a second laser is necessary to pump the atoms
from |F = 1〉 to |F′ = 2〉 again, which is labelled Repumper (orange ar-
row). The cooling transition tuned to resonance is used for absorption
imaging (solid blue arrow). After the optical cooling stages, the atoms
are evenly distributed across all Zeeman-sublevels |F = 2,mF = i〉
with i = −2, . . . , 2. To transfer all atoms to the |F = 2,mF = 2〉 state,
which provides the strongest confinement in a magnetic trap, the
|F = 2,mF = i〉 → |F′ = 2,mF = i+ 1〉 cycling transition is used, here
labelled optical pumping (dotted blue arrow). Cooling, detection and
optical pumping frequencies are sufficiently close to each other and
are not used simultaneously. Thus, they can be sourced from one
DFB1 laser module, which is labelled Cooling laser. The repumping
light is needed at the same time as the cooling light, so a second laser
source is needed. To stabilise the lasers, two offset-locking schemes
are used. A third laser labelled Master is optically locked to the
|F = 3〉 → |F′ = 4〉 transition of the D2 line of 85Rb via MTS2 [170]
(solid red arrow).
The light from the Master laser is overlapped on two photodiodes
with the Repumper and the Cooling laser, respectively, and the result-
ing beat-note is compared to an electronic reference. For the Cooling
laser, the beat-note at 1.188GHz in the photodiode PD is fed to an
electronic PFD3 via a digital prescaler, as sketched in figure 3.7. The
frequency is compared to a reference generated by a DDS4, and a sig-
nal proportional to the difference between both frequencies is emitted.
This signal is fed to a PID5 controller, which then corrects the laser fre-
quency. By adjusting the reference frequency, the laser can be tuned
to different wavelengths.
For the Repumper, a different locking scheme is used, which is
sketched in figure 3.8. Here, the signal from the Photodiode PD is
split into to paths, one of which is routed through a frequency-de-
pendent phase shifter. Both parts are interfered and low-pass filtered.
The resulting signal is again proportional to the frequency difference
and can be fed to a PID controller.
For the Master and Repumper lasers, only ≈5mW and ≈12mW
are required, respectively, which can easily be provided by DFB diodes.
Those two modules thus each consist of a single DFB diode with optics
and a fibre coupler, as described in detail in [153]. For the cooling
light, at least ≈120mW are necessary. To provide this power, light
from a DFB diode is fed to a TA6, which amplifies the source light
while maintaining coherence [153]. This setup is known as a MOPA7
module.
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Figure 3.7: Offset-Lock scheme with PFD. Light of the laser to be offset locked is
overlaid with light from a stabilised reference on a fast photo diode PD. The beat-
note is fed to a digital PFD PFD, which compares the signal with a reference and
generates an output signal depending on the deviation of input and reference signal.
From this, a PID controller PID generates the appropriate feedback for the laser to be
stabilised.
Figure 3.8: Trombone Offset-Lock scheme with phase shifter. Light of the laser to be
offset-locked is overlaid with light from a stabilised reference on a fast photo diode
PD. The beat note is split, and one part is routed through a phase shifter, acting as
a frequency-dependent delay line. Both signals are mixed and via a low pass filter
given to a proportional integral differential controller PID, which then generates the
appropriate feedback for the laser to be stabilised.
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Distribution and mixing module
The light from the master, repumper and cooling modules is fed into
PMSM1 optical fibres and delivered to the distribution and mixing
module. Here, the three beams are expanded by fibre couplers (SuK
60SMS) and split into light for locking and light utilised in the vac-
uum chamber, as sketched in 3.9.
A few mW each are branched off cooling and repumping light and
overlapped with the stabilised master light on two fast photodiodes
which are connected to the respective locking electronics.
The remaining part of the cooling light (typically ≈100mW) is
again split into two paths: one for cooling and one for optical pump-
ing and detection. Each path is then fed through an AOM2 to adjust
the power, and 1% is coupled out onto monitoring photodiodes. The
cooling light is split into four paths and overlapped with the repump-
ing light, which itself goes through an AOM driven by rf sources and
is monitored with a photodiode, on two of those paths. The splitting
ratios between all branches can be tuned with λ/2 waveplates in front
of each PBS, and each path’s polarisation can afterwards be adjusted
with another λ/2 waveplate. The five resulting beams are again cou-
pled into PMSM fibres. Each output can be completely blocked with a
mechanical shutter.
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Figure 3.9: The mixing and distribution module of the laser system. Via optical
fibres, light is delivered from the source modules into the module’s three inputs:
Stabilised light from the master laser for reference (red line), light for cooling, opti-
cal pumping and detection from the master oscillator power amplifier module (blue
line), and repumping light from the respective module (green line). On two fast
photodiodes, a fraction of cooling and repumping light is mixed with light from
the master laser, and the beat notes are fed to locking electronics. Cooling and re-
pumping light are mixed on a polarizing beam splitter and coupled into four fibres,
delivering the light to the vacuum chamber. A part of the cooling light is branched
off and coupled into a dedicated fibre to be utilised for optical pumping and detec-
tion. AOMs 1-3 can be used to control the power in each output, while mechanical
shutters in each output can block the light completely.
1charge-coupled
device
Telescopes and imaging system
Outside the viewports at the vacuum chamber, the beams are colli-
mated by two different kinds of telescopes. The 45° MOT beams are
expanded to a 1/e2 waist of 8mm with a single lens as depicted in
3.10 on the left. This design was originally used for all five beams,
but had to be modified to save space when the interferometry laser
system was integrated into the capsule. Thus, smaller and shorter
telescopes as depicted on the right in 3.10 are used for the vertical
MOT beams and the pumping/detection light.
The optics assembly to overlap the MOT beams with the detection
beam is depicted in figure 3.11. Two telescopes for the MOT are over-
lapped with the detection beam from a third telescope with perpen-
dicular linear polarisation on two PBSs with an edge length of 5 cm.
Two λ/4 waveplates change the polarisations to circular. Via a lens
with focal length f = 80mm, the atoms are detected with a 2 f image
on a CCD1 camera.
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Figure 3.10: Cuts through the two different kinds of beam collimators used in the
experiment. The first kind, originally used for all four MOT beams as well as the
detection beam, uses just one lens to collimate the beam from the fibre. To upgrade
the experiment for interferometry, optical accesses to the vacuum chamber needed
to be consolidated. Thus, smaller telescopes were needed, which was accomplished
by utilising a two lens system, expanding the beam even further before collimating.
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Figure 3.11: CAD drawing of detection and MOT optics overlaid on one axis. Two
telescopes at 90° deliver light for the MOT, which is overlapped with a detection
beam from a third telescope on two PBSs with perpendicular linear polarisations.
Two λ/4 waveplates change the polarisation to circular. Via a single lens, the BEC is
imaged with a CCD camera.
Interferometry
To implement atom interferometry, a new laser system had to be in-
troduced to the apparatus. Since the vacuum chamber only provides
four horizontal optical viewports, of which two were used for the MOT
beams and two for detection, the optical system at the chamber had
to be consolidated. The interferometry beams have to be aligned per-
pendicular to the detection axis. Thus, MOT and detection optics were
modified to work in the same direction, as depicted in figure 3.11.
The interferometry beams are collimated with the same telescopes
as detection and horizontal MOT beams shown in figure 3.10 on the
right.
To provide the light for the interferometry beams, a new laser mod-
ule with the same form factor as the three existing ones was designed.
The module is sketched in figure 3.12. A DFB diode is electronically
stabilised to an rf reference with the scheme depicted in figure 3.7
relative to the cooling light. To this end, part of the cooling light is
delivered to the interferometry module via an optical fibre and inter-
fered with with light from the DFB diode on a photodiode (PD). The
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interferometry path is split on a PBS and guided through to AOMs,
which are driven by two rf frequency generators. By tuning the rf
sources, the detuning δ between the interferometer beams can be ad-
justed. The output of the AOMs is coupled into optical fibres, which
are routed to the vacuum chamber, where the light is collimated in
two telescopes.
To provide more power than the single DFB diode can emit, an
external MOPA module can be attached to the interferometry module
by switching the DFB diode for a fibre coupler [171, 172]. That setup
was used for the Bragg Double Diffraction experiments presented in
chapter 6.
Figure 3.12: Scheme of the interferometry laser system. A DFB diode provides light,
which is split into an interferometry path and a stabilisation path by a PBS. On
another PBS, the stabilisation path is overlapped with light branched off the cooling
laser, and the beat note is measured on a photodiode (PD). The photodiode’s signal
is amplified and compared to an rf reference by a PFD. The output signal is used to
correct the laser wavelength via a PID and a current controller. The interferometry
path is split into to parts again, and each path is sent through an AOM. By adjusting
the frequencies of the rf sources, the detuning δ between both interferometer beams
can be tuned. Changing the amplitudes of the rf signal allows for arbitrary temporal
envelopes of the interferometry pulsed. Three λ/2 waveplates can be used to tune
the power in the different paths.
To drive the AOMs in the interferometry module, two different se-
tups were used, which are sketched in figure 3.13. In a first imple-
mentation, depicted on the left, two NI1 PXI2 5404 frequency gen-
erators plugged directly onto the main control system were used,
which can output fixed frequencies with a constant amplitude. To
create timed sequences of laser pulses required for interferometry, an
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ATmega8 CMOS1 8-bit microcontroller controls two rf switches with a
response time of 6 ns. The microcontroller is programmed via a serial
RS-232 interface by the main control system. A fraction of each rf sig-
nal is coupled into an electronic mixer to provide a monitoring port.
The rf signals are amplified by ≈28 dB and fed to the AOMs.
To allow for more control over the pulse sequence, later another rf
generator was introduced to the apparatus, which is sketched on the
right of figure 3.13. The Pulseblaster DDS-II-300-AWG features two
DDS outputs, that can provide signals from 0.5MHz to 100MHz [173,
174]. The outputs can be modulated by an AWG2, which enables tem-
poral control over the amplitudes. This can be used to create pulses
with arbitrary temporal envelopes, which is beneficial for increasing
diffraction efficiency and losses to higher orders, as described in sec-
tion 2.3.2.
Figure 3.13: Two different configurations of rf sources to drive AOMs in the inter-
ferometry module. On the left, two NI PXI cards managed directly by the PXI control
system are used to generate two different frequencies. Two switches controlled by
TTL signals from a microcontroller allow for the generation of laser pulses. The micro-
controller is programmed via a serial RS-232 connection. On the right, an advanced
setup used later in the experiment is sketched. Here, the two rf frequencies are gen-
erated by an AWG, which also allows for arbitrary temporal envelopes of the laser
power.
3.1.6 Control
The whole experimental sequence is controlled by an NI PXI controller
residing on the second capsule platform from the top. The controller
runs on the Labview RT3 operating system and is controlled via Ether-
net from a workstation. Several extension cards provide analog and
digital inputs and outputs, which have been described in [152–154].
These IO4 channels are used to control laser frequencies, electronic
switches and current sources programmatically in a timed sequence.
3.1 apparatus 55
1wireless local are
networking
2Universal Serial
Bus
3Uniform Resource
Locator
4Common Gateway
Interface
5graphical user
interface
All outputs are synchronised to an internal 10MHz reference clock.
The interplay of and connections between all optical and electronic
components are sketched in figure 3.14. From a host system in the
lab, the PXI controller is programmed with the experimental sequence
via an Ethernet or WiFi1 connection. Extension cards in the PXI system
are connected via the internal PXI bus interface. The Pulseblaster rf
source can only be programmed via USB2, which is not available on
the PXI system. Thus, a second control system had to be introduced,
which runs a Linux operating system. This system runs a lightweight
web server, which accepts parameters for the pulse sequence encoded
in a URL3 and programs the Pulseblaster via CGI4 calls [175]. The
CCD camera is connected via FireWire and can be read out either by
the PXI system (for drop-tower operations) or directly from the host
in the lab.
The procedure of running an experimental sequence is outlines in
figure 3.15. On the host, a sequence is created via a GUI5 and sent to
the PXI system. Once it is written to all IO components, the sequence
is started either directly or by an external trigger. First, the MOT loads
from background vapour, which takes ≈10 s. The loading phase can
be monitored live by a dedicated CCD camera imaging the atoms’ flu-
orescence. After the MOT phase, the atoms are loaded into a magnetic
trap, where they are cooled to condensation by evaporative cooling.
The atoms are imaged with the absorption imaging system, and the
image is transferred to the host, where it is evaluated. To allow for pa-
rameter scans, a loop mode was implemented. Each sequence is saved
to a file in a serialised binary format, which can be loaded again later
to repeat a sequence.
3.1.7 Chip replacement and safety electronics
During the drop-tower campaign to characterise the expansion of the
BEC, a malfunction in the current sources led to a defect of the original
atom chip in April 2009. A high current was fed to the chip, which
caused the reflective coating to scorch and the bondings to melt. A
replacement chip was assembled and fitted in autumn of 2009. In the
course of this procedure, the Rubidium dispensers were replaced and
the passive NEG pump was fitted. After the reassembly, the vacuum
chamber was baked out for four weeks at ≈110 ◦C.
To prevent such an incident from happening again, additional safety
measures were implemented. Existing fuses were complemented with
timing and monitoring electronics to detect overcurrents and prohibit
prolonged currents through the chip structures.
To this end, the supplies for Z- and U-wire were each equipped
with an OMRON G6S-2 mechanical relays, which has to be switched
to drive the chip [176]. A timer-circuit incorporating three NE555
timers was designed, which acts as a filter for trigger signals [177].
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Figure 3.14: Chart of the QUANTUS-1 experiment control. The main control system is
a National Instruments PXI Computer System, consisting of a x86 Controller Card
running on NIs LabView Real-Time operating system (LVRT) and several expansion
cards for analog, digital and radio frequency signals. Current sources for atom chip,
coils and dispensers as well as laser powers and frequencies can conveniently be con-
trolled with a graphical user interface distributed to the host via Ethernet. Since the
Pulseblaster DDS card can not be controlled by LVRT, a small Linux based computer
is integrated via Ethernet. A second PXI system common to all drop capsules (CCS)
collects important monitoring data.
Figure 3.15: Sketch of the procedure to run an experimental sequence.
In case of a trigger event, two timers are started: The first one defines
the period the chip is allowed to be operated and switches the relay
to connect chip and current sources for 3.9 s. The second one defines a
dead time of 10 s to prevent repeated triggers from constantly switch-
ing on the chip, so trigger events happening during the dead time are
ignored.
To monitor for overcurrents, two LEM CASR 6NP current trans-
ducers are mounted on the supplies for the Z- and U-wire. These
devices measure currents via the Closed-loop Hall effect, which allows
for galvanic isolation between measurement probe and current to be
measured [178]. The output signal is routed to a TI UC3903 voltage
monitor [179]. In case of an overcurrent, the voltage monitor triggers
3.1 apparatus 57
a flip-flop created by the third NE555 timer. All trigger events are
blocked until a mechanical push-button is pressed.
The trigger input and the three timers are connected via two logic
gates (74LS04 Inverter and 74LS08 AND Gate) [180, 181]. Wiring dia-
grams of the safety electronics can be found in appendix A.
3.1.8 Absorption imaging
The atoms are imaged with the optics depicted in figure 3.11 with
a lens with focal length f = 80mm. A CCD camera (Hamamatsu
C8484-15G) records the signal on a chip with 1344× 1024 pixels on a
chip with size 8.67mm× 6.6mm. Characteristic specifications of the
camera are listed in table 3.3.
Number of pixels 1344× 1024
Pixel size 6.45 µm
Readout noise (RMS) 10 electrons
Full well capacity 22 000 electrons
Dynamic range 2200 : 1
Quantum efficiency eq at 780 nm 35%
Electrons per count ec 5.6
Bit depth 12 bit
Table 3.3: Specifications of the CCD camera used to image the atoms [182].
Absorption imaging
The atomic clouds are probed with a laser beam on the F = 2 →
F′ = 3 transition with the optics depicted in figure 3.11. A quanti-
sation field Bdet = Bdetex with Bdet = 8G and the unit vector ex in
x direction is generated by the K1 coils. The detection beam has a
circular polarisation and an intensity typically about 5% of the satu-
ration intensity Isat of the transition [168]. The camera returns a signal
cij which is proportional to the number of photons arriving on each
pixel Pij. Two images are taken in each experiment. First the shadow
of the cloud in the detection beam is recorded yielding the signal
catomsij . This beam heats the atoms and expels them from the imag-
ing region. Then the detection beam is imaged in the absence of any
atoms yielding cbeami,j . Both signals c
atoms
ij and c
beam
ij are corrected for the
camera dark image cdarkij which is obtained by reading out the camera
with all lasers switched off. This removes offsets caused by stray light
reaching the camera independently of the experimental status.
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The number of photons NPij on each pixel Pij can be calculated from
cij via
NPij = cij
ec
eq
. (3.8)
with the camera-specific conversion factors ec and eq. The quantum
efficiency qe is the ratio of counted electrons to photons actually ar-
riving on the pixel, ec determines how much electrons each count cij
accounts for.
With laser frequency ωdet, exposure time Tdet and pixel size sp the
intensity Iij can then be calculated as
Iimageij = N
P
ij
h¯ωdet
Tdets2p
. (3.9)
Via Beer’s law
dI(x, y, z)
dz
= −n(x, y, z)σI(x, y, z) (3.10)
the detected intensity can be used to extract the atomic column densi-
ties nij, i.e. the integrated atomic density perpendicular to the image
sensor, as [125, 168, 183]
nij =
1
σ
(
1+
4∆2d
Γ2
)[
ln
(
Ibeamij − Idarki )
Iatomsij − Idarkij
)
+
Iatomsij − Ibeamij
Isat
]
. (3.11)
Here, ∆d = ωres − ωdet is the laser’s detuning from resonance, Γ, Isat
and σ are the transition’s natural line width, saturation intensity and
resonant scattering cross section, respectively. Each image thus sam-
ples the integrated atomic density n(x, y) as
n(xi, yj) = nij, xi = isp, yj = jsp. (3.12)
Evaluation
By fitting appropriate functions to the density, static and dynamic
parameters such as atom number and cloud size can be extracted
from these absorption images.
For a BEC, the expected shape is an inverted parabola, as seen from
(2.9) and (2.18). Integrating in z yields the column density
nTF(x, y) = nmaxmax
0,
(
1− (x− x0)
2
r2x
− (y− y0)
2
r2y
) 3
2
+ n0
(3.13)
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where n0 accounts for an offset caused by varying laser intensities be-
tween atom and beam image. For the thermal background, the Bose-
enhanced Gaussian
nG(x, y) =
nmax
g2(1)
g2
(
exp
(
− (x− x0)
2
2σ2x
− (y− y0)
2
2σ2y
))
+ n0 (3.14)
with
gj(z) =
∞
∑
i=1
zi
ij
(3.15)
is used [125]. The addition of both densities yields the bimodal distri-
bution of a not fully-condensed cloud as
nG,TF(x, y) =
nmax,G
g2(1)
g2
(
exp
(
− (x− x0)
2
2σ2x
− (y− y0)
2
2σ2y
))
+ nmax,TFmax
0,
(
1− (x− x0)
2
r2x
− (y− y0)
2
r2y
) 3
2

+ n0. (3.16)
Since 2D-fits tend to be time-consuming, in day-to-day work it is
often preferred to integrate along both remaining directions individ-
ually and fit 1D functions to the resulting density profiles
n˜(x) =
∞∫
−∞
dy n(x, y) (3.17)
n˜(y) =
∞∫
−∞
dx n(x, y). (3.18)
For the thermal background, a simple Gaussian is used, which gives
a sufficient estimate of all characteristics:
n˜G(x) = nmax exp
(
− (x− x0)
2
2σ2x
)
+ n˜0. (3.19)
The condensed part is described by integrating (3.13) along y,
which yields
n˜TF(x) = nmaxmax
{
0,
(
1− (x− x0)
2
r2x
)2}
+ n˜0. (3.20)
Again, the overlapped clouds are described by a bimodal distribution
according to
n˜G,TF(x) = nmax,G exp
(
− (x− x0)
2
2σ2x
)
+ nmax,TFmax
{
0,
(
1− (x− x0)
2
r2x
)2}
+ n˜0. (3.21)
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To extract contrast and fringe spacing from the images of the in-
terferometer output ports, we fit two Gaussians modulated by a sine
wave given by
n˜R,G(x) = nmax
[ [
1+ c sin
(
2pi
λ f
(x− x1) + ϕ
)]
(3.22)
× exp
(
− (x− x1)
2
2σ2x
)
+
[
1+ c sin
(
2pi
λ f
(x− x2) + ϕ+ pi
)]
× exp
(
− (x− x2)
2
2σ2x
)]
+ n˜0
with cloud centres x1, x2, contrast c and wavelength λ f of the inter-
ference pattern. Fits are implemented with nonlinear least squares
methods included in MATLAB.
Calibration procedure
To calibrate the imaging system, two steps are necessary due to un-
certainties in the mechanical dimensions of the setup. First, the focus
is adjusted by imaging a BEC and moving the camera into a position,
where the detected cloud size is minimal. Then, a series of time-of-
flight images is acquired and the gravitational acceleration is deter-
mined from the BECs’ positions. This is compared to the local value
provided by the Gravity Information System of the PTB1 [184]. The ra-
tio between both values determines the magnification factor of the
imaging system.
3.2 the drop tower
Inside the drop capsule, standard lab conditions are maintained. To
this end, the capsule is sealed from the surrounding evacuated drop
tube with rubber O-rings. To counter heating of especially the laser
system by excess heat of electronics etc., water cooling is provided
until right before the drop.
Several battery packs inside the capsule maintain power supply of
the experiment and the control systems during the lift-up as well es
during and after drop the actual drop. Via electrical feedthroughs in
the lid, the most important batteries can be buffered with external
power supplies during the 100min evacuation phase.
One buffered 24V / 25Ah battery pack is used for the capsule
control system and housekeeping sensors only. Another 28V/25Ah
battery back is provided by the drop-tower operators to run the ex-
periment on. From this, DC2/DC-converters generate the needed volt-
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Figure 3.16: The QUANTUS-1 apparatus is prepared for a drop. In the main integra-
tion hall, an aluminium hull is put over the capsule. In the deceleration chamber be-
low the drop tube, the capsule lid is put on. Feedthroughs for water cooling, power
supply and the WiFi antenna are connected, before the sealed capsule is lifted up to
the top of the tower.
ages for several different parts of the experiment. Since the atom chip
and the compensation coils which generate the magnetic traps need
extremely low noise current sources, additional battery packs are in-
stalled for these. Those packs can not be buffered and thus need to
allow for at least the typical number of experiments to be run au-
tonomously. A detailed overview of the power supply is given in
3.1.4.
To carry out a drop, the capsule is first prepared in the lab: Water
cooling, power supplies and network cables are disconnected, and
the control system is put to sleep for power saving, because the ex-
periment will be running on batteries for around 20 min until it has
reached its waiting position at the top of the tower.
Then, the capsule is handed over to the drop-tower operators and
transferred into the tower. In the main integration hall, the hull is
put over the experiment, and in the deceleration chamber the cap-
sule lid with power, water and network feedthroughs is attached, as
displayed in 3.16. O-rings between the bottom, hull and lid seal the
experiment from the vacuum in the tower, so that lab conditions are
maintained inside the capsule. The capsule bottom is equipped with
a cone shaped nose to soften the impact.
Now the capsule is lifted up on a wire rope by a winch to a height
of 120m above ground, which takes around 8min, and parked there.
The supply unit with water cooling and two power rails docks to
the feedthroughs, and the wire rope is disconnected and pulled out
of the drop tube. The control system is switched on again, and a
few experimental sequences are run. If everything works, the tube is
sealed and the evacuation starts, taking roughly 100min to reach a
pressure of 20 Pa. During this time, the experiment is switched off
again to reduce heating and save power.
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When the evacuation is finished, and the experiment is still work-
ing, the supply unit is disconnected, and the drop sequence can be
initiated by the experimenter.
TheMOT is loaded for 15 s, then the sequence pauses. The capsule is
released by the click of a button, and an accelerometer in the capsule
triggers the sequence to resume. After 4.7 s the capsule dives into
the deceleration pool with a velocity of 170 kmh−1, reaching a peak
deceleration of 50 g.
After the impact, the lasers need to be relocked, and usually a BEC
can be created right away. The tower is flooded with dry air and has
reached atmospheric pressure after around 30min. The experiment is
recovered from the deceleration pool, cleaned from polystyrene balls,
opened and returned to the lab roughly three hours after it left.
4
CHARACTER I SAT ION OF THE APPARATUS ON
GROUND
To realise a matter-wave interferometer in the QUANTUS-1 apparatus
in the drop tower, several experimental steps need to be implemented.
In this chapter, ground-based studies for all steps are presented. In
detail, these steps are:
preparation of the BEC All steps from evaporation cooling, con-
densation, expansion to detection are characterised. The final
magnetic traps are further examined to optimise for DKC.
Adiabatic Rapid Passage Coherent transfer between Zeeman sub-
states is realised by a radio-frequency sweep in a static mag-
netic field, making use of avoided crossings. Parameters are op-
timised for different target states.
Delta-Kick Collimation By switching on the magnetic trap af-
ter a short time of free evolution, the expansion of the BEC
can be altered. A scheme for optimal collimation on ground
accounting gravity accelerating the atoms through the trap is
developed, and parameters are studied in view of microgravity
applications.
beam-splitter dynamics The time evolution of momentum states
in presence of a Bragg laser beam is characterised.
two-pulse contrast measurements With a two-pulse scheme,
spatial interference fringes in the overlapping BECs are observed
and evaluated. Contrast of these fringes gives a measure of
the BEC’s spatial coherence length, while the wavelength of the
fringes is influenced by a residual acceleration due to mean field
energy.
three-pulse mach-zehnder interferometer With a beam-
splitter–mirror–beam-splitter scheme, a Mach-Zehnder type in-
terferometer is created and characterised to find the optimal
parameter ranges for operating in microgravity.
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4.1 ultracold ensembles : generation and preparation
Since the steps before evaporative cooling did not need to be adjusted
with the new atom chip and have already been described in detail in
other places, we will only give a very short overview of these steps
[152–155].
One experimental run starts with atoms being loaded into the mac-
roscopic MOT from background vapour provided by a Rubidium dis-
penser. With a background pressure of about 1× 10−11 mbar and a
gradient of 1.73G cm−1 A−1 this process saturates after roughly 10 s
at about 1.5× 107 atoms.
Step Duration Atom number Temperature
MOT 10 s to 15 s 1.5× 107 ≈250 µK
chip MOT 25ms 1.1× 107 ≈250 µK
molasses 4ms 6× 106 5 µK
optical pumping 700µs 6× 106 5 µK
Table 4.1: Characteristic numbers of cooling steps before loading into the magnetic
trap. Atoms numbers are typical values for an optimised setup, temperatures are
extracted from time-of-flight image series.
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Figure 4.1: Protocol for cooling thermal atoms in a chip-based Ioffe-Prittchard trap
to condensation. On the left, currents for the Bias coils and the Z structure of the
chip are plotted along with the radio frequency field used for forced evaporation.
The right panel shows the radial trap frequency ωx,y/2pi and the trap minimum z0
according to (3.3) and (3.6). The atoms are loaded from macroscopic MOT into the
chip based trap at t = 1 s. In the first few hundred milliseconds, the trap is com-
pressed to induce three-body collisions. The radiofrequency is switched on, and the
trap is subsequently decompressed slowly. At about t = 2260ms, condensation oc-
curs and the trap is decompressed further, moving the trap minimum away from the
chip and embiggening1 the cloud size. On the decompression phase, the radiofre-
quency is increased by 1.15MHz to remove more thermal background.
1Embiggen is a perfectly cromulent word [185].
From the macroscopic MOT, the atoms are shifted to a chip based
MOT by first moving the trap centre towards the chip by changing the
bias field. The macroscopic coils are then switched off, and the chip’s
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Figure 4.2: Atom number (dots) vs. time in two different magnetic traps. The left
panel shows the time evolution for thermal atoms in the first magnetic trap, while
the right panel displays the total atom number (thermal part and BEC) in the final
trap after condensation. Continuous lines depict fits according to (4.1).
U wire is used to create a quadrupole field. After the transfer, the chip
based MOT is moved closer to the chip surface to maximise overlap
with the Ioffe-Prittchard trap. Before the atoms are transferred to the
purely magnetic trap, the chip is switched off and the three bias coils
are used to compensate residual magnetic fields. Detuning the laser
beam by about 240MHz with zero magnetic field allows sub-Doppler
cooling of the atoms with polarisation gradient or molasses cooling. In
this stage, the atoms are distributed evenly across the five Zeeman
states in the |F = 2〉 manifold. To trap most of them in a magnetic
field, they are pumped to the |F = 2,mF = 2〉 state via a cycling op-
tical transition. Table 4.1 lists the typical atom numbers and kinetic
temperatures after each of those steps.
4.1.1 Evaporation
After optical pumping, the atoms are loaded into a magnetic trap
generated by the Z wire of the chip and two perpendicular homoge-
neous bias fields. Together, these fields form a cigar shaped trap, as
described in section 3.1.2.
The initial trap is chosen to provide maximum overlap with the mo-
lasses cooled atoms to catch as much atoms as possible. Afterwards,
the trap is tightened to a radial frequency of ωr = 2pi · 7.6 kHz, and
an rf field is applied to limit the trap depth. The rf signal is modu-
lated onto the current through the Z-wire of the atom chip. Faster
atoms are thus coupled out of the trap, effectively removing energy
from the system, while the remaining atoms thermalise. By lowering
the applied frequency over time, the system is cooled to the critical
temperature, when the atoms start to condense into the ground state.
The trap is then decompressed again, moving the trap minimum away
from the chip again and lowering the cloud’s density.
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Figure 4.1 depicts the protocol used to drive the magnetic and ra-
diofrequency fields for compression, condensation and decompres-
sion.
Measuring the lifetime of the atoms in the magnetic trap, i.e. detec-
tion the atom number after increasing time spent in the trap, gives
a measure of the cloud’s density and the background pressure. Start-
ing with an initial atom number N0, over time the number will evolve
according to
N(t) = N0
(
a1 exp− tt1 + a2 exp−
t
t2
)
(4.1)
with two different significant time scales t1 and t2 and respective am-
plitudes a1,2. One of those timescales will show a fast drop due to
three body within collisions in the cloud, while the other will show a
slower descent due to collisions with background vapour.
Figure 4.2 shows one lifetime measurement in the initial magnetic
trap in the left panel and one measurement in the final trap in the
right panel. Fitting (4.1) to the data yields a lifetime of 2.8 s in the
initial and 10.1 s in the final trap after condensation.
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Figure 4.3: Atom numbers in the condensed part NC and the thermal part NT of the
cloud and condensate fraction NC/NT in relation to evaporation frequency fend.
By adjusting the minimum frequency fend of the applied rf signal in
the decompression phase, the ratio of condensed atoms and thermal
atoms can be adjusted. By scanning fend as depicted in figure 4.3, the
optimal frequency were the maximum number of atoms is condensed
can be determined.
Trap frequencies
For different experiments, different expansion rates of the BEC are
necessary. These can be tuned by adjusting the strength of the final
magnetic trap, as indicated in figure 4.4. For three different config-
urations, dipole oscillations in the trap are observed by varying the
time the atoms stay in the final trap. Afterwards they are allowed to
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Figure 4.4: Trap frequencies measured with dipole oscillations. For three different
trap configurations with currents through the Z wire of IZ = 1.2A and through the
Bias coils of IBias = {0.36, 0.6, 1.0}A respectively, the cloud’s position is plotted vs.
the time atoms are held in the trap.
expand for 31ms. The position of the cloud in all three dimensions
is observed by combining measurements from several days, during
which both detection systems have been used.
IBias fx/Hz fy/Hz fz/Hz
0.36A 17 47 31
0.6A 18 131 127
1.0A 43 344 343
Table 4.2: Trap frequencies for different trap
geometries.
Sinusoidal fits of the data reveal the fre-
quency of the dipole oscillations, as presented
in table 4.2. For the weakest trap (left panel),
oscillations had to be induced by a small kick
with an extra magnetic field to overcome noise.
4.1.2 Detection
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Figure 4.5: Detected atom number Ntot =
NC + NT vs. detuning frequency fdet be-
tween detection and master laser with
Lorentzian fit.
To maximise signal in absorption images, it
is necessary to ascertain the correct laser fre-
quency to drive the transition. Thus, a scan of
the laser frequency can be carried out to find
the frequency at which the largest atom num-
ber is detected. This measurement is presented
in figure 4.5, where the detected atom number
Ntot = NC + NT is plotted in relation to the
frequency fdet which gives the detuning of the
detection laser from the master laser. Detection
is carried out with a circularly polarised colli-
mated laser beam as described in section 3.1.8
with a quantisation field of ≈8G. A Lorentzian fit reveals a line width
of Γdet = 2pi · 9.82MHz, which is given by the natural line width of
the 87Rb D2 line width Γ = 2pi · 6.0666(18)MHz broadened with the
line width of the laser.
4.1.3 Adiabatic rapid passage
One of the key technologies to realise atom interferometry in the drop
tower is the transfer of atoms to non-magnetic Zeeman substates.
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To this end, the ARP as introduced in section 2.2.1 has been imple-
mented. The transfer is conducted by sweeping a radio frequency
across avoided crossings between Zeeman states.
tAs tAs + τa tAe − τA tAe
A
/
a.
u.
Figure 4.6: Sketch of radio frequency sig-
nal used for the Adiabatic Rapid Passage
with associated time definitions.
The signal is generated by an arbitrary wave-
form generator, which allows control not only of
the applied frequency but also the temporal en-
velope, and coupled into the Z-wire of the atom
chip. This is used to switch on the signal not
instantly but with a linear ramp to avoid pro-
jection into unwanted states, as sketched in fig-
ure 4.6.
The waveform applied to the atoms directly
after release from the final trap is described by
A(t) = a(t) sin f (t) (4.2)
where the envelope is defined by
a(t) =

0 t < tAs
a0 t−tAsτA tAs ≤ t < tAs + τA
a0 tAs + τA ≤ t ≤ tAe − τA
a0(1− t−tAe+τAτA ) tAe − τA < t ≤ tAe
0 tAe < t
(4.3)
with tAe = tAs + TA and the time-dependent frequency is given by
f (t) = fstart + ( fend − fstart) t− tAsTA . (4.4)
Since a higher magnetic field means a larger energetic separation
between Zeeman states and thus less cross couplings, the experiment
are carried out with the maximum field strength available in the appa-
ratus of 10.5G. The duration tAe− tAs of the rf ramp has been found to
have its optimum at tAe − tAs = 4.0ms with τA = 0.1ms. The optimal
starting frequency has been determined to fstart = 7.7MHz. The end
frequency fend can than be adjusted to populate the desired Zeeman
state, as depicted in figure 4.7.
To allow distinguishing different Zeeman states in an absorption
image, a Stern-Gerlach step is introduced between ARP and detection.
The MOT coils, which are wired in anti-Helmholtz configuration, are
switched on for a short time to create a magnetic field gradient. Thus,
atoms in different Zeeman states experience different forces and drift
apart, allowing to resolve them spatially.
The right panel of figure 4.7 shows a stack of absorption images
with fend scanned from 7.7MHz to 7.8MHz, resulting in no effect
at all in the topmost image and most of the atoms transferred to
|mF = −2〉 in the last image. The bottom left panel shows the total
atom number in all five states for each image, and the top left panel
presents the transfer efficiency to |mF = 0〉.
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Figure 4.7: Adiabatic Rapid Passage and Stern-Gerlach experiment with BECs in
different Zeeman states. Atom number Ni per Zeeman state |mF = i〉 is depicted
depending on stop frequency fend of the frequency sweep for the ARP, which is
carried out in a homogeneous background magnetic field of 10.5G generated by the
K1 coils in x direction. A maximum efficiency p0 = 0.91 is reached. By adjusting
fend, the atoms can be transferred to the Zeeman state of choice. On the right, a stack
of the corresponding absorption images is displayed.
4.1.4 Delta-Kick Collimation
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Figure 4.8: Absorption
images for varying val-
ues for IZ as indicated for
each frame.
Another cornerstone of moving towards interrogation times of
several seconds in an atom interferometer is DKC, here imple-
mented with a magnetic field and thus also dubbed magnetic
lensing.
By switching the magnetic trap on for a short time, the
cloud’s expansion can be slowed down. Since on ground the
atoms are accelerated away from the chip surface by gravity,
a suitable trap configuration has to be determined. For this,
there are four parameters that can be tuned: the time span tLs
between release and application of the magnetic lens, the du-
ration TL of the lens, the chip current IZ and the current Ibias
driving the bias coils.
The trap minimum’s position zmin depends on IZ and the
bias field Bbias via (3.6), while local field, gradient and curva-
ture are given by (3.5).
Changing IZ alters the position of the trap minimum and
thus the local curvature at the position of the BEC, resulting
in different lensing strengths as per (3.3) and (2.46). Figure 4.8
presents a stack of absorption images for varying values of IZ
with Ibias = 0.65A, tLs = 6ms and TL = 0.3ms. The effect on
the cloud’s size in vertical direction is clearly visible, while it
is apparent, that the horizontal size is mostly unaffected.
70 characterisation of the apparatus on ground
Depending on the frequency of the final trap, the cloud will ex-
pand at a different rate and convert its mean-field energy on a dif-
ferent time scale, as shown in section 2.1.1. The tighter the trap, the
faster the mean field is converted, which is advantageous for atom
interferometry. Thus, the trap with a radial frequency fr = 343Hz
was chosen. Via parameter scans and trial and error due to the large
parameter space, a set of suitable parameters as listed in table 4.3 was
found.
IZ Ibias tLs TL
1.15A 0.53A 6ms 600µs
Table 4.3: Optimum parameters for DKC
on ground.
Figure 4.9 shows the free expansion of a BEC
released from the final trap, and the expansion
with DKC applied 6ms after release. The expan-
sion in y and z direction is plotted for a freely
expanding and a lensed BEC with two panels on
the right displaying cuts from the respective ab-
sorption images. The width is given in terms
of the width of a Gaussian according to (3.19).
Within the resolution constraints of the imaging systems, there is no
observable expansion of the lensed cloud.
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Figure 4.9: Radial sizes in y and z direction are plotted vs. expansion time for a
freely expanding (blue and green dots) and a magnetically lensed (read and purple
squares) BEC. The free BEC exhibits a nearly perfectly linear expansion, hinting at an
almost complete conversion of mean field energy before the first image. The lensed
BEC shows no apparent expansion, as is backed by the stack of absorption images
corresponding to the size measurements in the middle (free) and right (DKC) panel.
4.2 bragg diffraction
The last ingredient after the ARP and DKC to implement an atom in-
terferometer in microgravity is a mechanism for beam splitters. To
this end, an additional laser system was introduced to the QUANTUS-1
apparatus, as described in chapter 3.1.5.
To characterise the system and find optimum parameters for split-
ting and recombining the atomic clouds, the first step is to look at the
time evolution of the cloud’s momentum states in the presence of the
laser field.
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4.2.1 Rabi oscillations
As laid out it section 2.3.2, the two-level system of momentum states
with momentum p = 0 and p = h¯ke f f coupled by a moving optical
lattice created by two counter-propagating laser beams exhibits Rabi
oscillations when the time evolution of the momentum state popula-
tion is observed.
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Figure 4.10: Rabi oscillations of a BEC in a light field generated by two counter-
propagating laser beams detuned to match the resonance condition for a momentum
transfer between |0〉 and |h¯ke f f 〉. Due to the non-zero momentum width of the cloud,
a damping occurs with increasing cycles.
Figure 4.10 shows such a Rabi oscillation for a BEC released from
a trap with radial frequencies of ωy/2pi = 47Hz and ωz/2pi =
31Hz. No ARP and no magnetic lens is applied, and the light field is
switched on 8.0ms after release. In subsequent runs, the interaction
duration tB is increased from 0ms to 340ms, and the atom numbers
N0,1 in the clouds corresponding to p = 0 and p = h¯ke f f , respectively,
are determined via absorption imaging. In figure 4.10, the relative
populations n0,1 =
N0,1
N0+N1
are plotted vs. interaction time with cuts
from the corresponding absorption images shown in the top panel
aligned to the respective data points.
Fitting
n0(t) =
[
n0,0
2
cos (ωRt) exp
(
− t
τD
)
+ c0
]
to the data (red line) reveals a Rabi frequency Ωe f f ,exp = 2pi · 6.4 kHz.
Due to the non-zero momentum width of the cloud, a damping is
observed, which has two sources
dephasing The effective Rabi frequency depends on p as per (2.69)
and (2.67), which means that atoms with p = 0 experience a
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faster Rabi oscillation. In the absorption images we are thus av-
eraging over an ensemble with varying effective Rabi frequen-
cies, leading to a dephasing over the cloud and therefore a
damping.
finite pulse width The momentum acceptance of the applied pulse
depends on the interaction time tB, see section 2.3.2. Thus, with
increasing tB less atoms are addressed, as atoms further away
from resonance not only experience faster Rabi oscillations but
also a reduced have a lower oscillation amplitude.
To compare the result with the expected Rabi frequency for the
given parameters, we assume a Gaussian beam with the same width
σr in both x and z direction:
I(x, z) = I0 exp
(
− x
2
2σ2r
− z
2
2σ2r
)
. (4.5)
Knowing the total power P in the laser beams (which we assume to
be identical in both beams), we find:
P =
∞∫
−∞
dx
∞∫
−∞
dz I(x, z) (4.6)
= I0
∞∫
−∞
dx exp
(
− x
2
2σ2r
) ∞∫
−∞
dz exp
(
− z
2
2σ2r
)
= I0
(√
2piσr
)2
= 2pi I0σ2r .
With σr = 3mm and a total power of P = 30mW in one beam, as was
the case for the measurement presented above, we get a maximum
intensity of
I0 =
P
2piσ2r
= 530Wm−2 (4.7)
With (2.55), (2.68), (2.69), ∆ = 2pi · 2.56GHz for the experimental
data and
Ii =
1
2
cϵ0E2i (4.8)
we find an expected Rabi frequency of Ωe f f = 2pi · 76 kHz. The large
discrepancy between Ωe f f and experimental value Ωe f f ,exp hints at
the atoms interacting with the laser beams far away from the beam
centre and possibly a suboptimal overlap between the two laser beams.
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Figure 4.11: Effective Rabi frequency in re-
lation to cloud position zp at the time the
pulse is applied. Due to a Gaussian beam
profile, the atoms experience a different in-
tensity at different positions. A Gaussian
fit to the data reveals that the beam maxi-
mum is far away from the atoms.
To support this hypothesis, the diffraction ef-
ficiency has been determined in relation to the
point in time when the pulse is applied. With the
atoms falling through the laser beam, this allows
us to map the diffraction efficiency to the atoms’
position, eventually yielding a measurement of
the beam profile. Figure 4.11 presents this mea-
surement and shows clearly, that the beam cen-
tre is far away from the atoms. A Gaussian has
been fitted to the data to extract maximum Rabi
frequency, beam centre and beam width yield-
ing the values presented in table 4.4. Due to
the scanning range covering only the wing of
the Gaussian, all parameters have large uncer-
tainties, but a factor of 12 between experimental
and expected Rabi frequency as observed above
is clearly possible. It should be noted, that the
measurements for Rabi oscillations and the position scan have been
carried out on different days with a likely difference in alignment
of the telescopes. However, the comparison yields a useful figure of
merit.
Ωe f f ,max zc σr
6(8)Ωeff,exp 16(7)mm 5.5(15)mm
Table 4.4: Fit parameters from figure 4.11 for maximum effective Rabi frequency
Ωe f f ,max, beam centre zc and beam diameter σr. Large uncertainties stem from the
scanning range covering only the Gaussian’s wing.
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Figure 4.12: Rabi oscillations of a BEC with and without DKC applied. For the un-
lensed cloud, the pulse is applied 4ms after release, for the other cloud first a mag-
netic lens is applied 6ms after release, and the pulse is applied 700 µs after the lens
has been switched off. Maximum diffraction efficiency is increased from 0.67 to 0.90.
In the second oscillation far more atoms are addressed due to the reduced momen-
tum width. Two absorption images picture a pi pulse for each case.
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Figure 4.13: Fringe spacing in a two-pulse Ramsey type sequence vs. time tEX be-
tween release and detection. The solid line represents the expected values according
to (2.81) and (2.28). In the right panel, an absorption image showing the spatial inter-
ference pattern is displayed along with the respective line profile (blue line) in the
right bottom panel. A fit of (3.22) to the line profile (orange line) yields the fringe
spacing λ f .
Applying the magnetic lens before the laser pulse allows for an
increase in diffraction efficiency, as the limiting factor as mostly the
cloud’s momentum width. Figure 4.12 contrasts Rabi oscillations of
the BEC released from a 343Hz trap with and without DKC applied.
For the free cloud, the pulse is applied 4ms after release from the
magnetic trap. The lensed cloud is subjected to DKC at 6ms as de-
scribed above with the laser pulse following 700 µs after the lens has
been switched off. The reduced momentum width leads to a signifi-
cant increase in diffraction efficiency, since both dephasing and mo-
mentum acceptance due to finite pulse width are rectified. Where the
free cloud exhibits a maximum efficiency of 0.67, the lensed cloud al-
lows for up to 0.9. This effect is amplified in the second revolution of
the oscillation, where the pulse width has decreased even further, but
still yields a transfer efficiency of up to 0.7. This effect is especially im-
portant for atom interferometers, as the application not only increases
the number of atoms participating in the interferometer, but also re-
duces detrimental output ports composed of undiffracted atoms from
the first pulse.
4.2.2 Ramsey fringes
Applying two subsequent pi/2 pulses yields a simple shearing inter-
ferometer, as introduced in section 2.4.1.
Between two pulses with durations TP1,P2 the clouds are allowed
to drift apart for a time T′1 leading to a displacement d according
to (2.81). Both output ports thus feature two overlapping, interfering
clouds with a spatial modulation with a wavelength given by (2.28).
The fringe spacing is proportional to the total expansion time TEX
between release from the magnetic trap and detection, which is ob-
served in figure 4.13. An absorption image in the top right panel
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Figure 4.14: Fringe spacing in a two-pulse Ramsey type sequence vs. time T′1 be-
tween the pulses’ temporal centres for different expansion times before first pulse.
The solid line is given by (2.81) and (2.28) and shows the expected result. The offset
between experimental and expected data is due to the mean field changing with the
first pulse, as the cloud is split into two.
shows the spatial interference pattern spanning both output ports.
Summing along the vertical axis yields a line profile (blue line), which
can than be fitted with (3.22) to extract the fringe spacing λ f (or-
ange line). Increasing TEX by allowing the clouds to expand for a
longer time after the second pulse indeed exhibits a linearly increas-
ing fringe spacing, as depicted in the left panel. A straight line ac-
cording to (2.28) shows, that the experimental data agree very well
with the expected result. This measurement was carried out with a
BEC released from a trap with a radial frequency of 343Hz and the
first pulse applied 10ms after release. This implies that effects due to
the mean field should be negligible, since (2.27) and (2.28) only differ
discernibly in the first few hundred microseconds.
However, applying the first pulse directly after releasing the BEC
shows a significant effect on the observed fringe spacing, as pre-
sented in the left panel of figure 4.14. Here, the separation time T′1
is increased and the fringe spacing is determined with the first pulse
either applied immediately after release (blue dots) or after allowing
the condensate to expand for 10ms (red dots). While the results for
the latter case coincide very well the the expectations according to
(2.28) (continuous line), an offset is observed in the first case. This
stems from mean field energy not being converted to kinetic energy
before the pulse is applied. Dividing the cloud into to parts moving
away from each other leads to a reduction in mean field energy, which
is not accounted for by the scaling approach and (2.28).
The same procedure also yields a measure for the cloud’s coher-
ence length. The right panel of figure 4.14 shows the contrast c of
the spatial fringes in relation to the distance d the clouds have been
separated. With increasing d, the observed contrast diminishes, and
a Gaussian fit to the data yields a characteristic length of 3.2(1)µm
with the pulse applied after 10ms and 2.8(1)µm with the pulse ap-
plied immediately.
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These values are much shorter than the Thomas-Fermi radii of the
clouds at the time the pulse sequence is applied, which is in the order
of 40 µm. For a perfect BEC, there should be perfect contrast across the
whole cloud. Two effects decrease the expected result: First, the big-
ger the distance between the clouds, the smaller is their overlap. The
model to extract contrast and fringe spacing, however, always takes
the whole cloud into account. Evaluating only the overlapping part
of the clouds should increase the observed contrast, but is difficult
due to limited optical resolution and SNR1. Second, the cloud is com-
posed of a condensed and a thermal part, which both take part in the
interferometer. The thermal part has a finite coherence lengths, thus
attenuating the contrast of the condensed part [145].
4.2.3 Mach-Zehnder interferometer
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Figure 4.15: Absorption
images taken at differ-
ent times TEX during a
Mach-Zehnder pulse se-
quence.
The Ramsey interferometer presented in the previous section
is naturally limited in it’s application due to the short inter-
rogation time. While it is a good tool to test the BEC’s spatial
coherence and characterise the detection system, it is not suit-
able for precision measurements.
For inertial sensors, the Mach-Zehnder scheme as described
in section 2.4.2 has long been established as one standard tech-
nique to measure accelerations and rotations with ultracold
atoms [17, 68, 147, 186–188]. Breaking the symmetry, i.e. intro-
ducing an asymmetry δT = T1 − T2, combines the long inter-
rogation times of a Mach-Zehnder with the spatial phase de-
pendency of the Ramsey scheme. As with δT = 0 the clouds
do not overlap in the output ports, a spatial interference pat-
tern is introduced, which features the same properties as in
the Ramsey case. The spacing between two fringes is again de-
scribed by (2.28), and the contrast can give a measure of the
clouds spatial and temporal coherence.
Figure 4.17 show the evolution of the fringe spacing λ f in a
Mach-Zehnder interferometer with a BEC released from a trap
with a radial frequency of ≈150Hz. The first laser pulse is ap-
plied 2ms after release, and the interferometer is realised with
T1 = 10.105ms and δT = 325 µs. The top right panel shows
one exemplary absorption image with interference fringes in
both output ports and the line profile in the bottom right panel
(blue line). Again, fitting (3.22) to the line profile (orange line)
yields a fringe spacing λ f an contrast c. The extracted values
are plotted against the total expansion time TEX in the left
panel (red dots) and accompanied by the expected values ac-
cording to (2.27) (red line) and (2.28) (blue line). For this trap
frequency, the difference is again negligible for longer times.
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Figure 4.16: Definition of times used in this chapter. The time evolution of the laser
pulses and the quantisation field are depicted with their qualitative behaviour. At
t = 0, the BEC is released from the holding trap. After T′0, the first laser pulse is
applied for a time TP1, and two more pulses are applied centred at t2,3.
The wave packets need a certain time to fully separate during
which they repel each other and gain a minute velocity offset not visi-
ble in time-of-flight images. The same effect appears again before the
clouds are fully overlapped during the third pulse [189]. This velocity
δv can be introduced into (2.21) as an additional linear term.
0 5 10 15 20 25 30 35
tEX/ms
0
10
20
30
40
λ
f/
µm
)
200 µm
Figure 4.17: Spatial interference fringes in a Mach-Zehnder interferometer are eval-
uated by fitting (3.22) to the lines profiles (bottom right) created from the absorption
images (top right). The measured fringe spacing (blue dots) evolves linearly and
coincides well with the theoretical predictions according to (2.27) (green line) and
(2.28) (red line).
The cloud’s phase then reads
φ(x) =
α
2
x2 + βx (4.9)
with
β =
mRbδv
2h¯
(4.10)
and
α =
m
h¯
λ˙(t)
λ(t)
(4.11)
according to (2.25).
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Examining two identical overlapping clouds with a distance d and
a phase according to (4.9), i.e. ψ(x) = f (x)eiφ(x), yields
|Ψ(x)|2 = |ψ(x) + ψ(x− d)|2
= f 2(x) + f 2(x− d)
+ 2 f (x) f (x− d) cos
(
(2β+ αd) x− α
2
d2 − βd
)
.
Here, we find the spatial frequency κ of the fringes as
κ = 2β+ αd =
2pi
λ f
. (4.12)
So the fringe frequency has an offset 2β and scales linearly with wave
packet separation d with a factor of α.
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Figure 4.18: The dependency of the fringe spacing on δT is used to determine the
phase over the cloud. The inverse fringe spacing κ is plotted (dots) for different times
of the first pulse. (4.12) is then fitted to the data (continuous lines) to extract α and
δv, which are plotted as dots with error bars representing the fit uncertainties in the
right panels in relation to the application time T′0 of the first pulse.
Both the factor for the quadratic phase α and the differential ve-
locity δv depend on the cloud’s density. It is thus to be expected to
measure a different fringe spacing depending on the application time
T′0 of the pulse sequence. In figure 4.18 such an experiment is pre-
sented. For four different times of the first pulse, a Mach-Zehnder
interferometer is carried out with T′1 = 3ms, where δT and thus the
displacement d = 2vrδT is varied. The data points (coloured dots)
are fitted with (4.12) (continuous lines) to determine α and β, which
are shown in the right panels. As expected, the differential velocity
decreases with increasing T′0, since the density drops with time. The
curvature α also shows the expected progress, as for a later pulse ap-
plication time T′0 the cloud has expanded longer with its full density
before it is split into two parts.
1signal-to-noise
ratio
5
ATOM INTERFEROMETRY IN MICROGRAVITY
The main goal of the work presented in this thesis is to show the
feasibility of operating a matter-wave interferometer with a BEC as
source for coherent matter waves in a microgravity environment.
In this chapter, the central results acquired in the course of this
dissertation are described and interpreted. First, previous work done
with the QUANTUS-1 experiment is recapped: The expansion of the
BEC in microgravity showed a strong deviation from the expected
result for a truly freely expanding cloud [113]. This was attributed to
magnetic field curvatures caused by the setup and the surroundings.
To suppress this influence, the atoms are now transferred to the non-
magnetic Zeeman level mF = 0 with an Adiabatic Rapid Passage.
With the BEC in the non-magnetic state, several interferometer topo-
logies are realised: First tests of the condensate’s coherence were con-
ducted with a simple two-pulse (Ramsey type) sequence. Subsequent-
ly, an asymmetric Mach-Zehnder type interferometer was used to
characterise the BEC as a source for matter-wave interferometry. In-
terrogation times as high as T = 200 ms could be achieved with this
setup before the SNR1 became an issue due to the cloud’s low density.
To increase SNR again, the technique of DKC was introduced into the
experimental sequence. With this, the expansion could be slowed by
roughly a factor of 2, allowing interrogation times up to T = 400 ms.
However, a loss of contrast in the fringe pattern was observed. After
T = 340 ms the contrast has dropped below the observable level. Pos-
sible reasons and respective tests for this loss of contrast are described
and discussed at the end of this chapter.
One external influence on the fringe pattern turns out to be a rota-
tion of the whole drop capsule. This induces a tilt in the interference
fringes, which then gives a measure of the rotation rate, rendering
the asymmetric Mach-Zehnder interferometer a rotation sensor.
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5.1 prerequisites
All experimental sequences used to obtain the data presented in this
chapter are assembled from the same building blocks: Release, Delta-
Kick Collimation, ARP, interferometry and detection.
Figure 5.1 gives a qualitative overview over these steps and their
timing. The definitions set here will be used throughout this chapter.
0 tLs tLe tAs t1 t2 t3 tdet
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Bragg laser (Gaussian)
Bragg laser (square)
Figure 5.1: Definition of times and a sketch of the important experimental steps
used in this chapter. The time evolution of the magnetic trap, the quantisation field,
the radio frequency for the ARP and the laser pulses used for interferometry are
depicted with their qualitative behaviour. At t = 0, the BEC is released from the
holding trap. After tLs, the trap (blue line) is switched back on for the duration TL
to lens the BEC via DKC. Afterwards, the quantisation field (green line) is ramped up
and the ARP is applied (red line). For interferometry, several laser pulses are applied,
either with a box shape (dashed yellow line) or with a Gaussian temporal envelope
(purple line).
5.2 expansion studies
Their inherently slow expansion is a key advantage of BECs over ther-
mal clouds when it comes to their usability for interferometry on long
time scales. More precisely, a momentum distribution narrower than
the recoil velocity vr is needed to ensure beam-splitter efficiency and
a spatial separation of the output ports of a Bragg-diffraction based
interferometer. A smaller cloud also reduces systematic detrimental
effects from wavefront distortions of the laser beams.
To allow interrogation times on the order of several seconds, the
BEC needs to be have a momentum width far below the recoil momen-
tum pr = mvr. For example, to constrain the cloud size to 2mm after
an expansion time of 10 s, the momentum width would need to be
below 0.04pr. This can be achieved by lowering the trap frequency to
the sub-Hz regime. However, lowering the frequencies from typically
a few kHz in which the condensation happens to such low frequen-
cies adiabatically takes several seconds, thus drastically limiting the
repetition rate [190]. With the limited microgravity time of 4.7 s in the
drop tower, a trade-off between low trap frequency and experiment
time is enforced. So, after the first creation of a BEC in microgravity
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in November 2007, a trap configuration was looked for (and found),
which would allow to detect the BEC after a time of flight of 1 s to
demonstrate the apparatus’ capabilities.
As an alternative to adiabatically lowering the trap frequencies, a
Delta-Kick Collimation scheme was introduced by slowing the atoms
with a magnetic lens applied after release, as studied on ground in
4.1.4.
With this technique applied, the condensate could be observed after
a total expansion time of 2 s.
5.2.1 The first BEC created in microgravity
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Figure 5.2: Three absorption images of the BEC taken in microgravity after 30ms,
500ms and 1000ms, respectively. The third image shows the macroscopic size of
the condensate with a diameter of more than 2mm in the z direction, as well as an
unexpectedly small extension in the x direction. The right panel shows the position
of the BEC in the z direction for all drops performed during this campaign. The
condensate appears to be accelerated towards the chip surface after a time of flight
of 0.5 s. Figure taken from [113].
In Nov 2007, for the first time a BEC was created in microgravity
with the QUANTUS-1 apparatus. At first, the same trap configuration as
used on the ground was used to compare the result between ground
and microgravity.
As a next step, the trap frequencies were gradually lowered to find
the shallowest possible configuration. Limiting factor here is the avail-
able time in microgravity, because shallower trap frequencies can only
be achieved by moving the atoms away from the chip, where the gra-
dients become smaller. This transfer however induces a centre of mass
motion which results in a dipole oscillation of the condensate in the
trap. Furthermore, this procedure can induce breathing modes in the
condensate.
As the best compromise, a two-part ramp for the current of the Z-
wire and the Bias coils was found, which is described in detail in [152,
153].
Subsequently, the time evolution of the cloud width and position
were studied, and the trap frequencies were characterised by observ-
ing remaining dipole oscillations in the final trap.
With the optimised parameters, it was possible to observe the con-
densate after a total free evolution of 1 s. After this time, the cloud has
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Figure 5.3: The free expansion of the condensate in microgravity (black, red and
blue squares) does not show the expected linear relation, which is depicted as solid
black lines. For small times (left panels), the observed sizes exceed the expectations
due to the limited resolution of the imaging system. For longer times, the expan-
sion appears to be accelerated in the z direction, while being slowed down in the x
direction. Assuming a weak magnetic field curvature of <1 µTmm−2 explains the
effects qualitatively, as indicated by the dotted black lines, which are derived from a
simulation model. Figure taken from [113].
1centre of mass
expanded to a diameter of nearly 2 cm in the z direction and repre-
sents a truly macroscopic quantum object. However, the behaviour of
the BEC showed some peculiarities, as depicted in figure 5.2 and fig-
ure 5.3. The position of the COM1 followed an unexpected trajectory,
first moving away from the atom chip, which could be attributed to
the release process from the magnetic trap, then after a time of flight
of 500ms it appears to be accelerated towards the chip. The expan-
sion also showed an unexpected focusing in the x direction, as can be
seen in the lower right panel in figure 5.3. The solid black lines show
the expansion expected for the trap frequencies used in these exper-
iments according to the scaling approach described in section 2.1.1.
This can be attributed to residual magnetic fields, because in these
experiments the atoms were still in the mF = 2 state. A weak mag-
netic field curvature of <1 µTmm−2 can qualitatively describe the
observed behaviour, as is indicated by the dotted black lines. These
simulated data were generated by a simulation model based on the
scaling approach, which also includes magnetic fields. This method
could not account for the behaviour of the centre of mass motion,
because it does not consider gradients, but with the atoms in the
|m f = 2〉 state the magnetic stray fields from the tower or magnetic
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parts near to the atoms are highly likely to be responsible for the
observations.
After acquiring data for 18 months in 187 drops in total, the results
were published in [113], and detailed studies can be found in [152–
155].
5.2.2 Expansion in non-magnetic Zeeman state
To enable interferometry on the time scales of 1 s it is necessary to
mitigate these parasitic accelerations.
Because the source was identified to be residual magnetic fields,
transferring the atoms to the non-magnetic Zeeman state mF = 0 was
implemented with an adiabatic rapid passage via RF transitions.
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Figure 5.4: Absorption image of the BEC
exposed to the ARP procedure in micro-
gravity. The column density n is colour-
coded by the colormap depicted on the
bottom right. The bottom left and top
right panel show the integrated column
densities n˜y,z. During a total time of flight
of TEX = 31.1ms, the ARP is applied
and the atoms are allowed to expand for
23.1ms. During this time, a linear mag-
netic field gradient is applied to separate
the different Zeeman states. 73% of the
atoms have been transferred to |mF = 2〉.
To account for changes of the camera view,
which can occur due to e.g. the impact forces af-
ter a drop or during work at the vacuum cham-
ber, a picture with a fixed sequence was taken
before each drop for the following data. The BEC
is prepared in a standard lab configuration and
allowed to fall for 32.1ms with the ARP and the
Stern-Gerlach field applied. This cloud’s centre
of mass then defines the position reference for
the image taken in microgravity. However, z = 0
is defined at the chip’s edge.
Adapting the ARP to microgravity
To test the influence of the drop tube’s steel
housing, the drop capsule was lifted to different
heights in the tower and the frequency sweep
used to drive the transfer was optimised. No dis-
cernible influence was found here, so the opti-
misation carried out in the lab on ground could
directly be applied to the drop experiments.
Thus, the adiabatic rapid passage is imple-
mented identically to the ground experiments:
After the atoms’ release from the magnetic trap,
the magnetic field in x direction is ramped up
linearly over 4ms to Bx = 10.5G. Then, over 4ms a radiofrequency
sweep from fstart = 7.714MHz to fend = 7.753MHz is applied. The
amplitude is ramped up and down linearly over 100 µs at the be-
ginning and and of the sweep to suppress couplings to other states.
Finally, the magnetic field is ramped down linearly over 1ms to
Bx = 1.05G to act as a quantisation field.
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The atoms are allowed to expand freely, and after the total expan-
sion time TEX an absorption image is taken. To quantify the efficiency
of the process, the different Zeeman states have to be separated spa-
tially. This is achieved by applying a linear magnetic field gradient
generated by the MOT coils.
Figure 5.4 shows an absorption image with a total time of flight
TEX = 31.1ms taking in microgravity. The image shows the first at-
tempt at transferring the atoms to |mF = 0〉 in microgravity. About
13 000 atoms have been successfully transferred, with 2500 remaining
in |mF = 2〉, and 1000 and 1500 being lost to |mF = ±1〉, respectively.
The efficiency of 73% is significantly lower than the typical efficiency
above 90% reached in optimised ground experiments as laid out in
4.1.3.
Because a dedicated optimisation would have required around 10
drops, it was decided to work with the lower efficiency at the cost
of a slightly lower atom number. In subsequent experiments with
the ARP turned on, the Stern-Gerlach field was applied to allow for
observation of the efficiency. This way, the ARP could be fine tuned
while still carrying out other experiments that did not require a high
atom number, such as interferometers on time scales of a few hundred
ms.
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Figure 5.5: Free expansion of the BEC with
the ARP applied. In the upper panel, radial
sizes ry and rz (blue and green dots, re-
spectively) are displayed along with sim-
ulated sizes obtained by numerically in-
tegrating (2.16) (continuous lines). The
lower panel shows the COM positions y
and z (blue and green squares).
The free expansion with the adiabatic rapid pas-
sage applied was studied to ascertain that no
unexpected focusing or acceleration is observed
any more. The cloud’s expansion and position
are presented in figure 5.5.
While due to the imaging system being
mounted along the x axis now instead of the y
axis as in earlier studies a comparison along the
x axis is not possible, the sizes ry or rz plotted in
the upper panel show no unexpected features.
However, the velocity away from the chip sur-
face is far lower than before, as can be seen in the
lower panel. In the previous studies, after a time
of flight of 500ms the condensate was found at
least 2.1mm away under the chip surface, it now
only travels to z = 1.45mm. It follows a linear
trajectory, indicating a velocity induced by the
release from the trap or an acceleration before
the application of the magnetic lens.
The expansion corresponds to trap frequen-
cies of ωx,y,z/(2pi) = {10, 22, 27}Hz.
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1Embiggen is a
perfectly cromu-
lent word [185].
Delta-Kick Collimation by magnetic lens
To embiggen1 the time after which the condensate can be detected
and limit its expansion, the Delta-Kick Collimation mechanism intro-
duced in 4.1.4 was adapted to microgravity.
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Figure 5.6: Absorption images of the
Delta-Kick collimated BEC after a total ex-
pansion time TEX = {200 ,1082 ,2000 }ms,
from top to bottom. The column density
n in the three large panels is colour-coded
by the colormap depicted for each image
on the bottom right. The last image has
been filtered with a Gaussian kernel with
width 25.8 µm. The bottom left and top
right panel for each image show the inte-
grated column densities n˜y,z (blue curve)
along with the Thomas-Fermi function fit-
ted to these values (green curve).
To this end, the size and expansion rate were
studied by varying the time tLs at which the lens
is applied, its duration TL and the total expan-
sion time TEX.
Due to the limited repetition rate, the trap con-
figuration to perform the lensing was chosen to
be the same as the trap from which the conden-
sate is released. This trap was characterised be-
fore, thus allowing for easier predictions in com-
parison to another trap configuration with e.g.
higher frequencies. With the trap configuration
fixed, only tLs and TL remain as parameters.
Four different values tLs = {10, 15, 30, 60}ms
were studied with parameters TL and TEX ad-
justed in different ranges.
With the magnetic lens applied, the conden-
sate could be observed after a total expansion
time as large as TEX = 2 s. Figure 5.6 displays
three exemplary images taken with expansion
times TEX = {0.2, 1.082, 2.0}s. For TEX = 2.0 s
the cloud is barely visible and only becomes ap-
parent in the integrated profiles or with a Gaus-
sian filter applied to the absorption image.
Figure 5.7 shows size and position in y and z
direction for a subset of all data points acquired
in that drop campaign in relation to the lens
duration TL with two different free expansion
times Tf ree = TEX − TL − tLs. The full dataset
can be found in appendix chapter B in figure B.1
and figure B.2. For TEX ≤ 500ms sizes and posi-
tion have been extracted from the images by fit-
ting (3.16) to the density profiles. After 500ms,
the thermal background has vanished and (3.13)
was used instead to improve fit stability.
In the top right panel of figure 5.7, the sizes
ry,z are plotted versus TL. The purple circles
(filled for ry, open for rz) for tLs = 30ms clearly
show, that both directions experience a differ-
ent lensing potential due to the anisotropy if the
trap. Longer times TL yield a smaller expansion
in z direction but a bigger expansion in y. An ear-
lier application time tLs = 15ms shows a similar
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Figure 5.7: Radial sizes rTF and COM positions y, z for three different application
times tLs of the magnetic lens versus lens duration TL (red, purple and yellow circles).
Filled circles show values in y direction, open circles in z direction. Blue circles
show the corresponding values for a freely expanding BEC. The left panels show
measurements with a expansion time after DKC Tf ree = 500ms, the right panels with
Tf ree = 750ms. Dashed lines serve as a guide to the eye.
behaviour (red circles), but does not reduce the expansion as much.
With tLs = 60ms (yellow circles), similar sizes as for tLs = 30ms can
be reached, but the bottom left panel shows a significant influence in
the COM position. Here, the position of a freely expanding cloud is
included for comparison (blue circles). This is due to the initial COM
velocity and the cloud thus moving away from the trap centre further
with increasing tLs.
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Figure 5.8: COM position with
TEX = 332ms, TL = 2.0ms and
tLs = 30ms with (filled square)
and without (open square) ARP
applied after DKC.
With tLs = 30ms and TL = 2.0ms, the lowest expan-
sion rate is reached while also minimising the influence
on the COM position, as is apparent from the bottom left
panel. In y direction, the COM position is comparable to
the freely expanding case, in z direction, the velocity away
from the chip surface is reduced, which is advantageous
for the application of the interferometer. The optimum
duration TL for tLs = 30ms, can be calculated from (2.46).
For 2piωy = 22Hz and 2piωz = 27Hz we get values of
TL = {1.7, 1.2} ms for optimum collimation in y and z di-
rection, respectively. For y, the data indicate a good agree-
ment, showing a minimal expansion for TL = 1.7ms at
Tf ree = 500ms. For z, an overfocussing is observed in agreement with
TL being larger then the theoretical optimum value. Numerically in-
tegrating (2.16) confirms the focus at Tf ree ≈ 100ms with slightly
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reduced trap frequencies in accordance with the COM velocity away
from the chip surface.
In figure 5.8, the COM position of two BECs subjected to DKC with
identical parameters with (filled square) and without (open square)
the ARP applied are plotted. The positions differ by 696 µm in y direc-
tion and 359µm in z, again indicating a significant acceleration due
to residual magnetic fields.
With the optimised parameters tLs = 30ms and TL = 2.0ms, expan-
sion data were acquired for up to TEX = 2.0 s, as shown in figure 5.9.
Blue circles show the free expansion without DKC, green squares the
lensed BEC with DKC applied. The expansion rate is reduced by nearly
a factor of three. Continuous lines show simulated data obtained from
a numerical integration of (2.16).
With the kinetic temperature
Tkin =
mvrms
kB
(5.1)
of a one-dimensional ensemble of atoms with mass m and RMS1 ve-
locity vrms and the Boltzmann constant kB, we can give a temperature
equivalent for the BEC’s expansion. To this end, vrms is estimated by
fitting a Gaussian according to (3.19) to the absorption images. The
corresponding data are presended in table 5.1.
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Figure 5.9: Thomas-Fermi radii rx,y for an unlensed (blue circles) and a lensed
cloud (green squares). With DKC applied, the expansion can be slowed by a factor
of 2 and the cloud can be detected after a total expansion time as long as TEX = 2 s.
Continuous lines show simulations obtained by numerically integrating (2.16).
vrms/µms−2 Tkin/nK
y z y z
free 414 392 1.8 1.6
DKC 174 155 0.3 0.3
Table 5.1: Mean expansion velocity vrms and kinetic temperature Tkin for a BEC with
and without DKC.
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Figure 5.10: Absorption images of a two-pulse interferometer taken in microgravity
with total expansion times TEX = {100, 200, 500}ms from left to right. The top pan-
els show the colour-coded column density n, where lighter areas indicate a higher
density. The bottom panels show the integrated column density n˜y (blue line) along
with a fit according to (3.22) (green line). The region of interest has been adjusted
to accommodate both output ports in each image. The rightmost image has been fil-
tered with a Gaussian kernel with a width of 12.9 µm to suppress noise and increase
visibility. Coordinates y′ and z′ are relative to the top left corner of the image.
Before implementing a full fledged Mach-Zehnder type interferom-
eter, a two-pulse Ramsey scheme was used to characterise the beam
splitters and get a first measure of the spatial coherence of the BEC.
For these studies, the BEC was released from the same trap that was
characterised in the expansion studies in 5.2.2.
The adiabatic rapid passage is carried out directly after the release,
and a two-pulse interferometer with square pulses is probed. For dif-
ferent values of TEX a sequence with a fixed time between the pulses
is applied. Because the pulse duration TP1 ≡ TP2 needed to be ad-
justed between drops, T1 is not constant. The start t1 − TP1/2 of the
first pulse is varied as well, so that the interferometer is applied at
different temporal positions during the sequence.
Figure 5.10 shows three examples of absorption images taken dur-
ing this campaign with TEX = {100, 200, 500}ms, including the first
ever spatial interference fringes observed in a BEC created in micro-
gravity. In the first image with TEX = 100ms, the two output ports
show a rather big difference in atom number, which is due to the
beam-splitter pulses not being tuned perfectly. It is already appar-
ent from these images, that the contrast seems to increase with TEX.
The middle image with TEX = 200ms already shows a larger mod-
ulation, after TEX = 500ms the background seems to have vanished
completely. The rightmost image has been filtered with a Gaussian
kernel to increase visibility. From this image, it is apparent that for
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times much longer than TEX = 500ms the signal will fade into the
background noise, thus limiting the interrogation time.
Figure 5.11 shows that the contrast extracted by fitting (3.22) to the
profiles indeed reaches 1.0 for TEX = 500ms. The main reason for
this is that the thermal background has expanded much faster than
the condensed part of the cloud and is not visible any more here.
The left panel of figure 5.11 shows the fringe spacing extracted from
the fits (dots) with the values expected according to (2.27) (straight
lines). At TEX = 100ms, two drops were carried out with the same
interferometer sequence applied at different times. The open point
shows the result for t1 = 9.05ms, i.e. the pulse sequence starts directly
after the ARP has finished, while the closed point show the result for
t1 = 73.05ms. The larger value in the first case indicates, that there is
still an acceleration of the clouds expansion due to the mean field.
For TEX = 300ms, T1 = 1.2ms the fringe spacing shows a clear
deviation from what would be expected for T1 = 1.0ms, matching
the theoretical prediction.
These results clearly show the viability of observing spatial inter-
ference fringes in the BEC in microgravity to study its coherence. The
high contrast approaching a value of 1.0 indicates perfect spatial co-
herence over the whole cloud, even after a few hundred milliseconds.
The perfect match between the expected and the observed fringe spac-
ing even in dilute clouds demonstrates the performance, accuracy
and precision of the imaging and evaluation methods.
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Figure 5.11: In subsequent drop experiments, the free evolution time TEX is in-
creased in a Ramsey type interferometer, and fringe spacing (left) and contrast (right)
of the interference pattern are extracted from fits to the horizontal profiles. Left:
Straight lines depict the expected behaviour of λ f according to (2.27), which varies
between experiments due to adjusted pulse durations TP1. Right: With increased free
evolution time, contrast c in the images rises and approaches a value of 1.
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5.4 coherence studies with a mach-zehnder interfer-
ometer
To characterise the condensates spatial and temporal coherence, an
asymmetric Mach-Zehnder interferometer was implemented in the
drop tower.
Like on ground, as described in section 4.2.3, the pulse separation
times T1 and T2 are chosen unequal with the difference δT = T1 −
T2. This scheme yields two output ports in the interferometer, each
consisting of two clouds with a displacement d = 2vrδT with vr given
by (2.62). Each output port will then show spatial interference fringes
with the spacing given by (2.27). In addition to giving a measure for
the clouds’ spatial coherence, which can also be achieved with a two-
pulse Ramsey sequence, due to the possibility to increase the total
separation time T1 + T2 of the clouds any process leading to a time-
dependent decoherence of the clouds will wash out the contrast. The
possible processes and their influence on the measurements taken are
discussed in 5.4.3.
This scheme thus allows for a single shot coherence measurement,
which is advantageous in environments with limited experimental
cycles such as the drop tower or sounding rockets. In a ground based
lab, a closed or symmetric Mach-Zehnder interferometer could be
used instead to reduce noise.
The measurements examined here were taken over the course of
nine month in several drop campaigns. First, the interferometer was
realised with a freely expanding cloud in the mF = 0 state, and
interference was observed after a total expansion time as long as
TEX = 510ms, with T1 + T2 = 449.19ms and limited only by the
detection signal. To be able to further expand the interrogation time,
the DKC scheme investigated in section 5.2.2 was applied. With this,
the total expansion time could be extended to up to TEX = 824ms
with T1 + T2 = 597.665ms. A decrease of the contrast was observed
in these measurements.
Additionally, later in the campaign Gaussian shaped pulses were
used instead of box pulses to reduce losses due to momentum se-
lectivity in the beam splitters. For a few measurements, instead of
tuning the pulse area by changing the duration of the pulse, the am-
plitude was adjusted to create beam-splitter or mirror pulses. These
improvements were only possible after a hardware upgrade carried
out during the campaigns.
To rule out detection noise as the source for loss of contrast, a new
detection scheme was implemented, which lets the two output ports
separate for only a small time, until their fringe spacings overlap con-
structively. This technique allowed us to increase the signal to noise
ratio by a factor of two and increase the interrogation time up to
TEX = 904ms with T1 + T2 = 677.71ms.
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The contrast loss was confirmed by these measurements. Possible
sources are discussed in 5.4.3.
5.4.1 Interferometer topology and source configurations
For the freely expanding cloud, several measurement with a pulse
separation time T′1 starting at 20ms were taken. The first pulse starts
at 9ms, directly after the ARP is finished. The asymmetry was held
constant at δT = 1ms, and the total expansion time was increased
by the same amount as the pulse separation time. Thus, the detection
separation time τ′ was constant at τ′ = 60ms. To account for fluc-
tuations in laser power between drops, the pulse durations TP1,P2,P3
were tuned to create the right pulse areas. Within the campaign, a new
radio frequency source was introduced which allowed for Gaussian
pulse shapes and tuning the amplitude instead of the pulse duration,
thus minimising particle losses in the beam splitters and increasing
the detection signal.
In subsequent drops, T′1 and T
′
2 were increased by 20ms each up to
T′1 = 200ms with box pulses with durations for a pi pulse TP2 between
60ms and 230ms. Additional measurement were carried out with
Gaussian pulses with an envelope according to (2.75) and a width σt
between 11.8ms and 28.75ms.
Figure 5.12 shows a gallery of absorption images taken during this
campaign, with total expansion times TEX = {100, 260, 460}ms and
pulse separation times T′1 = {20, 100, 200}ms, respectively. The last
picture shows a very low signal-to-noise ratio, which limits the inter-
rogation time for the free cloud.
For increasing T′1, an increasing rotation of the interference fringes
with respect to the separation axes was observed. Summing along the
images’ vertical principal axes thus averages over a phase shift within
the fringe pattern and reduces the measured contrast. To counter this,
the images have been rotated to align the fringe pattern vertically.
This is apparent in the rightmost image, were the centres of mass of
the two clouds are no longer on one level. The amount of the rotation
is indicated in the images, with a positive angle denoting a rotation
in the counter-clockwise direction.
This tilted fringe pattern indicates, that the clouds are not only
separated along the laser beam axes in y direction as intended by in-
troducing the asymmetry δT, but also perpendicular to that in the z
direction. There are several possible sources for this, which are exam-
ined in detail in 5.4.3.
To allow for longer interrogation times, the Delta-Kick Collimation
method was introduced to the experimental sequence with the opti-
mised parameters found in section 5.2.2: The cloud is released from
the final trap, expands for 30ms and is subjected to the magnetic trap
again for 2ms. Directly afterwards, the ARP is applied. The cloud is
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Figure 5.12: Absorption images of a three-pulse Mach-Zehnder type interferometer
taken in microgravity with total expansion times TEX = {100, 260, 460}ms and pulse
separation times T1 = {20.045, 100.165, 200.1}ms from left to right. The top panels
show the colour-coded column density n, where lighter areas indicate a higher den-
sity. The bottom panels show the integrated column density n˜y (blue line) along
with a fit according to (3.22) (green line). The asymmetry is δT = 1ms. The region
of interest has been adjusted to accommodate both output ports in each image. The
rightmost image has been filtered with a Gaussian kernel with a width of 25.8 µm
to suppress noise and increase visibility. As indicated in the middle and rightmost
image, a rotation was applied to the image to get the highest contrast, because the
fringes appear to be rotated along the detection axis. Coordinates y′ and z′ are rela-
tive to the top left corner of the image.
then allowed to expand for another 211.7ms to suppress influences
of density peaks due to the magnetic lens. The reason for this is an
over-focusing of the lens in one direction, i.e. the cloud goes through
a focal point before expanding again. Thus, if the first laser pulse is
applied shortly after DKC, no contrast is observed.
Then, the same scheme as for the free cloud is applied, but with
the asymmetry set to δT = 2.5ms. This adjustment ascertains that
the ratio of fringe spacing to cloud size is comparable in both cases.
For these experiments, Gaussian pulses were used exclusively.
5.4.2 Fringe spacing and contrast
In figure 5.14 the observed fringe spacing λ f and contrast c are plot-
ted versus TEX and T1 + T2, respectively. For the free cloud, up to
TEX = 400ms the fringe spacing appears to follow the linear be-
haviour expected from (2.27).
For TEX > 400ms, the fits to the profiles yield a fringe spacing sig-
nificantly smaller than expected. While this could be attributed to the
fits getting less reliable due to the small signal, the error bars indicate
otherwise. To check, that the errors returned by the fitting routine
are indeed plausible, a second, Monte-Carlo based method was im-
plemented and used for the error bars in all figures in this section.
The method works as follows: From results from a least squares fit,
data sets are synthesised by feeding fitted parameters into the fitted
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Figure 5.13: Absorption images of a three-pulse Mach-Zehnder type interferom-
eter with lensed clouds taken in microgravity. Total expansion times are TEX =
{424, 724, 824}ms, pulse separation times are T1 = {100.105, 250.09, 300.083}ms from
left to right. The top panels show the colour-coded column density n, where lighter
areas indicate a higher density. The bottom panels show the integrated column den-
sity n˜y (blue line) along with a fit according to (3.22) (green line). The asymmetry is
δT = 2.5ms, the pulse envelope is Gaussian. The region if interest has been adjusted
to accommodate both output ports in each image. The images have been filtered
with a Gaussian kernel with width 12.9 µm, 12.9 µm and 19.4 µm, respectively. As
indicated in the inset, a rotation was applied to the images to get the highest con-
trast, because the fringes appear to be rotated along the detection axes. Coordinates
y′ and z′ are relative to the top left corner of the image.
0.0 0.2 0.4 0.6 0.8 1.0
TEX/s
0
50
100
150
200
λ
f/
µm
0.2 0.4 0.6
T1 + T2/s
0.0
0.2
0.4
0.6
0.8
1.0
c
Free
with DKC
with DKC w/o separation
Figure 5.14: The fringe spacing λ f and contrast c observed in an asymmetric Mach-
Zehnder type interferometer operated in microgravity are shown. Blue squares show
data with a freely expanding cloud, green circles from a lensed cloud, and red trian-
gles from a lensed cloud with a modified detection scheme. Open and closed sym-
bols mark data acquired with box or Gaussian shaped pulses, respectively. Left: The
fringe spacing is plotted versus the total expansion time of the clouds [120]. As ex-
pected from (2.28) and (2.27), a linear dependence is observed. In the free expansion
experiments, an asymmetry of δT = 1 ms was used. To account for the slower ex-
pansion with DKC, in those experiments the asymmetry was changed to δT = 2.5 ms.
To rule out detection noise as a dominating factor, in a few experiments the output
ports were imaged before they were fully separated. Choosing the right detection
time τ, the two complementary fringe patterns of the output ports can be brought
to overlap constructively, leading to a gain in detected signal. Right: Contrast ex-
tracted from interference fringes in relation to the total time the atoms spend in the
interferometer [120]. With increasing time contrast drops to a level below detection
limit.
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equation and adding Gaussian noise with a magnitude given by the
residuals of the original fit. These datasets are then fitted again, and
the standard deviation of the mean of parameters from all datasets
is used as a fit error. The errors estimated with that method were
compared with the built-in method deriving the fit errors from the
covariance matrix, and it was found that there is no significant differ-
ence between both methods. Thus, fit errors can be ruled out as the
source for the smaller fringe spacing. Another possibility is a rotation
along, leading to a projection of tilted fringes onto the imaging plane.
As the image rotation mitigates this effect along the detection axis,
this would indicate a rotation component along the z axis as well.
The contrast c, plotted vs. the total time T1 + T2 the atoms have
spent in the interferometer in the right panel of figure 5.14, is signif-
icantly lower than observed for the Ramsey scheme at similar total
expansion times. While for the Ramsey scheme a contrast of c ≈ 1
is observed at TEX = 500ms, at the same time (T1 + T2 = 449ms
corresponding to TEX = 519ms ) the Mach-Zehnder scheme yields a
contrast of only c ≈ 0.5.
For shorter times, the limited contrast can be explained by ther-
mal background, just like for the Ramsey case. With the faster ther-
mal atoms disappearing into the background noise, a slight increase
in contrast is observed, before it starts to decrease for T1 + T2 >
400ms. One source for the limited contrast might be beam-splitter
imperfections and a spatial variation in the laser beams, leading to
a position-dependent Rabi frequency. The decrease for larger times
suggests another time-dependent effect limiting the contrast for the
Mach-Zehnder scheme.
The lensed interferometer show a significantly lower contrast than
the freely expanding cloud, which could be caused by incoherent ther-
mal background being kept in the cloud by the magnetic lens.
5.4.3 Sources for contrast loss
To analyse the loss of contrast, several possible sources were identi-
fied and studied.
Detection
To rule out a low signal to noise ratio and other imaging related er-
rors as the source for the loss of contrast, a set of extra measurements
was taken and the influence of the detection noise on the fitting algo-
rithms was quantified.
First, a new detection scheme was developed to increase the signal-
to-noise ratio while maintaining the contrast in the exit ports. We
define the SNR S as
S =
nmax
νrms
(5.2)
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1The fringe spacing
is shifted by pi in
output port 1
where nmax is the amplitude of the function fitted to the profile from
section 3.1.8, and νrms is the RMS of the fit residuals.
To this end, the detection time τ was chosen so that the two ports
separate by half a fringe spacing1. This way, their interference pat-
terns overlap at the time of detection and interfere constructively, thus
doubling the SNR S, as can be seen in figure 5.15. Here, two images
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Figure 5.15: Absorption images of an asymmetric Mach-
Zehnder interferometer with (right) and without (left)
overlapping output ports. In the right panel, the time
τ has been tuned such that the output ports separate
by half a fringe spacing, which via constructive interfer-
ence doubles the signal-to-noise ratio. Both profiles ex-
hibit the same fringe spacing and contrast. Coordinates
y′ and z′ are relative to the top left corner of the image.
taken with identical interferometer
parameters (T′1 = 300ms) but dif-
ferent detection schemes are con-
trasted. The left panel shows the
classical scheme, while the right one
shows the overlapping scheme. The
column density from the overlapped
picture shows a clear increase in SNR,
and fitting both profiles results in
the same contrast. Figure 5.14 shows
the data extracted from these images
as red triangles, and it is apparent,
that the fringe spacing and contrast
are the same as for the classical de-
tection scheme with completely sep-
arated clouds.
To rule out a position dependence,
a Ramsey scheme was applied to the
lensed cloud. For this, 500ms after
the delta-kick the cloud was subjected to a pi pulse to transfer it into
the imaging region used for the Mach-Zehnder interferometer at large
times. 350ms after the pi pulse a pi/2− pi/2 scheme was applied and
the clouds were allowed to separate for 56ms before detection. This
test yielded a contrast of 85%, showing that the detection scheme
is not at fault. The lower contrast than for freely expanding Ramsey-
scheme suggests, that either the beam splitters are not perfectly tuned
at that position, or that the DKC scheme lowers the contrast, in ac-
cordance with the observation in the contrast of the Mach-Zehnder
interferometer.
When the SNR or the contrast fall below a certain threshold, a fit-
ting algorithm will no longer produce reliable data. To quantify those
levels, data sets were synthesised and fitted with the same algorithm
as the original data. For this, data were generated from the fit func-
tions with cloud size, fringe spacing and separation set to typical val-
ues and varying contrast. White noise was then added to those data
with a magnitude νrms observed in the experiments. The generated
data were fitted than and it was determined, if the fit was able to re-
cover the input parameters. It was found, that a contrast c ≥ 2νrms/S
is needed for reliable fit results. Figure 5.16 shows this ratio as a
dashed line in the right panel, where the contrast extracted from the
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fits of the experimental data is plotted versus the SNR of the images.
Open symbols mark data that were excluded from figure 5.14 due
to a contrast below that threshold. All data included in the analysis
above lie well above the threshold, thus rendering the contrast and
fringe spacing extracted from these images reliable. The left panel of
figure 5.16 shows the dependence of the SNR on the total expansion
time TEX. While the symbols show the experimental data with the
same colour code as 5.14, the straight lines show the average SNR for
the free, lensed and overlapped lensed case.
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Figure 5.16: signal-to-noise ratio S of the experimental data presented in figure 5.14.
Blue squares mark the freely expanding cloud, green circles the lensed cloud, and
red triangles the lensed cloud with overlapping detection. Closed symbols mark
data that were used in figure 5.14, while open symbols mark data excluded due to
their small SNR. The left panel shows the measured SNR for each data point with the
straight lines marking the average SNR for all three schemes. The right panel show
the relation between SNR S and contrast c. The dashed line marks the threshold
below which the contrast returned by the fit routines can not be trusted any more
[120].
With these measures it was possible to rule out the position of the
clouds as well as the SNR as possible sources for the contrast loss.
Wavefront errors
Figure 5.17: Left: A rotation along the imaging axis leads to a time-dependant
effective effective wave vector k. Each pair of arrows represents the laser beams at
a different time. Right: A curved wave front leads to a position-dependent effective
wave vector k. Grey curves show the wave front of a spherical wave, with the straight
grey line as the optical axis. The dotted line marks a possible path of the atoms
though the wave front, and the arrows indicate the direction of the effective wave
vector and thus the direction the atoms would be diffracted in.
Wavefront errors are a source for losing contrast in an interferom-
eter, because the spatial phase imprinted on the clouds during the
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beam splitters becomes time-dependent, when the cloud propagates
along the beam direction.
Another effect of a curved wavefront would be similar to a rota-
tion of the apparatus, since the effective wave vector would become
position-dependent. The effect is sketched in the right panel of fig-
ure 5.17. At each beam-splitter pulse, the effective wave vector points
in a different direction, leading to a displacement at the last pulse
perpendicular to the beam-splitter axis.
To test the influence of wave front curvatures, multiple drops were
carried out with varying beam configurations. First, the direction of
diffraction was reversed by changing the sign of the detuning δ be-
tween the laser beams. If a curvature was the source of the tilted
fringes, this should reverse the sense of rotation in the fringes. How-
ever, the rotation angle remained the same. Second, the direction of
diffraction was reversed by interchanging the telescopes at the vac-
uum chamber. This had no effect either, the fringes were still tilted by
the same amount in the same direction.
As a result, a wave front curvature can not be the source of the
rotated fringes.
However, small scale variations of the wave fronts however could
be a cause for the contrast loss.
When the clouds expand through a varying wavefront, the spatial
phase that is imprinted onto the cloud varies between pulses, thus
leading to a spatial differential phase, i.e. curved fringes which are
averaged over. This poses a big problem in other experiments, espe-
cially when thermal atoms are used [65, 69, 79]. The influence of such
variations has recently been studied using different approaches, e.g.
modelling the wave fronts as Zernike polynoms and studying the in-
fluence on the contrast observed in an atom interferometer as well as
actively correcting laser wave fronts [191–193].
To tackle this issue, smaller clouds become more and more favour-
able, especially when timescales of several seconds are targeted.
Rotations
The simplest explanation for the tilted fringes as well as the loss of
contrast would be a rotation of the drop capsule during the interfer-
ometer sequence.
As sketched in the left panel of figure 5.17, this would result in a
different orientation of the laser beams at each interferometer pulse.
As a result, the two clouds would gain a differential COM velocity
perpendicular to the original orientation of the laser beams, while the
velocity along the original orientation is slightly reduced. Assuming
δT = 0, at the end of the interferometer their COMs would not overlap
and interference fringes would appear despite the perfect temporal
symmetry. With δT ̸= 0, the displacement of the COM of the clouds
would be tilted, resulting in tilted fringes.
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Figure 5.18: Simulation of interference fringes in a Mach-Zehnder interferometer
without (left) and with (right) a rotation along x. The clouds’ centres are marked by
red circles and show the displacement along z introduced by the rotation. For these
simulations, the timings for the lensed experiments where used, i.e. T1 = 340 µs and
δT = 2.5 µs. The rotation rate is set to 0.2 ° s−1, which is similar to the rotations
measured with an IMU in the capsule. While the apparatus only rotates by 0.17°
during 680ms, the fringes show a tilt angle of 17.8°.
This effect is depicted in figure 5.18, where the classical paths of
the clouds during the interferometer sequence have been calculated
and Gaussian wave packets according to
Ψ(x, y, z) =
1
(piR(t)2)
3
4
exp
−
(
x2 + y2 + z2
) (
1− i h¯tmRbR20
)
2R2(t)
+ iφ

(5.3)
with initial width R0, arbitrary phase φ and
R(t) = R0 +
(
h¯t
mRbR0
)2
(5.4)
have been put at the resulting positions [126]. The left panel shows
the output ports of a Mach-Zehnder interferometer with T1 = 340ms
and δT = 2.5ms, i.e. the same parameters used in the experiments
with a lensed cloud. The clouds’ centres have been marked as red
circles. Here, the clouds are displaced only in the laser beam axis.
The right panel shows the same interferometer with a rotation
along the x axis with a rate of 0.2 ° s−1. This rotation causes an addi-
tional displacement along the z axis and thus fringes rotated by 17.8°
with respect to the z axis. This angle is much bigger than the rotation
of only 0.17° the capsule has actually experienced during 680ms.
While a rotation along the x axes would only result in tilted fringes,
a rotation along the z axis would wash out the interference fringes’
contrast, because the detection would average over the tilted fringes.
To test this hypothesis, an IMU with three fibre gyros and three
vibrating beam accelerometers was added to the drop capsule as soon
as it became available.
During 15 drops, rotation and acceleration were measured. Fig-
ure 5.19 presents exemplary time resolved data from one drop as
well as the average rotation rates over all 15 drops. While there is
nearly no rotation along the z axis, the data reveal a rotation compo-
nent along the x and y axes varying between 0.08 ° s−1 and 0.19 ° s−1.
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Figure 5.19: Rotation rate and angle of the drop capsule over time. The data have
been acquired with an IMU attached to the capsule. At t = 0, the capsule is released
and then falls freely. The release induces a constant rotation with components on all
three principal axes. At t = 4.7 s the capsule arrives in the deceleration chamber. The
left and bottom right panel show exemplary data from one drop, while the top right
panel shows the rotation rates measured in subsequent drops.
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Figure 5.20: The tilt angle θ of the fringes versus total time in the interferometer.
In the left panel, circles represent the angle extracted from the absorption images,
while the straight lines show the expected angle for the mean rotation rate of the
capsule along the x axis as acquired from the IMU measurements. Shaded regions
mark minimum and maximum values expected from those measurements. The slope
depends on the asymmetry δT of the interferometer, hence the difference for the free
vs. the lensed data. The right panel shows a projection of the tilt assuming the same
asymmetry as for the free expansion and only the rotation rate of the earth.
1Rotations along
the y axis have no
influence since
this is the axis of
the laser beams.
Since these rates are similar between drops it appears to stem from
the capsule’s release.
Inserting the measured rotation rate along the x axis1 into the simu-
lations reveals that the fringes’ tilt angles observed in the experiment
can be explained by this rotation, as plotted in figure 5.20. In the
left panel, the tilt angle extracted from the absorption images is plot-
ted together with the expected angle for the rotation rates measured
by the IMU. Continuous lines show the value for the mean rotation
rate, and shaded regions mark the maximum and minimum rates ob-
served. Since different values of δT were used in the lensed and the
unlensed case, different angles are expected. Both cases are described
by the simulated data pretty well.
The simulations were then used to project the interrogation time
necessary to see the rotation of the earth, which is ≈ 0.003 ° s−1 along
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x in Bremen, in a fringe tilt. The simulated tilt angle is plotted in the
right panel of figure 5.20. Extending the interrogation time reached
within our experiment by a factor of three would already result in an
angle of 6.5°, which is easily detected with our absorption imaging
system.
While the capsule rotation provides a perfect explanation for tilted
fringes, a rotation rate of 0.01 ° s−1 as observed along the z axis cannot
explain the loss of contrast.
Simulations show, that a rotation rate of ≈ 0.2 ° s−1 is needed to
lead to a contrast loss on the time scale observed in the experiment.
As an additional test, two drops were carried out with a Figure 8
topology, were inertial effects are suppressed. For this scheme, four
pulses are applied in a pi/2−pi−pi−pi/2 sequence, were the separa-
tion is T between the first two pulses, 2T between pulse 2 and 3, and T
again between pulse 3 and 4. This way, the atoms subsequently travel
along two parallelograms with opposite sense of rotation. However,
due to detection issues the results were inconclusive.
5.4.4 Coherence loss in a magnetic state
To test the influence of residual magnetic fields, a few experiments
where carried out with either all or part of the atoms in a Zeeman
state |mF = 0〉.
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Figure 5.21: Absorption images of a three-pulse Mach-
Zehnder type interferometer taken in microgravity with
several mF states. Both panels show the colour-coded col-
umn density n, where lighter areas indicate a higher den-
sity. Total expansion times and pulse separation times are
TEX = {160, 1000}ms, T1 = {50.083, 20.045}ms, respec-
tively, with δT = 1ms. To create the mixture of several mF
states, the ARP has been detuned from its optimal values.
From these two images, it is apparent, that magnetic fields
wash out the contrast in all states but mF = 0. Coordinates
y′ and z′ are relative to the top left corner of the image.
Figure 5.21 shows two absorp-
tion images which contrast the
interference pattern in the non-
magnetic state |mF = 0〉 and other
states.
In both images, the output
ports in |mF = 0〉 show interfer-
ence fringes, while the other states
just show to smooth clouds.
This indicates that magnetic
fields wash out the contrast, if
the atoms are not transferred to
|mF = 0〉 before the interferometer
is applied. To exclude the possibil-
ity of the Stern-Gerlach scheme ap-
plied before the image to separate
the different Zeeman states tilting
the fringes and washing out the
contrast this way, two experiments
were conducted. First, a Ramsey
type interferometer was used to create interference fringes with mag-
netically sensitive atoms in |mF = 2〉 and the Stern-Gerlach field was
applied. In this experiment, the contrast was as high as with atoms
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in |mF = 0〉. Additionally, a Mach-Zehnder interferometer with all
atoms in |m f = 2〉 and without the Stern-Gerlach field was carried
out and showed no contrast at all.
5.5 conclusion
The results of this chapter lay the basis for future missions utilising
these techniques in ground based as well as space borne experiments.
For atom interferometers targeting or operating at the second-scale,
ensemble sizes become more and more important due to several sys-
tematic effects increasing with the cloud size, and even the inherently
slow expansion of BEC is too big.
Thus, techniques to slow the expansion were studied, with our DKC
here being the first one to be utilised in an atom interferometer. It has
later been implemented e.g. in an atomic fountain [194] to cool an
atomic cloud in two dimensions to 50 pK. It was also studied on the
MAIUS sounding rocket mission and is a crucial part in studies for
space borne missions such as CAL, BECCAL1 and STE-QUEST [117, 122,
195, 196].
The asymmetric Mach-Zehnder scheme utilised here to study the
coherence of the condensate and measure the capsule’s rotation has
since been used in the same context to implement a gyrocompass
with resolution of 175mrad and subsequently three-axes inertial sen-
sor [79, 197]. Because of the fringe pattern’s sensitivity to all kinds of
phase shifts, it was also used to measure the influence of the space-
time curvature over the extent of the atomic ensemble [151].

6
A QUANTUM T ILTMETER BASED ON BRAGG
DOUBLE D IFFRACT ION
The key to realise true high-precision sensors based on atom inter-
ferometry is to eliminate detrimental noise sources and systematic
effects from the devices. One of these systematics is phase noise of
the lasers creating the optical lattices. This can be suppressed by feed-
back loops and phase locks which require quite a bit of effort [65].
Another possibility is the use of symmetric beam splitters, as first
demonstrated with Raman diffraction in [118, 198]. In this setup, laser
phase noise cancels along the two paths of the interferometer. Due to
the symmetry, several systematic effects such as dynamic Stark shifts
and phase shifts due to magnetic fields are suppressed [115, 116, 191,
199]. And, of course, the scale factor is doubled.
In this chapter, the realisation of symmetric beam splitters based
on Bragg diffraction is presented, from here on referred to as Bragg
Double Diffraction. The laser system described in 3.1.5 is modified
and first and second order beam splitters are examined.
The beam splitters are then used to realise a Mach-Zehnder like
interferometer topology, which is exploited as a tiltmeter to measure
the orientation of the apparatus with respect to gravity with a preci-
sion of up to 4.4 µrad.
The results presented in this chapter have been published in [121].
6.1 method
For the measurements presented in this chapter, the diffraction tech-
nique described in section 2.3.3 was implemented in the QUANTUS-1
apparatus.
To characterise the beam-splitter processes, the time evolution of
three different configurations is examined, which are sketched in fig-
ure 2.5.
As the most basic process first order diffraction is examined. To
evaluate the scalability of Double Diffraction, two higher order pro-
cesses are studied as well.
The first higher order process is a combination of two subsequent
pulses. One first order Double Diffraction pulse diffracting most of
the atoms into the moving states |k0 ± ke f f 〉 is followed by a second
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pulse tuned to resonance of the moving atoms. Because the symme-
try is broken here, this acts as a single diffraction pulse coupling
|k0 ± ke f f 〉 to |k0 ± 2ke f f 〉.
Finally, direct coupling between |k0〉 and |k0 ± 2ke f f 〉 is studied by
tuning the lasers to second order resonance. Higher orders than 2
were not feasible in this setup due to limited laser power.
For further analysis of the time evolution, a simulation framework
was developed, which allows parameter studies much faster than the
experiment. These simulations were used to explain certain peculiar-
ities of Double Diffraction.
By combining the beam-splitter processes, Mach-Zehnder like in-
terferometry schemes were implemented and used to track the tilt of
the capsule. To this end, the apparatus was equipped with adjustable
spacers and tilted in a controlled way, while the phase of the interfer-
ometer output ports was observed. From contrast and phase stability
of the interference fringes, sensitivity and precision of this setup are
estimated.
6.2 simulations
For situations in which more than two states are coupled, there is no
general simple analytical solution for the differential equations (2.64)
and (2.80). Some special cases that can be solved analytically (e.g.
[115]) are often too special and too idealised to be encountered in a
real experiment.
To get a better understanding of the dynamics observed in our ex-
periments, a numerical simulation of the beam-splitter dynamics was
implemented in MATLAB.
To this end, equation (2.80) is integrated with a Runge-Kutta ODE1
solver.
6.2.1 Assumptions and limitations
Equal intensities
For the simulations, we assume that all four laser beams in (2.77)
have equal intensity, i.e. EA = EB = EA˜ = EB˜. With this, we define
the effective Rabi frequency as
Ω ≡ Ω
A
12Ω
A
21
4∆
. (6.1)
Polarisations
We further assume, that the polarisations of two beam pairs are per-
fectly perpendicular, which is of course not the case in a real exper-
iment. To account for imperfect alignment of the polarisations, the
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extinction ratio could be introduced into (2.77) and (2.78) could be
integrated. With good alignment, extinction ratios of at least 100:1
can be achieved, which is sufficient to assume that the detrimental
couplings in (2.78) can be safely ignored.
Expansion of the wave packet
For the expansion of the wave packets we assume a simple thermal
expansion since here we are not interested in phase offsets arising
from the mean field. This can be justified by assuming that in the
experiments atomic clouds entering the interferometer have already
converted most of their mean field energy to kinetic energy.
1D treatment
For the effects observed in the experiment, a 1D simulation is suf-
ficient. 2D and 3D simulations could take into account for example
wave-front errors or angles between the laser beams, but are much
more demanding regarding computational resources and computa-
tion time.
Periodic boundary conditions
The algorithm developed here is not suitable for clouds of atoms with
a velocity spread larger than the recoil momentum h¯ke f f/2. This is
due to the fact that a momentum grid is assembled from boxes span-
ning from −h¯ke f f/2 to h¯ke f f/2, which are then coupled to each other.
Diffraction order
To limit computational resources, only states up to ±4h¯ke f f are simu-
lated, which is sufficient to describe the experimental results.
6.2.2 Matrix formulation of differential equations
First, we rewrite (2.80) in matrix form. For any given k, we introduce
ck,n(t) ≡ c1(k+ nke f f , t), n ∈ Z as components of a vector ck and get
with (6.1):
c˙k,n = iΩe−iνD(k)t
[
ei(δ−(2n+1)ωr)t + e−i(δ+(2n+1)ωr)t
]
ck,n+1
+ iΩeiνD(k)t
[
ei(δ+(2n−1)ωr)t + e−i(δ−(2n−1)ωr)t
]
ck,n−1 (6.2)
We assume that after a certain N ∈ N coupling to the next state
becomes negligible, i.e. ck,n ≡ 0 for |n| > N.
Integrating this ordinary differential equation from 0 to t for the
initial condition ck,j(0) ≡ 1, ck,n(0) ≡ 0, n ̸= j, −N ≤ j ≤ N yields
2N + 1 coefficients uknj(t) with
ck,n(t) = uknj(t)ck,j(0). (6.3)
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Repeating this for each −N ≤ j ≤ N, we get a (2N + 1)× (2N + 1)
matrix
UBSk (t) =
(
uknj(t)
)
(6.4)
that gives us the time evolution of ck:
ck(t) = UBSk (t)ck(0) (6.5)
6.2.3 Discretisation in momentum space
Because we are interested in the evolution of atomic clouds with a
finite momentum width, we need to solve (6.2) for more than one
momentum state.
Since we can not handle the infinite states used in (2.49), we have
to limit ourselves to a certain number of states to approximate the
distribution.
To this end, we create a grid in momentum space consisting of M
evenly spaced momentum states |k j〉 between −ke f f/2 and ke f f/2
k j =
[
−1
2
+
2j− 1
2M
]
ke f f , 1 ≤ j ≤ M (6.6)
with
∆k ≡ k j+1 − k j =
ke f f
M
. (6.7)
Each |k j〉 is coupled to |k j + nke f f 〉 ,−N ≤ n ≤ N by (6.2). Thus we
now have a grid between −(N + 12 )ke f f and (N + 12 )ke f f and (2.49)
becomes
|Ψ(t)〉 =
N
∑
n=−N
M
∑
j=1
ck j,n |k j,n〉 e−i(ω1+ωp(k j,n))t (6.8)
where we have introduced the short notation
k j,n = k j + nke f f . (6.9)
Solving (6.2) numerically for each k j as described above in 6.2.2
yields M matrices UBSk j :
ck j(t) = U
BS
k j (t)ck j(0) (6.10)
This couples 2N + 1 blocks with a span of ke f f each. This can then be
represented by one vector and one matrix:
c f (t) = UBS(t)c f (0) (6.11)
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with the column vector
c f =

ck1,−N
...
ckM ,−N
...
ck1,N
...
ckM ,N

(6.12)
of length (2N + 1)M and the ((2N + 1)M) × ((2N + 1)M) block-
diagonal matrix
UBS =

U˜1,1 · · · U˜1,2N+1
...
. . .
...
U˜2N+1,1 · · · U˜2N+1,2N+1
 (6.13)
where the M×M blocks are assembled from UBSk j =
(
ujnm
)
:
U˜ij =

u1ij 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 uMij

(6.14)
The matrix UBS can now be calculated for any given N, M, δ, Ω
and t. For any given initial distribution c f (0) (6.11) yields c f (t), thus
eliminating the need to integrate separately for each initial distribu-
tion.
6.2.4 Algorithm
The integration described in 6.2.2 is carried out by implementing
(6.2) in MATLAB and using a built-in solver. For this kind of ODE with
complex numbers, the ode45 solver was chosen. It implements the
Dormand-Prince method, an explicit Runge-Kutta solver [200].
The solver returns not only the final solution but also intermediate
solutions at defined times. This allows for calculation of time series
of the dynamics with a single integration.
For computational efficiency, the code for the integration is highly
vectorised, i.e. the integration of each initial condition is not carried
out for only one |k j〉 but for all |k j〉 in parallel. Thus, instead of M ·
(2N + 1) only 2N + 1 calls to ode45 are needed. Since function calls
are costly in terms of execution time in dynamical languages like
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MATLAB, this approach can save orders of magnitude of computation
time, depending on the value of M.
For memory efficiency, the results are first stored in separate matri-
ces as laid out in 6.2.2 and 6.2.3 and only afterwards assembled in a
sparse matrix according to (6.14) and (6.13).
6.2.5 Rabi oscillations
For comparing and understanding experimental results, time resolv-
ed observation of the population of the momentum states |k j〉 is cru-
cial. The ode45 solver returns a configurable number Nt of intermedi-
ate results between 0 and t.
Denoting the intermediate times as ti, 1 ≤ i ≤ Nt, one integration
yields Nt values UBS(ti) and c f (ti).
By adjusting Ω, t and δ the population at t can be tuned.
6.2.6 Observation
To compare simulations to experimental results we need to convert
from momentum to position space, because the atoms in the experi-
ment are observed in position space.
From (6.8) we see with 〈x|k〉 = (2pih¯)−1/2 exp(ikx)
ψ(x, t) = 〈x|Ψ(t)〉 = 1√
2pih¯
N
∑
n=−N
M
∑
j=1
ck j,n(t)
× e−i(ω1+ωpk j,n)teik j,nx. (6.15)
To describe all k j,n in one vector, we carry out a continuous re-indexing
k˜ j = kl,µ
c˜j(t) = ckl ,µ(t)e
−i(ω1+ωpkl,µ)t (6.16)
with 1 ≤ j ≤ N˜ and N˜ = (2N + 1)M,
l = (j− 1) (mod M) + 1
µ =
⌈
j
M
− N − 1
⌉
(6.17)
and the ceiling function
⌈x⌉ = min {y ∈ Z | y ≥ x} . (6.18)
This yields
k˜ j ≡ kmin + (j− 1)∆k ≡
[
−1
2
+
1
2M
− N + j− 1
M
]
ke f f (6.19)
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and (6.15) reads
ψ(x, t) =
1√
2pih¯
N˜
∑
j=1
c˜j(t)eik˜ jx. (6.20)
This resembles an inverse discrete Fourier transform, if we choose
xj = xmin + (j− 1)∆x ≡ − pi∆k − (j− 1)
pi
kmin
, 1 ≤ j ≤ N˜. (6.21)
Thus, we can rewrite (6.8) in the basis |xj〉 as
|Ψ(t)〉 =
N˜
∑
j=1
cj(t) |xj〉 , (6.22)
where the coefficients cj(t) are given by (6.20) via
cj(t) = 〈xj|Ψ(t)〉 = ψ(xj, t). (6.23)
Denoting the inverse Fourier transform as F−1 we can get
cx(t) = F−1{ck(t)} (6.24)
with the vectors
cx(t) = (c1(t), . . . , cN˜(t))
T (6.25)
and
ck(t) = (c˜1(t), . . . , c˜N˜(t))
T . (6.26)
In MATLAB, an FFT1 is carried out with the ifft command, which
utilises the fftw library [201, 202].
6.3 setup
To create the two counter-propagating lattices, the existing laser mod-
ule as described in 3.1.5 was modified at two points (see 6.1).
First, the DFB diode integrated into the front wall was removed and
replaced by a fibre coupler to allow sourcing light from an external
module for more power, as shortly described in chapter 3.1.5.
Second, the beams are overlapped inside the module behind the
AOMs. This way, one beam with two frequencies on perpendicular
axes is created, which is then coupled into a single mode optical fibre
to distribute the light to the experiment.
On the vacuum chamber, one telescope described in 3.1.5 is re-
placed by a mirror on a tilt mount with a λ/4 waveplate on a rotation
mount in front, as sketched in figure 2.5.
With the waveplate at the appropriate orientation, the polarisation
of the reflected beam is perpendicular to the incoming beam’s (as-
suming linear polarisations). Thus, two perpendicular optical lattices
are formed, moving in opposite directions. For an atom hit by the
beam diffraction to both directions is now possible, as depicted in
figure 2.5.
110 a quantum tiltmeter based on bragg double diffraction
Figure 6.1: Modification of the laser system for Bragg Double Diffraction. Light
is sourced from an external module comprising an integrated MOPA on a micro-
bench [203] and fed into the distribution module via a single mode optical fibre (red
arrows). A small part is split off with a PBS and overlapped with a second beam
(blue arrows) acting as a frequency reference on a photo diode. The beat note of the
the two lasers is then used in an electronic offset lock to stabilise the MOPA. The
light is split on another PBS and routed through two AOMs which are driven by
two RF generators. On a third PBS, the beams are recombined, resulting in a beam
with two different frequencies on perpendicular axes, which is coupled into another
single mode optical fibre.
6.4 rabi oscillations
To characterise the beam splitters, the time evolution of the atom-light
interaction was examined and Rabi-like oscillations between momen-
tum states were observed.
For the experiments, the atomic clouds were prepared as follows.
The BEC is released from a trap with frequencies
ωx,y,z/(2pi) = (43, 344, 343)Hz (6.27)
and collimated by a 300 µs DKC pulse after a free fall time of 6ms. 4ms
later the laser is switched on for a time Tint. The diffracted clouds are
allowed to expand and separate for a time
τ = 23.1ms− Tint (6.28)
and an absorption image is taken. To reduce noise, each measurement
was taken three times and averaged.
Atom numbers and relative population
In this chapter, the number of atoms in each port of the interferometer
is denominated as follows: Each cloud is associated with a certain
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state |k0 + jke f f 〉, where k0 represents the centre of mass momentum of
the cloud. The undiffracted cloud is thus identified as |k0〉 and a cloud
diffracted by jke f f as |k0 + jke f f 〉.
The number of atoms in a cloud is then determined by selecting
a region of interest in the image that is only populated by atoms in a
certain diffraction order.
The number of atoms in |k0 + jke f f 〉 is labelled Nj and the relative
populations nj are calculated as
nj =
{
Nj/Ntot j = 0
(N−j + Nj)/Ntot j ̸= 0
(6.29)
with
Ntot =
2
∑
j=−2
Nj. (6.30)
Centre of mass motion and momentum width
The centre of mass momentum of the cloud is determined by the
cloud’s velocity parallel to the laser beams at the moment of the start
of the laser pulse. This velocity has two contributions: First, a fixed
offset can be acquired during the release process and DKC. Second,
residual magnetic gradients and most importantly gravity can accel-
erate the cloud. The latter causes an offset if the laser beams are not
perfectly aligned perpendicular to gravity, which we will later utilise
in the interferometer measurements. Further acceleration during the
atom-light interaction has been neglected, because Tint is small com-
pared to the preparation time of 10.3ms.
In our setup, the angle between the laser beams and gravity cannot
be measured with sufficient precision, so the offset momentum k0 of
the undiffracted cloud cannot be determined easily.
Due to the size of the magnetically lensed clouds at the edge of
the imaging system’s resolution limit, it is not possible to extract a
reliable momentum width of the cloud either. With clouds this dense
and small, the thermal (Gaussian) background and the condensed
(Thomas-Fermi) parts can not be distinguished in time-of-flight im-
ages, thus rendering it impossible to determine their respective mo-
mentum widths σk and rTF with this method.
Spectroscopic measurements are also limited in this case, because
with clouds this narrow in momentum space, pulses of a few ms
length are required to scan the momentum width with sufficient res-
olution, as described in section 2.3.2. However, due to the imperfect
alignment of the laser beams, the atoms are accelerated by gravity
considerably during Tint.
Since offset momentum and momentum width significantly define
the observed population oscillations, these data were used to extract
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the momentum width of the thermal part, the momentum width of
the condensed part and the momentum offset.
To this end, simulated data sets where fitted to the experimen-
tal data for 1st order diffraction using the fminsearch algorithm in
MATLAB, which implements an unconstrained nonlinear optimisation [204].
k0 σk rTF
0.07 keff 0.09 keff 0.05 keff
Table 6.1: Values for momentum offset k0
and momentum widths σk and rTF of the
thermal and condensed part of the atomic
cloud, respectively, obtained from fitting
simulations to experimental data.
In a first step, the effective Rabi frequency was
adjusted for the simulated data to match the pe-
riodicity of the experimental data. This step was
carried out by a simple linear scan over a range
of values. Because the calculations for each value
take around 60 s, application of an optimisation
algorithm was not feasible.
In a second step, fminsearch was used to find
optimal values for k0, σk and rTF, which are pre-
sented in table 6.1.
The values obtained from this analysis are
then used to simulate sequential first order and direct second order
processes. Despite the limitations listed above, a spectroscopic mea-
surement was found to be in reasonable agreement with the fitted
values.
Off-resonant modulations
Due to the symmetry in Double Bragg Diffraction, multiple off-reso-
nant couplings are to be expected. For example, the state
|k0 + ke f f 〉 is coupled via two transitions:
resonant coupling One photon is absorbed from beam A with
frequency ωA and emitted into beam B with frequency ωB. Pop-
ulation oscillates with frequency Ω.
off-resonant coupling One photon is absorbed from beam B
with frequency ωB and emitted into beam A with frequency
ωA. Population oscillates with frequency
√
Ω2 + (2ωr)2.
Both transitions are depicted in figure 6.2 in the left panel. The cen-
tre and right panel show the most prominent off-resonant couplings
for sequential first and direct second order coupling, respectively.
Atom number normalisation
Since the magnetically lensed atomic clouds feature quite high den-
sities and sizes on the scale of the imaging system’s resolution limit,
the atom numbers cannot be deducted accurately from the column
densities [205–208].
To account for the deviation, atom numbers are corrected assuming
an exponential relation, i.e.
Ncorr = αN
β
meas. (6.31)
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Figure 6.2: Resonant and off-resonant processes involved in Double Diffraction (sim-
plified). For first order diffraction, several couplings detuned by 2ωr modulate the
main resonance. Single diffraction between |k0 ± ke f f 〉 and |k0 ± 2ke f f 〉 is modulated
by off-resonant couplings with {2, 4, 6}ωr, and second order diffraction by couplings
detuned by {1, 3, 4}ωr.
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Figure 6.3: Atom numbers Ntot from all
experimental runs corrected with different
exponents β according to (6.31).
Since diffraction should not decrease the over-
all atom number but only move atoms, thus de-
creasing the local density, images with different
interaction time Tint can be used to calibrate the
atom number estimation. Thus, the coefficient α
and the exponent β are determined by summing
the atoms in all clouds in each image taken. This
is illustrated in figure 6.3, where the total atom
number in each of the 273 experiment runs car-
ried out for first order diffraction is plotted for
three different values of β. α is determined by
normalising to max{Nmeas}. This procedure was
done for several values of β from 1 to 2 and the
best value was identified to be β = 1.45.
6.4.1 First order
For first order diffraction, the detuning δ between the laser beams is
tuned to δ = 2pi · 15 083 kHz ≈ ωr according to (2.65).
For the measurements presented here and depicted in figure 6.5,
the interaction time Tint was tuned from 0µs to 600 µs with intervals
of 5 µs (0 µs to 300 µs) and 10µs (310 µs to 600 µs).
The data are depicted in figure 6.5. Each point represents the mean
of three individual measurements, where the error bars depict the
mean’s standard deviation. Straight lines show simulated data fitted
to the experimental data using the same colour code.
At first, the data show the expected behaviour, i.e. atoms are dif-
fracted from |k0〉 to |k0 ± ke f f 〉. However, after a first peak the influ-
ence of centre of mass motion and momentum width of the atomic
cloud becomes apparent. Instead of following a damped sine wave,
114 a quantum tiltmeter based on bragg double diffraction
as would be expected, a local minimum of 55% for n1 is reached at
320 µs before the population rises again to ≈60%. After this a second
minimum of 48% is reached at 560 µs. An intermediate minimum
above 50% is not expected and can not be observed in single diffrac-
tion.
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Figure 6.4: The spectrum of the relative
population of |±ke f f 〉, acquired by per-
forming an FFT on the simulated data. The
first two peaks show the slow oscillations
at the Rabi frequency and a modulation
at double the Rabi frequency. The peak
at 2ωr/(2pi) stems from off-resonant cou-
pling to virtual levels, as depicted in fig-
ure 6.2.
The simulations suggest that this structure
continues for times larger than that used in the
experiments depicted here, with a third maxi-
mum of nearly 80% being reached at 750 µs.
The origin of this structure becomes appar-
ent when one does not look at the integrated
data but at the time and momentum resolved
diffraction pattern, as depicted in figure 6.5 in
the bottom panel. On the left side slices from
subsequent absorption images are stacked verti-
cally to reveal the time evolution depending on
the momentum state. The right panel shows the
corresponding simulated data. In the latter, the
momentum-dependent time evolution becomes
apparent. Due to the Doppler shift, each state
|kj〉 experiences a different detuning νD to the
laser beams according to (2.62). According to
(2.69), this leads to a different effective Rabi fre-
quency, thus a momentum dependence of the
time evolution.
While this effect is quite clear in the simulated data, it is mostly
masked by the resolution limit in the experimental data.
The other effect only becoming apparent in the simulated data is
the modulation at higher frequencies as explained in 6.4. Taking the
spectrum of the simulations as depicted in figure 6.4 reveals that the
modulation indeed occurs at ≈ 2ωr/(2pi) as expected.
6.4.2 Sequential first order
For sequential first order diffraction, two laser pulses are used. First,
a Double Diffraction pulse with δ = 2pi · 15 083 kHz and length T1 =
165 µs is applied. This transfers approximately 94% of the atoms into
the states |±ke f f 〉, distributed evenly between both states. 10 µs after
the first pulse, a second pulse with δ = 2pi · 45 249 kHz ≈ 3ωr is
applied with a duration Tint,2 from 0µs to 300 µs in 5 µs intervals.
The separation time between the end of the last pulse and detection
is now τ = 23.1ms− 175 µs− Tint,2.
Since the diffracted atoms are shifted with respect to the laser
beams by the Doppler frequency νD = ±h¯k2e f f/(2m) = ±2ωr accord-
ing to 2.62, their effective detuning is now
δ = ±2ωr + 3ωr.
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Figure 6.5: Top: Time evolution of state population for 1st order interferometer. The
relative populations nj are plotted vs. interaction time Tint. Each point corresponds to
three averaged individual measurements. Straight lines depict simulated data fitted
to the experimental results. The simulated data clearly show an expected modula-
tion at 2ωr/(2pi).
Bottom: Momentum-resolved time evolution of state population, experimental data
(left) and numerical simulation (right). The same data as above (from one run only)
are depicted here without integrating atom numbers over k. This representation ex-
hibits spatial patterns induced by momentum widths σk, rTF and offset k0 of the
initial atomic cloud.
This means, that each cloud now interacts with one lattice with a
detuning of ≈ ωr and one with ≈ 5ωr. The latter can be neglected
safely, leaving us with effectively single diffraction, where the states
|±ke f f 〉 are coupled to |±2ke f f 〉.
We observe a clean oscillation as is expected for single diffraction,
but again with small modulations. These are due to the off-resonant
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Figure 6.6: Top: Time evolution of state population for sequential 1st order interfer-
ometer. The relative populations nj are plotted vs. interaction time Tint,2. Each point
corresponds to three averaged individual measurements. Straight lines depict simu-
lated data fitted to the experimental results, as laid out in 6.4. Bottom: Momentum-
resolved time evolution of state population, experimental data (left) and numerical
simulation (right). The same data as above (from one run only) are depicted here
without integrating atom numbers over k. This representation exhibits spatial pat-
terns induced by momentum widths σk, rTF and offset k0 of the initial atomic cloud.
coupling of |k0〉 to |k0 ± ke f f 〉. Performing a spectral analysis of the
simulated data, we find the modulations at frequencies ≈ 2ωr/(2pi)
and ≈ 4ωr/(2pi), as is expected again from figure 6.2.
6.4.3 Second order
To couple directly from state |k〉 to |k± 2ke f f 〉, the detuning is set to
δ = 2pi · 30 166 kHz ≈ 2ωr.
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Figure 6.7 presents the time evolution for the five states coupled
by this process. A slow oscillation with many medium and high fre-
quency modulations is observed. These stem from several off-reso-
nant processes depicted in figure 6.2. Again evaluating the spectrum
reveals a narrow peak at ≈ 4ωr/(2pi) and two broader peaks with
centres at ≈ √2ωr/(2pi) and ≈ 2
√
2ωr/(2pi).
The momentum resolved time evolution in the bottom panels of
figure 6.7 shows an asymmetry with different modulation strengths
for the clouds diffracted to the right or to the left induced by the
offset momentum k0.
It should be noted that despite the modulations and asymmetry
the interaction time can still be tuned to reliably transfer ≈ 70% of
the atoms into the |k0 ± 2ke f f 〉 states at Tint ≈ 145 µs.
6.5 pulse shaping
Though it is possible to do interferometry with box shaped pulses as
examined in 6.4.1 through 6.4.3, for the same reasons as with single
diffraction it is advantageous to employ pulse shaping.
Thanks to the superior overlap of the pulses’ and the clouds’ spec-
tra, momentum selectivity and acceptance are improved, thus
more atoms are transferred to the desired state. As with single diffrac-
tion, losses to adjacent states are cut. Additionally, the effects con-
nected to an offset momentum k0 are suppressed.
Figure 6.8 displays the state population for the same three pro-
cesses as above, but with Gaussian shaped pulses with varying pulse
area. This is achieved by setting the interaction time to a constant
value Tint = 300 µs and tuning the laser power in the beams. The
envelope within the window 0 ≤ t ≤ Tint is
I(t) = I0e
− t2
2σ2t , σt ≡ Tint8 . (6.32)
With this technique, the efficiency for a pi pulse can be increased to
98%, 84% and 77%, respectively, for first order, sequential first order
and direct second order pulses.
6.6 mach-zehnder interferometer as tiltmeter
By combining the diffraction processes studied above in a time se-
quence, interferometers can be created just like with single diffrac-
tion.
Pulses are applied as sketched in figure 6.9, and a Mach-Zehnder
like scheme is implemented for the three different processes to study
the scalability of such an interferometer.
Due to the symmetry and laser phase noise cancelling out in the
interferometer signal, a phase scan can not be used to determine the
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Figure 6.7: Top: Time evolution of state population for 2nd order interferometer. The
relative populations nj are plotted vs. interaction time Tint. Each point corresponds to
three averaged individual measurements. Straight lines depict simulated data fitted
to the experimental results, as laid out in 6.4. Bottom: Momentum-resolved time evo-
lution of state population, experimental data (left) and numerical simulation (right).
The same data as above (from one run only) are depicted here without integrating
atom numbers over k. This representation exhibits spatial patterns induced by mo-
mentum widths σk, rTF and offset k0 of the initial atomic cloud.
contrast achievable in the interferometer, unlike for single diffraction
as detailed in section 2.4.2.
To measure the change of the orientation of the apparatus, the ac-
celeration of the atoms along the laser beam axis is varied by tilting
the whole apparatus, thus changing the projection g0 of the local grav-
itational acceleration g onto the beam axis.
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Figure 6.8: State population with Gaussian shaped pulses for 1st order (left), se-
quential 1st order and 2nd order diffraction. The interaction time is held constant
at 300 µs and laser power PL is tuned with a Gaussian envelope according to (6.32)
with σt = 37.5 µs. Peak laser power I0 is tuned in arbitrary units, thus varying the
pulse area. Maximum diffraction efficiency is increased compared to box pulses.
6.6.1 Gravity projection by tilt
As laid out in section 2.4.2, for Double Diffraction this acceleration
leads to a phase
φ = 2nke f f g˜T2 (6.33)
with n = 1 for first and n = 2 for second order diffraction in the
interferometer, which relates to the counter-clockwise angle αg via
g˜ = g0 sin αg (6.34)
as sketched in figure 6.9. The population of e.g. the first order output
ports depends on φ via
n1(φ) =
C
2
sin (φ− φ0) + o. (6.35)
Here, C is the contrast, φ0 is a start phase and o is an offset due to
background noise with C/2+ o ≡ 1. For small angles αg, this can be
approximated as
n1(φ) =
C
2
sin
(
γαg − φ0
)
+ o (6.36)
with the scaling factor
γ = 2nke f f g˜T2. (6.37)
This implies that by observing the phase of the population oscillation
the tilt of the interferometer with respect to gravity can be traced.
To characterise this, the whole apparatus has been equipped with
a tilt mechanism. Via adjustable spacers on the capsule’s trolley as
depicted in figure 6.10, αg can be varied by ≈0.2° while observing the
phase φ in the interferometer.
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Figure 6.9: Three different interferometer schemes are realised and studied. Space-
time trajectories for the clouds are sketched here in blue for 1st order diffraction,
green for sequential first order, and red for second order. For 1st order, dashed
grey lines show trajectories of undiffracted parts of the cloud. This leads to multiple
clouds not taking part in the interferometer, or even spanning separate single diffrac-
tion interferometers, polluting the final image of the output ports. Each scheme com-
prises three beam splitters, depicted as red arrows. For 1st and 2nd order diffraction
each beam splitter is one laser pulse, for sequential 1st order diffraction the first and
third beam splitter each consist of two pulses, while the second one is a combination
of three pulses. The projection g˜ of gravity g0 onto the interferometer axis is changed
by tilting the whole apparatus. The right panel shows a stack of absorption images
taken at different times within the sequence for 1st order diffraction with T = 10ms
between pulses and τ = 5ms between last pulse and detection. The trajectories of
the two clouds forming the interferometer as well as a couple of unwanted clouds
emanating from imperfect beam splitters are clearly visible in this space-time repre-
sentation of experimental images.
The initial value of αg can not be determined due to uncertainties of
the laser beam alignment. Since we are only interested in the changes
of αg, we define the reference angle α0 to be the angle when the appa-
ratus is centred with respect to the adjustable tilt. With that we define
the relative tilt angle
α = αg − α0. (6.38)
Later, we describe possible procedures to determine the initial align-
ment, which includes the combination with an absolute gravimeter.
By turning the elevating screws in the spacers by an angle ∆βs, the
trolley is raised or lowered by a drive ∆s of
∆s =
∆βs
360°
sn (6.39)
with the drive per revolution sn = 1.50mm. With the distance l =
130.0 cm between the two supporting points at the adjustable spacer
and the trolley’s axle, the applied tilt is
α = arcsin
∆s
l
. (6.40)
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Figure 6.10: To change the projection g˜ of g0 onto the laser beam axis (horizontal in
plane of the paper), the whole capsule is tilted on its trolley with adjustable spacers,
which can be seen in the left panel. By adjusting the elevating screws, one side of the
trolley can be lowered and raised ±2.25mm from its levelled position. This results
in a total tilt ∆αmax ≈ 0.2° between the two extrema. The right panel depicts three
exemplary positions with the tilt exaggerated for dramatic effect.
6.6.2 Interferometer schemes
With each beam-splitter scheme studied in the previous section, a
Mach-Zehnder-like interferometer is implemented as sketched in fig-
ure 6.9.
Three beam splitters are combined in a pi/2 − pi − pi/2 scheme.
For first (blue lines) and second order diffraction (red lines), this is
accomplished by three subsequent laser pulses separated by a time
T, where T is defined as the time span between the temporal cen-
tres of the pulses, as depicted in figure 6.12. For sequential first order
diffraction (green lines), each beam splitter is composed of multiple
individual pulses separated by T0, as indicated in figure 6.9. The first
and last beam splitter each consist of two pulses (one first order dou-
ble and one first order single diffraction), whereas the mirror pulse
comprises three pulses: One first order single diffraction, then one
first order Double Diffraction to reverse the state population, and an-
other first order single diffraction.
For the sequential first order scheme, (6.33) does not apply directly,
since n changes with the single diffraction pulses during the inter-
ferometer. Using the same reasoning as in section 2.4.2, the scaling
factor is found to be
γ = 4ke f f g˜T(T − T0). (6.41)
The right panel of figure 6.9 pictures a stack of absorption images
taken at different times during subsequent runs of the experimental
sequence with first order diffraction. Here, a pulse separation time
T = 10ms was chosen with a final separation time τ = 5ms. The
apparent tilt stems from an imperfect camera alignment.
6.6.3 Region of interest
The high number of coupled states, especially for higher order pulses
in combination with multiple pulses to create an interferometer, lead
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1region of interest
to many clouds in the absorption images that do not contribute to the
interferometer.
To account for this, a ROI1 was defined for each diffraction order,
as depicted in figure 6.11. Each of the three panels depicts two ex-
emplary images for each interferometer topology. The upper slice in
each panel shows the maximum number of atoms in the outer states,
while the lower slice shows the maximum population of the |0〉 state.
200 µm
Figure 6.11: Absorption images of maxi-
mum populations for each interferometer.
Each panel shows maximum population
of the outer states (upper slice) and the
|0〉 state (lower slice) accompanied by the
density profiles. For clarity, the profile cor-
responding to the upper slice is shifted up-
wards a bit. Shaded areas mark the ROI
used to determine the atom number for
each state.
In the profiles shown for each panel, the ROIs
used for this topology are marked as purple
boxes. Thus, only atoms in the marked regions
are accounted for when calculating the relative
populations of each port. This spatial filtering
marks an important advantage of Bragg diffrac-
tion over Raman diffraction, where spatial detec-
tion is only possible with another optical pump-
ing pulse [79].
6.6.4 Tiltmeter
The BEC is prepared in the same way as for the
beam-splitter studies described in section 6.4. It
is again released from a trap with frequencies
ωx,y,z/(2pi) = (43, 344, 343)Hz and collimated
by a 300 µs DKC pulse after a free fall time of
6ms. 4ms after the magnetic lens, the first laser
pulse starts. 23.1ms later an absorption image is
taken.
Interferometers where implemented with Gaussian shaped pulses
as defined in (6.32), where pi/2 and pi pulses were created by tuning
the laser power as described above.
For first and second order diffraction, we have defined
T = T′ + TP, (6.42)
where T′ is the time between the laser pulses, when the light is
switched off completely, and TP is the pulse duration.
For sequential first order diffraction, we have defined T to be the
time span between the temporal centres of the first and the fourth
pulse, as depicted in figure 6.12, i.e.
T = T′ + 2T0 + TP, (6.43)
with
T0 = TP + TS (6.44)
where TS = 10 µs is the time between the individual pulses of each
beam splitter with lasers off. Pulse parameters used in the experi-
ments are listed in table 6.2.
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Figure 6.12: Chronological sequence of the laser power PL in the interferometer
beam for the three schemes studied. Here, tmz = 0 is the start of the interaction
with the laser beams. For first and second order diffraction, each beam splitter con-
sists of one pulse, for sequential first order it is a combination of two and three
pulses, respectively. Different definitions of T for direct and sequential beam split-
ters are sketched. For second order diffraction, TP is slightly longer than for first
order diffraction.
First order Sequential first order Second order
TP 200 µs 200 µs 300 µs
T′ 3ms 3ms 3ms
TS 10 µs
T 3.2ms 3.62ms 3.3ms
Table 6.2: Interaction time TP, time of free evolution T′ and pulse separation time T
for the three interferometer schemes.
1Because the
calculation of the
final transparency
is non-linear, the
opaqueness of the
markers only acts
as a guide to the
eye.
For the measurements presented here, the capsule was set to a de-
fined tilt position by adjusting the elevating screws in the spacers to
a certain position.
Then, 50measurements were taken, and the tilt angle was increased
by turning the elevating screws by 60°, which according to 6.40 corre-
sponds to a change in tilt of ∆α = 0.011°.
The relative population of the output ports acquired in this proce-
dure is plotted in figure 6.13.
Instead of plotting the average value for each tilt angle, each of
the 50 values per angle setting is shown in the graphs. By assigning
a transparency to the marker, a histogram-like effect is introduced.
Overlapping markers’ transparencies are added up via alpha composit-
ing, which results in regions with more values becoming darker than
regions with less values1 [209].
To extract the contrast and angle information from the data, two
different techniques are used.
First, the data are fitted with a sine wave according to (6.36) with
contrast C, scale factor γ, start phase φ0 and offset o as parameters
to be optimised. The phase uncertainty is extracted by fitting (6.36)
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Figure 6.13: Interference signals of the three interferometers. The relative population
is plotted versus the tilt α and shows a sinusoidal dependency for all three cases. For
each setting of α, the measurement was repeated 50 times. Each single measurement
is plotted as a semi-transparent circle. This way, the opaqueness of the plot corre-
sponds to the frequency of occurrence of values in that range. Sinusoidal fits of the
data (solid lines) yield a contrast of 49%, 19% and 18%. Fits of the histograms on
the right side of each plot taken by sampling data from a 2pi or 4pi interval yield con-
trasts of 52%, 34% and 28%, hinting at a limitation of contrast and phase sensitivity
due to shot-to-shot phase noise.
with the scaling factor γ fixed to the expected value from (6.37). The
results obtained from this procedure are listed in table 6.3.
C γ φ0 o
First order 0.49(1) 3308(14) 21.00(15) 0.60(3)
Sequential first order 0.19(1) 7933(49) −0.420(49) 0.590(3)
Second order 0.18(1) 7081(47) −1.100(32) 0.640(2)
Table 6.3: Values for contrast C, scaling factor γ, offset phase φ0 and signal offset o
for the three interferometers obtained from sine wave fits.
For a single observation, the phase uncertainty is limited by atomic
shot noise to
∆φ ≥ 1
C
√
Ntot
. (6.45)
with total atom number Ntot and contrast C [56]. The corresponding
values are listed in table 6.4. Here, Ntot is the atom number’s mean
over all experimental runs.
The phase uncertainty ∆φ0 derived from the fits yields an estimate
of the angular precision σα when taking multiple measurements:
σα =
∆φ0
γ
. (6.46)
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Ntot C ∆φ/mrad
First order 12 325(39) 0.49(1) 18.0(2)
Sequential first order 7794(18) 0.19(1) 61(3)
Second order 4414(11) 0.18(1) 82(3)
Table 6.4: Mean atom number Ntot, contrast C and derived phase uncertainty ∆φ.
The values are presented in table 6.5. We see, that despite the scale
factor γ being increased by a factor of 2, the angular precision of all
three interferometer schemes is of the same order of magnitude. This
implies, that vibrations of the apparatus lead to phase noise limiting
the contrast and thus the performance.
∆φ0/mrad σα/° σα/µrad
First order 15 25× 10−3 4.4
Sequential first order 49 35× 10−3 6.2
Second order 32 26× 10−3 4.5
Table 6.5: Phase uncertainty and derived angular precision of the tiltmeters.
To ascertain this conjecture, we employ a second method to deter-
mine the contrast in the interferometers. Taking histograms of the
data over intervals of 2pi or 4pi and fitting a distribution according to
P(x) = N0
∫
dx′
[
1− 4
(
oH − x′
CH
)2]− 12 1
σc
√
2pi
exp
[
− (x− x
′)2
2σ2c
]
(6.47)
yields an estimate for the contrast disregarding phase noise [210].
This model assumes a sine wave with additive Gaussian noise.
Indeed, the contrast CH estimated this way is higher than from the
sine wave fits, as presented in table 6.6.
C CH
First order 0.49(1) 0.52(1)
Sequential first order 0.19(1) 0.34(1)
Second order 0.18(1) 0.28(1)
Table 6.6: Values for contrast C obtained by fitting a sine wave and CH obtained
by fitting the histograms. Higher values from the latter method suggest, that the
measurements are limited by phase noise due to platform vibrations.
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6.7 conclusion
Using a Mach-Zehnder interferometer with Double Bragg Diffraction,
a quantum tiltmeter is realised. By combining single order pulses and
directly addressing second order processes, the scalability of the in-
terferometer is demonstrated. Bragg Double Diffraction has not been
used before to perform atom interferometry, but will play a big role
in future space mission. Thus, the demonstration of a Mach-Zehnder
type interferometer to track the tilt of our apparatus marks an im-
portant milestone on the road to performing atom interferometry on
space-borne platforms. Furthermore, tiltmeters are widely employed
in geodetic experiments, e.g. for monitoring seismic activity or volca-
noes [211].
It should be noted, that the apparatus used for these measurements
is not optimised for precision measurements. Hence, a few measures
can readily be taken to improve the precision of this scheme. A pre-
cision instrument utilising Double Diffraction for tilt measurements
could be equipped with state of the art vibration isolation. Increasing
the scale factor γ further by employing higher order processes can
be exploited to optimise the interferometer for the noise spectrum by
reducing T. Furthermore, an increase in atomic flux as demonstrated
e.g. in [77, 122], will increase the sensitivity as per (6.45).
Since the tilt measurement is derived from the projection of g onto
the interferometer axis, variations in gravity due to e.g. tidal forces
will at some point limit the precision. To circumvent this, the tilt-
meter can be coupled with a gravimeter. The feasibility of utilising
an atom chip based device as gravimeter has recently been demon-
strated in the very same apparatus [58]. By launching the atoms in
an atomic fountain, an intrinsic sensitivity of ∆g/g = 1.7× 10−7 was
reached. In an optimised apparatus with improved atomic flux, im-
proving the sensitivity to 10−9 is anticipated. By monitoring changes
in gravity with such a device, their effect on the tilt measurement
can be accounted for. On the other hand, tilts can limit the precision
of gravimeters. Thus, by coupling a gravimeter and a tiltmeter, both
their sensitivities could be increased.
7
AN ATOM-CHIP BASED GRAVIMETER AND THE
F IRST BEC IN SPACE
Building on the previous work, the QUANTUS-1 apparatus was modi-
fied to be operated as a gravimeter. To this end, a high-power fibre-
laser system was introduced to the experiment, which allows for
higher-order Bragg processes and Bloch oscillations to be used as
beam splitters. A novel relaunch mechanism was developed to accel-
erate the atoms towards the atom chip, which acts as the reference
mirror in the gravimeter. This atomic fountain enables us to reach in-
terrogation times of several ten ms despite the limited space provided
by the vacuum chamber.
In parallel, the MAIUS-1 sounding rocket mission was planned and
carried out. A space-proof BEC experiment building on an advanced
atom chip and micro-integrated lasers was developed and assem-
bled by the QUANTUS consortium. In Jan 2017, the instrument was
launched and created the first man-made BEC in space. Additionally,
first tests of matter-wave interferometry with BECs in space could be
accomplished.
7.1 an atom-chip based gravimeter with becs
After having successfully demonstrated a Bragg Double Diffraction
quantum tiltmeter presented in chapter 6, a high power laser was
introduced to the apparatus which allows us to operate an atomic
fountain with the atom chip as a mirror. This scheme is depicted in
figure 7.1 along with space-time trajectories of Mach-Zehnder inter-
ferometers with and without re-launching the atoms.
By combining Bloch oscillations and Bragg Double Diffraction puls-
es a new launch mechanism suppressing losses at p = 0 has been de-
veloped. The vacuum chamber’s geometry allows us to let the atoms
fall for 45ms before capturing them in an optical lattice and revers-
ing their velocity, thus launching them upwards towards the atom
chip again. During the atoms’ free fall in the fountain, the same op-
tics that are used for the launch are then employed for beam-splitter
pulses and we were able to realise an atom interferometer with an
interrogation time of T = 25ms.
128 an atom-chip based gravimeter and the first bec in space
1Here called
Double Bragg
Diffraction.
A fibre-laser system (NKT Photonics Koheras Boostik E15) in com-
bination with a frequency-doubling unit (Toptica Photonics SHG pro)
delivers up to 1W of laser power to the experiment. The light is blue-
detuned by 100GHz from the 87Rb D2 line to suppress spontaneous
emission. The light is collimated to a diameter of 3.3mm and guided
vertically towards the atom chip, were it is reflected to create the
optical lattices required to drive Bragg processes as well as Bloch os-
cillations.
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Figure 7.1: Setup and space-time trajectories in the atom-
chip based gravimeter. Panel (a) visualises a BEC (red dots)
after different times of free fall below the atom chip at the
top. Laser pulses depicted as red and blue wiggles are retro-
reflected from the chip surface and act as beam splitters, re-
alising a Mach-Zehnder interferometer. A detection beam
(large red arrow) is used to probe the atom numbers with
a CCD chip (grey area on the left). The interferometer se-
quence is sketched in (b) with the clouds’ positions as a
function of time. In (c), the sequence is extended with a
relaunch of the atoms by an optical lattice at time TL, al-
lowing us to increase the possible interrogations times by a
factor of 5. Figure has been published in [58].
With this setup, we were able
to achieve an intrinsic sensitiv-
ity of 1.7× 10−7 and demonstrate
the feasibility of an integrated
gravimeter setup, where the atom
chip acts as the reference mir-
ror [58]. The key here is the
launch process, which tackles a
loss channel inherent to a mirror-
setup with Bloch oscillations. To
drive the oscillations, the detuning
δ between the two co-propagating
laser beams is tuned. For δ = 0,
two optical lattices moving in op-
posite directions form, as they do
for Bragg Double Diffraction. With
the atoms falling, the Doppler
shift leads to one lattice being
in resonance and one being off-
resonant, so the atoms effectively
see only one lattice. When the de-
tuning becomes 0, both lattices
interact with the atoms to the
same degree, thus coupling multi-
ple momentum states at this point
and opening a loss channel. Stop-
ping the transport before reaching
p = 0 allows us to sort of lift the
atoms across this area and then
further accelerate them.
Figure 7.2 depicts this scheme in the left-most panel. In one Bloch-
oscillation phase (BO) the atoms are accelerated up to p = −4h¯ke f f ,
after which a Bragg Double Diffraction pulse (DBD)1 deflects them to
p = +4h¯ke f f , and another BO accelerates them further.
Absorption images in panel (b) of figure 7.2 show the efficiency
of the BO alone on the left, the losses due to crossing p = 0 in the
middle, and the suppression of those losses by the DBD pulse on the
right.
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When combined with three Bragg pulses, a Mach-Zehnder interfer-
ometer sensitive to gravity is formed, as depicted in figure 7.1. For
times longer than a few ms, vibrational noise leads to phase varia-
tions > 2pi, preventing us from performing an actual measurement
of g here. However, a histogram analysis of the interferometer sig-
nal reveals a still very high contrast of 0.8, indicating that with suffi-
cient damping of environmental vibrations and an increase in atom
number as demonstrated by successor experiments a precision in the
range of 1× 10−9 should be achievable in a comparably small instru-
ment.
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Figure 7.2: Re-launch scheme as temporal sequence (a) and corresponding absorp-
tion images (b) of launched atoms, interferometer signal with an interrogation time
of T = 25ms (c). The launch mechanism is a combination of two Bloch-oscillation
phases and one Bragg Double Diffraction pulse. Loading the atoms into the optical
lattice and driving their momentum across p = 0 leads to significant losses due to
the symmetry of the system induced by the mirror. Instead, the atoms are stopped
at p = −4h¯ke f f , transferred to p = +4h¯ke f f and accelerated again. Panel (b) shows
atom driven up to p = −4h¯ke f f , atoms driven across p = 0 and atoms deflected
across p = 0 with a Double Bragg Pulse, from left to right. In panel (c), the output
ports of the interferometer are plotted for 1000 consecutive experimental runs. Vi-
bration noise washes out the visibility, but a histogram fit reveals an actually high
contrast of 0.8. Figure has been published in [58].
These results are both scientifically and technologically of great im-
portance for upcoming space-borne atom interferometers, as already
demonstrated with the MAIUS-1 mission described in the following
section. QUANTUS-1 remains the only ground-based instrument oper-
ating freely expanding atom interferometers in an atom-chip setup,
thus providing the perfect GTB1 for the MAIUS-22 and MAIUS-33 mis-
sions and especially the BECCAL instrument described in chapter 8.
7.2 maius-1 - the first bec in space
Sounding rockets are an attractive step towards long-term space-borne
missions, providing the possibility to test how well an instrument can
withstand the stress of a rocket launch and perform in outer space.
Typically, these missions provide a few minutes in free fall above the
Kármán line4.
On this account, the MAIUS missions were called to life in 2011.
The goal of these missions is to test all technologies and techniques
demonstrated in the drop tower in outer space and extend observa-
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tion and interrogation times beyond the drop tower’s limit of 9.2 s in
catapult mode.
Figure 7.3: Drawing of the MAIUS-1 flight with its trajectory and several experi-
mental and flight phases [213]. After about 60 s, the second stage is exhausted and
cut off, before the orientation of the rocket is stabilised. During roughly 360 s of free
fall in outer space, several experiments were carried out. A parachute softens the
impact, after which the payload can be recovered from the snow.
After six years of development1 the first mission appropriately
namedMAIUS-1was launched at Esrange2 near Kiruna, Lapland. Fig-
ure 7.4 shows a drawing of the rocket after assembly, as it would look
in the launcher. The red section holds the scientific payload MAIUS-A,
a complete 87Rb BEC experiment capable of performing a pre-defined
set of experiments autonomously. During the flight, the control sys-
tem is allowed to react to certain environmental and experimental
conditions by either adjusting parameters or switching to other ex-
periments.
Twomotor stages propel the rocket within 60 s to a velocity of about
1700ms−1, a recovery module provides a parachute and a beacon to
find the payload in Lapland’s taiga. The service module houses sev-
eral sensors and a network gateway via radio link. A detailed descrip-
tion of the mechanical and thermal design, magnetic shielding, and
the mission itself can be found in [214–216].
Within about 6min of free fall, several different experiments were
run as sketched in figure 7.3. During boost and ascent, atoms were
repeatedly loaded into the MOT to showcase the instrument’s robust-
ness. Despite this highly dynamic environment with accelerations as
high as 130ms−2, vibrational loads of up to 18ms−2 (RMS) and a rota-
tion rate along the roll axis of about 3Hz, the lasers remained locked
and we were able to observe the MOT.
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Figure 7.4: Drawing of the
MAIUS-1 rocket, adapted from
[214].
After the motors had been cut off, residual spin was
removed by releasing two yo-yos, and cold gas thrusters
were employed to move the rocket into a specified orienta-
tion and further reduce spin rates. In a first experimental
block, a fixed set of pre-defined experimental sequences
was run to verify functionality of all experimental aspects.
This included the successful creation of the first man-made
BEC in space, which is depicted in figure 7.5 on the left.
In the following phase, the instrument was allowed to
optimise itself to a certain degree. Because especially the
magnetic field at flight altitude was unknown before, steps
particularly sensitive to changes in the magnetic influences
were scanned, evaluated and optimised by the onboard sys-
tem. For example, to find the optimum radio frequency of
the last evaporation ramp, a set of sequences with different
frequencies was run, absorption images were fitted with a
bi-modal distribution yielding the condensate fraction, and
parameters of the image with the best atom number in the
condensed phase were saved and used for subsequent se-
quences. This optimisation scheme was then carried out for
the transfer to a non-magnetic Zeeman state and the beam
splitters.
Afterwards, several atom interferometer experiments
and tests of possible configurations for Delta-Kick Colli-
mation and adiabatic releases from the magnetic trap were
carried out. As can be seen in figure 7.5 in the right panel,
the outcome of the atom interferometer was not quite as ex-
pected: Spatial fringes are visible, as was intended in that
experiment, but they are oriented along the wrong direc-
tion. Furthermore, these fringes are already visible with a
single beam splitter, as depicted in the centre panel. Pre-
liminary studies show, that detrimental beams involved
in the interaction can account for this behaviour. These
are caused by imperfect anti-reflection coatings on the
viewports of the vacuum chamber. Introducing an angle
between the laser beams together with these reflections
shows fringes along the interferometer axis in a simulation.
Influences of reflections are amplified by the fact that the
laser beams coming from both directions of the vacuum
chamber have unequal intensities because of design limita-
tions in the laser system. The detailed analysis of the images is still
ongoing.
The results from studying the dynamics of the BEC were published
recently [122]. The main outcome is the study of the phase transition
from thermal to Bose-condensed as well as the collective dynamics of
the BEC in the magnetic traps.
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Figure 7.5: Absorption images taken during the MAIUS-1 flight. The left panel shows
the first BEC created in space. The middle panel shows one image from a Rabi-
oscillation scan, and the right panel shows the output ports of an asymmetric Mach-
Zehnder interferometer. Both the beam-splitter and the interferometer image exhibit
unexpected horizontal fringes. Coordinates y′ and z′ are relative to the top left corner
of the image.
7.2.1 Control system
Besides the capability to optimise certain parameters, the onboard
system was also equipped with a set of troubleshooting actions. Miss-
ing atoms in the absorption image for example could trigger a re-lock
of the lasers, which was implemented with a cross-correlation algo-
rithm. In case of certain experimental steps not working, the system
was allowed to jump to specified fallback routines. The onboard sys-
tem was designed to be able to operate completely on its own, in
case the radio link would break. For the nominal case with a work-
ing radio link however, manual override including branching to other
points, re-locking the lasers and overwriting parameters was possible
from the ground station.
All telemetry from the experiment was sent to earth in network
packets over the radio link. Due to limited bandwidth, raw images
could not be sent down directly but were saved to disk and retrieved
after recovery. Instead, preprocessed, down-scaled images with a re-
duced bit-depth were downlinked during the flight to allow the crew
to assess nominal operation of the experiment. With the complexity of
the apparatus, no less than 12 people were necessary in the ground
station to make sure all subsystems were running and working to-
gether as they should. Over 900 housekeeping channels were defined
and needed to be monitored during the flight, with the addition of
the BEC images.
To enable easy judgement of the experiment’s health, the MAIUS
Mission Control System MMCS was developed by the author of this
thesis, which is sketched in figure 7.6. The system consists of sev-
eral software modules for telemetry, telecommanding, data storage
and visualisation, and experimental control. To ensure forward com-
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patibility and thus easy adaptation for successor experiments, several
open source software packages were utilised. The individual modules
are written in Python with the excellent PySide library to provide a
GUI. Different modules communicate via network protocols and can
be distributed across several workstations. For monitoring housekeep-
ing data, a software module provides different visualisations such as
time-series graphs and tables, with the possibility to define thresh-
olds at which visual warnings are issued. All housekeeping data are
pushed to a time-series database with a web interface, allowing mon-
itoring of the experiment from far away and providing easy access to
the complete data archive.
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Figure 7.6: Structure of the MAIUS Mission Control System. Via a telemetry inter-
face, telecommands can be sent to the payload, and housekeeping data as well as
absorption images are received. These data are unpacked and distributed to several
imaging stations as well as a central archive. The archive can be accessed from out-
side to allow for monitoring the system from remote. Experimental sequences can
be created by a visual editor. Times of all systems are synchronised to the onboard
time.

8
CONCLUS ION AND OUTLOOK
In this thesis both the first realisation of an atom interferometer using
BECs in microgravity and the development of the new beam-splitting
technique Bragg Double Diffraction and its utilisation in a quantum
tiltmeter are presented. The key outcomes of this work are:
single-shot contrast measurement
To measure contrast of the atom interferometer in a single shot,
an asymmetric Mach-Zehnder interferometer scheme has been
employed. Instead of taking a multitude of measurements with
different laser phases applied during the third pulse of the in-
terferometer, a slight temporal imbalance is introduced. The re-
sulting distance between the overlapping wave packets in each
output port induces a spatial interference pattern, which allows
the estimation of the achievable contrast in the interferometer
from a single experiment. This scheme furthermore allows a
single-shot measurement of rotation, which are encoded in a
tilted fringe pattern.
delta-kick collimation
To enable interrogation times on the scale of seconds, a method
to slow the expansion of the wave packets in a short time has
been developed. Akin to protocols known as shortcuts to adia-
baticity, a short interaction with a magnetic trap removes kinetic
energy from the cloud and acts as a magnetic lens. This tech-
nique is pivotal to the realisation of precision sensors with cold
atoms in space, since it tackles multiple significant sources for
systematic errors, namely density-induced phase shifts and sys-
tematics related to the expansion of the wave packets, e.g. wave
front distortions on optical components and gradients across
the clouds. With this scheme, a reduction of the kinetic tem-
perature to below 1nK was demonstrated in drop tower experi-
ments.
atom interferometry with BECs in microgravity
BECs have long been regarded as unfit for precision measure-
ments due to their peculiar dynamics induced by high particle
densities. However, sensors based on thermal atoms seem to
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have exhausted their potential for improvements a few years
ago, and BEC-based instruments started to sprout. The first BEC-
based atom interferometer in microgravity was implemented
to show the feasibility of operating such an instrument in harsh
conditions. Contrast measurements indicate no fundamental lim-
it to extend interrogation times to a few seconds, as has since
been demonstrated in an atomic fountain [79].
bragg double diffraction
A new symmetrical beam-splitting process has been developed
which will greatly benefit precision interferometry in space-borne
instruments [115–117]. Due to the increased number of momen-
tum states involved, this process shows rather rich dynamics
including some features not observed in single diffraction pro-
cesses. To get an understanding of this process, the time evo-
lution was studied and Rabi-like oscillations between states for
first and second order diffraction were observed. A simulation
package was developed to allow for studying further parameter
regimes and to understand the influence of several parameters.
quantum tiltmeter
With the new beam-splitting process, first atom interferometric
tiltmeter was implemented. By measuring the projection of grav-
ity onto the interferometer axes, a precision of up to 4.5 µrad is
demonstrated. By combining multiple first order pulses and us-
ing direct second order pulses to create the interferometer, the
scalability of this process and thus its suitability for sensors em-
ploying large-momentum beam splitters is shown.
Based on this work, the author contributed to the development of
a atom-chip based gravimeter in the same instrument, were a novel
launching scheme comprising Bloch oscillations and Bragg Double
diffraction and a gravimeter with a sensitivity of 1× 10−7 were demon-
strated. The author was also part of the team that created the first BEC
in outer space on the MAIUS-1 mission, where he was responsible for
designing the control system and adapting experimental techniques
demonstrated in the drop tower to a rocket-borne instrument.
All of these outcomes as well as the methods developed and em-
ployed to achieve them are showing a large impact on current and fu-
ture cold atom experiments using atom interferometers as inertial sen-
sors and constitute important stepping stones towards space-borne
atom interferometers. The asymmetric Mach-Zehnder topology, for
example, has been adapted in other experiments to allow for an in-
creased contrast, read-out of multiple interferometer axis at the same
time, and to suppress the gravity-gradient-induced phase shift in a
dual-species atom interferometer aiming at a test of the Equivalence
Principle [79, 197, 217].
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8.1 quantus-1 - advanced atom interferometers
While the QUANTUS-1 apparatus has (well-deservedly!) been retired
from drop-tower operations, it is still going strong in the lab and
continues to deliver cutting-edge developments in the area of BEC-
based atom interferometry.
Besides increasing the interrogation time T another step towards
higher sensitivity is increasing the momentum difference between
the two interferometer arms. Several approaches are possible here,
which have different advantages and disadvantages. Directly address-
ing
higher orders with a single pulse requires an increase in laser power.
If laser power is limited, multiple pulses can be applied subsequently
as demonstrated in chapter 6. With Bloch oscillations, even higher
momentum states become accessible while maintaining high diffrac-
tion efficiency. While the maximum momentum transfer demonstrat-
ed with sequential Bragg pulses is 51h¯ke f f [218], we have success-
fully transferred 504h¯ke f f with a symmetric beam splitter comprised
of subsequent Bragg Double Diffraction pulses, Bragg Single Diffrac-
tion pulses and Bloch oscillations [57, 219].
Key here is again the application of a Bragg Double Diffraction
pulse at the beginning, which allows us to then apply symmetric
Bloch oscillations to the two wave packets and thus profit from the
inherent factor of 2 in this setup. These results were achieved with
the same setup used in chapter 6, where the high-power laser used
for the chip gravimeter was used for both processes on the horizontal
interferometer axis.
Employing higher order beam splitters will also greatly benefit e.g.
gravitational wave detection with atom interferometers, where a large
separation of the interferometer arms is mandatory [57, 220].
For space-borne atom interferometers, optical dipole traps are of-
ten seen as necessary to work around some remaining issues with
atom chips. Especially the possibility to transfer the atoms away from
the atom chip’s surface in a purely optical trap seems desirable, be-
cause it can suppress systematic effects arising e.g. from the atom
chip’s surface and mass distribution. The interplay between magnetic
traps generated by the atom chip and optical traps generated by a
red detuned laser has recently been tested in the QUANTUS-1 appara-
tus by employing another laser with a wavelength of 1064 nm and has
shown first promising results.
8.2 quantus-2 - maxing out the drop tower
With the first BEC in microgravity created in November 2007 with
QUANTUS-1, a second instrument to be operated in the drop tower
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was planned to add more experimental features and move towards
precision measurements.
The QUANTUS-1 apparatus is based on a full-size drop capsule, which
can only be operated in drop mode but not in catapult mode due to
its length and the resulting risk of a crash with the deceleration cham-
ber. So, to gain the opportunity to really max out the drop tower and
make use of the full 9.2 s of free fall in the catapult, a successor called
QUANTUS-2 was designed to fit in a short capsule which provides
about half the volume for the experimental payload [76].
Major advances in laser technology and atom chip design allowed
us to create a machine with much improved capabilities compared to
QUANTUS-1, and in the end even the fastest BEC machine in the world.
An advanced cooling setup with a modified 2D-MOT in a separate,
high pressure chamber feeding pre-cooled atoms into a purely chip-
based 3D MOT allows the creation of a 87Rb BEC with 100 000 atoms
in less than 1 s [221]. A modular and highly miniaturised laser sys-
tem and custom-built electronics enable the implementation of a dual
species setup in such a low volume, providing all the light needed for
cooling and manipulating 87Rb and a Potassium isotope, which is yet
to be defined [222, 223]. Thanks to the modularity, in a first step only
the Rubidium laser system could be used with the upgrade pending
the finalisation of Rubidium expansion studies.
In those studies, the magnetic lens or DKC scheme developed with
QUANTUS-1 was refined and adapted to a more complex atom chip.
While the chip in QUANTUS-1 only provides a single trap geometry,
multiple layers and additional structures on the QUANTUS-2 chip allow
for a much broader variety of trap geometries, especially traps further
away from the chip surface with less anisotropy. A more isotropic trap
would in theory allow for an improved lensing scheme, since all three
dimensions would be decelerated at a more similar rate. However,
using these shallow, isotropic traps is challenging in itself, because
the atoms need to be transported away from the chip, which induces
oscillations and breathing modes. As it turns out, the quadrupole
modes can be used to our advantage. Here, the BEC’s extent along
the slow axis of the IPT trap oscillates inversely phased to the extent
in the strong axes. By selecting the appropriate duration of the final
trap, the BEC can be prepared in such a way that the extent is at its
maximum in one direction, meaning that the atoms are essentially at
rest in the trap in this direction. In combination with DKC, this can
be used to achieve a good focus in all three dimensions even with an
anisotropic trap. With that scheme, a velocity spread of only 140 µm
corresponding to a kinetic temperature of 70 pK was reached [224].
With these improvements, the QUANTUS-2 team was able to max-
imise the output of one drop-tower experiment by producing two or
four BECs instead of one subsequently in one drop or catapult launch,
respectively. The repetition rate of ≈0.5Hz is an order of magnitude
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higher than that of QUANTUS-1, and plays a crucial role in reducing
statistical errors of matter-wave interferometers [58]. Additionally, a
lot of studies regarding optimised transport and release protocols
could be carried out. These are of great importance for the MAIUS
missions and BECCAL, where interrogation times of several seconds
are targeted.
Once the second species is implemented, QUANTUS-2will also study
the simultaneous creation of BECs of two different species in the same
trap, the interactions between both species and atom interferometers
using both BECs. On ground, Rubidium and Potassium atoms experi-
ence different traps due to gravity, so the centres of mass do not coin-
cide. In microgravity, this difference is lifted, which has implications
on evaporative cooling and the dynamics of the clouds. Preparing
both BECs with initial conditions as equal as possible is an important
ingredient for performing simultaneous atom interferometers to test
the WEP, and studies with QUANTUS-2 will provide essential insights
for achieving this.
8.3 maius-2 and -3
Two successor missions to MAIUS-1 are planned, which will be carried
out with the instrument MAIUS-B1. The MAIUS-2 mission will feature
a dual species experiment with Potassium and Rubidium to prepare
tests of the WEP, while the MAIUS-3 mission will add an ODT2 to qual-
ify a hybrid setup with magnetic and optical trapping for space ap-
plications. These experiments will study interactions between both
condensates prepared in a magnetic trap and how to mitigate influ-
ences by employing hybrid or purely optical traps after condensation,
and work as testbeds for BECCAL and other future mission.
8.4 nasa cold atom lab
In 2012, NASA revived its plans for bringing ultracold atoms to the
ISS. Thus, the CAL3 project was started at JPL4 in California with the
objective to create the first man-made BEC in space in the ISS. While
within the QUANTUS consortium most hardware and software is de-
veloped in-house, NASA went another way and decided to build an
instrument with mostly commercially available components. On May
21, 2018 CAL was transported to the ISS onboard a Cygnus spacecraft
propelled by an Antares rocket within the CRS-9 mission [225].
In a first phase, the instrument will study 87Rb BECs [226, 227]. Later,
39K and 41K will be added to study interactions between different
combinations of species. To enable atom interferometry, an ORU5 is to
be delivered at a later time, and the mission will operate for up to 5
years [195, 226].
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8.5 beccal - atom interferometry aboard the iss
Based on the success of both MAIUS-1 and CAL, in 2016 NASA and DLR
decided to go forward with a bilateral mission for a CAL successor
instrument.
The BECCAL project was started in 2017 and is currently in phase B,
in which a preliminary design is created. The PDR1 will be held in Feb
2019 with the CDR2 scheduled one year later. The project merges the
expert knowledge of both the QUANTUS consortium and JPL/NASA in
designing and operating cold-atom experiments in space.
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Figure 8.1: Preliminary drawing of the BECCAL instrument in an EXPRESS rack on-
board the ISS [228–230]. The EXPRESS rack contains two slots for devices which can
be assembled in slide-in modules called lockers. BECCAL will use one quad-locker
in combination with one single-locker, with separate subsystems occupying separate
modules to be easily replaceable in case of a defect or an upgrade with an ORU.
To maximise scientific output, BECCAL is designed as a multi-user
facility, for which different parties can propose and design experi-
ments. To this end, a panel of external experts in the field of ultracold
atoms has been assembled to compile a broad set of possible experi-
ments, which set the boundaries for the instrument’s capabilities and
design.
As a baseline, the BECCAL instrument will provide the means to
operate a dual species atom interferometer. At its core, an atom chip
similar to MAIUS will operate with several laser systems to cool 87Rb,
85Rb, 39K, 40K and 41K. This is supplemented with optical dipole traps,
high magnetic fields and shaped optical potentials to enable tests of
fundamental physical principles in addition to inertial sensing. Exper-
iments envisioned for BECCAL include optical box potentials to study
one of the most basic quantum mechanical system, shell like poten-
tials to study the dynamics of degenerate gases, Feshbach resonances
to characterise atomic interactions, and many more.
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Most of this apparatus will be based on QUANTUS/MAIUS heritage
as sketched in figure 8.1, while NASAwill bring in transport to and op-
eration on the ISS. The ground station will be operated from Germany
and allow control and monitoring of the experiments.
8.6 associated projects
Apart from developing new experimental techniques and procedures,
targeting space-borne platforms brings with it a tremendous amount
of technological development. A lot of these developments are poten-
tially beneficial for experiments outside the scope of QUANTUS, MAIUS
and BECCAL. Because of that, several spin-off projects were created to
explore and showcase developments prospectively relevant for other
missions.
Targeting space applications but having a much smaller footprint
than e.g. MAIUS, the TEXUS1 program was utilised, which offers room
for multiple small experiments on sounding rocket missions [231].
Within that program, the following projects have developed and
tested or are testing hardware developed in conjunction with
QUANTUS and MAIUS:
FOKUS On the TEXUS 51 and 53 mission, a fibre-laser based optical
frequency comb was used to compare two optical clocks [232]
within the FOKUS2. Frequency combs will play a crucial role for
satellite-borne metrology with optical clocks or atom interfer-
ometers.
KALEXUS In the KALEXUS3 project, extended-cavity diode laser mod-
ules at 766.7 nm have been frequency stabilised during the flight
of TEXUS 53. Optical and electronic locking schemes were dem-
onstrated with an autonomous control system, along with re-
dundancy mechanisms to switch lasers on hardware failures.
These lasers will be used to implement dual-species experiments
in QUANTUS-2, MAIUS-2, MAIUS-3 and BECCAL, where the usage of
potassium demands narrow line-widths for the cooling lasers
[233].
JORAKUS The JORAKUS4 project explores the stabilisation of a laser
at 1064 nm to an optical transition of Iodine, which provides a
narrow line-width and opens up new possibilities for absolute
time references in future geodesy missions. [234]
KACTUS Because atom chips are the key to building compact BEC
experiments, the KACTUS5 project has been started to explore
possibilities to further minimise their footprint, use advanced
materials and integrate more features [235].
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8.7 satellite missions
While running experiments on the ISS already allows for a large num-
ber of fascinating experiments not possible on earth, some applica-
tions of ultracold atom technology demand to go one step further and
run the experiment on a satellite. The remaining vibrational noise on
the ISS e.g. prevents some high precision measurements, and for some
measurements different orbits are needed.
There have already been numerous proposals for satellite missions
utilising ultracold atoms either for inertial measurements or optical
clocks. Two examples targeting fundamental tests of gravity are:
STE-QUEST The STE-QUEST mission was a proposal for ESA’s Cosmic
Vision program and targeted tests of general relativity with opti-
cal clocks and atom interferometers. Comparing clocks aboard
with terrestrial ones, the gravitational redshift of sun and moon
were to be measured, while a dual species atom interferome-
ter was supposed to perform a test of the weak equivalence
principal with 85Rb and 87Rb on the level of 1× 10−15 [117].
The study was not selected for the next phase but provided
immense insight into the intricacies and challenges of target-
ing space-borne platforms for atom interferometry. A successor
study is currently in the making.
MAGIS On the other end of the spectrum lies the MAGIS1 proposal for
a space-borne gravitational wave detector. Making use of cold
atom interferometers, a sensor filling the gap between LISA2 and
Advanced LIGO is proposed. Where LISA is sensitive in the low
frequency regime from 1× 10−4Hz to 1Hz, Advanced LIGO’s
range lies between 10Hz to 1× 103Hz. MAGIS promises a sensi-
tivity at least two orders better than LISA in the range 0.2Hz to
1Hz [45, 236].
Beyond that, future geodesy missions following GRACE-FO3will like-
ly rely on ultracold atoms in interferometers or clocks. While e.g.
ESA’s Next generation gravity mission employs laser ranging, absolute
accelerometers based on cold atoms on a successor mission could im-
prove their performance by either integrating classical and quantum
sensors in hybrid systems or using purely atom-optical methods [95,
96].
8.8 ground-based tests of fundamental physics
Not all interesting experiments with ultracold atoms need to take
place in space. While limited interrogation time in a ground-based
lab limits an atom interferometer’s sensitivity, atomic fountains with
a height of about 10m provide enough free-fall time to carry out
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several tests complementary to space-borne precision measurements.
Furthermore, large-momentum beam splitters can drastically increase
the sensitivity by providing a spatial scaling additional to the scaling
with interrogation time T [58, 65, 218].
Several of these fountains have been built in the last years to ex-
plore alternative technologies, work e.g. with different elements as
test masses in the atom interferometer and detect gravitational waves.
For space missions targeting a test of the weak equivalence princi-
ple, Rubidium and Potassium are the prime candidates mainly due to
technical advantages, especially availability of mature laser systems
with a high TRL1. However, other atomic species might allow a higher
sensitivity due to their nucleus’ composition [237] or due to the lack
of a hyperfine structure, which would eliminate several systematic
effects [121, 238]. Even testing the equivalence principle with matter
and antimatter has been proposed [239, 240].
In Hanover, the VLBAI2 uses an atomic fountain with a 10m base-
line to realise a test of the universality of free fall with Rubidium and
Ytterbium. It will also pose as a testbed for new beam-splitting tech-
niques, gravitational wave detection and absolute gravimetry [238].
Another pair of isotopes that has been identified as a promising
match for a WEP test is 6Li and 7Li [237].
Utilising a broad spectrum of elements and isotopes is especially
important when the role of quantum mechanics in a possible vio-
lation of the WEP is evaluated. It has recently been suggested, that
merely testing the equivalence principle with quantum matter is not
enough, but that one has to distinguish between the equivalence prin-
ciple and a Quantum Equivalence Principle [43]. To this end, another
class of atom interferometric tests employing superposition of inter-
nal energy states has been proposed [42].
Quantum optical experiments with ultracold atoms might also pro-
vide a way to test alternative theories of gravity such as MOND3 [241].
By manipulating the number of atoms in one arm of an atom inter-
ferometer, the linearity of Quantum Mechanics could be put to the
test [107, 111]. Even studies of dark energy seem possible, as atom
interferometers can be sensitive to so called chameleon fields [242,
243].
8.9 sensors
Last but not least, transportable inertial sensors for field applications
based on atom interferometry mature more and more. Commercial ac-
celerometers using cold, but not condensed atoms are available from
µQuans and AOSense for anyone to buy [80, 244]. This technology
has recently been operated on a ship to map gravity off the coast of
French Brittany [82, 245].
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In the lab, instruments using atom chips and BECs are brought to a
level where they can be easily transported, e.g. the QG-11 experiment
which is developed in the scope of the SFB2 geo-Q3 at University of
Hanover [58, 246].
Increasing the repetition rate to a level demonstrated e.g. in [77]
could allow for high bandwidth applications, where the sensitivity is
adjusted by tuning interrogation time T and transferred momentum
via higher-order processes.
Chip-based instruments also allow for extremely compact gradi-
ometers by e.g. splitting the BEC into two clouds with a Bragg Double
Diffraction pulse and realising two interferometers with both moving
clouds [57].
The idea of a quantum tiltmeter has recently been advanced with
an increase in sensitivity of three orders of magnitude in comparisons
to the results presented in chapter 6 [247].
Realising accelerometers, gyroscopes and tiltmeters in one BEC in-
strument seems feasible and could allow for an integrated Quantum
Inertial Measurement Unit employing Kalman filtering to mingle the
three measurements [245, 248].
8.10 closing words
By developing and demonstrating several experimental methods for
using and manipulating BECs in atom interferometers, the work done
in the scope of this thesis has hopefully contributed in a meaningful
way to the development of future precision sensors based on ultracold
quantum matter, be it in the lab, in the field or in outer space.
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B
FULL DATASET FOR DKC IN THE DROP TOWER
The full data set acquired during the drop campaign to optimise the
DKC scheme are plotted in figure B.1 and figure B.2. Marker colour in-
dicates the value of tLS, while TL is coded in the markers’ shape. The
configuration identified as showing the slowest expansion is plotted
as filled circles. Open circles show data for the optimised configura-
tion without the adiabatic rapid passage applied.
Looking e.g. the sizes for tLs = 30ms and TL = 2.5ms (purple plus
sign) shows that while the cloud after TEX = 782.5ms is smaller in z
than for the optimal set, it is larger in y. This indicates different trap
frequencies in both directions and enforces a trade-off. Another point
to take into account is the expansion rate. For tLs = 15ms, the size af-
ter ≈ 780ms is comparable again, but looking at all three data points
for this configuration reveals a higher expansion rate in z direction.
This indicates an overfocussing, i.e. the cloud size first decreases after
the lens is applied and expands again. From the positions it is also ap-
parent, that the cloud is not in the centre of the lensing trap, because
its COM velocity is altered by the lens. With respect to the source of the
COM velocity, the comparison between data with and without the ARP
enabled is particularly interesting. For TEX = 332ms, the sizes of the
cloud with ARP enabled (solid blue circles) and disabled (open blue
circle) are comparable, but the positions differ vastly, which clearly
indicates an acceleration.
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L I ST OF ACRONYMS
aom Acusto-Optic Modulator
arp Adiabatic Rapid Passage
awg arbitrary waveform generator
bec Bose-Einstein Condensate
beccal Bose-Einstein Condensate Cold Atom Laboratory
cad computer-aided design
cal Cold Atom Laboratory
ccd charge-coupled device
ccs Capsule Control System
cdr Critical Design Review
cgi Common Gateway Interface
cmos complementary metal-oxide-semiconductor
com centre of mass
dc Direct Current
dds Direct-Digital Synthesizer
dfb distributed feedback
dkc Delta-Kick Collimation
dlr Deutsches Zentrum für Luft- und Raumfahrt
esa European Space Agency
express Expedite the Processing of Experiments for Space Station
fab Fallturm Betriebsgesellschaft
fokus Faserlaser-basierter optischer Kammgenerator unter Schwerelosigkeit
fft fast Fourier transform
fwhm full width at half maximum
geo-q Relativistic Geodesy and Gravimetry with Quantum Sensors
goce Gravity field and steady-state Ocean Circulation Explorer
170 list of acronyms
gr General Relativity
grace Gravity Recovery And Climate Experiment
grace-fo Gravity Recovery And Climate Experiment Follow On
gtb ground test bed
gui graphical user interface
ice Coherent atom interferometry for space applications
igp ion getter pump
imu intertial measurement unit
io in/out
ipt Ioffe-Prittchard trap
iss International Space Station
jorakus Jod Kamm-Resonator unter Schwerelosigkeit
jpl Jet Propulsion Laboratory
kactus Kompakte Atomchiptechnologie für den Einsatz unter Schw-
erelosigkeit
kalexus Kalium Laser Experimente unter Schwerelosigkeit
lidar Light Detection and Ranging
ligo Laser Interferometer Gravitational-Wave Observatory
lisa Laser Interferometer Space Antenna
maius-1 MAIUS-1 Sounding Rocket Mission
maius-2 MAIUS-2 Sounding Rocket Mission
maius-3 MAIUS-3 Sounding Rocket Mission
maius Matteriewellen-Interferometrie unter Schwerelosigkeit
maius-a MAIUS-A Sounding Rocket Payload
maius-b MAIUS-B Sounding Rocket Payload
magis Mid-band Atomic Gravitational Wave Interferometric Sensor
mond Modified Newtonian Dynamics
mopa master oscillator power amplifier
moraba Mobile Raketenbasis
list of acronyms 171
mot Magneto-Optical Trap
mts modulation transfer spectroscopy
nasa National Aeronautics and Space Administration
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ode ordinary differential equation
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pdr Preliminary Design Review
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primus Präzisionsinterferometrie mit Materiewellen unter Schwerelosigkeit
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qm Quantum Mechanics
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rwa rotating wave approximation
sai Space Atom Interferometer
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Space Test
ta tapered amplifier
texus Technologische Experimente unter Schwerelosigkeit
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NOMENCLATURE
Physics Constants
ϵ0 Electric constant 1/µ0c2 [249] 8.854 187 817 . . . × 10−12 Fm−1
µ0 Magnetic constant [249] 4pi × 10−7 kgms−2A−2
µB Bohr magneton [249] 927.400 999 4(57) J T−1
a0 Bohr radius [249] 0.529 177 210 67(12)× 10−10m
e Elementary charge [249] 1.602 176 620 8(98)× 10−19C
g0 Gravitational acceleration in Bremen [184] 9.813 253(41)ms−2
kB Boltzmann Constant [249] 1.380 648 52(79)× 10−23ms−2
u Atomic mass unit [249] 1.660 539 040(20)× 10−27 kg
c Speed of light in vacuum [249] 299 792 458ms−1
h Planck Constant [249] 6.626 070 040(81)× 10−34 J s
h¯ Planck Constant h/2pi [249] 1.054 871 800(13)× 10−34 J s
Number Sets
N Natural Numbers
C Complex Numbers
R Real Numbers
Z Integer Numbers
Other Symbols
nRb Rubidium isotope with mass number n
nK Potassium isotope with mass number n
a Column vector with elements ai
aˆ Quantum mechanical operator
a∗ Complex conjugate of a
aT Transpose of a
〈ψ| bra, quantum state ψ
|ψ〉 ket, quantum state ψ
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