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Abstrak 
Serangan Distributed Denial of Service (DDoS) merupakan serangan yang dilancarkan dari beberapa 
penyerang dengan cara membanjiri perangkat korban dengan paket. Kemudahan dalam melakukan 
serangan DDoS menyebabkan meningkatnya serangan tersebut dalam lalu lintas jaringan. Metode 
Intrusion Detection System (IDS) non-machine learning saat ini tidak terlalu akurat, sehingga diperlukan 
metode IDS dengan machine learning (ML) yang lebih akurat dalam mendeteksi serangan.  Beberapa 
penelitian sebelumnya telah diketahui bahwa algoritma K-Nearest Neighbor (KNN) dan Decision Tree (DT) 
merupakan dua algoritma dengan akurasi tinggi dalam mendeteksi serangan DDoS. Namun, saat ini belum 
ada penelitian yang membandingkan kedua algoritma tersebut. Dalam penelitian ini, dilakukan analisis 
perbandingan antara kedua algoritma tersebut. Hasil dari penelitian ini yaitu DT memiliki akurasi lebih 
tinggi dengan nilai akurasi sebesar 99,91% daripada KNN yang hanya mempunyai nilai akurasi sebesar 
98,94% dalam mendeteksi serangan DDoS. 
 
Kata kunci: ddos, knn, decision tree 
 
Abstract 
Distributed Denial of Service (DDoS) attacks are attacks carried out by several attackers by flooding the 
victim's device with a packet. Ease of carrying out DDoS attacks causes an increase in these attacks in 
network traffic. The method of non-machine learning Intrusion Detection System (IDS) is currently not very 
accurate, so we need an IDS method with machine learning (ML) that is more accurate in detecting attacks. 
Several previous studies have known that the K-Nearest Neighbor (KNN) and Decision Tree (DT) algorithms 
are two algorithms with high accuracy in detecting DDoS attacks. However, there is currently no research 
comparing the two algorithms. In this study, a comparative analysis was carried out between the two 
algorithms. The result of this study is that DT has a higher accuracy with an accuracy value of 99,91% than 
KNN which only has an accuracy value of 98,94% in detecting DDoS attacks. 
 
Keywords: ddos, knn, decision tree 
 
1. Pendahuluan 
Pada bagian pendahuluan berisikan empat sub bab, yaitu latar belakang, topik dan batasannya, tujuan, serta 
organisasi penulisan. 
 
Latar Belakang 
Serangan Distributed Denial of Service (DDoS) merupakan serangan yang dilancarkan dari beberapa 
penyerang dengan cara membanjiri perangkat korban dengan paket [1]. Kemudahan dalam melakukan serangan 
DDoS menyebabkan meningkatnya serangan tersebut dalam lalu lintas jaringan [2]. Tujuan utama serangan DDoS 
yaitu untuk membuat sumber daya jaringan target tidak dapat digunakan [3]. 
Karena tingginya potensi serangan DDoS, maka dibutuhkan deteksi yang akurat terhadap serangan DDoS 
untuk meningkatkan keamanan jaringan. Namun, metode Intrusion Detection System (IDS) konvensional yang ada 
saat ini tidak terlalu akurat sehingga menyebabkan masuknya serangan ke dalam jaringan [4]. 
Untuk menyelesaikan masalah di atas, maka dipilih metode machine learning (ML), karena memberikan 
hasil yang lebih akurat [4]. Pada penelitian ini, dipilih dua algoritma supervised learning yang berfungsi 
mengklasifikasi serangan DDoS, yaitu K-Nearest Neighbor (KNN) dan Decision Tree (DT). Algoritma KNN 
dipilih karena dalam paper [3] ditunjukkan bahwa KNN lebih akurat dalam mendeteksi serangan DDoS dengan 
nilai akurasi 97% dibanding dua algoritma lainnya, yaitu Naïve Bayes dengan nilai 83%, dan Support Vector 
Machine (SVM) dengan nilai 82% [3]. Algoritma DT dipilih karena dalam paper [5] ditunjukkan bahwa DT lebih 
akurat dalam mendeteksi serangan DDoS dengan nilai akurasi 99% dibandingkan dengan algoritma Naïve Bayes 
yang memiliki nilai 97%. Namun saat ini, tidak ada penelitian tentang analisis perbandingan tingkat akurasi antara 
KNN dan DT dalam mendeteksi serangan DDoS pada jaringan. 
Pada penelitian ini, dilakukan analisis perbandingan tingkat akurasi antara kedua algortima tersebut dalam 
mendeteksi serangan DDoS.  
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Topik dan Batasannya 
Adapun perumusan masalah yang ada pada penelitian ini merupakan bagaimana perbandingan akurasi 
algoritma KNN dan DT dalam memprediksi atau mendeteksi serangan DDoS. Adapun batasan masalah yang ada 
yaitu hanya membandingkan akurasi algoritma KNN dan DT serta durasi proses yang dibutuhkan. 
 
Tujuan  
Adapun tujuan pada penelitian adalah untuk mendapatkan analisis perbandingan akurasi algoritma KNN dan 
DT dalam mendeteksi serangan DDoS serta durasi proses masing-masing algoritma. 
 
Organisasi Tulisan 
Pada bagian kedua menjelaskan studi terkait terhadap penelitian ini. Pada bagian ketiga menjelaskan sistem 
yang dibangun untuk penelitian ini, yaitu topologi serta metode yang digunakan. Pada bagian keempat terdapat 
evaluasi hasil pengujian. Pada bagian kelima berisi penjabaran kesimpulan yang didapat dari penelitian ini. 
 
2. Studi Terkait 
Ada banyak contoh penelitian yang berkaitan dengan keamanan jaringan dari serangan DDoS, salah satunya 
yaitu pada paper [3], Aditya Prakash dan Rojalina Priyadarshini melakukan penelitian untuk mendeteksi serangan 
DDoS menggunakan tiga algoritma ML yang berbeda, yaitu KNN, Naïve Bayes, dan SVM. Setelah itu, mereka 
membandingkan tingkat akurasi dari ketiga algoritma tersebut dan dapat ditarik kesimpulan bahwa KNN 
merupakan algoritma dengan tingkat akurasi tertinggi [3]. 
Pada paper [5], dilakukan penelitian untuk mendeteksi serangan DDoS menggunakan dua algoritma ML yang 
berbeda, yaitu DT dan Naïve Bayes. Setelah itu, Eray Balkanli, Jander Alves, dan A. Nur Zincir-Heywood 
membandingkan tingkat akurasi dua algoritma tersebut dan dapat ditarik kesimpulan bahwa DT lebih akurat dari 
pada Naïve Bayes [5]. 
Meskipun begitu, belum ada penelitian yang membandingkan tingkat akurasi KNN dan Decision Tree dalam 
mendeteksi serangan DDoS. 
 
Distributed Denial of Service (DDoS) 
Distributed Denial of Service (DDoS) merupakan serangan yang dilancarkan dari beberapa penyerang 
dengan cara membanjiri perangkat korban dengan paket [1]. 
 
CICIDS2017 Dataset 
CICIDS2017 Dataset berisi serangan-serangan umum terkini serta paket-paket yang dianggap normal yang 
relevan dengan data dunia nyata yang sebenarnya dalam format PCAP [6]. Dataset ini digunakan untuk proses 
melatih model algoritma ML dalam penelitian ini. 
Dataset ini memiliki 225745 baris flow dan memiliki label Benign yang berarti normal dengan jumlah 97718 
dan DDoS yang berarti serangan dengan jumlah 128027. Dataset ini mempunyai atribut sebanyak 84. Atribut-
atribut tersebut dapat dilihat di lampiran. 
Di dalam dataset ini dapat terlihat perbedaan antara serangan dengan normal. Jika dibandingkan, serangan 
mempunyai jumlah yang lebih besar dibandingkan dengan normal. Untuk lebih jelasnya, perbedaan yang 
signifikan tersebut dapat dilihat di Gambar 1 dan Gambar 2. Kedua gambar tersebut menunjukkan perbedaan 
serangan dan normal yang terjadi di atribut yang dicontohkan. Pada Gambar 1, terdapat perbedaan pada atribut 
Fwd Packet Length Mean. Indikator berwarna oranye menunjukkan paket serangan, sedangkan indicator berwarna 
biru menunjukkan paket normal. Paket serangan dapat terlihat mempunyai jumlah lebih banyak dibandingkan 
dengan paket normal, begitu juga dengan Gambar 2 yang menunjukkan perbedaan di atribut Average Packet Size. 
 
 
 
Gambar 1. Perbandingan Fwd Packet Length Mean 
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Gambar 2. Perbandingan Average Packet Size 
  
K-Nearest Neighbor (K-NN) 
K-Nearest Neighbor (KNN) merupakan algoritma ML untuk melakukan klasifikasi berdasarkan mayoritas 
objek tetangga terdekat dengan cakupan tetangga terdekat sebanyak k [7]. 
Untuk menghitung jarak kedekatan, dapat menggunakan rumus Euclidian Distance dengan persamaan (1) 
sebagai berikut: 
 
√∑ (𝑞𝑖 − 𝑝𝑖)2𝑛𝑖=1       (1) 
 
dimana n merupakan banyaknya atribut, i menunjukkan urutan, qi merupakan nilai atribut data latih ke i, dan 
pi merupakan nilai atribut data tes ke i. 
Setelah mendapatkan nilai jarak kedekatan, nilai tersebut akan diurutkan secara ascending (dari nilai terkecil 
ke nilai terbesar). Setelah nilai durutkan, tentukan atribut berdasarkan nilai k. 
 
Decision Tree (DT) 
Decision Tree (DT) merupakan metode klasifikasi yang menggunakan representasi suatu struktur pohon 
untuk menyelesaikan suatu masalah [8]. 
Dalam pembuatan DT dibutuhkan nilai Entropy dengan persamaan (2) sebagai berikut: 
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆) =  ∑ −𝑝𝑗 𝑙𝑜𝑔2 𝑝𝑗𝑘𝑗=1      (2) 
 
dimana pj merupakan probabilitas kasus. Dalam pembuatan DT juga dibutuhkan nilai information gain 
dengan persamaan (3) sebagain berikut: 
 
𝐺𝑎𝑖𝑛 (𝐴) =  𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆) −  ∑
|𝑆𝑖|
|𝑆|
𝑘
𝑖=1 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆𝑖)     (3) 
 
dimana S merupakan data sampel yang digunakan untuk training, A merupakan atribut, |Si| merupakan jumlah 
sampel kasus dari atribut A, |S| merupakan jumlah seluruh sampel data, dan Entropi (Si) merupakan nilai entropi 
untuk sampel-sampel yang memiliki nilai i. 
 
CICFlowMeter 
CICFlowMeter merupakan tool yang untuk mengekstraksi fitur-fitur yang dibutuhkan dalam melakukan 
proses klasifikasi ML dari file berformat packet capture (PCAP) menjadi comma-separated values (CSV). 
 
RapidMiner 
RapidMiner merupakan tool untuk melakukan proses klasifikasi menggunakan algoritma ML yang telah 
ditentukan. 
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3. Sistem yang Dibangun 
Berikut adalah gambaran alur sistem penelitian: 
 
 
Gambar 3. Gambaran Umum Alur Pengujian 
 
Penyerangan, Capturing, dan Pengiriman Paket Normal 
Pada tahap ini, host 5 akan menjadi korban sekaligus melakukan capturing menggunakan tool Wireshark. 
Host 1, host 2, dan host 3 akan bertindak sebagai penyerang. Host 4 akan berperan untuk mengirim paket normal. 
Semua serangan akan dilakukan menggunakan tool Low Orbit Ion Cannon (LOIC). Terdapat pembagian 
penyerangan: 
a. Penyerangan pertama akan dilakukan serangan dengan protokol Transmission Control Protocol (TCP) 
oleh host-host penyerang. 
b. Penyerangan kedua akan dilakukan serangan dengan protokol User Datagram Protocol (UDP) oleh host-
host penyerang. 
c. Penyerangan ketiga akan dilakukan serangan dengan protokol HyperText Transfer Protocol (HTTP) oleh 
host-host penyerang. 
Masing-masing serangan berdurasi kurang lebih 10 detik. Untuk pengiriman paket normal, host 4 
akan melakukan ping ke korban selama proses capturing.  
Mengekstraksi PCAP ke CSV dan Seleksi Fitur 
Pada tahap ini, file PCAP yang telah didapat akan diekstrak ke file CSV menggunakan CICFlowMeter sehingga 
dapat digunakan untuk proses ML. Setelah proses ekstraksi, dilakukan proses seleksi fitur menggunakan metode 
RandomForestRegressor dari scikit-learn yang menentukan bobot dari masing-masing fitur [9] sehingga 
dihasilkan empat fitur dengan bobot paling tinggi atau yang paling berpengaruh dalam mendeteksi DDoS, yaitu 
Bwd Packet Length Std, Average Packet Size, Flow Duration, dan Flow IAT Std. Bobot tiap atribut yang digunakan 
dapat dilihat pada Tabel 1. Nilai bobot minimum yang ditentukan yaitu 0,0086. Keempat atribut tersebut digunakan 
karena atribut lainnya kurang relevan sehingga dapat mengurangi hasil akurasi. File CSV ini akan digunakan 
sebagai data tes. 
 
Tabel 1. Fitur Setelah Seleksi 
 
Fitur Bobot 
Bwd Packet Length Std 0,1728 
Average Packet Size 0,0162 
Flow Duration 0,0137 
Flow IAT Std 0,0086 
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Berikut ini adalah topologi jaringan yang dibangun: 
 
 
Gambar 4. Topologi Jaringan 
 
Proses KNN 
Untuk tahapan-tahapan ML berikutnya, semua dilakukan menggunakan tool RapidMiner. Pada tahap ini, 
pertama-tama model algoritma KNN dilatih menggunakan dataset CICIDS2017 menggunakan metode Cross 
Validation dengan nilai k sebesar 10. Sedangkan nilai k untuk KNN sebesar 3. Nilai k untuk KNN ditentukan 
setelah membandingkan nilai akurasi yang didapat setelah pengujian menggunakan nilai k sebesar 1, k sebesar 3, 
dan k sebesar 5. Untuk perbandingan nilai akurasi dapat dilihat di Tabel 2. Setelah itu, model dengan hasil optimal 
akan dipilih untuk melakukan klasifikasi terhadap data tes yang sudah didapat di tahap ekstraksi. Model optimal 
yang dimaksud di sini merupakan model dengan data latih yang terbaik untuk melakukan klasifikasi. 
Setelah data tes telah terklasifikasi, dilakukan kembali proses Cross Validation dengan nilai k sebesar 10 untuk 
mengetahui tingkat akurasi. 
 
Tabel 2. Nilai Akurasi Berdasarkan Nilai k 
 
Nilai k Nilai Akurasi 
1 98.36% 
3 98.94% 
5 98.54% 
 
Proses DT 
Pada tahap ini, pertama-tama model algoritma DT dilatih menggunakan dataset CICIDS2017 menggunakan 
metode Cross Validation dengan nilai k sebesar 10. Sedangkan nilai maximal depth ditentukan sebesar 20 dengan 
criterion berdasarkan information_gain. Setelah itu, model dengan hasil optimal akan dipilih untuk melakukan 
klasifikasi terhadap data tes yang sudah didapat di tahap ekstraksi. Model optimal yang dimaksud di sini 
merupakan model dengan data laith yang terbaik untuk melakukan klasifikasi. 
Setelah data tes telah terklasifikasi, dilakukan kembali proses Cross Validation dengan nilai k sebesar 10 untuk 
mengetahui tingkat akurasi. 
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4. Evaluasi 
 
Hasil Pengujian 
 
 
Gambar 5. Hasil Perbandingan Akurasi 
 
Akurasi KNN dengan menggunakan data tes yang telah terklasifikasi sebelumnya yaitu sebesar 98,94% dengan 
durasi proses kurang lebih 24 detik. Sedangkan akurasi DT dengan menggunakan data tes yang telah terklasifikasi 
sebelumnya yaitu sebesar 99,91% dengan durasi proses kurang lebih satu detik. 
Hasil akurasi tersebut didapatkan dari tabel confusion matrix. Tabel 3 dan 4 tersebut berisikan True Positive 
(TP), False Positive (FP), True Negative (TN), dan False Negative (FN) dari flow yang didapatkan dengan 
keterangan sebagai berikut: 
• TP merupakan catatan normal yang dideteksi sebagai normal. 
• FP merupakan catatan DDoS yang dideteksi sebagai normal. 
• TN merupakan catatan DDoS yang dideteksi sebagai DDoS. 
• FN merupakan catatan normal yang dideteksi sebagai DDoS. 
Tabel 3. Confusion Matrix KNN 
 
  True 
  Normal DDoS 
Prediksi 
Normal (TP) 27110 (FP) 210 
DDoS (FN) 241 (TN) 14842 
 
Tabel 4. Confusion Matrix DT 
 
 
 
 
 
 
 
 
 
 
98,40%
98,60%
98,80%
99,00%
99,20%
99,40%
99,60%
99,80%
100,00%
Nilai Akurasi
Perbandingan Nilai Akurasi
KNN DT
  True 
  Normal DDoS 
Prediksi 
Normal (TP) 24223 (FP) 17 
DDoS (FN) 21 (TN) 18142 
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Analisis Hasil Pengujian 
Dari pengujian yang dilakukan, dapat dilihat bahwa akurasi DT lebih besar daripada KNN. DT memiliki 
akurasi lebih besar karena proses perhitungannya melibatkan nilai entropi dan information gain sehingga lebih 
detail daripada KNN yang perhitungannya sederhana sehingga DT menghasilkan prediksi yang lebih optimal. 
Untuk running-time, DT juga lebih unggul daripada KNN karena DT mempunyai running-time yang lebih 
kecil. 
 
5. Kesimpulan 
Dari penelitian yang dilakukan, dapat diambil beberapa kesimpulan. Pertama, algoritma DT lebih baik dari 
segi akurasi dalam mendeteksi serangan DDoS daripada algoritma KNN. Kedua, dalam segi running-time, DT 
lebih baik daripada KNN karena DT mempunyai running-time yang lebih kecil. 
Dalam penelitian ini, ML masih dilakukan di luar arsitektur jaringan. Saran yang diajukan untuk penelitian 
selanjutnya yaitu ML ditempelkan/dipasangkan di dalam arsitektur jaringan sehingga akurasi dapat terlihat secara 
real-time. 
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Lampiran 
Berikut ini adalah atribut-atribut pada dataset CICIDS2017: 
 
No. Fitur No. Fitur No. Fitur 
1. Flow ID 29. Fwd IAT Std 57. ECE Flag Count 
2. Source IP 30. Fwd IAT Max 58. Down/Up Ratio 
3. Source Port 31. Fwd IAT Min 59. Average Packet Size 
4. Destination IP 32. Bwd IAT Total 60. Avg Fwd Segment Size 
5. Destination Port 33. Bwd IAT Mean 61. Avg Bwd Segment Size 
6. Protocol 34. Bwd IAT Std 62. Fwd Avg Bytes/Bulk 
7. Time Stamp 35. Bwd IAT Max 63. Fwd Avg Packets/Bulk 
8. Flow Duration 36. Bwd IAT Min 64. Fwd Avg Bulk Rate 
9. Total Fwd Packets 37. Fwd PSH Flags 65. Bwd Avg Bytes/Bulk 
10. Total Backward Packets 38. Bwd PSH Flags 66. Bwd Avg Packets/Bulk 
11. Total Length of Fwd Pck 39. Fwd URG Flags 67. Bwd Avg Bulk Rate 
12. Total Length of Bwd Pck 40. Bwd URG Flags 68. Subflow Fwd Packets 
13. Fwd Packet Length Max 41. Fwd Header Length 69. Subflow Fwd Bytes 
14. Fwd Packet Length Min 42. Bwd Header Length 70. Subflow Bwd Packets 
15. Fwd Packet Length Mean 43. Fwd Packets/s 71. Subflow Bwd Bytes 
16. Fwd Packet Length Std 44. Bwd Packets/s 72. Init_Win_Bytes_Forward 
17. Bwd Packet Length Max 45. Min Packet Length 73. Init_Win_Bytes_Backward 
18. Bwd Packet Length Min 46. Max Packet Length 74. Act_Data_Packet_Forward 
19. Bwd Packet Length Mean 47. Packet Length Mean 75. Min_Seg_Size_Forward 
20. Bwd Packet Length Std 48. Packet Length Std 76. Active Mean 
21. Flow Bytes/s 49. Packet Length Variance 77. Active Std 
22. Flow Packets/s 50. FIN Flag Count 78. Active Max 
23. Flow IAT Mean 51. SYN Flag Count 79. Active Min 
24. Flow IAT Std 52. RST Flag Count 80. Idle Mean 
25. Flow IAT Max 53. PSH Flag Count 81. Idle Std 
26. Flow IAT Min 54. ACK Flag Count 82. Idle Max 
27. Fwd IAT Total 55. URG Flag Count 83. Idle Min 
28. Fwd IAT Mean 56. CWE Flag Count 84. Label 
 
Keterangan Tiap Atribut: 
1. Flow ID   : Pengidentifikasian flow 
2. Source IP  : IP sumber 
3. Source Port  : Port sumber 
4. Destination IP  : IP Tujuan 
5. Destination Port  : Port tujuan 
6. Protocol   : Identifikasi protokol 
7. Timestamp  : Identifikasi waktu 
8. Flow Duration  : Total durasi flow 
9. Total Fwd Packets : Jumlah total paket di arah maju 
10. Total Backward Packets : Jumlah total paket di arah mundur 
11. Total Length of Fwd Pck : Jumlah total byte di arah maju 
12. Total Length of Bwd Pck : Jumlah total byte di arah mundur 
13. Fwd Packet Length Max : Nilai maksimum panjang paket di arah maju 
14. Fwd Packet Length Min : Nilai minimum panjang paket di arah maju 
15. Fwd Packet Length Mean : Nilai rata-rata panjang paket di arah maju 
16. Fwd Packet Length Std : Nilai standar deviasi panjang paket di arah maju 
17. Bwd Packet Length Max : Nilai maksimum panjang paket di arah maju 
18. Bwd Packet Length Min : Nilai minimum panjang paket di arah maju 
19. Bwd Packet Length Mean : Nilai rata-rata panjang paket di arah maju 
20. Bwd Packet Length Std : Nilai standar deviasi panjang paket di arah maju 
21. Flow Bytes/s  : Jumlah byte per detik dalam flow 
22. Flow Packets/s  : Jumlah paket per detik dalam flow 
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23. Flow IAT Mean  : Nilai rata-rata waktu kedatangan antar flow 
24. Flow IAT Std  : Standar deviasi waktu kedatangan antar flow 
25. Flow IAT Max  : Nilai maksimum waktu kedatangan antar flow 
26. Flow IAT Min  : Nilai minimum waktu kedatangan antar flow 
27. Fwd IAT Total  : Total waktu kedatangan antar flow di arah maju 
28. Fwd IAT Mean  : Nilai rata-rata waktu kedatangan antar flow di arah maju 
29. Fwd IAT Std  : Standar deviasi waktu kedatangan antar flow di arah maju 
30. Fwd IAT Max  : Nilai maksimum waktu kedatangan antar flow di arah maju 
31. Fwd IAT Min  : Nilai minimum waktu kedatangan antar flow di arah maju 
32. Bwd IAT Total  : Total waktu kedatangan antar flow di arah mundur 
33. Bwd IAT Mean  : Nilai rata-rata waktu kedatangan antar flow di arah mundur 
34. Bwd IAT Std  : Standar deviasi waktu kedatangan antar flow di arah mundur 
35. Bwd IAT Max  : Nilai maksimum waktu kedatangan antar flow di arah mundur 
36. Bwd IAT Min  : Nilai minimum waktu kedatangan antar flow di arah mundur 
37. Fwd PSH Flags  : Jumlah paket dengan PSH Flags di arah maju 
38. Bwd PSH Flags  : Jumlah paket dengan PSH Flags di arah mundur 
39. Fwd URG Flags  : Jumlah paket dengan URG Flags di arah maju 
40. Bwd URG Flags  : Jumlah paket dengan URG Flags di arah mundur 
41. Fwd Header Length : Panjang header paket di arah maju 
42. Bwd Header Length : Panjang header paket di arah mundur 
43. Fwd Packets/s  : Jumlah paket per detik di arah maju 
44. Bwd Packets/s  : Jumlah paket per detik di arah mundur 
45. Min Packet Length : Panjang minimum paket di dalam flow 
46. Max Packet Length : Panjang maksimum paket di dalam flow 
47. Packet Lentgh Mean : Nilai rata-rata panjang paket di dalam flow 
48. Packet Length Std : Standar deviasi panjang paket di dalam flow 
49. Packet Lentgh Variance : Varians panjang paket di dalam flow 
50. FIN Flag Count  : Jumlah paket dengan FIN Flags 
51. SYN Flag Count  : Jumlah paket dengan SYN Flags 
52. RST Flag Count  : Jumlah paket dengan RST Flags 
53. PSH Flag Count  : Jumlah paket dengan PSH Flags 
54. ACK Flag Count  : Jumlah paket dengan ACK Flags 
55. URG Flag Count  : Jumlah paket dengan URG Flags 
56. CWE Flag Count  : Jumlah paket dengan CWE Flags 
57. ECE Flag Count  : Jumlah paket dengan ECE Flags 
58. Down/Up Ratio  : Rasio unduhan dan unggahan 
59. Average Packet Size : Ukuran rata-rata setiap paket 
60. Avg Fwd Segment Size : Ukuran rata-rata segmen di arah maju 
61. Avg Bwd Segment Size : Ukuran rata-rata segmen di arah mundur 
62. Fwd Avg Bytes/Bulk : Jumlah rata-rata byte bulk rate di arah maju 
63. Fwd Avg Packets/Bulk : Jumlah rata-rata paket bulk rate di arah maju 
64. Fwd Avg Bulk Rate : Jumlah rata-rata bulk rate di arah maju 
65. Bwd Avg Bytes/Bulk : Jumlah rata-rata byte bulk rate di arah mundur 
66. Bwd Avg Packets/Bulk : Jumlah rata-rata paket bulk rate di arah mundur 
67. Bwd Avg Bulk Rate : Jumlah rata-rata bulk rate di arah mundur 
68. Subflow Fwd Packets : Jumlah paket rata-rata dalam suatu subflow di arah maju 
69. Subflow Fwd Bytes : Jumlah byte rata-rata dalam suatu subflow di arah maju 
70. Subflow Bwd Packets : Jumlah paket rata-rata dalam suatu subflow di arah mundur 
71. Subflow Bwd Bytes : Jumlah byte rata-rata dalam suatu subflow di arah maju 
72. Init_Win_Bytes_Forward : Jumlah total byte yang dikirim dalam initial window di arah maju 
73. Init_Win_Bytes_Backward: Jumlah total byte yang dikirim dalam initial window di arah mundur 
74. Act_Data_Pkt_Fwd : Jumlah paket dengan muatan TCP di arah maju 
75. Min_Seg_Size_Forward : Ukuran segmen minimum di arah maju 
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76. Active Mean  : Waktu rata-rata flow aktif sebelum menjadi idle 
77. Active Std  : Standar deviasi flow aktif sebelum menjadi idle 
78. Active Max  : Waktu maksimum flow aktif sebelum menjadi idle 
79. Active Min  : Waktu minimum flow aktif sebelum menjadi idle 
80. Idle Mean  : Waktu rata-rata flow idle sebelum menjadi aktif 
81. Idle Std   : Standar deviasi flow idle sebelum menjadi aktif 
82. Idle Max  : Waktu maksimum flow idle sebelum menjadi aktif 
83. Idle Min   : Waktu minimum flow idle sebelum menjadi aktif 
84. Label   : Klasifikasi flow 
Berikut ini adalah screenshot dari dataset CICIDS2017: 
 
 
 
Berikut adalah beberapa diagram yang menunjukkan perbandingan antara normal dengan DDoS: 
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