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SUMMARY: We consider additive mixed models for longitudinal data with a nonlinear
time trend. As random effects distribution an approximate Dirichlet process mixture is
proposed that is based on the truncated version of the stick breaking presentation of the
Dirichlet process and provides a Gaussian mixture with a data driven choice of the number
of mixture components. The main advantage of the specification is its ability to identify
clusters of subjects with a similar random effects structure. For the estimation of the
trend curve the mixed model representation of penalized splines is used. An Expectation-
Maximization algorithm is given that solves the estimation problem and that exhibits
advantages over Markov chain Monte Carlo approaches, which are typically used when
modeling with Dirichlet processes. The method is evaluated in a simulation study and
applied to body mass index profiles of children.
KEY WORDS: Additive mixed models; Dirichlet process mixture; EM algorithm; penalized
splines; stick breaking
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1 Introduction
For the modeling of longitudinal data with a nonlinear time trend, additive mixed models
are an useful tool. The model considered in this paper assumes a nonparametric term for
the variation over time and parametric terms for the random effects and the fixed effects
of other covariates. Due to this combination of nonparametric and parametric terms the
model is called semiparametric mixed model. More concretely, the conditional distribution
of the response yij observed for subject i at observation time tij is given by
yij|bi ind.∼ N(xTijβ + f(tij) + zTijbi, σ2), i = 1, . . . , n, j = 1, . . . , ni. (1)
Fixed effects β describe the influence of covariates xij whereas individual-specific deviations
from the population time trend f(·) are modeled in the random effects bi and the time-
dependent variables zij. For example, in a so-called random slope model one specifies
zTijbi = bi0 + tij · bi1, which means that the variation over time is given by f(·) but with
individual shift and slope. The approach proposed in this paper combines an approximate
Dirichlet process mixture (DPM) for the random effects with a penalized spline (P-spline)
for approximating the trend function f(·) and uses an Expectation-Maximization (EM)
algorithm for estimation. In model (1) typically normally distributed random effects are
assumed (see, for example, Zeger and Diggle (1994), Zhang et al. (1998), Verbyla et al.
(1999), Ruppert et al. (2003), Fan and Li (2004), and Wang et al. (2005)). In contrast to
these approaches we consider a DPM as random effects distribution because the cluster
property of the Dirichlet process allows to find clusters in longitudinal data (Ferguson,
1973). More concretely, we make use of the stick breaking representation of the Dirichlet
process (Sethuraman, 1994). The most innovative aspect of our method is that we introduce
an EM algorithm for inference instead of the popular Markov chain Monte Carlo (MCMC)
methods, which are used, for example, in Li et al. (2010) and Heinzl et al. (2012) in
semiparametric mixed models. The advantage of the EM algorithm over MCMC methods
is, as far as Dirichlet processes are concerned, that it provides a pointwise convergence
instead of a distributional convergence. One consequence is that the cluster property of the
Dirichlet process can be used directly. More details about this property are given in Heinzl
and Tutz (2013), where linear mixed models with approximate DPMs for incorporating a
linear time trend are estimated by the EM algorithm. This algorithm will be extended to
additive mixed models in the present paper for clustering nonlinear longitudinal data.
The paper is organized as follows: In Section 2, the model hierarchy and the according
EM algorithm for fitting the proposed model is presented in detail. In addition, a short
discussion of reparameterizations of P-spline coefficients and the choice of knots is given.
The simulation study in Section 3 compares our approach to the MCMC-method in Heinzl
et al. (2012) and to additive mixed models with normally distributed random effects.
In Section 4, the theophylline data and body mass index (BMI) profiles of children are
analyzed.
2
2 Additive Mixed Models with Dirichlet Process Mixtures
2.1 Model Hierarchy
Let the time trend in model (1) be specified by B-splines (De Boor, 1978) yielding f(tij) =∑d
s=1 γsB
l
s(tij), where γs denotes the basis coefficient corresponding to the B-spline basis
function Bls of degree l. For m inner knots κ1, . . . , κm one obtains all in all m + 2 · l
knots and d = m + l − 1 basis coefficients which are collected in the vector γ. In order
to get a smooth trend curve, the curvature is penalized by considering the penalty term
λ · ∫ (f ′′(t))2dt as is customary also for smoothing splines (Reinsch, 1967), where λ denotes
a tuning parameter. Using B-splines this penalty term may be written as γTKγ, where
K denotes a singular penalty matrix with rank d − k and whose element in the rth row
and the sth column is given by
∫
B
′′
r (t)B
′′
s (t)dt (O’Sullivan, 1986). The integer k describes
the rank deficiency of the penalty matrix. Eilers and Marx (1996) introduced the so-called
P-splines that penalize the differences between the basis coefficients by considering the
penalty matrix K = ∆T∆ based on the difference matrix ∆ of order k. In the following,
these P-splines are considered for estimating the trend curve. In addition, we make use of
the mixed model representation of the P-spline term to avoid time-consuming methods like
cross-validation when determining the tuning parameter: Let the basis coefficient vector be
decomposed in the form of γ = Tγ0 +Wγp into an unpenalized vector γ0 and a penalized
vector γp for suitable matrices T and W (Green, 1987); see Section 2.3 for more details of
the decomposition and other properties of the P-spline term. In Fahrmeir et al. (2007) it
is clarified that γp can be interpreted as a normally distributed random effect in a classical
mixed model. Thus, the conditional distribution (1) can be rewritten in matrix notation
as
yi|bi,γp ind.∼ N(X iβ +BiTγ0 +BiWγp +Zibi, σ2Ini), i = 1, . . . , n,
γp ∼ N(0, τ 2Id−k),
where Id−k symbolizes the identity matrix with dimension d − k. X i and Zi denote the
individual design matrices constructed from covariates xij and zij whereas the matrix Bi
contains the B-spline basis functions of subject i. In yi = (yi1, . . . , yini)
T the response
values of subject i are collected. The variance parameter τ 2 acts as an inverse smoothing
parameter and will be estimated in the inference procedure. While large values of τ 2 yield
a rough spline, for τ 2 → 0 the coefficients in γp are shrunk to zero and thus, the spline
converges to a polynomial of degree k − 1.
In our approach, instead of a normal distribution as random effects distribution a DPM
is considered:
bi|θi ind.∼ N(θi,D), i = 1, . . . , n,
θi|G i.i.d.∼ G, i = 1, . . . , n,
G ∼ DP (α,G0).
(2)
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Here, DP (α,G0) is a distributional assumption for the unknown mixing distribution G.
Given G, the means of the normal distribution are drawn from the distribution G, which is
a discrete distribution and that has − in the case of a low α − a set of just a few elements
with probabilities that are considerably larger than zero. Thus, the marginal random effects
distribution is a normal mixture with a data driven and typically low number of mixture
components. Thereby, a natural clustering of individuals can be achieved: Subjects with
the same mean θi = θj, i 6= j, belong to the same cluster. By using the stick breaking
procedure of the Dirichlet process in its truncated version, inference for the unknown
distribution G becomes possible and the distributional assumption for the random effects
(2) can be rewritten as
bi|v i.i.d.∼
∑N
h=1 pihN(µh,D), i = 1, . . . , n,
pih = vh
∏
l<h(1− vl), h = 1, . . . , N,
vh
i.i.d.∼ Be(1, α), h = 1, . . . , N − 1,
(3)
where Be(·, ·) denotes the beta distribution and pi = (pi1, . . . , piN)T respectively v =
(v1, . . . , vN−1)T are vectors of weights respectively reparameterized weights. See Section 2.2
for a recommendation how to choose N . As customary, in this context two constraints have
to hold:
∑N
h=1 pihµh = 0 and
∑N
h=1 pih = 1. The first ensures E(yi) = X iβ + Biγ and
therefore the identifiability of the P-spline. Note that the order of µ1, . . . ,µN is given
by the corresponding weights in decreasing order. The second constraint
∑N
h=1 pih = 1 is
automatically fulfilled by vN = 1.
2.2 Inference
In what follows, an EM algorithm for the additive mixed model described in Section 2.1 is
given. The algorithm is based on the estimation procedure of the heterogeneity model by
Verbeke and Lesaffre (1996). In general, the EM algorithm is an useful inference tool in the
case of unobserved data (McLachlan and Krishnan, 1997). In finite mixture models, the
unknown cluster membership of each individual can be expressed by the latent variable
wi := (wi1, . . . , wiN)
T , where wih = 1 if subject i belongs to cluster h and 0 otherwise
(McLachlan and Peel, 2000). For our approach, the marginalization over the random
effects yields the following complete model with observed data yi and unobserved data wi
yi|wi,γp ind.∼ N(X iβ +BiTγ0 +BiWγp +Ziµh, V i), i = 1, . . . , n,
wi|v i.i.d.∼ M(1,pi), i = 1, . . . , n,
vh
i.i.d.∼ Be(1, α), h = 1, . . . , N − 1,
γp ∼ N(0, τ 2Id−k),
(4)
with V i = ZiDZ
T
i + σ
2Ini and M(·, ·) symbolizing the multinomial distribution. The
first two lines in model (4) determine the likelihood function of the independent observa-
tions (yi,wi), i = 1, . . . , n. The third and the fourth line correspond to prior distribu-
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tions that can also be seen as penalty terms. As customary in the likelihood inference,
for the other parameters diffuse priors are assumed. All parameters are collected in the
vector ξ = (α,v,ψ)T , where ψ is the vector containing all the remaining parameters
β,γ0,γp,µ1, . . . ,µN ,D, σ
2 and τ 2. Note that model (4) can either be parameterized by pi
or by v. Since the latter parametrization simplifies calculations, it is used in the following.
Nevertheless, only for a simpler presentation, we write pih instead of vh
∏
l<h(1−vl). Omit-
ting multiplicative constants, the posterior function respectively the penalized likelihood
function corresponding to the complete model (4) is given by
LP (ξ) =
n∏
i=1
N∏
h=1
[pih fih(yi;ψ)]
wih · (τ 2)− d−k2 exp
(
− 1
2τ 2
γTp γp
)
· αN−1
N−1∏
h=1
(1− vh)α−1.
Here, fih(·) denotes the density function of N(X iβ + BiTγ0 + BiWγp + Ziµh, V i).
Finally, one obtains the penalized log-likelihood
lP (ξ) =
n∑
i=1
N∑
h=1
wih[log pih + log fih(yi;ψ)]−
1
2
(
(d− k) log(τ 2) + 1
τ 2
γTp γp
)
+
+ (N − 1) logα + (α− 1)
N−1∑
h=1
log(1− vh).
Also the parameter α can be seen as penalization parameter as τ 2. For α ∈ (0, 1) a
penalization of the number of clusters is achieved whereas for α = 1 the penalty term
in lP (ξ) drops pout. For α → 0 the number of clusters converges to one. Instead of
maximizing the penalized incomplete likelihood function
lPI(ξ) =
n∑
i=1
log
(
N∑
h=1
pihfih(yi;ψ)
)
− 1
2
(
(d− k) log(τ 2) + 1
τ 2
γTp γp
)
+
+ (N − 1) logα + (α− 1)
N−1∑
h=1
log(1− vh).
based only on the observed data directly, an EM algorithm is used for estimation of pa-
rameters. Here, we alternate between E-step and M-step until lPI(ξ) does not change any
more.
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E-step
In the E-step, we take the expectation of the penalized likelihood lP (ξ) based on the
complete model over all unobserved wih. Collecting all observed data in y = (y
T
1 , . . . ,y
T
n )
T ,
we get for the E-step of iteration t+ 1
Q(ξ) = E
(
lP (ξ)|y, ξ(t)
)
=
n∑
i=1
N∑
h=1
piih(ξ
(t))[log pih + log fih(yi;ψ)]−
− 1
2
(
(d− k) log(τ 2) + 1
τ 2
γTp γp
)
+ (N − 1) logα + (α− 1)
N−1∑
h=1
log(1− vh),
where piih(ξ
(t)) is the probability at iteration t that subject i belongs to cluster h and is
given by
piih(ξ
(t)) =
fih(yi;ψ
(t))pi
(t)
h∑N
l=1 fil(yi;ψ
(t))pi
(t)
l
.
For clarity, in the following we write piih := piih(ξ
(t)).
M-step
In the M-step, Q(ξ) is maximized with respect to all unknown parameters. Due to Q(ξ) =
Q(α,v) +Q(ψ) the M-step can be separated into two parts: The maximization of
Q(α,v) =
n∑
i=1
N∑
h=1
piih log pih + (N − 1) logα + (α− 1)
N−1∑
h=1
log(1− vh),
with respect to α and v and the maximization of
Q(ψ) =
n∑
i=1
N∑
h=1
piih log fih(yi;ψ)−
1
2
(
(d− k) log(τ 2) + 1
τ 2
γTp γp
)
,
with respect to ψ. The first optimization problem is solved by alternating updates of the
first order conditions
vh =
∑n
i=1 piih∑n
i=1
∑N
l=h piil + α− 1
, h = 1, . . . , N − 1, (5)
and
α =
1−N∑N−1
h=1 log(1− vh)
.
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Without further restrictions it could happen that vh /∈ [0, 1] if α ∈ (0, 1). For preventing
this we use the following correction approach: Update vh by (5) for increasing h. If vh∗ > 1
set vh to 1 for h = h
∗, . . . , N − 1. This constraint for v is equivalent to the following
restriction on pi by using the stick breaking procedure:
pih =

1
n+α−1
∑n
i=1 piih, for h < h
∗,
1−∑h−1l=1 pil for h = h∗,
0 for h > h∗,
where h∗ is the lowest index h for which the cumulative sum of the original weights pi◦l
exceeds one:
∑h
l=1 pi
◦
l > 1. Finally, it can be seen that for α ∈ (0, 1), all weights pih for
h < h∗ are stretched by the factor n
n+α−1 compared to the unpenalized estimators for pih as
in Verbeke and Molenberghs (2000), which we get for α = 1. The amount of stretching is
controlled by the parameter α. If α ≈ 0, a very strong clustering is achieved while for larger
values of α only few clusters drop out. It should be noted that during the computations
vh = 1− 10−300 instead of vh = 1 is used to avoid log(0). Then one gets pih ≈ 0 for h > h∗.
For α > 1 no correction is needed, but especially in this case it is important that N is
large enough. As proposed by Ohlssen et al. (2007) N should be chosen such that
N > 1 +
log(ε)
log
(
α
α+1
) ,
with ε > 0. Thus, for a given range on α a lower bound for N can be determined. Since
in practice a very strong clustering with a low number of clusters is generally desirable,
we propose to allow only the range α ∈ (0, 1). In our experience, this can be achieved
by a very low starting value like α = 0. This means that for ε = 0.001 even N = 11 is
sufficiently large for an adequate approximation of the distribution G.
In the second part of the M-step, we get the current state for ψ by alternating separate
maximization of Q(ψ) to β, γ0, γp, µ1, . . . ,µN and to the variance parameters τ
2, σ2 and
D. Conditional on the actual state of the other parameters, the maximization of β results
in
β =
(
n∑
i=1
XTi V
−1
i X i
)−1( n∑
i=1
XTi V
−1
i
(
yi −BiTγ0 −BiWγp −
N∑
h=1
piihZiµh
))
.
The first order condition for γ0, given all the other parameters, yields
γ0 =
(
n∑
i=1
T TBTi V
−1
i BiT
)−1
(
n∑
i=1
T TBTi V
−1
i
(
yi −X iβ −BiWγp −
N∑
h=1
piihZiµh
))
,
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whereas the penalized basis coefficients are updated by
γp =
(
n∑
i=1
W TBTi V
−1
i BiW +
1
τ 2
Id−k
)−1
(
n∑
i=1
W TBTi V
−1
i
(
yi −X iβ −BiTγ0 −
N∑
h=1
piihZiµh
))
.
Given the other parameters, setting the derivative of Q(ψ) with respect to µh, h =
1, . . . , N , to zero yields
µh =
(
n∑
i=1
piihZ
T
i V
−1
i Zi
)−1( n∑
i=1
piihZ
T
i V
−1
i (yi −X iβ −BiTγ0 −BiWγp)
)
.
For the inverse smoothing parameter τ 2 one gets the update
τ 2 =
1
d− kγ
T
p γp.
For holding the constraint
∑N
h=1 pihµh = 0, in each M-step deviations from this restriction
are subtracted from µh, h = 1, . . . , N . But it should be noted that these deviations could
only be added to the unpenalized spline coefficients γ0 in the case of the decomposition
(6) with equidistant knots and if q ≤ k, i.e. if the dimension of the random effects is
equal to or smaller than the order k of the penalty matrix. For other cases we propose the
following simple but effective strategy: We just center the cluster centers followed by an
immediate update of the basis coefficients so that the P-spline parameters can absorb the
general time trend. For a correct update of the variance parameters the uncentered cluster
centers should be used in the working response.
For the simultaneous maximization of the variance parameters σ2 andD, given β, γ0, γp,
µ1, . . . ,µN and τ
2 the algorithm AS 47 of O’Neill (1971) in the C++ version (Burkhardt,
2008) is used, which is an implementation of the Nelder-Mead algorithm (Nelder and
Mead, 1965). In this optimization procedure we choose for the reflection, extension and
contraction coefficients the common settings 1.0, 2.0 and 0.5 respectively. Note that the
covariance matrix D is parameterized by D = LLT because then the matrix is auto-
matically nonnegative-definite and even positive-definite (and so invertible, too) if L is a
matrix with exclusively nonzero diagonal entries (Lindstrom and Bates, 1988). The whole
EM algorithm for fitting additive mixed models with a DPM as random effects distribution
is implemented in C++ and is accessible by the R wrapper function ammDPMEM() in the R
package clustmixed (Heinzl, 2012). Here, the starting values can be chosen individually.
Otherwise, the following starting values are used by default: In the beginning, there are
N = n clusters − one for each subject with the same weight pih = 1/N , h = 1, . . . , N .
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Thus, during the iterations clusters are fused step by step until there is no increase of the
penalized incomplete log-likelihood lPI(ξ) any more. This is the reason why our method
can be called an agglomerative cluster approach. Rearranging the weights after each step
has the effect that only the relevant clusters keep positive probabilities. As starting values
for the basis coefficients least squares estimates of the model yi = Biγˆ, i = 1, . . . , n, are
used. With the resulting residuals as response values a linear mixed model with normally
distributed random effects is fitted to get starting values for β, σ2 and D. In addition,
cluster centers µ1, . . . ,µN are initialized by the predicted random effects b1, . . . , bn of this
model. If N < n is chosen, a k-means clustering of the predicted random effects is used
for determining starting values for the cluster centers. Concerning the “penalization” pa-
rameters α = 0 and τ 2 = 0.1 are used as starting values to induce a very strong clustering
and a smooth trend curve. However, it is advisable to try several different starting values
to avoid that the EM algorithm converges to a local but not a global maximum. After
convergence we get the cluster membership by the matrix of estimated piih. Individual i is
assigned to that cluster h for which pˆiih is maximal. If there are a lot of small weights pˆih,
we get only few relevant clusters. Based on the weights of all clusters the random effects
are predicted by using the mean of the posterior bi|yi, which is given by
bˆi = DˆZ
T
i Vˆ
−1
i (yi−X iβˆ−BiT γˆ0−BiWγˆp)(Iq−DˆZTi Vˆ
−1
i Zi)
N∑
h=1
pˆiihµˆh, i = 1, . . . , n.
This is a direct extension of the prediction in the case of linear mixed models, which is
proved in Heinzl and Tutz (2013). Note that after convergence all parameters have to be
restandardized internally because the algorithm works with standardized variables.
2.3 Discussion of the P-spline Term
In this section, some properties of P-splines will be discussed that are crucial for the
EM algorithm presented in Section 2.2. First, note that the decomposition of the basis
coefficient vector mentioned in Section 2.1 is not unique. Two variants for the choice of
these matrices are conventional: One yields the matrices T = Γ0 and W = ΓpΩ
−1/2
p and
is based on the spectral decomposition of the singular penalty matrix
K = ΓΩΓT =
(
Γp Γ0
)( Ωp 0
0 0
)(
ΓTp
ΓT0
)
= ΓpΩpΓ
T
p ,
where Ω is a diagonal matrix with the corresponding eigenvalues arranged in descending
order on the leading diagonal and where Ωp contains only the d − k strictly positive
eigenvalues of K (Wood, 2006). The corresponding eigenvectors form the column vectors
in the orthogonal matrix Γ, respectively in the matrix Γp. In the special case of the penalty
matrix K = ∆T∆ the choice
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T =
 1 ς1 . . . ς
k−1
1
...
...
1 ςd . . . ς
k−1
d
 and W = ∆T (∆∆T )−1, (6)
is also suitable, where ς1, . . . , ςd are equidistant grid points on the relevant range. When
equidistant knots are considered, these can be used as grid points. In addition, equidistant
knots offers a further benefit, which is examined in the following. First, note that P-splines
based on the difference penalty of order k feature generally the property that they produce
polynomials of degree k− 1 for a strong penalization − independently of the choice of the
knots. For equidistant knots and the decomposition (6) the unpenalized part describes
exactly this polynomial of degree k − 1. For example, when second-order differences are
used, γ0 contains the global intercept and the global slope which are unpenalized. The
penalized coefficients γp correspond to terms of higher degrees. This gives rise to the
general discussion whether equidistant knots or knots chosen as quantiles of the time
variable should be preferred. While Ruppert and Carroll (2000) recommend knots based
on quantiles, Eilers and Marx (2010) emphasize the benefits of equidistant knots. Apart
from that, it is generally questionable if the penalty matrix K = ∆T∆ could be used
directly when knots based on quantiles are considered. In our opinion this is not only
possible but also meaningful. In this case basis coefficients are penalized equally although
the corresponding basis functions are unequally spaced and show different shapes. In
ranges with lots of data differences between basis coefficients are penalized relatively weakly
whereas in ranges with only few data a stronger penalization can be observed. Thus,
we obtain a reasonable “adaptive smoothing” in contrast to the constant smoothing for
equidistant knots.
This feature is demonstrated by an example. It should be noted that the underlying
data are based on a setting of the simulation study in the following section. Concretely,
the setting of substantially overlapping clusters with only few individual observations is
used, which will be explained in Section 3.1. The corresponding trace plot is shown later
in Figure 7 (top left). In Figure 1, the estimated P-spline (thick line) by the DPM-
EM model for the simulated data can be seen for equidistant knots (left) and for knots
based on quantiles (right). Here, we used m = 12 inner knots, B-spline basis functions
of degree l = 3 and a difference penalty of second order. The thin lines represent the
weighted B-spline basis functions γˆsB
l
s(t). For equidistant knots only few B-spline basis
functions are available for fitting the strong increase of the spline in t ∈ [−0.5, 0]. For
this purpose, a comparatively high inverse smoothing parameter τˆ 2 = 0.33 is necessary to
permit relatively high differences between the basis coefficients. But this value seems to
be too high in t ∈ [4, 12]. In contrast to equidistant knots for knots based on quantiles
the amount of smoothing has not to be the same for the whole range of the time variable.
Indeed, the inverse smoothing parameter is the same for all values of t, but it is lower
(τˆ 2 = 0.09) than in the case of equidistant knots. The reason for this is that for knots
based on quantiles more B-spline basis functions are available in ranges with many data
as in t ∈ [−0.5, 0]. Thus, the differences between the basis coefficients can be smaller in
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(b) Knots based on quantiles
Figure 1: Estimation of the P-spline by the DPM-EM approach for simulated data with substantially
overlapping clusters for few individual observations (ν = 1). On the left equidistant knots are considered
for the P-spline while on the right the knots are based on quantiles. The thick line symbolizes the P-spline
while the thin lines represent the weighted B-spline basis functions γˆsB
l
s(t).
these ranges corresponding to a lower inverse smoothing parameter. This yields a smoother
trend curve.
3 Simulation Study
In the following section, the settings and the results of a simulation study are presented
in which the prediction accuracy of random effects and of the whole individual curves is
examined. Here, we are interested in whether additive mixed models considering a DPM
as random effects distribution yield better prediction results than additive mixed models
with normally distributed random effects when the true random effects distribution is a
mixture of three normal distributions. Furthermore, the performances of the proposed
EM approach and of a competing MCMC approach for fitting additive mixed models with
DPMs are compared.
3.1 Settings
More concretely, in the simulation study 100 data sets are generated. Each data set consists
of n = 20 individuals with response values simulated by
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yij|bi ind.∼ N(f(tij) + bi0 + tijbi1, σ2), i = 1, . . . , 20, j = 1, . . . , ni,
where f(t) = 50·log(0.2 t+1)
(0.2 t+1)2
represents a nonlinear global time trend. The error variance is
fixed on σ2 = 0.25. In each simulation run different “true” random effects bi = (bi0, bi1)
T
are drawn from a mixture distribution of three normal distributions
bi ∼ 0.4N(µ1,D) + 0.3N(µ2,D) + 0.3N(µ3,D), i = 1, . . . , 20,
imitating a population consisting of three clusters of overlapping subpopulations. The
covariance matrix in each cluster is given by D = diag(0.1, 0.1). However, we vary the
differences between the clusters and distinguish between three scenarios:
µ1 =
( −4.5
1.5
)
, µ2 =
(
1.5
−1.8
)
, µ3 =
(
4.5
−0.2
)
,
corresponding to clearly separated clusters,
µ1 =
( −1.5
0.75
)
, µ2 =
(
0.5
−0.9
)
, µ3 =
(
1.5
−0.1
)
,
corresponding to moderately separated clusters, and
µ1 =
( −0.3
0.375
)
, µ2 =
(
0.1
−0.45
)
, µ3 =
(
0.3
−0.05
)
,
corresponding to substantially overlapping clusters.
In addition, in each of these scenarios three different settings for the individual numbers
of observations are considered. To produce longitudinal data with varying numbers of
repeated observations per unit i, we set ni = 3 + Xi, where Xi is Poisson distributed
with rate ν. Setting ν = 1 corresponds to longitudinal data with only few individual
observations (4 on average), ν = 3 to a medium number of individual observations and
ν = 5 to comparably many individual observations. For given ni, the observation times are
generated from diverse uniform distributions U(a, b) with lower bound a and upper bound b.
For each subject i = 1, . . . , n, the first measuring point ti1 is drawn from U(−0.5, 0) while
the last measuring point is simulated by tini ∼ U(10, 12). To generate the remaining time
points, first, the medial interval [0, 10] is partitioned into ni − 2 subintervals with equal
lengths and corresponding means ζ2, . . . , ζni−1. Then, the observation times are generated
from intervals with the same mean but with bisected length: tij ∼ U(ζj − 2.5ni−2 , ζj + 2.5ni−2),
j = 2, . . . , ni−1. The bisection is used to avoid huge jumps of response values at measuring
points which are very close to each other. In summary, in each simulation run s = 1, . . . , 100
we get different numbers of observations, time points, random effects and response variables
for each subject.
Combining these different settings for observations times and clusters, results in nine
different scenarios. For each of them we use additive mixed models with random slopes
12
and a cubic P-spline with 12 equidistant inner knots based on a difference penalty of second
order for fitting the unknown trend function f(·). However, we vary the assumption for the
random effects distribution and the estimation procedure. On the one hand, additive mixed
models with normally distributed random effects are considered, estimated via MCMC
methods (ND-MCMC) respectively the REML approach (ND-REML) as implemented in
BayesX (Brezger et al., 2005). On the other hand, we apply the approach proposed in
Section 2 with a DPM as random effects distribution estimated via EM algorithm (DPM-
EM) and compare it to the corresponding MCMC-approach from Heinzl et al. (2012)
(DPM-MCMC). In addition, based on the considerations in Section 2.3 for the DPM-EM
approach knots chosen as quantiles of the time variable are also considered for an adaptive
smoothing. For these five approaches the fit of individual curves as well as clustering related
characteristics are compared. More concretely, in each simulation run s, we calculate the
average prediction error of all individual curves
PE(s) =
1
n
n∑
i=1
∫ 12
−0.5
(
fˆis(t)− fis(t)
)2
dt, (7)
with fis(t) = f(t) + b
(s)
i0 + t · b(s)i1 and with fˆis(t) as the corresponding estimate. In the cri-
terion (7) the integral is approximated by the trapezoidal rule. The empirical distribution
of the average prediction errors PE(s) obtained from simulation run s = 1, . . . , 100 is then
represented through box plots. In addition, the estimated numbers of clusters are examined
for the approaches with a DPM as random effects distribution. Of course, for the mixed
models with normally distributed random effects we obtain one cluster by construction for
all simulation settings.
3.2 Results
Clearly separated clusters
In Figure 2 (top), two examples of the trace plots in the setting of clearly separated clusters
can be seen. On the left only few individual observations are available while on the right in
the average six observations per subject are given. In both cases our DPM-EM approach
with knots chosen as quantiles of the time variable finds three clusters as it can be seen in
Figure 2 (below). Here, the solid lines illustrate the three cluster centers while the dashed
line represents the general time trend. Observations belonging to the same cluster are
marked with the same symbol. To each solid line the corresponding symbol is added to
visualize which cluster center belongs to which cluster.
Figure 3 shows that the individual curves are fitted much better by the DPM models
than by the models using normally distributed random effects. Especially the classical
additive mixed model with a normal distribution as random effects distribution using
MCMC methods (ND-MCMC) features a higher prediction error than the model using
restricted maximum likelihood as inference tool (ND-REML). The performance of the DPM
models with equidistant knots (DPM-EMeq, DPM-MCMC) is quite similar, regardless of
13
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Figure 2: Trace plots (top) and clustering by the DPM-EM approach with knots based on quantiles (below)
with clearly separated clusters for few individual observations (ν = 1) (left) and a medium number of
individual observations (ν = 3) (right).
the estimation procedure. Using knots based on quantiles (DPM-EMqu), the prediction
accuracy can even be improved.
The clustering related characteristics are shown in Figure 4. In this figure, the bar
corresponding to three clusters is highlighted by black color because in the simulation
setting three clusters are used. We get quite similar results for the three scenarios with
varying individual observations. Obviously, in the most cases three clusters are detected by
the DPM approaches. The DPM approach using MCMC methods (DPM-MCMC) tends
to detect a bit more clusters than the DPM approaches based on the EM algorithm (DPM-
EMeq, DPM-EMqu), which show quite similar results with regard to the estimated number
of clusters.
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Figure 3: Box plots of PE with clearly separated clusters for few individual observations (left), a medium
number of individual observations (middle) and many individual observations (right).
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Figure 4: Bar plots of the estimated numbers of clusters by the DPM approaches with clearly separated
clusters for few individual observations (left), a medium number of individual observations (middle) and
many individual observations (right).
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Figure 5: Box plots of PE with moderately separated clusters for few individual observations (left), a
medium number of individual observations (middle) and many individual observations (right).
For a smaller separation of the cluster centers the DPM approaches still outperform
the classical mixed models with normally distributed random effects (Figure 5): Now,
the prediction accuracy is nearly the same for the classical methods ND-MCMC and ND-
REML. However, lower prediction errors can be achieved by using DPM approaches. Again,
we obtain similar results for the both DPM approaches with equidistant knots (DPM-
MCMC, DPM-EMeq). Their prediction error can only be outperformed by the DPM-EM
approach with knots chosen as quantiles (DPM-EMqu).
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Figure 6: Bar plots of the estimated numbers of clusters by the DPM approaches with moderately separated
clusters for few individual observations (left), a medium number of individual observations (middle) and
many individual observations (right).
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In Figure 6, it can be seen that apparently more clusters are detected than in the setting
of clearly separated clusters: For the DPM approach using MCMC methods the modus
of the distribution for the estimated numbers of clusters is five while for the DPM-EM
approaches mostly three or four clusters are found. For few individual observations the
estimated number of clusters tends to be a bit higher.
Substantially overlapping clusters
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Figure 7: Trace plots (top) and clustering by the DPM-EM approach with knots based on quantiles (below)
with substantially overlapping clusters for few individual observations (ν = 1) (left) and a medium number
of individual observations (ν = 3) (right).
In the scenario of substantially overlapping clusters we pick up the example of Section 2.3
for few individual observations. See Figure 7 for the according trace plot (top left) and the
clustering by the DPM-EM approach with knots based on quantiles (below left). Obviously,
three clusters are detected. For the data with a medium number of individual observations
(Figure 7, top right) three clusters are found by our DPM-EM approach (below right), too.
Let regard these plots in more detail. In Figure 7 (top right), subject 8 (dashed line) seems
to have a quite special individual curve and one could expect that this subject forms its
own cluster. However, this is just a visual effect because no measurements are available for
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this subject in the time interval (−0.427, 6.636). Actually subject 8 is assigned to cluster
3 (+) together with four other individuals by the DPM-EM approach. If one is interested
in predicting response values for this subject in the concerning interval, for this purpose
cluster 3 can be used.
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Figure 8: Box plots of PE with substantially overlapping clusters for few individual observations (left), a
medium number of individual observations (middle) and many individual observations (right).
With regard to the prediction accuracy we conclude the following: For substantially
overlapping clusters the prediction errors are nearly the same for the approaches using
equidistant knots regardless the assumption for the random effects distribution (Figure 8).
Only the prediction accuracy for the DPM-EM approach with equidistant knots is a bit
worse. The reason for that is that the estimated splines are considerably rough as it can
be seen, for example, on the left side of Figure 1. For the DPM-EM approach with knots
based on quantiles, however, the best performance can be observed. See Section 2.3 for a
discussion about the choice of knots.
According to Figure 9 for the DPM-EM models mostly two or three clusters are de-
tected. As expected, it is more difficult to distinguish between the clusters in the setting of
substantially overlapping clusters. However, for the DPM approach using MCMC methods
in the most cases still five clusters are found.
In summary, we conclude that the proposed DPM-EM approach improves the prediction
accuracy with regard to the fitted individual curves compared to methods that assume
normally distributed random effects. The prediction errors for the DPM approach using
MCMC methods tend to be a bit lower than these of the DPM-EM approach, when using
equidistant knots. However, the best performance in the meaning of prediction errors can
be stated for the DPM-EM approach with knots based on quantiles.
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Figure 9: Bar plots of the estimated numbers of clusters by the DPM approaches with substantially
overlapping clusters for few individual observations (left), a medium number of individual observations
(middle) and many individual observations (right).
4 Applications
4.1 Theophylline
In the following, the approach introduced in Section 2 will be applied to the theophylline
data that were reported by Boeckmann et al. (1994). In this study, the anti-asthmatic drug
theophylline was administered orally to twelve test persons, and serum concentrations were
measured at several time points. Figure 10 (left) shows the concentration-time profiles of
the considered subsample. It is seen that after the drug administration the theophylline
concentration in the sample increases steeply at first, followed by a weak decrease. In
addition, the data set contains two further covariates: weight and dose. These covariates
are invariants, i.e. the dose was given on a per-weight basis: lower doses were administered
to heavy-weighted people. While Davidian and Giltinan (1995) and Pinheiro and Bates
(2000) considered a two-compartment open pharmacokinetic model, we aim to identify
clusters by using the DPM-EM model for additive mixed models. Concretely, we consider
a random slope model for the theophylline concentration in the sample concij of subject i
at measurement j
concij|bi ind.∼ N(f(timeij)+bi0+timeijbi1+weightiβ1, σ2), i = 1, . . . , 12, j = 1, . . . , 10.
For the nonlinear term f(time) a cubic P-spline with m = 12 inner knots based on quantiles
of the time variable is used. The basis coefficients are penalized by a difference penalty
of second order based on the decomposition (6). See Section 2 for more details about
this choice. The DPM for the random effects allows to identify clusters due to individual
deviations from the population trend. Indeed, our approach detects three clusters (Figure
19
10, right) for the estimated concentration parameter αˆ = 0.00164. The shapes of the
trend curves of cluster 2 (4) and cluster 3 (+) seem to be alike but on different levels. In
Cluster 2 the intercept is about µˆ20 = 0.335 higher than the base level while in cluster 3 it
is about µˆ30 = −1.748 lower. The corresponding slopes tend to be a bit higher compared
to the global trend curve (µˆ21 = 0.133, µˆ31 = 0.067). Cluster 1 (#) is characterized by the
strongest decrease (µˆ11 = −0.100) after the maximum at two hours. The level of cluster 1
(µˆ10 = 0.059) resembles that of the global trend curve.
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Figure 10: Theophylline concentration in the sample across time: raw data (left) and clustering by the
DPM-EM approach (right). On the right observations belonging to the same cluster are marked with the
same symbol. The dashed line represents the population effect, the solid lines symbolize the cluster effects.
standard 95%-CI
estimate error lower upper
weight 0.012 0.047 -0.098 0.047
σ2 1.226 1.557 0.605 1.557
σ20 0.039 0.618 0.000 0.618
σ21 0.003 0.014 0.000 0.014
σ01 -0.010 0.011 -0.071 0.011
Table 1: Estimation results for the fixed effects and variance parameters by the DPM-EM approach for
the theophylline data.
Table 1 shows the estimated fixed effect and the variance parameters. The corresponding
standard errors and confidence intervals have been estimated by the nonparametric boot-
strap method proposed by Efron (1979) with 1000 replications. The confidence intervals
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are based on the bootstrap quantiles. Since the confidence interval for β1 includes zero,
the covariate weight has no general significant effect on the theophylline concentration
on the five percent level. However, in Figure 11 it is seen that the distribution of the
variable weight differs between the clusters. In cluster 2 (4) mostly lightweight people
with considerably high doses of the drug can be found. As expected, people with lower
weights and higher doses show a higher trend of the theophylline concentration in the
sample (Figure 10, right).
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Figure 11: Distribution of the variable weight in the three clusters corresponding to the clustering by the
DPM-EM approach.
4.2 Childhood Obesity
As second application we reanalyze data from the LISA study. In this study the influences
of Life-style factors on the development of the Immune System and Allergies in East
and West Germany are examined for 3097 healthy neonates born between November 1997
and January 1999 in 14 obstetrical clinics in Munich, Leipzig, Wesel, and Bad Honnef.
A detailed description of the study can be found, for example, in Chen et al. (2007)
and Zutavern et al. (2007). We are mainly interested in the longitudinal BMI profiles of
the children and aim to expose clusters in the BMI profiles over time by our DPM-EM
approach. In particular, it is of interest whether a cluster of obese children can be detected
and if so how the trajectory of this cluster can be described and which indicators can be
found for this childhood obesity. Figure 12 (left) shows the development of the BMI for
21
twelve randomly selected children, while in Figure 12 (right) all measurements are drawn.
In the given data the children have been examined until the age of six by questionnaires
at birth and around the age of 2 weeks, 1, 3, 6, 12, 24, 48 and 60 months. Thus, up to 9
measurements are available. We handle missing data problems by a complete case analysis:
Following Fenske et al. (2008), children were excluded from the analysis if an observation
of a time constant covariate was missing. If only a single observation of age or BMI was
missing, only this particular observation was excluded from the analysis. Finally, 2,043
children and 17,316 observations are available.
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Figure 12: BMI against age: trace plots (left) for twelve randomly selected children and a scatter plot for
all children (right) of the LISA data (Heinzl et al., 2012).
All in all, one has to deal with a huge data set with highly nonlinear growth patterns,
long individual time series, clustered individual-specific deviations from the population
trend and irregular time points. We consider the DPM-EM model proposed in Section 2.
Here, a cubic P-Spline of second order with 12 inner knots based on quantiles is used to
achieve a smooth trend curve even in these ranges where almost no data are available.
To cluster the BMI trajectories, an approximate DPM as random effects distribution is
assumed. Following the argumentations in Section 2.2, we truncate the Dirichlet process
at N = 11. See Table 2 for an overview of the categorial and continuous covariates included
in the analysis. Altogether, for the measurement j = 1, . . . , ni of subject i = 1, . . . , n we
consider
BMIij|bi ind.∼ N(sexiβ1 + breastiβ2 + mSmokeiβ3 + areaiβ4 + mBMIiβ5 + mDiffBMIiβ6 +
+ f(ageYij) + bi0 + ageYijbi1, σ
2).
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Covariate Description Categories Relative
frequency
Absolute
frequency
sex gender 0 = female 47.2% 964
1 = male 52.8% 1079
breast Nutrition until the
age of 4 months
0 = bottle-feeding only or
mixture of bottle-feeding and
breastfeeding
40.5% 828
1 = breastfeeding only 59.5% 1215
mSmoke maternal smoking 0 = no 86.0% 1756
during pregnancy 1 = yes 14.0% 287
area region 0 = rural (Bad Honnef, Wesel) 21.5% 439
1 = urban (Leipzig, Munich) 78.5% 1604
Covariate Description Median Mean Sd
ageY age (in years) 0.52 1.39 1.76
mBMI maternal BMI at pregnancy begin (in kg/m2) 21.72 22.58 3.74
mDiffBMI maternal BMI gain during pregnancy (in kg/m2) 4.96 5.12 1.63
Table 2: Description of the used categorial and continuous covariates of the LISA data with 2043 children
(Heinzl et al., 2012).
Some authors like Beyerlein et al. (2008) and Mayr et al. (2012) argue that the distribution
of BMI values is typically skewed depending on the age of children. However, we assume
a symmetric distribution since Fenske et al. (2008) found out that for the given data with
measurements up to the age of six years the distributional shape of children’s BMI is rather
symmetric. Solely for the extended LISA study, where one additional measurement per
child at about the age of ten years is given, the BMI distribution becomes right-skewed at
the age of ten years (Mayr et al., 2012).
With regard to the fixed effects (Table 3) we obtain the same significant predictors as in
Heinzl et al. (2012) and quite similar results for the estimated coefficients. The expected
BMI of the boys is somewhat larger than that of the girls if all other covariates are kept
fixed. The gender has a significant impact on the child’s BMI, since the corresponding
95% confidence interval does not include zero. Note that the given confidence intervals
are based on the widely-used test statistic βˆr/ŝd(βˆr), whose distribution can be approx-
imated by a standard normal distribution. The standard errors have been estimated by
the nonparametric bootstrap method of Efron (1979) with 140 replications. Positive sig-
nificant effects can also be stated for the maternal BMI and the maternal BMI gain during
pregnancy while the general effects of the covariates breast, mSmoke and area are not
significantly different from zero. However, we will see later in this section that the impact
of these covariates may depend upon the clusters.
Figure 13 shows that five clusters are detected by the DPM-EM model, which was
not obvious when looking at the raw data in Figure 12. Note that the concentration
23
standard 95%-CI
estimate error lower upper
sex 0.300 0.043 0.217 0.383
breast 0.054 0.040 -0.059 0.097
mSmoke -0.019 0.059 -0.061 0.169
area 0.019 0.055 -0.128 0.090
mBMI 0.044 0.006 0.032 0.056
mDiffBMI 0.064 0.011 0.042 0.086
σ2 0.915 0.016 0.883 0.947
σ20 0.259 0.087 0.088 0.430
σ21 0.019 0.007 0.006 0.032
σ01 -0.006 0.023 -0.051 0.039
Table 3: Estimation results for the fixed effects and variance parameters by the DPM-EM approach for
the LISA data.
parameter is estimated by αˆ = 0.00224. The clusters are highlighted by solid colored lines.
Observations belonging to the same cluster are marked with the same color. The dashed
black line represents the population effect. A cluster of obese children can be found, which
is marked by the light blue color and which we call cluster 5. The probability of this cluster
and thus the probability of a child to get obese is given by pˆi5 = 0.023. Interestingly, this
cluster shows a normal trajectory in the first six months. Not till then a strong increase of
the BMI is observed. In contrast, for the most children in cluster 1 (green, pˆi1 = 0.476) and
2 (orange, pˆi2 = 0.401) the BMI is descending after six months while in cluster 3 (dark blue,
pˆi3 = 0.056) a somewhat constant BMI profile is seen. Due to the trajectory of cluster 4
(violet, pˆi4 = 0.043) parents do not have to be worried if their child shows plenty of baby
fat and a high BMI in the first months because in the age of six years children of the violet
cluster show a normal BMI. We conclude that a high value of BMI in the first year of one’s
life is no sign for obesity.
In Figure 14, the random intercepts and the random slopes are drawn for all children.
In addition, the two-dimensional cluster centers µˆ1, . . . , µˆ5 are shown. In this plot it is
seen, how subjects with similar random effects are assigned to the same cluster. These
subjects are marked with the same color. Again, the light blue cluster is eye-catching since
it exhibits a considerably high slope (µˆ51 = 0.729). The intercept is a bit smaller than
that of the population: µˆ50 = −0.540. The green (µˆ1 = (−0.679, 0.049)T ), the orange
(µˆ2 = (0.472,−0.090)T ) and the dark blue cluster (µˆ3 = (1.029, 0.216)T ) are next to the
overall mean, which is highlighted by a black square at coordinates (0,0). A high intercept
(µˆ40 = 2.042) and a low slope (µˆ41 = −0.372) characterize the violet cluster. The estimated
conditional distribution of random effects in the clusters is visualized by ellipses with level
0.95.
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Figure 13: Clustering of the LISA data by the DPM-EM model. Observations belonging to the same
cluster are marked with the same color. The dashed black line represents the population effect, the solid
colored lines symbolize the cluster effects.
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Figure 14: Cluster locations and random effects of DPM-EM model for the LISA data: The big triangles
symbolize the cluster locations µˆh, the small points the random effects bˆi. Subjects belonging to the same
cluster are marked with the same color. The black square at coordinates (0,0) marks the population effect.
Ellipses with level 0.95 visualize the estimated conditional distribution of random effects in the clusters.
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Figure 15: Bar plots of the covariates breast (left) and area (right), each for the subjects of the extreme
cluster (on the right hand) and for the others (on the left hand) corresponding to the clustering by the
DPM-EM approach.
In the following, the impacts of the covariates breast and area are examined in more
detail. The effect of breastfeeding is discussed extensively in the literature. For example,
Arenz et al. (2004), Harder et al. (2005) and Rzehak et al. (2009) observed a slightly lower
risk of being overweight for breastfed children and so a protective effect of breastfeeding.
However, a significant effect of breastfeeding on the mean of the BMI distribution could
neither be verified in the analyzes of Beyerlein et al. (2008), who used general linear models
(McCullagh and Nelder, 1989) and generalized additive models for location, scale and shape
(Rigby and Stasinopoulos, 2005), nor in this paper as well as in Heinzl et al. (2012). In
addition, Fenske et al. (2008) and Mayr et al. (2012) considered additive quantile regression
models (Koenker, 2005) and were also unable to provide evidence of a significant effect of
breastfeeding on the upper quantiles (0.9, 0.97, 0.975) of the BMI distribution. However, in
Figure 15 (left) we compare the frequency of children with breast = 1, i.e. of children that
were only breastfed, in the extreme cluster 5 (light blue cluster in Figure 13 and Figure 14)
and in the subpopulation of the remaining individuals. Obviously, the majority of the
remaining children were breastfed only, while most of the children in the extreme cluster
were bottlefed or bottle- and breastfed. Thus, breastfeeding can be seen an indicator for
a normal and a lower development of the BMI. Similarly, the ratio of children living in an
urban area (area = 1) as compared to children living in a rural area is quite different in the
two subpopulations: In the extreme cluster the ratio is about 2:1 while for the remaining
children it is given by circa 4:1 (Figure 15, right).
26
5 Summary and Discussion
In this paper, an additive mixed model with a P-spline for the nonlinear time trend and an
approximate DPM as random effects distribution is proposed, which is estimated by the EM
algorithm. The feature of the EM algorithm of converging to fixed values is an advantage
in the context of Dirichlet processes over MCMC methods, which are characterized by
convergence to distributions. That is why the cluster property of the Dirichlet process
can be used directly. Thus, our DPM-EM algorithm is able to cluster individuals in
longitudinal data with a data driven identification of the number of clusters. We illustrated
the algorithm in detail and discussed diverse model settings. In a simulation study it is
shown that the goodness of fitted individual curves can be improved by the DPM-EM
approach compared to a MCMC approach and to methods that use normally distributed
random effects. In addition, we showed that the DPM-EM can be used to find clusters in
the theophylline data and to the LISA data.
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