Abstract. This paper reports on the implementation and the experiments with symbolic model checking of continuous-time Markov chains using multi-terminal binary decision diagrams (MTBDDs). Properties are expressed in Continuous Stochastic Logic (CSL) [7] which includes the means to express both transient and steady-state performance measures. We show that all CSL operators can be treated using standard operations on MTBDDs, thus allowing a rather straightforward implementation of symbolic CSL model checking on existing MTBDD-based platforms such as the verifier PRISM. The main result of the paper is an improvement of O(N ) in the time complexity of checking time-bounded until-formulas, where N is the number of states in the CTMC under consideration. This result yields a drastic speed-up in the verification time of model checking CTMCs, both in the symbolic and non-symbolic case.
Introduction
In model-based performance and dependability evaluation, techniques such as stochastic Petri nets, stochastic process algebras, stochastic activity networks, and queueing networks are used to specify the system behaviour at a high level of abstraction. Most of these techniques assume a continuous-time Markov chain (CTMC) as underlying stochastic process. While the analysis of CTMCs focuses mostly on transient-state and steady-state (i.e. long run) characteristics, the specification and analysis of path measures is a subject of growing interest [25] .
The temporal logic CSL (Continuous Stochastic Logic) developed originally by Aziz et al. [2, 3] and extended by Baier et al. [7] provides a powerful means to specify path-based as well as traditional state-based measures on CTMCs in a concise, flexible and unambiguous way. CSL is based on the well-known branching-time temporal logic CTL (Computation Tree Logic [11] ) and PCTL (Probabilistic CTL [17] ); a steady-state operator, a time-bounded until, and a probabilistic (path) operator constitute its main ingredients. It allows one to state, for example, that the probability of reaching a certain set of goal-states within a specified real-valued time bound, provided that all paths to these states obey certain properties, is at least/at most some probability value.
Verification of a given finite-state CTMC against a CSL formula is performed using model checking. The model checking problem for CSL is decidable for rational time bounds [2, 3] . Approximate CSL model-checking algorithms have been studied in [7] where the satisfaction of time-bounded until formulas is shown to be based on solving a (recursive) Volterra equation system. More recently, Baier et al. [6] reduced verifying time-bounded until formulas to the problem of computing transient-state probabilities for CTMCs. This significant result employs a formula-dependent transformation of the CTMC and -more importantlyallows one to adopt efficient techniques like uniformisation [16, 23] for verifying time-bounded until-formulas. This paper builds upon this earlier work, and considers two issues: improving the time and the space efficiency of model checking CTMCs against CSL formulas based on transient analysis.
Faster CSL model checking. Verifying time-bounded until formulas using transient analysis of CTMCs [6] suggests that uniformisation should be applied to each individual state separately. This results in a worst case time complexity of O(M ·N ), where N is the number of states in the CTMC and M the number of transitions. The main result of this paper is an improvement of O(N ) in the time complexity of checking time-bounded until formulas. Inspired by PCTL model checking, the basic idea underlying this efficiency improvement is to carry out the uniformisation for all states at once. Our experiments show that this result yields a drastic speed-up in the verification time of model checking CTMCs.
Symbolic CSL model checking. To combat the infamous state-space explosion problem we investigate representing the state space by multi-terminal binary decision diagrams (MTBDDs [12] , also called algebraic decision diagrams [4] ). MTBDDs are variants of BDDs that can efficiently deal with real matrices; they allow arbitrary real numbers in the terminal nodes instead of just 0 and 1. We show that CSL model checking can be treated using standard operations on MTBDDs, thus generalising the result for PCTL [5, 18] to the continuous-time setting. This basically follows from the fact that CSL model checking amounts to the analysis of either the embedded discrete-time Markov chain (DTMC) -in the case of untimed until formulas and steady-state formulas -or the uniformised DTMC -in the case of time-bounded until -of the CTMC under consideration. This reduces to graph analysis and iterative matrix-vector multiplication which can be implemented with standard MTBDD operations. Variants of MTBDDs tailored to numerical integration [7] are not needed. This paper reports on the implementation of symbolic CSL model checking as part of PRISM 1 (PRobabilistIc Symbolic Model checker), a prototype tool for the symbolic verification of Markov decision processes (MDPs) with DTMCs as a subset thereof.
Organisation of the paper. Section 2 briefly recalls PCTL model checking. Section 3 introduces CTMCs and CSL. Handling time-bounded until is covered in Section 4. Section 5 discusses CSL model checking with MTBDDs. Section 6 presents our empirical results. Section 7 concludes the paper.
The discrete-time setting
DTMCs. Let AP be a fixed, finite set of atomic propositions. A (labelled) DTMC D is a tuple (S, P, L) where S is a finite set of states, P : S × S → [0, 1] is a probability matrix such that s ∈S P(s, s ) = 1 for all s ∈ S, and L : S → 2 AP is a labelling function which assigns to each state s ∈ S the set L(s) of atomic propositions that are valid in s. A path through a DTMC is a sequence 2 of states σ = s 0 s 1 s 2 . . . with P(s i , s i+1 ) > 0 for all i. Let Path D denote the set of all paths in D. σ[i] denotes the (i+1)th state of σ, i.e. σ[i] = s i+1 . Let Pr s denote the unique probability measure on sets of paths that start in state s [22] .
PCTL. Let a ∈ AP, p ∈ [0, 1], k be a natural (or ∞) and ∈ { , }. The syntax of PCTL is:
The other boolean connectives are derived in the usual way. For the sake of simplicity, we do not consider the next state operator in this paper. The standard (i.e. unbounded) until formula is obtained by taking k equal to ∞, i.e. Φ U Ψ = Φ U ∞ Ψ . The semantics of PCTL is defined by [17] :
asserts that the probability measure of the paths that start in s and that satisfy Φ U k Ψ meets the bound p. Here,
Formula Φ U k Ψ asserts that Ψ will be satisfied within k steps and that all preceding states satisfy Φ, i.e.:
Model checking PCTL. PCTL model checking [17] is carried out in the same way as verifying CTL [11] by recursively computing the set Sat(Φ) = { s ∈ S | s |= Φ }. Checking bounded until formulas amounts to computing the least solution of the following set of equations:
if s ∈ Sat(Φ ∧ ¬Ψ ) and k > 0, and equals 0 otherwise. For DTMC D = (S, P, L) and PCTL formula Φ, let DTMC D[Φ] = (S, P , L) where if s |= Φ, then P (s, s ) = P(s, s ) for all s ∈ S, and if s |= Φ, then P (s, s) = 1 and P (s, s ) = 0 ) k ·ι Ψ , where ι Ψ characterises Sat(Ψ ), i.e. ι Ψ (s) = 1 if s |= Ψ , and 0 otherwise. As iterative squaring is not attractive for stochastic matrices due to fill in [28] , the product is typically computed in an iterative fashion: P·(. . . (P·ι Ψ ))).
The continuous-time setting
CTMCs. A (labelled) CTMC C is a tuple (S, R, L) where S and L are as for DTMCs, and R : S × S → IR 0 is the rate matrix. (We adopt the same conventions as in [6, 7] , i.e. we do allow self-loops.) The exit rate E(s) = s ∈S R(s, s ) denotes that the probability of taking a transition from s within t time units equals 1 − e −E(s)·t . If R(s, s ) > 0 for more than one state s , a race between the outgoing transitions from s exists. That is, the probability P(s, s ) of moving from s to s in a single step equals the probability that the delay of going from s to s "finishes before" the delays of any other outgoing transition from s.
A path through a CTMC is an alternating sequence σ = s 0 t 0 s 1 t 1 s 2 . . . with R(s i , s i+1 ) > 0 and t i ∈ IR >0 for all i. The time stamps t i denote the amount of time spent in state s i . Let Path C denote the set of paths through C. σ@t denotes the state of σ occupied at time t, i.e. σ@t = σ[i] with i the smallest index such that t i j=0 t j . Let Pr s denote the unique probability measure on sets of paths that start in s [7] .
CSL. Let a, p and be as before and t ∈ IR 0 (or ∞). The syntax of CSL is:
S p (Φ) asserts that the steady-state probability for a Φ-state meets the bound p. The semantics of CSL for the boolean operators is identical to that for PCTL. For the remaining state formulas [7] :
The limit in the first equation always exists as C contains finitely many states [28] . Prob C (·) is defined in a similar way as for PCTL:
The operator U t is the real-time variant of the PCTL operator U k ; Φ U t Ψ asserts that Ψ will be satisfied at some time instant in the interval [0, t] and that at all preceding time instants Φ holds:
Note that the standard until operator is obtained by taking t equal to ∞. CSL model checking [7, 6] is performed in the same way as for CTL [11] and PCTL [17] , by recursively computing the set Sat(Φ). For the boolean operators this is exactly as for CTL and for unbounded until this is exactly as for PCTL.
Model checking the S operator. For determining Sat(S p (Φ)), first Sat(Φ) is computed (as usual), and a graph analysis is carried out to determine the bottom strongly connected components (BSCCs) of C, i.e. the set of SCCs in C that, once entered, cannot be left any more. The steady-state probability distribution π B inside each BSCC B is determined using standard means [28] : by solving a linear equation system in the size of the BSCC at hand. Then, the probabilities of reaching a BSCC B from a given state s are computed for each B. State s now satisfies S p (Φ) if:
All these steps can be performed on the embedded DTMC as timing issues are not involved; for details see [7] .
Model checking the U t operator. Checking time-bounded until formulas is based on determining the least solution of the following set of integral equations:
if s ∈ Sat(Φ ∧ ¬Ψ ), and equals 0 otherwise. Here, E(s)·e −E(s)·x denotes the probability density of taking some outgoing transition from s at time x. Note the resemblance with equation (1) for the PCTL bounded until operator. For
It has been shown in [6] that for a given CTMC C and state s in C, the measure Prob C (s, Φ U t Ψ ) can be calculated by means of a transient analysis of the CTMC C , which can easily be derived from C using the [·] operator. Let π C (s, t)(s ) denote the probability of being in state s at time t given that the system started in state s, i.e. π C (s, t)(s ) = Pr s { σ ∈ Path C | σ@t = s }.
Faster time-bounded until verification
In this section, we present an algorithm for verifying time-bounded until formulas that is based on (i) the aforementioned reduction to transient analysis and on (ii) the algorithm for PCTL bounded until. This combination -suggested by the strong resemblance of Theorem 1 and Proposition 1 -yields an improvement of O(N ) in time complexity over the algorithm suggested in [6] , where N is the number of states in the CTMC. We first briefly describe uniformisation.
Uniformisation. Uniformisation is a transformation of a CTMC into a DTMC:
The uniformisation rate q is determined by the state with the shortest mean residence time. All (exponential) delays in the CTMC C are normalised with respect to q. That is, for each state s ∈ S with E(s) = q, one epoch in unif (C) corresponds to a single exponentially distributed delay with rate q, after which one of its successor states is selected probabilistically. As a result, such states have no self-loop in the DTMC. If E(s) < q -this state has on average a longer state residence time than 1 q -one epoch in unif (C) might not be "long enough". Hence, in the next epoch these states might be revisited and, accordingly, are equipped with a self-loop with probability 1 − E(s) q . Note the difference between the embedded DTMC emb(C) and the uniformised DTMC unif (C): whereas the epochs in C and emb(C) coincide and emb(C) can be considered as the timeless variant of C, a single epoch in unif (C) corresponds to a single exponentially distributed delay with rate q in C.
Transient analysis. The probabilities π C (s, t)(s ) are now computed as follows:
where P is the probability matrix of the DTMC unif (C), and γ(k, q·t) is the kth Poisson probability with parameter q·t, i.e. γ(k, q·t) = e −q·t ·(q·t) k /k!. The vector π(s, k) denotes the probability distribution in unif (C) after k epochs when starting in s, i.e. π(s, k) = π(s, 0) · P k , where π(s, 0)(s) = 1 and π(s, 0)(s ) = 0 if s = s . Equation (2) can be understood as follows. During the time interval [0, t), with probability γ(k, q·t) exactly k jumps have taken place in the DTMC unif (C). The effect of these jumps is described by π(s, 0)·P k . Weighting this vector with γ(k, q·t) and summing over all possible numbers of jumps in [0, t), we obtain, by the law of total probability, the probability vector π(s, t).
Given an accuracy , the number of terms R of the infinite summation in (2) that have to be considered is the smallest value satisfying:
For large q·t, R is of order O(q·t). 4 As the first group of Poisson probabilities are typically very small, the first L terms in (2) are negligible and need not be computed. L and R are called the left and right truncation point, respectively.
A first algorithm. The algorithm for time-bounded until as suggested in [6] is based on carrying out a computation according to equation (2) and the fact that π(s, k) = π(s, 0) · P k . The computation is carried out in an iterative manner per individual state s starting from the initial distribution π(s, 0). The pseudo-code of this algorithm is presented in Fig. 1 . Here, and in the subsequent algorithms in this paper, the Poisson probabilities are computed using the Fox-Glynn algorithm [15] that avoids overflow for large q·t. The overall time complexity of this procedure is O(N ·q·t·M ), where q is the uniformisation rate of the CTMC at hand, t the time bound of the until formula, N the number of states and M the number of non-zero entries in R. This follows directly from the fact that for each state the number of terms of (2) that needs to be considered is O(q·t), where each term requires a matrix vector multiplication with O(M ) multiplications given a sparse data structure.
An alternative algorithm. The basic idea of the new algorithm is to use the iterative matrix vector multiplication of the PCTL bounded until operator as a basis, and impose the computation of the Poisson probabilities on top of it. This is suggested by the following observation:
Recall that γ(k, q·t) denotes the probability of taking k jumps in the DTMC unif (C) in the interval [0, t). From Propositions 1 and 2 it follows that the vector Prob C (Φ U t Ψ ) can be obtained in an iterative manner, cf. the pseudo-code in Fig. 2 . As a result, a global transient analysis is carried out, yielding for each state s the probability measure Prob C (s, Φ U t Ψ ). Note that, as opposed to the Fig. 1 , sol is not a probability vector in Fig. 2 , i.e. its elements do not sum up to one. It is evident from the efficiency considerations given just before, that the time complexity of the adapted algorithm is O(q·t·M ), thus yielding an improvement of O(N ) over the previous algorithm.
Symbolic model checking CTMCs with PRISM
Due to the recent improvements in verification time -including our suggested improvement -space efficiency considerations become more important for CTMC model checking. In this section, we report on symbolic model checking of CTMCs (against CSL) using MTBDDs. MTBDDs have the ability to exploit structure (regularity) in models and can represent them in a far more compact way than a sparse matrix would. The success of BDD-based model checking in the nonprobabilistic case serves as sufficient motivation to develop the foundations of MTBDD-based model checking and experiment with these techniques.
MTBDDs. Let x 1 < x 2 < . . . < x n be distinct, totally ordered state variables. An MTBDD over (x 1 , . . . , x n ) is a rooted directed graph with vertex set V containing two types of vertices:
-each non-terminal vertex v is labelled by a state variable var (v) ∈ { x 1 , . . . , x n } and has two children left(v), right(v) ∈ V -each terminal vertex v is labelled by a real number val (v), such that var (v) < var (w) for each non-terminal vertex v and non-terminal child w of v. The constraint requires that on any path from the root to a terminal vertex, the variables respect the ordering <. 
. This encoding of states is standard [5, 7, 13] . Thus, S = { 0, 1 } n where each state s is identified with its encoding and R with the function F : { 0, 1 } 2n → IR where F (x 1 , y 1 , . . . , x n , y n ) = R((x 1 , . . . , x n ), (y 1 , . . . , y n )).
Operations on MTBDDs. Model checking CTMCs can be performed with standard operations on MTBDDs. For completeness, we briefly describe these here. The operator Apply allows a point-wise application of the binary operator op MTBDD-based model checking of CSL. The symbolic model checking algorithm for CSL is identical to the one proposed in [7] except that we use transient analysis and uniformisation rather than numerical integration (which needs dedicated variants of MTBDDs). Let C = (S, R, L) be a CTMC represented by MTBDD R as explained above. For each CSL formula Φ a BDD Sat[[ Φ ]] is defined that represents the characteristic function of the set Sat(Φ). By applying standard operators on MTBDDs we determine the MTBDDs P representing the transition probability matrix P of emb(C), and E the vector of exit rates E. Then: The steady state and unbounded until operators are treated symbolically as described in [5] and [7] respectively.
TBUntil assigns to each state s ∈ S the probability (with precision ) of the set of paths that start in s fulfilling Φ U t Ψ , i.e. it represents the function s → Prob(s, Φ U t Ψ ). The algorithm for TBUntil is shown in Fig. 3 , where Identity denotes the MTBDD representing an identity matrix of the appropriate size. In the first two lines, the CTMC C[¬Φ ∨ Ψ ] is computed. Note that the Apply operator filters out the states that become absorbing, i.e. the states that do not satisfy ¬(¬Φ ∨ Ψ ). In the subsequent three lines, the uniformisation rate q and the DTMC unif (C) are determined. The rest of the pseudo-code is the MTBDD-based counterpart of the algorithm shown earlier in Fig. 2. PRISM. PRISM is a verifier for discrete probabilistic systems such as DTMCs (against PCTL) and MDPs (against PCTL [9] with fairness [8] ). The tool is implemented using a combination of Java and C++. The high level parts of the tool, such as the user interface and the parsers, are written in Java. The engines and libraries are mostly written in C++. PRISM takes as input a model description in a probabilistic variant of reactive modules [1] , constructs the model from its description and computes the set of reachable states. Model checking Fig. 4 . The PRISM tool architecture using different data structures is supported, cf. Fig. 4 : symbolic representations using (MT)BDDs, conventional sparse matrices, and a hybrid approach using MTBDDs for storing matrices and conventional representations for probability vectors. For the manipulation of the symbolic data structures, PRISM uses the CUDD package [27] which is written in C. More information about the tool can be found at www.cs.bham.ac.uk/~dxp/prism.
The MTBDD based model checking algorithm for CSL has been implemented in PRISM, thus extending its applicability to continuous probabilistic systems. The realisation in PRISM includes an "on-the-fly" steady state detection as part of the transient analysis (as in [19] ). For the sake of clarity, this mechanism is not included in the algorithm in Fig. 3 .
Experiments
The case studies. To facilitate a comparison with E T MC 2 [19] , we consider two case studies that have been verified previously with CSL: a tandem network [20] and a cyclic server polling system [21] .
The tandem network consists of a M/Cox 2 /1-queue and a M/M/1-queue, both of capacity K, put in sequence. Jobs arrive at the first station with rate 4·K. The first server executes jobs in either done or two phases, i.e. with probability 0.9 a job is served once (with rate 2), and with probability 0.1 the job has to pass an additional phase (with rate 2). Once served by the first station, jobs are queued in the second station where service takes place with rate 4. The properties we verify for this model are the following probabilistic path properties:
Statistics and assessment. We ran all experiments on a 440 MHz SUN Ultra 10 workstation with 512 Mb memory under the Solaris 2.7 operating system. All properties were checked with an accuracy ε = 10 Statistics and assessment for the improved method. The statistics in Table 1 compare the verification times of the original sparse implementation of timebounded until ( Fig. 1 ) and the improved algorithm (Fig. 2) . As expected, the results confirm that the improved algorithm is a factor of N faster, where N is the size of the state space. We note that, in several cases, there is an even greater speed-up. This is possibly due to the different computation steps performed by the two algorithms: the original works via a forwards exploration of the state space, whereas the improved version works backwards. To see this, note the difference between the iteration steps p := p · P in the original as opposed to b := P · b in the improved.
Statistics and assessment for the symbolic implementation. We now compare our symbolic implementation of time-bounded until with its sparse counterpart. For the tandem network and polling system examples, we have constructed efficient MTBDD representations of the transition matrix using the methods presented in [14] (for further details see www.cs.bham.ac.uk/~dxp/prism). This allows us to build and store much larger models with MTBDDs (given regularity) than is feasible with a sparse implementation. The results of the comparison of our symbolic implementation with the sparse implementation are presented in Table 2 Table 2 summarises the results for the tandem network example based on two CSL properties. Fig. 5 gives time per iteration plotted against the size of the state space for both the tandem network and polling system for the CSL properties P p (3 2 full ) and busy 1 ⇒ P p (3 2 poll 1 ) respectively. The efficiency of the symbolic time-bounded until implementation depends on the size of the MTBDDs representing the iteration vectors (b and sol in Fig. 2) . Our experiments show that these are usually significantly larger than the MTBDD for the transition matrix, because of their relative lack of structure. For vectors to be represented compactly by MTBDDs the main requirement is a limited number of distinct elements. This condition is dependent on both the structure of the model and on the property being verified, and as such it is difficult to determine when these vectors will be represented compactly. For example, compare the difference in performance of the symbolic implementation on two different models, as shown in Fig. 5 . The times for the tandem network are much faster than for the polling system for models of equivalent size.
On the other hand, in the sparse implementation the time complexity is dependent purely on the number of non-zeros in the matrix used for the computation. In Fig. 5 , the times for the sparse approach can be seen to be almost identical for the tandem network and the polling system (note that in both examples the number of non-zeros in the rate matrix is linear in the size of the state space).
Comparing the results for the two implementations confirms, as expected, that we can verify larger models using a symbolic as opposed to a sparse approach; for example, we were able to verify systems with 33 million states. A more surprising observation which we note for the first time is that, for certain models and certain properties, symbolic analysis is faster than sparse. So far, see e.g. [14] , the sparse implementation has always outperformed the MTBDDs on quantitative numerical calculations.
We are currently extending PRISM to improve the efficiency further by taking a hybrid approach which uses an MTBDD representation for storing matrices and a conventional representation for probability vectors. Early experiments show that, although slower than a sparse implementation, it is significantly faster than the pure MTBDD version. Like sparse, its performance is independent of the regularity of the model being considered, but it retains the advantage of MTBDDs, in that larger models can be represented. More information will be available in [26] .
Concluding remarks
This paper considered both space and time efficiency issues of CSL model checking of CTMCs. We presented an improvement in time efficiency of O(N ) for verifying time-bounded until formulas. The obtained empirical results indicate a drastic improvement in run times, making model checking of systems of realistic size feasible. In addition, we reported on symbolic model checking of CSL using MTBDD based uniformisation and transient analysis. Although, for simplicity, we have restricted the exposition in this paper to an until operator with time bounds [0, t], the results of our paper carry over to U I for arbitrary interval I ⊆ IR 0 in a straightforward manner.
