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1. INTRODUCTION 
In this paper we propose a vector valued optimization approach to the 
study of the spread of an epidemic of oro-fecal origin, (such as cholera, 
typhoid fever, and so on), according to a model which has been 
exhaustively studied by V. Capasso and his coworkers, (see [2, 6-8, and 
references therein] ). 
Let us consider an open bounded subset Q of R2 (representing a city 
placed on the coast of the sea), whose boundary 852 is sufficiently smooth 
and is the union of two disjoint curves r, (representing the coast) and &. 
If we denote by yi(t, x) and yz(t, x) respectively the density of infective 
agent and infected people at the time t in the point x, then the epidemic 
diffuses according to the following model. 
The rate iYy,/dt depends on y, through a negative constant factor -a2 
and on the strength of the contagion which is a function g( y, ) of y, . On 
the other hand the rate @,/at depends on y, through a negative constant 
factor -a, (connected with the meanlife of the infective agent) and on 
y,, y, through the diffusive process of the epidemic. 
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Such a diffusive process can be described by an elliptic operator. such as 
the Laplace operator A, representing the random dffusion of the infective 
agent in the habitat, and by a linear integral operator of the form 
which describes the diffusive action produced by the infected individuals. 
Moreover the epidemic is enhanced by the fact that people eat the seafood 
which are grown on the coast rr and are polluted by the infected sewage. 
Such a diffusive process can be described by a linear boundary condition 
of the form 
where a/i3 denotes the outward normal derivative. Finally we assume that 
the town is perfectly isolated from the hinterland, i.e., we impose that 
$r, a)=0 on [0, +oo[ XI-,. 
Now the diffusion of the epidemic can be controlled by a sanitation 
program in the habitat Sz and on the coast T1, (such as the treatment of 
sewage), which reduces the diffusive effects described above through a 
factor or = o,(t, x) and w2 =c+(t, a) respectively, with 0 6 oi< 1. 
Obviously the sanitation program has the purpose of “winning” the 
epidemic, i.e., of obtaining 
s yz(T,x)dx<c, R 
for some T> 0, 
where cc, -C Jn y:(x) dx is a preassigned 
accepted threshold of infected human 
control problem 
positive constant representing the 
population. Hence we have the 
(P) To look for T> 0, y,, y,, or, o2 such that y,, y, is a solution of 
the reactiondiffusion system 
ah at (6 xl -hl(L xl + a,y,(c x) 
(1.1) 
= w,(t, x)s R k,(x, S)Y~(A 5) di in Q’ 
!g (4 x) + %Y,(f, xl =g(y,(4 xl) in Q’ (1.2) 
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with initial and boundary conditions 
Y,(O? xl =Y%4 Y& xl = Y%) in Sz (1.3) 
(where QT= [0, T] x52, CT= [0, r] x r,, Cy= [0, T] x r,), and y, 
satisfies the terminal constraint 
Now the epidemic has several costs. First we have to consider the costs 
of the sanitation activities which depend on their reductive effects w,, 02, 
i.e., 
Moreover there is the cost of the epidemic itself which depends on the 
number of infected people and therefore has the form 
Finally we can take into account the psychological and economic effects of 
the duration of the epidemic, i.e., we can consider a cost of the form 
The purpose of the public authorities is to choose a strategy T, o,, 02, 
i.e., a sanitary strategy through the time interval [0, T] producing the 
reductive effects ol, 02, which allows them to minimize the costs. 
Obviously in general there is not a strategy which minimizes altogether the 
costs J, - J4 since this corresponds to the “utopia.” On the other hand by 
minimizing only one of them we could have too high values of the other 
ones; hence one has to look for a compromise solution, For example, one 
could look for the strategies which minimize a linear combination of 
J, - J4; this is the point of view of the authors of Ref. [2] who minimize 
the sum of the cost functionals, (see also [5]). 
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However, in our opinion it is prefereable to follow a different approach. 
In fact it seems to us that this is a typical multistage decision problem, 
where at a first level the “technicians” look for the “efficient” strategies. i.e.. 
for the strategies such that it is impossible to improve all the objectives at 
the same time, and then among them the “politicians” choose the best one 
according to their utility function. The “efficient” strategies are the Pareto 
optimal solutions which we study in this paper. 
The paper is organized as follows. In Section 2 we recall some results on 
the parabolic problems, whereas in Section 3 we prove an abstract exist- 
ence and uniqueness theorem for Cauchy problems in Banach spaces. Then 
in Section 4 we prove that for all controls ol, o2 the reaction-diffusion 
system ( 1.1 ))( 1.4) has a unique solution (J , , JJ~) and in Section 5 we prove 
that the control problem (P) is solvable for suitable (T, w, , 02). Finally in 
Section 6 we prove the existence of Pareto optimal solutions and in 
Section 7 we give some necessary conditions to be satisfied by a Pareto 
optimal solution, which follow from an extension of the Pontryagin maximum 
principle given in [S]. 
2. THE PARABOLIC PROBLEM 
Throughout the paper let X and H be respectively the Hilbert space 
L2(Q) and H’(Q) and let us denote respectively by (., .), 1 .I and (( ., .)), 
I/. II their canonical inner product and norm; moreover let us denote by X0 
the Banach space L”(Q) with the canonical norm 11 y/I r = sup ess I J(X)/. 
Then it is well known that X0 and H are densely embedded in X and 
HcX=X’cH’. 
Now for T> 0, LY > 0, a, > 0 fixed let us consider the linear parabolic 
problem 
2 (4 xl - dY(f, x) + a, Y(C x) =f(f, x) in [0, T] XQ (2.1) 
Y(O, xl = Yob) in f2 (2.2 
JY 
z (f> 0) + K?J(f, 0) =g(t, a) on [0, T] x f, 
(2.3 ) 
g(f,cr)=O on [0, T] x f2. 
Iffe L2( [0, T] x Q), g E L2( [0, T] x rl ), and y, E L’(Q), this problem can 
be put into the form 
Y’(l) + AY(t) =f(t) +s(t), tE co, Tl 
Y(O) =yo, 
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where A is the linear bounded selfadjoint operator from H into H’ defined 
by 
(A~,*)=~*V~Vljl+a,~~~lll+~~~,*pllr 
for all cp, $ E H, and we have identified f(t) and g(t) with the elements 
of H’ defined by (f(t), cp ) = faf( t, x) q(x) dx and (g(t), cp) = 
jI-, g( t, a) cp( a) da for all cp E H. 
Then (see [lo, p. 1161) the problem (2.1))(2.3) has a unique (weak) 
solution y = S(f, g, yO) in the Banach space 
W(0, T) = L2(0, T; H) n W’,2(0, T; H’) n C(0, T; X) 
endowed with the norm 
joT II y(t)ll’, + II y’(t)ll fr df) 
112 
Moreover y continuously depends onf, g, and y,; actually the mapping 
S is the sum of the linear continuous operators S,(f) = S(f, 0, 0), 
S,(g) = w, g> 0) and S,( y,) = S(0, 0, yO), and therefore one has 
II Kt x, yo)ll G const.(l f I + I g I + I y. I). 
It is also easy to see that for y, fixed the mapping S( ., ., yo) is weakly 
closed in the sense that if f, -f, g, + g, and S(f,, g,, y,) + y weakly in 
L2( [0, T] x Sz), L2( [0, T] x r,) and L2(0, T; H), respectively, then 
Y E WO, T) and Y = XL g, Y,). 
Finally by the maximum principle one has that 
f~L”([0, T] xQ),geL=([O, T] XT,), y,~X~=L”(l2)= 
Y = XL g, Y,) E L”( IX Tl x -Q) and 
II XL g, yo)ll m G COW II f II 3c + II g II cc + II YO II m ). 
3. THE CAUCHY PROBLEM 
Let P be an operator from L”(Q’) into L”(Q’) n C(0, T; X) such that 
for some c, > 0 one has 
II - (Pz)(t)llo; G Cl II y- z IILr,p’) (P.1) 
for all t E [0, T], y, z E L”(Q’), and let G be a continuous operator from 
X into itself such that 
G(X”) c X0 and II G(y)ll m<cc,(l+ IIylla.) forsome c,>O, (G.1) 
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for all Y > 0 there exists M, > 0 such that 
for all y, z in the ball with center 0 and radius Y of X0. 
Then one has the following. 
PROPOSITION 3.1. For all y, E X0 the Cauchy problem 
y’(t) = -a2 At) + G((Py)(t)) a.e. in [0, T] 
Y(O) =yo> 
(3.1) 
has a unique solution y in C’(0, T; X) n AC(0, T; X0). Moreover one has that 
sup {II y(t)11 m : t E CO, Tl) only depends on II Y, II m, II W)Il a., cl, ~2. 
Proof of the Uniqueness. In fact let y and z be two solutions of (3.1); 
then one easily proves by induction that 
lly(t)--i(t)ll,$~~a2+~c~~t~“llY-~ll~’la’, for all t E [0, T], n E N, 
where r = sup( II P( y)ll co, II P(z)/1 a). From this it follows that y = z. 
Proof of the Existence. Let us consider the sequence of the elements of 
C(0, T; X0) defined recursively by 
Ye(t) =yo> Y,+ ,(t)=yo-a, ~-;Y,(s) ds+j; G((p~,)(s)) &. 
If we Put ~=~z+~~~~,~=~I~Y~II,+~~~~+II~~~~~~,~, r=/l~~ll~,+ 
(y/c)exp(cT), p= II P(O)ll, +c,r and M=M,, then one easily has by 
induction that 
1-I I 
IIY,(t)ll,~ IIYoII, y i y<r 
i= 1 
II P(Yn)(t)ll a G Cl II Yfl II cc + II p(o)llm G P 
Il~,+~(t)-Y,(t)ll, dy(a2+McI)” t”+‘lb+ I)! 
for all nEN, tE [0, T]. 
From this in the usual way it follows that (y,), converges in C(0, T; X0) 
towards some y and y(t) = y, - a, jh y(s) ds + j’b G( (Py)(s)) ds for all 
t E [0, T]. This proves that y E C’(0, T; X) r~ AC(0, T; A”‘) and is a solution 
of (3.1). Finally note that 11 y II o3 d r and r only depends on y,, c, , c2, and 
II fv)Il 30 
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4. THE REACTION-DIFFUSION SYSTEM 
Let kI E Lm(Q x Q), k, E L”(T, x Q), k, 2 0, k2 9 0 and let us consider 
the bilinear continuous operators from L”(O) xL2(Q) into L”(Q) and 
from L”(T,) x L”(Q) into L”(T,) respectively defined by 
K,(w,, u)(x) =w,(x) J k,(x, t) 45) & for all x E Q, Q 
K,(QJ,, u)(a) = Q(C) j k,(o, 5) u(t) dt for all aErr. R 
Moreover let g be a continuously differentiable mapping from R into itself 
such that 
g(O) = 0 and /g(s)1 Gc(l+ ISI) for some c > 0 
and let G be the Nemytskii operator associated to g (i.e., Gu(x) =g(u(x)) 
for all xeQ). 
Now for fixed yy,yt~L~(SZ), or sL”(Q’), ~,E,Y(C~) with yp>O 
and 0 < oi < 1 (i = 1, 2), let us consider the reactiondiffusion system 
(l.l)-( 1.4) which (with the notation of Section 2) can be put into the form 
y;(f) + AY,(~) = K,(o, 3 ~z)(f) + K,(o,, Ed a.e. in [0, T] (4.1) 
y;(t) + a2~2Ct) = W,(t)) a.e. in [0, T] (4.2) 
v,(O) ‘YY (4.3) 
Y2@) = A (4.4) 
where K r, K, are defined by 
Ki(wi, .~)(t) = Ki(oi(t), I) for all y, 0, E L”(Q’), o2 E L”(Cr). 
Now, by Section 2, for all y, E L”(Q’) there exists a unique solution 
Y, = W,(o,> ~2), We> YA Y:) 
= S,W,(o,, ~2)) + S,(K,(o,, ~2)) + &(Y:) 
of the parabolic problem (4.1) with initial condition (4.3). Since S,, S,, S, 
are linear continuous mappings and K r, K, are bilinear continuous map- 
pings, the operator P defined by 
f’(w, ~~>Y~)=S(K,(~,>.JJ,), K2(~2~~2)7~3 
is Lipschitz continuous in y, uniformly with respect to or, w2 with 
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0 < tr), < 1. Moreover it is evident that if JX( t) = z(t) in some interval 
[0, t] c [0, T], then P(o,, (1~~. J,)(Z) = P(U), , (oz. z)(t) in [0, r] and there- 
fore P(o,, (I)~, .) satisfies condition (P.1 ) of Section 3. 
On the other hand G is continuous from X into itself (see [ 1, p. 121) and 
satisfies conditions (G.1) (G.2) of Section 3. Hence by Proposition 3.1 the 
Cauchy problem (4.2), (4.4) with I’, = P(w,, w?, J.?) has a unique solution 
Y~EAC(O, T; X0) n C’(0, T; X). Moreover there exists Y >O such that 
I/ y2(t)lj II < r for a.a. t, where r only depends on 11 .Y:’ 1; ,%, c, , c2, and 
II P(o,, w2, 0)/l = I/ S(0, 0, yy)li and therefore is independent on w,, Q?. 
Hence for all o, , o2 there exists a unique solution 
b*>Y2)= (U,(@,, w,), UAW,, 02))= U(o,, w*) 
of (4.1)-(4.4). Moreover since G is Frechet differentiable as an operator in 
X0, it can be easily shown that U, (and therefore Cl= (U,, U,)) is Frechet 
differentiable and therefore continuous from L”(Q’) x L^(Cf) into 
C(0, T; L”(Q)) (respectively into (W(0, T) n L”(Q’)) x C(0, T; L”(Q))). 
5. EXISTENCE OF SOLUTIONS OF THE CONTROL PROBLEM 
First of all note that if o1 EL~~(]O, + co[; L=(a)) and 
o2 E L,2c(]0, + cc [; L”(T,)), then the unique solution of (l.l)-( 1.4) can be 
uniquely extended to the interval [0, + cc [. 
In particular if o, = 0, w2 z 0, then one has 
lim 
l 
y2(t, x) dx = 0. 
r-+x * (5.1) 
In fact let us put y(t) = ebr I yl(t)12 with b = a, ; then y is a.e. differentiable 
and it is easily seen that r’(t) < -by(t) < 0 a.e.; this proves that 
lyl(t)/26e-h’ )y~/2foralltandthereforey,(t)-+OinXasr-+cc.Now~, 
is continuous from [0, + co[ into X and G is continuous in X with 
G(0) = 0; hence for E > 0 fixed, there exist to > 0, M > 0 such that 
I Gb,(t))l d 
i 
; 
if t> 1, 
if t<t,. 
On the other hand one has y*(f) = e -““(yi + Jb eU2”G(y,(s)) ds), and there- 
fore 
for all t suffkiently large. Then (5.1) follows from this and the embedding 
of L2 and L’. 
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Therefore for T> 0 sufficiently large one has that jn y2( T, x) dx < q,, i.e., 
that (T, y,, y,, 0,O) is a solution of the control problem (P). Actually by 
the continuity of the operator U= (U,, U,) one has that (T, UI(o,, 02), 
U2(w,, 02), w,, 02) is a solution of (P) for all w,, w2 sufficiently small. 
6. EXISTENCE OF PARETO OPTIMAL SOLUTIONS 
First let us recall the definition of Pareto optimality, (see [9, Chap. 17 
and references therein]). 
DEFINITION 6.1. Let J= (.I,, . . . . Jd) : X+ Rd, where X is a subset of a 
Banach space E. We say that x0 is Pareto Optimal (PO) with respect to 
J if there is no XE X such that J,(x) <J,(x,) for all i= 1, . . . . d and 
J,(x) <Ji(x,) for some i. 
Remark 6.2. Evidently if we endow Rd with the natural ordering 
Ct<B-a;<P, for all i= 1, . . . . d, 
then x,, is PO for J if and only if J(x,) is a minimal element of J(X). Hence 
we can extend the notion of Pareto optimality, in the sense that if 5 is a 
preordering on Rd then x E X is 5 -optimal if J(x) is a minimal element of 
(J(X), 5) (see C121). 
The following propositions, whose proofs can essentially be found in 
[IS], give a sufficient and a necessary condition for Pareto optimality. 
PROPOSITION 6.3. Let c(~ > 0, . . . . ad > 0 and assume that x0 E X minimizes 
the functional a1 J, + . . . + a,J, in X. Then x is PO for J. 
PROPOSITION 6.4. If x,, is PO for J, then for all i = 1, . . . . d one has that 
xg minimizes Jj ouer the set {x E XI Jk(x) < Jk(xO) for all k # i}. 
Actually x0 is PO if and only if there exist c,, . . . . cd such that for all 
i=l 3 ..., d the functional Jj is minimized by x0 in the set {x E XI Jk(x) < ck 
for all k # i}. 
Now let us come back to our situation. Assume that 
k,EL”(QxQ), k,ELm(fI xQ), k, 20, kZ20, 
f; g E C’(R, R) with g(0) = 0 and 1 g(s)1 < const.( 1 + 1 s I), 
h,, h, : [0, l] + [0, + co] are convex decreasing functions, 
y : [0, + cc [ + [0, + co [ is increasing, left continuous and 
y(t) + + cc as t + + co, 
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and let us consider the functionals J, , . . . . J, defined in Section I. Then wc 
have the following. 
DEFINITION 6.5. We say that (T, J’, , ~3 ?. U, . w2) is a PO solution of the 
control problem (P) if it is a solution of (P) and is PO with respect to 
(J,, . . . . J4) in the set of the solutions of (P). 
By Proposition 6.3 the following theorem proves the existence of PO 
solutions. 
THEOREM 6.6. There exists at least one PO solution qf the control 
problem (P). Actually for all c(, > 0, . . . . tcq > 0 the functional Jo = 
cr,J, + ... + cxq J4 has a minimum on the set of solutions of (P). 
ProoX Let (T,, Y,,, yzn, wn, o~,~) be a minimizing sequence of soiu- 
tions of (P) for J,. 
Since y( T,,) < JO( T,, ylll, yzn, mln, u~,,)/c(~ for all n and y(t) + + co as 
t + + co, one has that (T,), is bounded and therefore without loss of 
generality we can assume that there exist T, 7; with 0 6 T< T such that 
T,, -+ T and T, < T for all n. Moreover if we put win(t) = 1, 02,(t) = 1 for 
T,, < t d T, we can extend to the interval [0, T] the unique solution 
(y,,, yZ,) of (1.1 t( 1.4) corresponding to (w,~, We,,). 
Now since 0<0r,Jx, t) < 1, O<O~JG, t) < 1 a.e. for all nEN, we can 
assume that there exist o, EL”(Q’), ~,EL”(CT) such that 
win + a, *-weakly and OdOi6 1 a.e. i = 1, 2. (6.1) 
On the other hand (see Section 4) there exists r > 0 such that I/ y,, 11~ 6 r 
for all n; from this it follows that (yr, = P(o,,,, Ok,,, y2,)), is bounded in 
L”(Q’) n W(0, T). Then, by the reflexivity of W(0, T) and the compact 
embedding of W(0, T) in L’(Q’)( see [ 11, p. 58, Theorem 5.1 I), we can 
assume that there exists y, E W(0, T) such that 
Yh +Yl weakly in W(0, T) and strongly in L’(Q’). 
Now let y, be the unique solution of the Cauchy problem 
Y; + ~2 ~2 = G(Y,), ~20)) =Y'$ 
(6.2) 
Then the assertion follows through the following three steps. 
Step 1. y,, -+ y, in C(0, T; X); 
Step 2. CT, y,, y,, cur, 02) (actually T and the restrictions of 
(y,, y,, wr, 02) to the interval [0, T]) is a solution of the problem (P); 
Step 3. (T, y,, y,, or, w2) minimizes the functional Jo. 
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Proof of Step 1. For all n E N, t E [0, T] one has 
I Yz,(t) -Y*(t)1 6 a2 j; I Y&) -YAs)I ds + joT I G(Y,,(J)) - G(y,(s))l ds 
and therefore (by the Gronwall inequality) 
I y2,(t) --Y2(t)l G eoZT 5 I G(Y,,(~)) - W,(.~))l A. 0 
Now, by the continuity of the Nemytskii operator G in L*(Q’), one has 
that G(y,,( .)) + G( y,( .)) in L’(O, T; X), and this proves the assertion. 
Proof of Step 2. It is easy to see that Ki(~,~,y~,) -+ K,(o,,y,) 
*-weakly in L”( QT) and therefore weakly in L2( QT). Similarly 
K2(a2,,, y2n) + K,(w,, y2) weakly in L*(Zr). From this, from (6.2), and 
from the fact that the solution operator S is weakly closed (see Section 2), 
one has 
YI = SW,(o, 3 ~213 K,(w2> ~2), Y;, = f’(o,, ~23 ~21, 
and therefore (y, , y2) is the unique solution of (1.1 )( 1.4) corresponding to 
(Q, 2 02). 
Finally, from the fact that jn y2J T,, x) dx 6 co for all n, by Step 1, it 
follows that j. y2( T, x) dx < co. 
Proof of Step 3. If we prove that 
J;(T, Y,, Y,, al, m2) d lim infJ;(T,, y,,, y2n, oh, ~2~) (6.3) n-r; 
for all i= 1, . . . . 4, then we shall have 
i.e., the assertion, since (T,,, yl,, yzn, o,~, mZn) is a minimizing sequence. 
In order to prove (6.3) note that the functional 
if h,ow~L’(Q’) 
otherwise, 
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is convex and lower semicontinuous and therefore weakly lower semicon- 
tinuous in L’(Q’). From this, from (6.1). and from the fact that 
(since w,,,(t)= 1 for tE]T,,, T] and h, >O), it follows that 
I Q’ h,(o,(r, x)) d-x dt <lim inf I Q’ h,(w,,,(t, -y)) dx dt ,I + x 
i.e., (6.3) for i = 1. Similarly one has (6.3) for i = 2. 
On the other hand for M = sup { 1 f(s)\ + 1 ,f’(~)j : ) s / d r} one has 
I j 
pi (f(ydt, xl) -f(YAt, x)1) dx dti d M(meas Q)“* .r,’ Iy2,1(t)-y2(t)l dt, 
f(y,,(t,-x))dxdt <MIT,,-Tl, 
which proves (6.3) for i= 3. 
Finally (6.3) holds for i = 4 since y is increasing and left continuous. 
7. NECESSARY CONDITIONS 
We have the following 
PROPOSITION 7.1. Assume that y is strictly increasing and 
(T,y,,yz,O,,O,) is a PO solution of(P). Then there exist E.,>O, ~~30, 
pl k 0, p2 > 0, ,u3 > 0 such that 
f&E (0, 1> and (~o,Po~I*1~P2,PL3)zo~ (7.1) 
EL0 + PO jQ Cg(Yl(~, x)) + a2Y2(T, x)1 dx + p3 jQ.fb&(~3 x1) dx = 0, (7.2) 
and there exist p1 =p,(t) E W(0, T) n C(0, T, X), p2 =p2(t) E AC(0, T; A’), 
which are solutions of the adjoint equations 
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ap, 
at (4 x)-a, p,(t, x) + dPl(C x) 
= -g’(y,(t, xl) P2(f, x) 
g (4 -x)-a, P2(4 x) 
(7.3) 
= - s k,(5, xl &(f> 5) P*(t, 5) d5 R 
4 I-, k2( 
CJ, 4 w2(t, 4 P#, 0) da - &f’(.&(t, x)) 
in QT, +vith boundary conditions 
ap, ij,+ctp,=o on CT 
h x=0 on Z:, 





PAT) = PO with po=O if j yz(T,x)dx<co, 
R 
and are such that 
-pl(t> xl j k,Gc t)h(t> 0 &E plah,(G,(t, xl) a.e. in Q’ 
R 
(7.7) 
-p,(t, ~1 j Ma, 4)Yz(t, 5) dt~~zahAh(t, ~1) a.e. in CT 
R 
(where ahi denotes the subdifferential of hi). 
Proof. Letusputc,=j~S,h,(o,(t,x))dxdt,c,=S~S,,h,(w,(t,a))dadt 
and c3 = jr ss2 f ( j2(t, x) dx dt. Then by Proposition 6.4 one has that 
(T, jl, j2, W,, OJ minimizes the functional J4 over the set of solutions of 
(P) such that 
J,(T,wwwz)=~~~ h,(o,(t,x))dxdtsc,, 
0 R 
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Then the assertion follows from [S, Theorem 6.2 and Remark 6.31. 
Remark 7.2. By [S, Remark 6.31 one has that the preceding result with 
(7.2) replaced by 
I,yL(T)+p, jQ [g(jI(T, ~))-a, j2(T, -x)1 dx+p, IQ,f(.F2(7, x)) d-x=0, 
can be extended to the case when y is increasing and left differentiable. 
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