In this paper, assuming cooperative behavior of the decision makers, we consider solution methods for decision making problems in hierarchical organizations under fuzzy random environments. To deal with the formulated two-level linear programming problems involving fuzzy random variables, α-level sets of fuzzy random variables are introduced and an α-stochastic two-level linear programming problem is defined for guaranteeing the degree of realization of the problem. Taking into account vagueness of judgments of decision makers, fuzzy goals are introduced and the α-stochastic two-level linear programming problem is transformed into the problem to maximize the satisfaction degree for each fuzzy goal. Through the use of the fractile criterion optimization model, the transformed stochastic two-level programming problem can be reduced to a deterministic one. Interactive fuzzy programming to obtain a satisfactory solution for the decision maker at the upper level in consideration of the cooperative relation between decision makers is presented. It is significant to note here that all of the problems to be solved in the proposed interactive fuzzy programming can be easily solved by the simplex method, the sequential quadratic programming or the combined use of the bisection method and the sequential quadratic programming. An illustrative numerical example is provided to demonstrate the feasibility and efficiency of the proposed method.
-2 -level solves a fuzzy programming problem with a constraint with respect to a satisfactory degree of the decision maker at the upper level. Unfortunately, there is a possibility that their method leads a final solution to an undesirable one because of inconsistency between the fuzzy goals of the objective function and those of the decision variables. In order to overcome the problem in their methods, by eliminating the fuzzy goals for the decision variables, Sakawa et al. have proposed interactive fuzzy programming for two-level or multi-level linear programming problems to obtain a satisfactory solution for decision makers [35, 36] . The subsequent works on two-level or multi-level programming have been appearing [18, 32, 33, 37, 38, 42, 26, 1, 29, 34] .
Under these circumstances, in this paper, assuming cooperative behavior of the decision makers, we consider solution methods for decision making problems in hierarchical organizations under fuzzy random environments. To deal with the formulated two-level linear programming problems involving fuzzy random variables, α-level sets of fuzzy random variables are introduced and an α-stochastic two-level linear programming problem is defined for guaranteeing the degree of realization of the problem. Taking into account vagueness of judgments of decision makers, fuzzy goals are introduced and the α-stochastic two-level linear programming problem is transformed into the problem to maximize the satisfaction degree for each fuzzy goal. Following the fractile criterion optimization model [8] , the transformed stochastic two-level programming problem can be reduced to a deterministic one. Interactive fuzzy programming to obtain a satisfactory solution for the decision maker at the upper level in consideration of the cooperative relation between decision makers is presented. It is shown that all of the problems to be solved in the proposed interactive fuzzy programming can be easily solved by the simplex method, the sequential quadratic programming or the combined use of the bisection method and the sequential quadratic programming. An illustrative numerical example is provided to demonstrate the feasibility and efficiency of the proposed method.
Fuzzy random two-level linear programming problems
Fuzzy random variables, first introduced by Kwakernaak [16] , have been defined in various ways [16, 27, 15, 21] . For example, as a special case of fuzzy random variables given by Kwakernaak, Kruse and Meyer [15] defined a fuzzy random variable as follows. Let (Ω, B, P ) be a probability space, F (R) the set of fuzzy numbers with compact supports and X a measurable mapping Ω → F (R). Then X is a fuzzy random variable if and only if given ω ∈ Ω, X α (ω) is a random interval for any α ∈ (0, 1], where X α (ω) is an α-level set of the fuzzy set X(ω).
Definition 1 (Fuzzy random variable)
Although there exist some minor differences in several definitions of fuzzy random variables, fuzzy random variables are considered to be random variables whose observed values are fuzzy sets. -3 - In this paper, we deal with two-level linear programming problems involving fuzzy random variable coefficients in objective functions formulated as:
It should be emphasized here that randomness and fuzziness of the coefficients are denoted by the "dash above" and "wave above" i.e., "¯" and "˜", respectively. In (1), x 1 is an n 1 dimensional decision variable column vector for the decision maker at the upper level (DM1), x 2 is an n 2 dimensional decision variable column vector for the decision maker at the lower level (DM2), z 1 (x 1 , x 2 ) is the objective function for DM1 and z 2 (x 1 , x 2 ) is the objective function for DM2. ElementsC ljk , k = 1, 2, . . . , n j of coefficient vectorsC lj , l = 1, 2, j = 1, 2 are fuzzy random variables characterized by the membership function
where the function L(t) = max{0, λ(t)} is a real-valued continuous function from [0, ∞) to [0, 1], and λ(t) is a strictly decreasing continuous function satisfying λ(0) = 1. Also, R(t) = max{0, ρ(t)} satisfies the same conditions. The parameters β ljk and γ ljk , representing left and right spreads of µC ljk (·), are positive numbers. The parameterd ljk is a mean value ofC ljk . Introducing a random variablet l , Katagiri et al. [12, 13] defined a random variabled ljk asd ljk = d
ljk . This definition of random variables is one of the simplest randomization modeling of coefficients using dilation and translation of random variables, as discussed by Stancu-Minasian [44] . Using this definition, all fuzzy random variable coefficients of the l th objective function are strongly correlated with each other since they are affected by the common random variablet l .
In this paper, in order to consider more general situations, random variables are defined as distinct random variables. In view of ability to represent a wide class of random phenomena together with tractability, we adopt Gaussian random variables asd ljk . To be more specific,d l = (d l1 ,d l2 ), l = 1, 2 are assumed to be (n 1 + n 2 ) dimensional Gaussian random variable row vectors with mean vector M l and positive-definite covariance matrix V l , whered 1 andd 2 are mutually independent. Figure 1 illustrates an example of the membership function of a fuzzy random variableC ljk .
Since each coefficientC ljk is a fuzzy random variable defined as a random variable whose realizations are L-R fuzzy numbers, each objective functionC l x =C l1 x 1 +C l2 x 2 is also a fuzzy random variable whose realizations are fuzzy numbers characterized by the 
An example of the membership function of the objective function of DMl is shown in Figure 2 . 
Level Sets and fuzzy goals
Observing that (1) involves fuzzy random variables in the objective functions, we first introduce the α-level set of the fuzzy random variables. The α-level set of the fuzzy random variablesC ljk is defined as a random interval for which the degree of their membership -5 - functions exceeds the level α:
For notational convenience, in the following, letC lα = (C l1α ,C l2α ), l = 1, 2 be an α-level set defined as the Cartesian product of α-level setsC ljkα of fuzzy random variables C ljk , j = 1, 2, k = 1, 2, . . . , n j . Now suppose that DM1 decides that the degree of all of the membership functions of the fuzzy random variables involved in (1) should be greater than or equal to some value α. Then for such a degree α, (1) can be interpreted as the following stochastic twolevel linear programming problem which depends on the coefficient vectors (C 11 ,C 12 ) ∈ (C 11α ,C 12α ) and (C 21 ,C 22 ) ∈ (C 21α ,C 22α ):
Observe that there exists an infinite number of such problems depending on the coefficient vector (C 11 ,C 12 ) ∈ (C 11α ,C 12α ) and (C 21 ,C 22 ) ∈ (C 21α ,C 22α ), and the values of (C 11 ,C 12 ) and (C 21 ,C 22 ) are arbitrary for any (C 11 ,C 12 ) ∈ (C 11α ,C 12α ) and (C 21 ,C 22 ) ∈ (C 21α ,C 22α ) in the sense that the degree of all of the membership functions for the fuzzy random variables in (2) exceeds the level α. However, if possible, it would be desirable for DM1 to choose (C 11 ,C 12 ) ∈ (C 11α ,C 12α ) and (C 21 ,C 22 ) ∈ (C 21α ,C 22α ) in (2) to minimize the objective functions under the constraints. From such a point of view, for a certain degree α, it seems to be quite natural to have (2) reformulated as the following α-stochastic two-level linear programming problem:
Considering vague natures of the decision makers' judgment, it is natural to assume that decision makers may have vague or fuzzy goals for each of the objective functions in the α-stochastic two-level linear programming problem (3). In a minimization problem, a goal stated by decision makers may be to achieve "substantially less than or equal to some value." This type of statement can be quantified by eliciting a corresponding membership function. Figure 3 illustrates a possible shape of a monotone decreasing membership function.
Having elicited the membership functions µ l (C l x), l = 1, 2 which well represent the fuzzy goals of the decision makers at both levels, problem (3) can be transformed as:
ObservingC l x and µ l (C l x) involve random variables, it is significant to note here (4) is a stochastic programming problem.
Fractile criterion optimization
Since (4) contains random variable coefficients, solution methods for ordinary deterministic two-level linear programming problems cannot be directly applied. In stochastic programming, expectation optimization, variance minimization, probability maximization and fractile criterion optimization [5, 6, 8, 43, 46, 4] are typical optimization models for objective functions involving random variables. For instance, let the objective function represent a profit. If the decision maker wishes to simply maximize the expected profit without caring about the fluctuation of the profit, the expectation optimization model [6] to optimize the expectation of the objective function is appropriate. On the other hand, if the decision maker hopes to decrease the fluctuation of the profit as little as possible from the viewpoint of the stability of the profit, the variance minimization model [6] to minimize the variance of the objective function is useful. In contrast to these two types of optimizing approaches, as satisficing approaches, the probability maximization model [6] and the fractile criterion optimization model or Kataoka's model [8] have been proposed. When the decision maker wants to maximize the probability that the profit is greater than or equal to a certain permissible level, probability maximization model [6] is recommended. In contrast, when the decision maker wishes to optimize such a permissible level as the probability that the profit is greater than or equal to the permissible level is greater than or equal to a certain threshold, the fractile criterion optimization model will be appropriate. In this paper, assuming that the decision makers are interested in the probability that each objective function attains a goal value rather than the expectation or variance of each -7 - membership function, we adopt the fractile criterion optimization model [8] as a decision making model. Through fractile criterion optimization, problem (4) can be rewritten as:
where h l is regarded as a goal value for the membership function µ l (·) and θ l is a probability level. Now, letC Hence, (5) can be rewritten as:
Since µ l (·), l = 1, 2 are monotone decreasing, (6) can be rewritten as:
From this result, the left side of the first and second constraint in (7) can be expressed as:
Recalling the assumption thatd l is an (n 1 +n 2 ) dimensional Gaussian random variable row vector with mean vector M l and positive-definite covariance matrix V l , it holds that
where Φ(·) is the probability distribution of a standard Gaussian distribution with mean 0 and variance 1. From the above results it can be shown that
is the inverse function of Φ l (·). In this way, (7) can be transformed as:
In this equation, recalling that the covariance matrix is assumed to be positive-definite, It is evident that
Interactive fuzzy programming
Observing the transformed problem (9) is a deterministic two-level programming problem, we can now construct the interactive algorithm to derive a satisfactory solution for the decision maker at the upper level in consideration of the cooperative relationships between DM1 and DM2,
Step 1 In order to calculate the individual minimum and maximum of E{z l (x 1 , x 2 )} = M l x, solve the following problems:
Let z E l,min and z E l,max be the the minimal objective function value to (11) and the maximal objective function value to (12), respectively. Observing that (11) and (12) are linear programming problems, they can be easily solved by some linear programming technique like the simplex method.
Step 2 Ask the decision makers to determine the membership functions µ l (·), l = 1, 2 by considering the obtained values of z E l,min and z E l,max , l = 1, 2.
Step 3 Ask DM1 to specify the initial value of the degree of realization α ∈ (0, 1) and that of the probability level θ l (> 0.5), l = 1, 2.
Step 4 For the specified values of α and θ l , l = 1, 2, the following problem is solved for obtaining a solution which maximizes the smaller degree of satisfaction between those of the two decision makers:
equivalently, maximize v subject to
- 10 - In view of (10), this problem is rewritten as:
Obtaining the optimal value of v to this problem is equivalent to finding the maximum of v so that the set of feasible solutions to (16) is not empty. Although this problem is a nonlinear programming problem, we can easily find the maximum of v by the following algorithm on the basis of the bisection method and some convex programming technique like the sequential quadratic programming since the constraints of (16) are convex if v is fixed.
The combined use of the bisection method and the sequential quadratic programming 4-1 Set l := 0 and v := 0. Test whether the set of feasible solutions to (16) for v = 0 is empty or not using the sequential quadratic programming. If it is empty, the decision makers must reassess membership functions, α or θ l . Otherwise, let v feasible := v and go to 4-2 4-2 Set v := 1. Test whether the set of feasible solutions to (16) for v = 1 is empty or not using the sequential quadratic programming . If it is not empty, v = 1 is the optimal value v * to (16) and the algorithm is terminated. Otherwise, the maximum of v so that the set of feasible solutions to (16) 
4-4
Test whether the set of feasible solutions to (16) for v determined in 4-3 is empty or not using the sequential quadratic programming. If it is not empty and (1/2) l ≤ ε, the current value of v is regarded as the optimal value v * to (16) and the algorithm is terminated. If it is not empty and (1/2) l > ε, let v feasible := v and return to 4-3. On the other hand, if it is empty, let v infeasible := v and return to 4-3.
Then, for the obtained optimal value v * , we can determine the corresponding optimal value x * by solving the following convex programming problem:
-11 -
Step 5 The DM1 is supplied with the current values of µ 1 Z F 1α (x * ) and µ 2 Z F 2α (x * ) for the optimal solution x * calculated in step 4. If DM1 is satisfied with the current membership function values, the interaction process is terminated. If DM1 is not satisfied and desires to update α and/or θ l , l = 1, 2, ask DM1 to update α and/or θ l and return to step 4. Otherwise, ask DM1 to specify the minimal satisfactory levelδ for µ 1 Z F 1α (x) and the permissible range [∆ min , ∆ max ] of the ratio of membership
Observe that the larger the minimal satisfactory level is assessed, the smaller the DM2's satisfactory degree becomes. Consequently, in order to take account of the overall satisfactory balance between both decision makers, DM1 needs to compromise with DM2 on DM1's own minimal satisfactory level. To do so, the permissible range of the ratio of the satisfactory degree of DM2 to that of DM1 is helpful.
Step 6 For the specified value ofδ, solve the following problem to maximize the DM2's membership function µ 2 Z F 2α (x) considering the constraint that the DM1's membership function µ 1 Z F 1α (x) must be greater than or equal toδ:
This problem can be rewritten as:
Observing that problem (20) is a convex programming problem, it can be solved by some convex programming technique like the sequential quadratic programming. For the optimal solution x * to (18), calculate
and ∆.
Step 7 The DM1 is supplied with the current values of
and DM1 is satisfied with the current membership function values for the optimal solution x * , the interaction process is terminated. Otherwise, ask DM1 to update the degree of realization α, the probability level θ l , l = 1, 2 or the minimal satisfactory levelδ, and return to step 6. -12 - In the proposed algorithm, ∆ min and ∆ max are usually set to be less than 1 since
because of the priority of DM1. In step
slightly greater or less than µ 2 Z F 2α (x * ) , DM1 will increaseδ to improve µ 1 Z F 1α (x * ) and decrease ∆. On the other hand, if DM1 decreases (increases) α and/or θ l , l = 1, 2, both µ 1 Z F 1α (x * ) and µ 2 Z F 2α (x * ) would increase (decrease). With this observation, it can be expected that desirable values of
and ∆ will be obtained through a series of update procedures ofδ, α and/or θ l , l = 1, 2 with DM1.
Numerical example
To demonstrate the feasibility and efficiency of the proposed method, consider the fuzzy random two-level linear programming problem formulated as:
where λ(·) and ρ(·) are defined as λ(t) = ρ(t) = 1 − t,d l , l = 1, 2 are Gaussian random variable vectors with expectation M l and positive-definite covariance matrix V l . Table 1 shows values of parameter vectors of fuzzy random variables M l , β l , γ l l = 1, 2, and Table 2 shows values of coefficients of constraints a i , i = 1, 2, 3, 4. 
Through the use of this numerical example, it is now appropriate to illustrate the proposed interactive fuzzy programming.
Expectation optimization problems (11) and (12) are solved by the simplex method and the individual minimum z 
whose parameter values are determined by the Zimmermann method [48] . Then, the parameter values characterizing membership functions become as y Initial values of the degree of realization of the problem α and probability levels θ l , l = 1, 2 are set as α = 0.8, θ 1 = 0.7 and θ 2 = 0.6. For these initial values, (16) is solved by the combined use of the bisection method and the sequential quadratic programming. The obtained result is shown at the column labeled "1st" in Table 3 . Considering that -14 - both of the membership function values are a little low, DM1 updates α from 0.8 to 0.7. For the updated value of α, the corresponding problem (16) is solved, and the obtained result is shown at the column labeled "2nd" in Table 3 . DM1 is not satisfied with this solution, but he does not desire to update α, θ 1 or θ 2 since the membership function values are improved. Thus, DM1 determines the minimal satisfactory levelδ = 0.70 to improve µ 1 (the satisfactory degree of DM1) at the expense of µ 2 (the satisfactory degree of DM2). Furthermore, DM1 specifies the upper bound ∆ max = 0.85 and the lower bound ∆ min = 0.75 for the ratio of membership functions ∆ = µ 2 /µ 1 . For the updated value of δ = 0.70 , (20) is solved by the sequential quadratic programming. The obtained result is shown at the column labeled "3rd" in Table 3 .
For the current values of µ 1 , µ 2 and ∆, DM1 considers that µ 1 is improved but µ 2 is too bad, and ∆ is less than ∆ min . Hence, DM1 is not satisfied with this solution and updates the minimal satisfactory levelδ from 0.70 to 0.60. For the updated value ofδ, (20) is solved and the obtained result is shown at the column labeled "4th" in Table 3 . Since µ 2 is improved but ∆ is greater than ∆ max , DM1 is not satisfied with this solution and updates the minimal satisfactory levelδ from 0.60 to 0.65. For the updated value of δ, (20) is solved and the obtained result is shown at the column labeled "5th" in Table  3 . In this example, since ∆ exists in the interval [∆ min , ∆ max ] and DM1 is satisfied with the overall satisfactory balance between µ 1 and µ 2 , at the 5th iteration, the interactive algorithm is terminated. In the proposed interactive fuzzy programming, through a series of update procedures of the minimal satisfactory levelδ, the degree of realization α and the probability level θ l , l = 1, 2, it can be possible to obtain a satisfactory solution where the satisfactory degree of DM1 is guaranteed to be greater than or equal to the minimal satisfactory levelδ and is well balanced with that of DM2.
Conclusions
In this paper, assuming cooperative behavior of the decision makers, interactive decision making methods in hierarchical organizations under fuzzy random environments were considered. For the formulated fuzzy random two-level linear programming problems, -15 - α-level sets of fuzzy random variables were introduced and an α-stochastic two-level linear programming problem was defined for guaranteeing the degree of realization of the problem. Considering the vague natures of decision makers' judgments, fuzzy goals were introduced and the α-stochastic two-level linear programming problem was transformed into the problem to maximize the satisfaction degree for each fuzzy goal. Through the fractile criterion optimization model, the transformed stochastic two-level programming problem was reduced to a deterministic one. Interactive fuzzy programming to obtain a satisfactory solution for the decision maker at the upper level in consideration of the cooperative relation between decision makers was presented. It should be emphasized here that all problems to be solved in the proposed interactive fuzzy programming can be easily solved by the simplex method, the sequential quadratic programming or the combined use of the bisection method and the sequential quadratic programming. An illustrative numerical example demonstrated the feasibility and efficiency of the proposed method. Extensions to other stochastic programming models will be considered elsewhere. Also extensions to fuzzy random two-level linear programming problems with two decision makers under noncooperative environments will be required in the near future.
