In underlay heterogeneous networks (HetNets), the distance between a macro base station (MBS) and a macro user (MU) is crucial for a small-cell base station (SBS) to control the interference to the MU and achieve the coexistence. To obtain the distance between the MBS and the MU, the SBS needs a backhaul link from the macro system, such that the macro system is able to transmit the information of the distance to the SBS through the backhaul link. However, there may not exist any backhaul link from the macro system to the SBS in practical situations. Thus, it is challenging for the SBS to obtain the distance. To deal with this issue, we propose a median based (MB) estimator for the SBS to obtain the distance between the MBS and the MU without any backhaul link. Numerical results show that the estimation error of the MB estimator can be as small as 4%.
I. INTRODUCTION
The heterogeneous network (HetNet) is a promising candidate to provide flexible wireless accesses for future wireless communications [1] . Within a HetNet, a macro base station (MBS) is expected to provide wide coverage of users in the macro cell. Meanwhile, a small-cell base station (SBS) in the macro cell coexists with the MBS and is responsible for providing high data rate services for the users in the small cell. An effective way to achieve the coexistence between the small cell and the macro cell is underlay HetNet [2] , [3] , where the SBS is allowed to access the macro frequency band to enhance the small-cell throughput, provided that the interference from the SBS to a macro user (MU) is well controlled.
To implement an underlay HetNet, the location information of the MU is important for the SBS to control its transmit power and manage the interference to the MU. Intuitively, if the MU is out of the SBS's coverage, the SBS is allowed to maximize the transmit power and achieve a high small-cell throughput. Otherwise, if the MU is in the SBS's coverage, the SBS has to carefully control the transmit power to avoid severe interference to the MU. To obtain the location information of the MU, the SBS needs a backhaul link from the macro system, such that the macro system is able to transmit the location information of the MU to the SBS through the backhaul link [4] , [5] . However, there may not exist any backhaul link from the macro system to the SBS in practical situations. Thus, it is challenging for the SBS to obtain the location information of the MU for the underlay HetNet.
Recently, the underlay HetNet has been extensively studied [6] , [7] , [8] . Instead of utilizing the instantaneous location information of the MU to manage the interference, these literature exploited the stochastic geometry information of the MU and enabled the SBS to satisfy an average interference constraint. In particular, the Poisson point process (PPP) model is widely adopted to enhance the access probability of the SBS, while guaranteeing a small outage probability of the MU. However, this approach can only provide limited access probability of the SBS and compromises the small-cell throughput.
To deal with this issue, we intend to estimate the distance between the MBS and the MU, such that the SBS can exploit the distance to achieve the underlay HetNet. Briefly, if the distance is too small or too large compared with the the distance between the MBS and the SBS, the SBS's transmission will not interfere with the MU since the MU is almost surely beyond the SBS's coverage in this case. If the distance between the MBS and the MU is comparable with the distance between the MBS and the SBS, the SBS has to carefully control its transmit power to avoid severe interference to the MU since it is likely that the MU is in the SBS's coverage.
In fact, it is possible for the SBS to obtain the distance between the MBS and the MU without any backhaul link from the macro system. In principle, if the MBS is transmitting data to the MU with a target SNR, the transmitted signal is designed based on the distance between the MBS and the MU. In particular, if the distance is small, the MBS is able to satisfy the target SNR with a small transmit power. Otherwise, the MBS increases its transmit power to achieve the target SNR. In other words, the transmitted signal from the MBS contains some information of the distance between the MBS and the MU. Thus, the SBS can estimate the distance by sensing the transmitted signal from the MBS.
In this paper, we first study the relation between the MBS signal and the distance from the MBS to the MU. With this relation, we enable the SBS to sense the MBS signal and develop a median based (MB) estimator to obtain the distance. Numerical results show that the estimation error of the MB estimator can be as small as 4%. In what follows, we present the channel model and the signal model, respectively.
A. Channel Model
We denote h 0 (h 1 ), g s0 (g s1 ), and g 0 (g 1 ) as the fading, the shadowing, and the path-loss coefficients between the MBS and the MU (SBS), respectively. Then, the channel between the MBS and the MU (SBS) is h 0
In particular, |h q | (q = 0, 1) follows a Rayleigh distribution with unit mean. g sq (q = 0, 1) follows a log-normal distribution with variance σ 2 s . g q (q = 0, 1) is determined by the path-loss model. If we adopt the path-loss model [9] P l (d q ) = 128 + 37.6 log 10 (d q ), for d q ≥ 0.035 km, (1) where d q is the distance between two transceivers, g q can be expressed as
For illustrations, we provide the channel model in Fig. 2 , where time axis is divided into blocks and each block consists of multiple subblocks. In particular, g q remains constant all the time with a given d q , g sq (q = 0, 1) remains constant within each block (i) and varies independently among different blocks, and h q (q = 0, 1) remains constant within each subblock (i, j) and varies among different subblocks.
B. Signal Model 1) Signal model from the MBS to the MU:
Denote x m as the MBS signal with unit power, i.e., |x 0 | 2 = 1. If the MBS transmits the signal with power p 0 , the received signal at the MU is
where (i) denotes the index of the ith block, (i, j) represents the index of the jth subblock in the ith block, n 0 represents
Channel model, where time axis is divided into blocks and each blocks consists of multiple subblocks. In particular, gq remains constant all the time with a given dq, gs q (q = 0, 1) remains constant within each block (i) and varies independently among different blocks, and hq (q = 0, 1) remains constant within each subblock (i, j) and varies among different subblocks.
the AWGN at the MU with zero mean and variance σ 2 . Then, the SNR of the received signal at the MU is
We further consider that the MBS and the MU adopt close loop power control (CLPC) to provide QoS guaranteed wireless communication [10] . That is, the MBS automatically adjusts its transmit power to meet a certain target SNR γ T at the MU. Then, MBS's transmit power is
2) Signal model from the MBS to the SBS: In the meantime, the received MBS signal at the SBS is (6) where n 1 is the AWGN at the SBS with zero mean and variance σ 2 . Then, the SNR of the received MBS signal at the SBS is
By Substituting (2) and (5) into (7), γ 1 (i, j) in (7) can be rewritten as
III. MEDIAN BASED (MB) ESTIMATOR
In this section, we will develop a MB estimator to obtain the distance d 0 between the MBS and the MU. In what follows, we provide the basic principle of the estimator followed by the estimator design.
A. Basic Principle
From (8) , each SNR of the received MBS signal at the SBS is highly related to the distance d 0 . Then, it is possible for the SBS to measure the SNR of the received MBS signal and estimate d 0 . However, it is difficult to obtain d 0 directly. This is because, each SNR is also affected by random Rayleigh fadings and shadowing attenuations, and varies independently among different blocks and/or subblocks. Alternatively, the SBS can measure different SNRs of MBS signals in multiple blocks and utilize the distribution knowledge of the Rayleigh fadings and shadowing attenuations to estimate d 0 .
Next, we will first calculate the cumulative density function (CDF) of the SNR at the SBS. Then, we study the relation between the CDF of the SNR at the SBS and the distance d 0 . Finally, we develop the MB estimator.
B. CDF of the SNR at the SBS
Removing the time index of the SNR at the SBS in (8) and rewriting the SNR in dB, we have
and Θ s = 10log 10 (g s1 ) − 10log 10 (g s0 ). Next, we first calculate the probability density function (PDF) of Θ r and Θ s , and then obtain the CDF of γ 1,dB .
On one hand, both |h 0 | amd |h 1 | follow a Rayleigh distribution with unit mean, the CDF of φ = |h 1 
Then, the CDF of Θ r = 10 log 10 (φ) is
Substituting (9) 
Taking the derivation of F Θr (θ r ), we have the PDF of Θ r as f Θr (θ r ) = ln 10 · 10 − θr 10 10 1 + 10 − θr 10 2 .
On the other hand, both g s0 and g s1 follow a log-normal distribution with variance σ 2 s . Then, it is straightforward to obtain that Θ s follows a normal distribution with zero means and variance 2σ 2 s . Thus, the PDF of Θ s is
Note that, the CDF of γ 1,dB is
If we denote m(γ 1,dB ) = γ 1,dB − γ T,dB − 37.6log 10 d0 d1 , the CDF of γ 1,dB in (14) can be calculated as
C. Relations between the CDF of γ 1,dB and the Distance d 0
To begin with, we provide the definition of the median x 1 2 of a random variable X as follows,
is defined as the median of the random variable X.
Based on Definition 1, we can obtain the median γ 1,dB, 1 2 of the random variable γ 1,dB by letting
Then, we have the following Theorem. Theorem 1: The median γ 1,dB, 1 2 enables m(γ 1,dB, 1 2 ) = 0 to hold.
Proof: The detailed proof of this Theorem is provided in the Appendix.
Theorem 1 indicates that the relation between the median γ 1,dB, 1 2 and the distance d 0 satisfies m(γ 1,dB, 1 2 )= γ 1,dB, 1 2 −γ T,dB −37.6log 10
Thus, if γ 1,dB, 1 2 is available at the SBS, d 0 can be directly calculated with (17). However, γ 1,dB, 1 2 is unknown to the SBS in practical situations. To deal with this issue, we will first estimate γ 1,dB, 1 2 and then obtain the estimation of d 0 with (17).
D. Estimator Design
We first give the definition of the sample median x s 1 2 of a random variable X as follows,
is defined as the sample median of the random variable X.
If the SBS observes MBS signals in I blocks and measures γ 1,dB of J subblocks within each block, the SBS is able to measure K = IJ independent samples of γ 1,dB , namely,
In what follows, we will approximate the median γ 1,dB, 1 2 with the sample median γ s 1,dB, 1 2 of these K samples. Then, by substituting the approximated γ 1,dB, 1 2 into (17), we obtain the estimation of d 0 .
To begin with, by sorting the K samples in ascending order, the K samples can be relabelled asγ 1,dB 
i.e.,γ 1,dB (k 1 ) ≤γ 1,dB (k 2 ) for 1 ≤ k 1 ≤ k 2 ≤ K. Since the sample mediansγ s 1,dB, 1 2 of these K samples for odd and even K can be different, we will develop the MB estimator for odd and even K separately.
1) For the case that K is odd: When K is odd, the sample median is γ s
. Then, the median of γ 1,dB can be approximated as
By substituting (18) into (17), we have the MB estimator asd
2) For the case that K is even: When K is even, the sample median is betweenγ 1,dB K 2 andγ 1,dB K 2 + 1 . Then, the median of γ 1,dB can be approximated as
By substituting (20) into (17), we have the MB estimator asd
Consequently, the MB estimator can be summarized aŝ
, for K is odd,
, for K is even.
(22) From (22), the MB estimatord 0 is determined by the target SNR γ T,dB at the MU, the distance d 1 between the MBS and the SBS, and the SNR γ 1,dB of the MBS signal at the SBS. Note that, γ T,dB can be obtained by the SBS through observing the modulation and coding scheme (MCS) of the MBS signal [12] . d 1 is available at the SBS. γ 1,dB is measured at the SBS and also known to the SBS. Therefore, the estimation of d 0 can be directly calculated with (22). In other words, the computational complexity of the MB estimator in (22) is O(1).
IV. NUMERICAL RESULTS
In this section, we provide the numerical results to demonstrate the performance of the proposed MB estimator. Here, we adopt the system model as in Section II, where the radius of the MBS's coverage is R = 0.5 km, the power of the AWGN σ 2 = −114 dBm, the target SNR of the MU is γ T = 10 dB. Furthermore, 10 4 Monte Carlo trails are conducted for each curve. To begin with, we define the estimation error of d 0 as ε = |d 0 −d0 d0 |. Fig. 3 investigates the impact of K = IJ on the the estimation error. In particular, we set d 0 = 0.25 km and d 1 = 0.1 km. From this figure, the estimation error decreases as J (I) grows. This is reasonable, a larger J (I) leads to more SNR samples at the SBS and provides more accurate information of the median of the SNRs at the SBS. By using the relation between the median of the SNRs at the SBS and the distance d 0 , the MB estimator is able to output a more accurate estimation of d 0 . Besides, we observe that a small increase of I leads to big jump of the estimation error, while a large increase of I results in a slight decrease of the estimation error. This indicates that the estimation error is more sensitive to I than J. Thus, It is an effective way to achieve a small estimation error by adopting a large I and a reasonable J. Fig. 4 provides the average measured SNRs at the SBS when the MU and/or the SBS are in different locations, i.e., different d 0 and/or d 1 . In general, the SNR at the SBS increases as d 0 grows or d 1 decreases. On one hand, for a given target SNR of the received signals at the MU, a larger d 0 requires a larger transmit power at the MBS to satisfy the target SNR. This leads to a stronger received signal at the SBS and outputs a larger SNR. On the other hand, a smaller d 1 also enables the SBS to receive a stronger signal from the MBS and contributes to a larger SNR at the SBS. this figure, the estimation error decreases as d 0 increases or d 1 decreases. Note that, both the increase of d 0 and the decrease of d 1 enhances the average SNR at the SBS from the results in Fig. 4 . This reduces the measure error of each SNR at the SBS. By adopting these SNRs to estimate the distance d 0 , the estimation error is also reduced. Besides, we observe that the estimation error converges to around 4% as d 0 increases or d 1 decreases. In addition, by comparing Fig. 4 and Fig. 5 , we have the estimation error of d 0 with different average SNRs at the SBS as in Table I . In fact, the estimation error in Table I can be further reduced by increasing I and J from the results in Fig. 3 . Therefore, we can select a proper I and J to obtain an acceptable estimation performance in practical situations. In this paper, we studied the coexistence problem between a macro cell and a small cell in an underlay HetNet. In particular, we proposed a MB estimator for the SBS to estimate the distance between the MBS and the MU. Different from the conventional approach, the MB estimator does not require any backhaul link from the macro system to the SBS. With the distance information, the SBS is able to manage the interference to the MU and achieve the coexistence. Numerical results showed that the estimation error of the MB estimator can be as small as 4%.
VI. APPENDIX
To prove Theorem 1, we only need to verify 
Here, we complete the proof of Theorem 1.
