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Abstract 
De Launey, W., Generalised Hadamard matrices which are developed modulo a group, 
Discrete Mathematics 104 (1992) 49-65. 
Let N and G be finite groups with orders n and g, respectively, and let 4 be a prime power. 
Also, let EA(q) be the elementary abelian group of order 9, and let EA(n) be the group of 
order n which is the direct product of elementary abelian groups. This paper discusses 
generalised Hadamard matrices, GH(n; G), which are developed modulo a group N. These 
matrices have been called N-invariant GH-matrices and they are equivalent to G-relative 
difference sets, RDS(g, n, n, 0, n/g), modulo the direct sum of N and G. Contained in this 
paper are simple constructions for GH(q; EA((I)), 9 odd, developed modulo EA(q), and 
GH(q’; G), developed modulo EA(q’). Also, an algebraic setting for the study of these 
designs is developed, and non-existence results are obtained. Indeed, in all but 15 of the 108 
cases with n < 50, the existence of a GH(n; EA(q)), d eveloped modulo EA(n), is either 
proved or disproved. In addition, a result on the non-existence of generalised weighing 
matrices developed modulo a group is presented. Finally a connection with error-correcting 
codes is presented, and it is proved that if n 2 g(g - 1) then every element of G must appear in 
any GH(n; G) developed modulo a group. 
1. Introduction 
This paper discusses the construction and existence of generalised Hadamard 
matrices which may be developed modulo a group N. Jungnickel [20] calls these 
matrices N-invariant GH-matrices. Extending definitions of Butson [5] and 
Elliott and Butson [Ml, he also makes the following definition. 
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Definition 1.1. Let (M, +) be a group of order m = ng and let G be a subgroup 
of M of order g. Then a k-subset D of A4 is called a relative difference set with 
parameters g, n, k, A,, A., relative to G, or briefly a (g, n, k, AI, A,)-RDS, 
provided that the differences a - b (a, b E D) contain each element of G - (0) 
precisely A1 times and each element of M - G exactly A2 times. 
As a special consequence of a theorem of Jungnickel (1982,7.4), we also have the 
following. 
Theorem 1.2 (Jungnickel). Let N and G be groups of orders n and g, respectively ; 
then there exists a GH(n ; G) developed module N if and only if there exists a 
relative difference set with parameters g, It, It, 0, n/g in the direct sum M = N + G, 
relative to G. 
This paper has three main objectives: to (i) develop an algebraic setting for 
studying these designs, (ii) obtain constructions for these designs, and to (iii) 
prove or disprove the existence of these designs. These objectives are addressed 
in Sections 2, 3 and 4, respectively. 
In Section 2, it is shown that the existence of a GH(n; G) developed modulo N 
is equivalent to the existence of a solution to a certain equation over the group 
ring of G x N over the integers. In this section, an example is given showing how 
this formulation can lead to non-existence results. In Section 3, a number of 
constructions are given for families of GH-matrices developed modulo a group. 
In addition, an ‘isolated’ example over Z3 is given. In Section 4, non-existence 
results are given. We also give a table on the existence of GH(n; EA(q)) 
developed modulo EA(n) for n =z 50 and q a prime power dividing n. 
In Section 5, it is shown how the arguments of Section 4 apply to generalised 
weighing matrices. Finally, in Section 6, some remarks on connections with 
error-correcting coding theory are made. 
2. Notation, definitions and an algebraic setting 
In this paper, H and G denote finite groups of orders h = IHI and g = IG(, 
respectively. The identities of these and other groups are denoted by the symbols 
‘e’ and ‘0’ in accordance with the use of additive and multiplicative notation. 
Also, we let R(G) denote the group ring of G over the ring R. If K is a subgroup 
of G(K s G), then, in algebraic expressions over R(G), we let the symbol K also 
denote the element CxeK x of R(G). This element generates an ideal ZK = KR(G) 
of R(G); we let B(G) denote R(G)/Z,. The additive identities of R(G) and 
Z?(G) are also denoted by ‘0’; e E G is, of course, the multiplicative identity of 
both R(G) and R(G). 
We let Z denote the integers. If o E Z(G) or Z(G), and (J= Crac &z, then 
o* = cgcc A,z-‘. Also, the following matrix notation is used: (i) a (0, G)-matrix 
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is a matrix whose non-zero entries are taken from the (multiplicative) group G, 
and (ii) if X = (xii) is a matrix over Z(G) or Z(G), then X* is the matrix (x;)? 
Finally, 2, denotes the cyclic group of order g; q always denotes a prime 
power; EA(q) denotes the elementary abelian group of order q; and, if 
g = q1q2 * * . qr is a prime power decomposition, EA(g) = EA(q,) x EA(q,) x 
. . . x EA(q,). Throughout this paper, these groups may be written additively or 
multiplicatively as required by the context; in general, integers are used to denote 
elements of additive groups, and roman letters, raised to integer powers, are used 
to denote elements of multiplicative groups. 
We make the following basic definition. 
Definition 2.1. Let X be an n X n matrix whose entries are taken from a group 
G, and suppose that, over Z(G), 
XX* = nel,; 
then X is a generalised Hadamard matrix (written GH(n; G)) of order n and 
index n/g ouer the group G. 
A normalised generalised Hadamard matrix is a generalised Hadamard matrix 
where every entry in the first row or column is the identiy of G, and the core of a 
normalised GH(n; G) is the (n - 1) x (n - 1) submatrix obtained by omitting the 
first row and column. 
Generalised Hadamard matrices (GH-matrices) have been constructed by 
Butson [4,5], Brock [2], Dawson [6], Dawson and de Launey [7], de Launey 
[13,14,11,8], de Launey and Dawson [15], Drake [17], Jungnickel [19,20], 
Seberry [24], Semakov and Zinov’ev [26], and Street [27]. Non-existence results 
are given in Brock [3], Drake [17] and de Launey [9, lo]. A survey is given in de 
Launey [12]. These matrices are related to finite geometries, transversal designs, 
and orthogonal arrays. They have been used to construct symmetric balanced 
incomplete block designs (SBIBD’s), large sets of F-squares, and high distance 
q-ary codes with a maximal number of codewords. 
In this paper, we make use of multisets. Let S be a set; then we say 
x = [Si, s2, . . . , s,] is a multiset of S if si, not necessarily all different, are 
elements of S. We let %s denote the set of multisets of S. Now suppose 
Y = [fl, t2, . . . , t,,J is an element of ?&. We use the following notation. 
(i) X U Y = [s,, s2, . . . , s,, tl, tZ, . . . , tm]. 
(ii) X x Y, denotes the multiset [(si, ti) 1 i = 1, 2, . . . , m and j = 1, 2, . . . , n]. 
(iii) X 2 Y, if X contains every element of Y at least as many times as it 
occurs in Y. 
(iv) If X 3 Y, then X - Y denotes the multiset which is obtained by removing 
a copy of Y from X. 
We often regard a set as a multiset which happens to have no repeated 
elements. We also use ‘U’, ‘X', ‘I' and ‘-’ to denote both set and multiset 
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operations. When interpreting the expression S U T, the reader will need to know 
whether S or T is being regarded as a multiset. If this is the case, repetitions are 
preserved; otherwise S and T are sets, and repetitions are ignored. In general, 
upper case letters are used to denote collections of elements (e.g. matrices, sets, 
multisets, rings or groups), while lower case letters are used to denote elements 
of these collections. Thus (X, Y) denotes a (multi)set of elements denoted by 
(4 Y )* 
The following fundamental difference operation is used. 
Notation 2.2. Let H and G be finite multiplicative groups, and let S and T be not 
necessarily distinct elements of CeHXc: then A(S, T) denotes the multiset of 
‘differences’ [(a,~;‘, bib;‘) 1 (al, b,) ES and (u2, b2) E T] of S and T. 
Finally, we use the following shorthand: if si E S and T E Y& (si may also be an 
element of T), then, in the expression ‘[ltsi, mT]‘, nsi represents n copies of si 
and mT represents m copies of all the elements in T. 
Any multiset S E gHXc may be used to generate a square matrix over Z(G). 
Definition 2.3. Let H and G be multiplicative groups of order h and g, 
respectively. Let S l %&,,; then we may define an h x h matrix A = (xsl) over 
Z(G) so that, for all s, f E H, 
(rs-‘, b)d 
here, x,, = 0 precisely when there is no b E G such that (ts-‘, b) E S. We say A is 
developed from ,the multiset S, and that the matrix A is developed modulo H. 
The reader can easily verify the following Lemma. 
Lemma 2.4. Let H and G be multiplicative groups, and let S and T E gHXc. If A 
and B are developed from S and T respectively, then the matrix A B* can be 
developed from A(S, T). Equivalently, 
AB* = (xsJ, where x,, = c c. 
(t.-‘.c)EA(S.T) 
Of particular interest are sets S E % Hxo which generate a matrix A where the 
off-diagonal entries of AA* are a constant multiple of the element G in Z(G). 
The following more general definition is relevant. 
Definition 2.5. Let H and G be multiplicative finite groups of orders h and g, 
respectively, and let Iz, A. < h, be an integer. Also, let [Si 1 i = 1, 2, . . . , z] be a 
collection of k-subsets of H x G such that 
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(2.1) 
Then the sets Si are said to comprise a generalised Bhaskar Rao difference family, 
GBRDF(v = h, k, A; G). 
GBRDFs have been used extensively in de Launey and Seberry [16] and 
Seberry [25]. They are closely related to relative difference families (equivalently, 
relative supplementary difference sets). When t = 1 and v = k = A = h, the 
GBRDF generates, modulo H, a generalised Hadamard matrix GH(h ; G). This 
paper deals almost exclusively with this particular type of GBRDF. 
The following lemma establishes an important link between GBRDF’s and 
polynomial rings over the integers. First, we define a ring homomorphism 
E : Z(G) + Z called the augmentation map. 
Definition 2.6. Let o = Cxcc A,x be a typical element of Z(G) (where, as usual, 
G is a finite multiplicative group); then E(U) E Z is defined to be CxtC A,. 
Lemma 2.7. Let H and G be finite groups written multiplicatively. If @ : %YHxc -+ 
Z(H x G) is the map defined by #(S) = CseSs, then 
$44% 0) = (zs)(,F;t-‘). (2.2) 
In particular, S is a GBRDF(v = h, k, A; G) if and only if 
A 
@(S)g5(S)* = - (H - e) x G + ke. 
g 
(2.3) 
Conversely, suppose v 2 k > 1 and A = k(k - l)/(v - 1) are integers. If there exists 
an element z E Z(H x G) such that 
zz *=$(H-e)xG+ke, 
then there exists a GBRDF(v = h, k, A; G). 
(2.4) 
Proof. The reader can verify (2.2). To prove (2.3), combine equations (2.1) and 
(2.2) with r = 1. We now prove the last part of the theorem. Let z = CXtHxC A,x; 
so AX is an integer. Now 
hence, we may choose z so that 
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and, by equation (2.4), 
But, because AX is an integer, nf 3 A, ; so the last two equations imply that, for all 
z E H x G, hz = & = 0 or 1. Therefore there exists a (unique) k-subset S E CeHXc 
such that @(S) = z. Now apply Definition 2.5. 0 
We note that any abelian group G may be written as the direct product of cyclic 
groups @Z,,: so, if Xi generates Z,, then Z(G) is isomorphic to the polynomial 
ring Z[.K,, x2, . . . , Zn] reduced module the relations x7 = 1. 
We conclude this section, on the basic framework for this paper, by indicating 
how Lmema 2.7 allows us to combine algebraic and combinatorial constraints to 
determine whether (0, G)-designs with certain structure exist. 
Example 2.8. The design in Fig. 1 is a GH(6; Z,) with a circulant core; the core 
may be developed module Z5 from the multiset S E (e,,,,,, where S = 
[(0, e), (1, w), (2, +v2), (3, w3), (4, w)]. In this example we show that there is no 
GH(12; Z,) with circulant core. In [22], it is claimed that a 12 x 12 matrix with 
circulant core is an Hadamard system H(3; 4). This would imply a GH(12; Z,) 
with a circulant core; but the matrix given is not an Hadamard system. (The 
second and seventh rows do not have the defining property.) In section 3, we 
construct a GH(12; Z,) which may be developed module EA(12). Our approach, 
here, is to derive, under the supposition that the design exists, an equation (see 
(2.6) below) over a group ring and an equation over a reduced ring (see (2.8) 
below), and to show that both equations cannot hold while certain combinatorial 
constraints apply. 
Suppose the design did exist; then there would exist a multiset S E (ezl,,,, 
where 
A(% S) = [(Zii - {e>) X (4Z3 - {e>), ll(e, e)l, (2.5) 
and, by Lemma 2.7, there would exist pi E Z(Z,) such that, over R(Z,,) where 
fe e e e e e 
e e w w* wz w 
e w e w w2 w2 
e w2 w e w wz 
e w2 w2 w e w 
( e w w2 wz w e 
Fig. 1. A GH(6; Z,) with circulant core. 
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$(S)#(S)* = (ZII - e)(4Z, - e) + lle. P-6) 
Now, for each element z E Z,,, S must contain precisely one element of the form 
(a, b) where a = z (and b E Z3); so, for all i = 0, 1, . . . , 10, 
E(,&) = 1. (2.7) 
Now, if m(x) = cf!,, &, and m*(x) = cf$ ,uTzt!, then by (2.6), 
m(x)m*(x-‘) = Zii (mod 2). (2.8) 
But 25 = - 1 (mod 33); so 
m(~)~~ = m*(x-‘) (mod 2), (2.9) 
and by equations (2.9) and (2.8), there exists p E Z(Z,) such that 
m(x) = m(#” = +Y)2’“-25-’ . m(x)m*(x-‘) = pZll (mod 2). 
Hence, for i = 0, 1, . . . , 10, we have pi = p (mod 2). But, by equation (2.7), it 
follows that the elements pi are independent of i, and then substitution in the 
right-hand side of equation (2.6) leads to a contradiction. 
3. Some constructions 
In this section, some constructions are given for families of generalised 
Hadamard matrices which are developed modulo a finite group. 
Drake [17], extending a result of Butson [4,5], obtains a normalised 
GH(q; EA(q)) with a circulant core, whenever q is a prime power. We give a 
similar construction for a GH(q; EA(q)) which may be developed modulo 
EA(q), whenever q is an odd prime power. 
Theorem 3.1. Let (H, +, X) be an odd order commutative (not necessarily 
associative) ring with no zero divisors, and let G = (H, +) (so that G = EA(q) 
where q is a prime power); then S = {(i, i’) 1 i E H} is a GBRDF(q, q, q; G) 
modulo EA(q). 
Proof. Consider the q-subset S = {(i, i’) 1 i E H} of H x H. Here i2 is calculated 
using the ring multiplication. Then 
@(A(S, S)) = x (i -j, i2 -j’) + q(0, e) 
i,jeH,i#j 
= C (k,W+W)+q(O,e) 
k,jeH.k#O 
= c (k, i) + q(0, e) (since q is odd) 
k,jcH,k#O 
= (h - 0) x H + q(0, e). 
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In Theorem 3.1, we may take (H, +, X) to be the Galois field of order q. 
Hence, there exists a GBRDF(q, q, q; EA(q)) developed modulo EA(q) whe- 
never q is an odd prime power. Jungnickel (Theorem 7.4 of [20]) gives an elegant 
geometric argument which proves, as a by-product, the existence of matrices with 
these parameters. Our proof and construction are more direct and simple. It 
would be interesting to see when different rings give ‘inequivalent’ GBRDFs. We 
give an example of the construction below. 
Example 3.2. Here, let EA(9) be written multiplicatively, and let it be generated 
by x and y. Also, let cr? = (Y + 1 over GF(3); then the map @: GF(9)-, EA(9) 
defined by 
@(1)=x and @(l+c~)=y 
is an isomorphism. By Theorem 3.1, the set S = ((0, e), (1, x), (2, x), (a, y), 
(2a; y), (1+ a; x2), (1+ 2a, y’), (2 + (Y, y’), (2 + ~CX, x2)} is a GBRDF(9, 9, 9; 
EA(9)). This set is developed in Fig. 2. 
When q is a prime, EA(q) is a cyclic group, and the resulting generalised 
Hadamard matrix is cyclic. 
Corollary 3.3. Let p be an odd prime, and let A = (aij) be the p xp matrix over 
the residues modulo p, where aij = (i - j)“. Then A is a circulant GH(p; 2,) 
written additively. 
When this article was first submitted and accepted for publication, this 
corollary provided the only known infinite family of cyclic generalised Hadamard 
matrices. In the original manuscript the circulant GH(9; Z,) with initial row 
w2, e, w, e, e, e, w, e, w2 found by Jeremy Dawson in 1986 was mentioned, and it 
was conjectured that circulant GH(p2; Z,) exist for all primes. This prompted 
two independent constructions: Brock [2] and de Launey [8]. It has been shown 
[2] that, for p > 3, the two constructions give inequivalent GBRDFs. 
0 
1 
2 
cr 
cY+1 
a+2 
2a 
2a+ 
20+: 
e x x y x2 y2 y y2 x2 
x e * y2 y x2 x2 y y2 
x x e x2 y2 y y* x2 y 
y y2 x2 e x x y x2 y2 
x2 y yz x e x y* y x2 
y* x2 y x x e x2 y2 y 
y x2 y2 y y2 x2 e x x 
y2 y x2 x2 y y2 x e x 
x2 y2 y y2 x2 y x x e 
/ 
Fig. 2. A GH(9; EA(9)) developed module EA(9) with row indices listed. 
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Theorem 3.4. For all primes p, there is a circulant GH(p’; Z,). 
For any (not necessarily abelian) group G of prime power order q, there exists 
a generalised Hadamard matrix over G which may be developed modulo EA(q’). 
The following result is given (Theorem 2.6) in [14]. 
Theorem 3.5. Let Y be a generator of GF(q2), the field of order q2, and let 
Ccl, C,, . . . 9 C, be the cyclotomic classes of the (q + l)th powers of GF(q*). Let 
G = {gl, g,, . . . , g,} be a group of prime power q; then the set 
may be developed modulo the group EA(q2) = (GF(q*), +) to produce a 
GH(q2; G). 
Example 3.6. We apply Theorem 3.5 with q = 2. Let (Y* = 1 + (Y over GF(2), and 
consider GF(4) = { 0, 1, a, 1+ (Y}. Observe that Co= {l}, C, = {a}, C2= {l+ 
LY}. Hence the collection S = ((0, e), (1, e), ((u, e), (1 + (Y, a)] may be developed 
modulo the additive group of GF(4) to obtain a GH(4; Z,). We note that this 
design is a back circulant matrix and equivalent to the circulant Hadamard 
matrix. 
We now give the first two composition theorems. 
Theorem 3.7. Let q be a prime power, and suppose there exists a GH(q + 1; G) 
which is developed modulo the group M. Also, suppose there exists a 
GEI(q + 1; G) with a core which is developed modulo the group EA(q). Then 
there is a GBRDF(q2(q + l), q*(q + l), q2(q + 1); G) modulo M x EA(q*). 
Proof. Let C be the EA(q)-developed core of a GH(q + 1; G), and let 
B = (b(j - i)) be the M-developed GH(q + 1; G). Let LY be a primitive element 
of GF(q), and let /3,, p2, . . . , p, be a listing of the elements of GF(q). For 
each element p of GF(q), let R(B) d enote the q x q permutation matrix (xii) 
where xii is zero unless pi = pj + /I. Then for all integers t, the block matrix A, = 
(R(ak’ - cu”)C) is developed modulo EA(q*), and the block matrix (b(j - i)Aj_i) 
is the required M x EA(q2)-developed GH(q2(q + 1); G). 0 
Example 3.8. We may apply Theorem 3.7, with q = 2, M = Z,, C having first row 
(w, w”) and B having first row (e, w, w). In this case, S = [(0, 0, 0, w), 
(0, 0, I, w), (0, I, 0, w2), (0, 1, I, w2), (I, 0, 0, w*), (I, 0, 1, e), (1, 1, 0, w2), 
(1, 1, 1, e), (2, 0, 0, w*), (2, 0, 1, e), (2, 1, 1, w*), (2, 1, 0, e)]. The corresponding 
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design, a GH(12; Z,), may be written in the form 
where A and B are circulant matrices of order 6 with initial rows 
W, e, w2, w, w*, e and w*, e, e, w*, w*, w*, respectively. 
Theorem 3.7 may also be applied with q = 3 and G = Z2 to obtain an 
Hadamard matrix of order 36 which is developed modulo EA(36) or Z12 x Z3. 
Here, M may be taken to be Z2 x Z2 or Z,. However, the author knows of no 
other case where it may be applied. Table 1 lists results concerning the 
applicability of the theorem for q s 19. 
Finally, we have the following straightforward result. 
Theorem 3.9. Suppose S = [(i, (ui) 1 i E HI] is a GBRDF(nr, nl, n,; G) module 
HI, ~2nd thut T = [(j, pi) 1 j E Hz] is a GBRDF(n*, n2, n2; G) mod&o H,; then 
R = [((i, j), ai, pi) 1 (i, j) E HI X Hz] is u GBRDF(nln2, nln2, nln2; G) module 
HI x H2. 
Proof. The collection R can be used to develop the design which is the Kronecker 
product of the designs obtained by developing the collections S and T. III 
The result can be used to construct series of designs from smaller designs. 
Corollary 3.10. There exist GH(4’3”; Z,) which may be developed module 
EA(4’3”) whenever s 2 1 and r c s are nonnegative integers. 
Table 1 
On the applicability of Theorem 3.7 
4 G SI Construction S, Construction 
4 Z5 exists 
5 Z3 does not exist 
7 Z2 does not exist 
8 Z3 exists 
8 EW) exists 
9 Z5 does not exist 
11 z3 exists 
11 Z2 does not exist 
13 .G unknown 
16 Z,, exists 
17 Z3 does not exist 
19 & does not exist 
19 Z5 unknown 
Corollary 3.3 
Theorem 4.2 
Corollary 4.3 
Theorems 3.1 and 3.4 
Theorem 3.1 
Theorem 4.2 
Example 3.8 
Corollary 4.3 
Corollary 3.3 
Theorem 4.2 
Corollary 4.3 
does not exist 
exists 
exists 
unknown 
unknown 
unknown 
does not exist 
exists 
unknown 
unknown 
unknown 
exists 
unknown 
simple argument 
Fig. 2.1 
quadratic residues 
Example 2.6 
quadratic residues 
quadratic residues 
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Proof. Use the GH(12; Z,) given by Theorem 3.7 and the GH(3; Z,) given by 
Corollary 3.3 in Theorem 3.9. •i 
4. On the existence of GBRDF(n, n, n; G) 
In this section, we establish some conditions which are necessary for the 
existence of a GBRDF(n, n, n; G). The lemma. 
of [9]. 
Lemma 4.1. Let p and q be distinct primes. 
element z E R(Z,), where R = GF(q), such that 
zz* = 0; 
then the order of q modulo p is odd. 
below, is similar to Theorem 4.1 
Suppose there exists a nonzero 
(4.1) 
Proof. Suppose the order of q modulo p is even; then there exists an integer k 
such that qk = -1 (modulo p). Now we may write z = Cr:i A$, some ili E 
GF(q); so zq* = C &(x~‘)~ = C &x-’ (since qk = -1 (modulo p)), and hence 
zq’=z* (4.2) 
But, then, using equation (4.1), 
z = ZP = z+l(zz*) = 0. 
This contradicts the hypothesis that z # 0. 0 
Theorem 4.2. Suppose there exists a GBRDF(n, n, n; G) module H, where H is 
written multiplicatively ; then there exists an element z E Z(H x G) such that 
zz* = a(H-e)xG+ne. (4.3) 
Further, suppose that for some prime p there exists an epimorphism T/J : G+ Z,, 
and suppose q # p is a prime dividing the square feet part of n ; then the order of q 
modulo p is odd. 
Proof. By Lemma 2.7, there exists a map 4 : CeHx,+ Z(H x G) such that 
(~s)(~s-‘)=~(A(S.S))=~(H-e)xG+ne. 
Hence the element z = CseSs satisfies equation (4.3). 
Now we prove the second part of the theorem. Let I/J, p and q be as defined in 
the theorem, and let n : Z(H x G)+ Z(Z,,) be the projection 
Jr ( c 
(x,Y)EHxG 
k&~ Y)) = c (c ~W)W(Y). 
ysG xsH 
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Applying a to equation (4.3) gives an element r E Z(Z,) such that 
rr* = 14 (n - l)Z, + ne. 
P 
Now let R denote GF(q), and let r: Z(Z,)+ R(Z,) be such that 
(4.4) 
p-1 t ( > 
p-1 
2 A$’ = 2 {Ai}Xip 
i=l i=O 
where {A} is the residue class of k modulo q. Then Z(T) = 0 if and only if q 
divides iii for all i = 0, 1, . . . , p - 1. Also let t be the largest nonnegative integer 
such that q1 divides iii for all i = 0, 1, . . . , p - 1. It follows that z(r/q’) # 0. Now 
q divides the squarefree part of n; so q must divide n an odd number of times. 
But 
and q divides the integer nlpq2’. So there exists a nonzero element z E R(Z,) 
such that zz* = 0. Hence, by Lemma 4.1, the order of q modulo p is odd. 0 
When n is odd, Theorem 4.2 is no stronger than Theorem 5.1 of [9]. However, 
the latter only applies to odd n, while the former has effect when n is even. We 
note for example that a GH(6; 2,) exists, while Theorem 4.2 rules out the 
existence of a group developed GH(6; Z,). 
Theorem 4.2 only applies to the squarefree part of n; so, if n is a square, the 
theorem has no effect. We note that Theorem 3.1 demonstrates that, in general, 
n need not be a square. However, the next result shows that, when p = 2, n must 
be a square. 
Corollary 4.3. Let G be a group such that there exists an epimorphism + : G+ Z2, 
and suppose there exists a GBRDF(n, n, n; G); then n must be a square. This 
result applies to any group of order g = 2 (modulo 4) and to any abelian group of 
even order. 
Proof. Consider the first part of the theorem. Theorem 4.2 applies with p = 2; so, 
by equation (4.4), there exists an element z E Z(Z,) such that 
zz* = (n(n - 1)/2)Z, + ne. (4.5) 
But, setting z = &e + &a and equating coefficients in equation (4.5) yields 
A, = k$(n f fi) and A, = ki(n F fi). 
Indeed, fi = *:(A, - A,); so n must be a square. 
We now discuss the last part of the theorem. If G has order g = 2 (modulo 4), 
then by 6.2.11 of [23], there is an epimorphism from G to Z2, and the theorem 
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applies. When G is abelian of even order it decomposes into a direct sum of cyclic 
groups, and at least one of these will have even order. Hence, in this case too, 
there will be an epimorphism from G to Z2, and again the theorem will 
apply. 0 
This result implies that the range of the variable q in Theorem 3.1 cannot be 
expanded to include powers of 2, and that Theorem 3.5, since it applies to all 
prime powers, cannot be extended to give GBRDF(q’, qf, q’; G) when t is odd. 
We conclude this section by tabulating, in Table 2, the impact of the results in 
this paper on the existence question for GBRDF(n, n, n; EA(q)) modulo EA(n) 
when q is a prime power and n s 50. The reader is reminded that no GH(n; G) is 
known over any group of non prime power order. 
4.4. Notes on Table 2. The following notes apply to the entries of Table 2: 
(i) numbers contained in brackets refer to results in this paper; 
(ii) the entries in the third and fourth columns are marked with one of the 
superscripts E, N or U; these depend on what Table 1 of [12] says about the 
existence of the corresponding GH(n; EA(q)): ‘E’ indicates a design exists, ‘N’ 
indicates that the design cannot exist, and ‘U’ indicates the existence question is 
undecided. 
5. Generalised weighing matrices developed modulo a group 
In this section, we give a generalisation of Theorem 4.2 which applies to a 
much wider class of matrices. The generalisation indicates that a careful 
examination of equation (4.3) may lead to further non-existence results for 
GBRDF(n, n, n; G). 
For a formal definition of a generalised weighing matrix, written GW(n, k; G) 
see [9]. Informally, a GW(V, k; G) matrix is a u x v (0, G)-matrix with k nonzero 
entries per row and column which is orthogonal over Z(G). 
Theorem 5.1. Suppose there exists a GW(v, k; G) which is developed from the 
multiset S E CeHxC modulo H. Then there exists an element u E Z(H), with 
augmentation image e(o) = k(k - 1)/g, and an element z E Z(H X G) such that, 
over Z(H x G), 
zz* = aG + ke. (5.1) 
Indeed, if X is a BGW(n, k, A; G), then o = (A/g)(H - e). Furthermore, suppose 
there exists an epimorphism q : G + Z,, where p is prime, then : 
(i) ifp = 2, then k is a square; and 
(ii) if p is odd, th en f or any prime q # p dividing the squarefree part of k, the 
order of q modulo p is odd. 
Table 2 
Existence of group developed GH(n; EA(q)) for n =S 50 
Order of group (q) 
Order 
of 
matrix (n) Exist 
Decided 
Do not exist 
Undecided Number of Number of 
unresolved possible 
group orders group orders 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
1.5 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
3 (3.1) 
2 (3.5) 
5 (3.1) 
7 (3.1) 
9 (3.1) 
ll(3.1) 
3 (3.10) 
13 (3.1) 
4 (3.5) 
17 (3.1) 
19 (3.1) 
23 (3.1) 
25 (3.1) 
27 (3.1) 
29 (3.1) 
31(3.1) 
2 (3.7) 3 (3.10) 
37 (3.1) 
41(3.1) 
43 (3.1) 
47 (3.1) 
49 (3.1) 
2E (4.3) 
4 
2N (4.3), 3E (4.2) 
2E (4.3) 
2E (4.3) 
2E (4.3) 
2N (4.3) 
3E, 5N (4.2) 
7E 
8E, 16E 
2N (4.3) 3” (4.2) 
2E (4.3) 
7N (4.2) 
2N (4.3) llE (4.2) 
5E 
3u 
2E (4.3) 3E (4.2) 
2N (4.3) 13E (4.2) 
2E (4.3) 7E 
2N (4.3) 3E, 5” (4.2) 
2E (4.3) 
3N (4.2) 
2N (4.3) 17E (4.2) 
5N, 7N (4.2) 
11U 
4”, 9E 
2N (4.3) 19E (4.2) 
3”, 13” 
2E (4.3) 5” (4.2) 
2N (4.3) 3”, 7” (4.2) 
2E (4.3) 11E 
3N (4.2) 5” 
2N (4.3) 23E 
2E (4.3) 3E 
2N (4.3) 5E (4.2) 
1 
1 
2 
1 
2 
1 
3 
2 
2 
1 
3 
1 
1 2 
2 
2 4 
1 
3 
1 
1 3 
1 2 
2 
1 
2 
1 
2 
1 
1 3 
1 
3 
1 
5 
1 2 
2 
2 
2 4 
1 
2 
2 2 
4 
1 
3 
1 
1 3 
1 3 
1 2 
1 
1 5 
1 
3 
15 108 
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Proof. To prove parts (i) and (ii), it is sufficient to show that there exists an 
element z E Z(Z,) such that 
zz* = k (k - l)Z, + ke. 
P 
(5.4 
Then, because equation (5.2) is the same as equations (4.4) and (4..5), when 
p = 2, with n = k, h t e arguments in the proofs of Theorem 4.2 and Corollary 4.3 
are enough to complete the proof. 
We now prove equation (5.1). Let z = @(S), then, by the definition of a 
GW-matrix, 
ZZ* = @(S)+(S)* = #(A(& 5)) by equation (2.2) 
= c ( c x_,,&A~~,+,)y by Lemma 2.4 
ysH weH 
= yrzcrl (~,G)Y + ke, 
where Ay E Z. Now take o = CyEH-{e) il,y. We note that X is a BGW(n, k, )L; G) 
if and only if A.,, = A/g for all y #e, y E H. This proves the existence of z and u 
satisfying equation (5.1). We now evaluate c(o). Recall the augmentation map 
(see Definition 2.6) is a ring homomorphism. We consider the quantity E(zz*). 
Observe that, because S has k elements, 
E(ZZ*) = E(z)E(z*) = E(Z)’ = k’. 
Hence 
k2 = E(ZZ*) = s(aG) + &(ke) 
= &(a)&(G) + &(ke) 
= ge(a) + k. 
So E(O) = k(k - 1)/g as required. Finally, the map JC, which was defined in the 
proof of Theorem 4.2, can be applied to both sides of equation (5.1) to give 
equation (5.2). 0 
6. Some connections with error-correcting codes 
We now make some observations relating to coding theory. 
In [l], it is proved that if A(n, d, q) is the number of codewords in a q-ary 
block code of length n and distance d > (q - l)n/q, then 
A(n, d, q) s qdl(qd - n(q - 1)). (6. I) 
Moreover, [21] whenever qd = (q - l)n, 
A@, d, q) s qn. (6.2) 
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Theorem 6.1. Let q be an odd prime power. There exists an error correcting 
((q + 1)/2)-ary code of length n = q and distance d = q - 1 which has q + 1 
codewords; thb code meets the bound (6. l), and if q is prime it is closed under the 
cyclic shift operator. 
Proof. Consider the GH(q; EA(q)) B, say, of Theorem 3.1, and let % be the 
code whose codewords are the rows of B. The code % is a ((q + 1)/2)-ary code of 
length n = q, and distance d = q - 1 which contains q codewords. Each codeword 
contains the identity element once; so adding the codeword with every entry 
equal to the identity gives the required code. If q is prime, then B is cyclic and 
the code is closed under the shift operator. 0 
The argument of Theorem 6.1 can be reversed to give a lower bound for the 
number of elements of G which must be present in a GBRDF(n, n, n; G). 
Suppose that t < q elements of G appear; then one element would appear at most 
n/t times. Hence, using equation (6.1), 
n + 1 sA(n, n(g - 1)/g, t) s t(g - l)/(g - t). 
This simplifies to give 
t 3 g - (g - l)/(s + l), where s = n/g. (6.3) 
It follows that the designs in Theorem 3.1 meet the bound (6.3), and, 
furthermore, if n Z= g(g - l), then every element of G must appear in any 
GBRDF(n, n, n; G). 
A generalised Hadamard matrix may be used to construct an error-correcting 
code which meets the bound (6.2) [21]. N ow assume G = EA(q), the additive 
group of GF(q), and work over GF(q). If the generalised Hadamard matrix used 
to generate the code is normalised, then the sum of the entries in any codeword is 
zero; so these codes have an in-built parity check. But generally these codes are 
not linear and they may have a complicated structure; see for example Fig. I of 
[12]. However, a GBRDF(n, n, n; G) gives a code where any codeword c1 may 
be obtained from any other codeword c2 by (possibly) rearranging the entries of 
c2, and (possibly) adding some fixed field element to each entry of c2; a 
particularly simple structure which should make the code easy to use. Further- 
more, even though the initial matrix is never normalised, the codes obtained from 
them have codewords whose entries sum to a constant (which is often zero). This 
additional property may make these codes suitable for transmission along a line 
with fairly rare bursts of very poor reception: when transmission is good, a 
simple parity check could be used, and when transmission is bad the full distance 
of the code could be used. Here, a receiving device would manage a buffer of 
incoming codewords according to the intensity of parity errors, and switch to and 
from the slower decoding algorithm as the intensity passes above and below a 
threshold value. 
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