We introduce the new concepts of e-distance, e-type mapping with respect to some e-distance and S-complete quasimetric space, and prove minimization theorems, fixed point theorems, and variational principles on an S-complete quasimetric space. We also give some examples of quasimetrics, e-distances, and e-type mapping with respect to some e-distance. Our results extend, improve, and unify many known results due to Caristi, Ekeland,Ćirić, Kada-Suzuki-Takahashi, Ume, and others.
Introduction
Caristi 1 proved a fixed point theorem on complete metric spaces which generalized the Banach contraction principle. Ekeland 2 also obtained a minimization theorem, often called the ε-variational principle for a proper lower semicontinuous function, bounded from below, on complete metric spaces. The two theorems are very useful tools in nonlinear analysis, control theory, economic theory, and global analysis. Later, Takahashi 3 proved the following minimization theorem. Let X be a complete metric space and let f : X → −∞, ∞ be a proper lower semicontinuous function, bounded from below. Suppose that, for each u ∈ X with f u > inf x∈X f x , there exists v ∈ X such that v / u and f v d u, v ≤ f u . Then, there exists x 0 ∈ X such that f x 0 inf x∈X f x . Many authors 3-5 have generalized and extended this minimization theorem in complete metric spaces. In 1996, Kada et al. 4 introduced the concept of w-distance on a metric space as follows. Let X be a metric space with metric d. Then, a function p : X × X → 0, ∞ is called a w-distance on X if the following are satisfied:
We give some examples of quasimetrics, e-distances, and e-type mapping with respect to some e-distance. Example 2.6. Let q : R × R → R be a mapping defined as follows:
Then, clearly q is a quasimetric but not a metric.
Example 2.7. Define a mapping q : R × R → R as follows:
Then, clearly q is a quasimetric but not a metric. Also for each x ∈ R , q x, y is a lower semicontinuous at y in R and for each y ∈ R , q x, y is a lower semicontinuous at x in R .
Example 2.8. Let q be as in Example 2.7. Define mappings S, H : R × R × R → R as follows:
Then, clearly S and H are e-distance on R and H is an e-type mapping on R with respect to S. Also, H is an e-type mapping on R with respect to H.
Example 2.9. Suppose that X R is a metric space with the usual metric. Let q : X × X → R be a mapping such that
Then, clearly, q is a w-distance, but q is neither a quasimetric nor a metric, S and H are edistance on X, and H is an e-type mapping on X with respect to S. 
2.8
Then, clearly S is an e-distance on X, S is an e-type mapping on X with respect to S, and H is an e-type mapping on X with respect to S.
Example 2.12. Let X R be a metric space with the usual metric. Define h : X × X → X and H, S, G : X × X × X → X as follows:
Then, 1 h is neither metric nor quasimetric since h 0, 1 h 0, 2 0 and 1 / 2. Also, h is not w-distance on X. In fact, if h is w-distance on X, then for ε 1, there exists δ > 0 such that h z, x z ≤ δ and h z, y z ≤ δ imply d x, y |x − y| ≤ 1. Putting z δ/2, x 1, and y 4 in the above inequalities, we have 1 ≥ |1 − 4| 3 > 1, which is a contradiction. Thus, h is not w-distance on X.
2 S is an e-distance on X, S is an e-type mapping on X with respect to S, and H is an e-type mapping on X with respect to S; but H is not an e-distance on X since H is not satisfied A3 of Definition 2.2.
3 G is an e-distance on X, G is an e-type mapping on X with respect to G, and G is an e-type mapping on X with respect to S.
X is a quasimetric and S-complete.
Remark 2.13. If X, d is a metric space, then a mapping S generated by d in Example 2.11 is an e-distance and an e-type mapping with respect to S. Thus, for a given metric d on X, we can find an e-distance and an e-type mapping with respect to some e-distance; but there exists a function h in Example 2.12 which is not all of a metric, quasimetric, and w-distance such that mapping S generated by a function h is an e-distance and H generated by a function h is an e-type mapping with respect to S. In this sense, an e-distance and an e-type mapping with respect to some e-distance are proper extension of metric.
The following lemma plays important role to prove minimization theorems, fixed point theorems, and variational inequalities. Lemma 2.14. Let X be a quasimetric space, let S be an e-distance on X, let X be a S-complete, and let H be an e-type mapping on X with respect to S. Suppose that g : X × X → X is a function such that
ii for each x ∈ X, H x, y, g x, y is a lower semicontinuous at y,
Assume that f : X → −∞, ∞ is a proper lower semicontinuous function bounded from below. Suppose that for any u ∈ X with inf x∈X f x < f u , there exists v ∈ X with v / u such that
2.10
Then there exists x 0 ∈ X such that inf x∈X f x f x 0 .
Proof. Suppose inf x∈X f x < f y for every y ∈ X. For each y ∈ X, let
Then, by hypothesis and 2.11 , S y is nonempty for each y ∈ X. From condition i and 2.11 , we obtain
For each y ∈ X, let
Since f is proper, there exists u ∈ X such that f u < ∞. Thus, from 2.12 and 2.13 there exists a sequence {u n } ∞ n 1 in X such that u 1 u, u n 1 ∈ S u n , S u n ⊆ S u and f u n 1 < c u n 1 n 2.14 for all n ∈ N. From 2.11 , 2.13 , and 2.14 , we have
By 2.15 , {f u n } ∞ n 1 is a nonincreasing sequence of real numbers and so it converges. Therefore, from 2.16 , there is some β ∈ R such that
Let n, p, t, and r ∈ N. Then, by condition i and 2.15 , we obtain H u n , u n p , g u n , u n p t ≤ f u n − f u n p t , 2.18 
2.26
From 2.11 , 2.13 , and 2.26 , it follows that u 0 ∈ S u n and hence c u n ≤ f u 0 ∀ n ∈ N.
2.27
Taking the limit in inequality 2.27 when n tends to infinity, we have
From 2.17 , 2.25 , and 2.28 , we have β f u 0 .
2.29
On the other hand, by hypothesis, 2.11 , and 2.23 , we have the following property:
From 2.12 , 2.13 , 2.27 , and 2.30 , we have This is a contradiction from 2.35 . The proof is complete. 
Minimization theorems and its applications

3.1
Then, there exists x 0 ∈ X such that inf x∈X f x f x 0 .
Proof. Let H x, y, z S x, y, z for all x, y, z ∈ X. Then, all conditions of Theorem 3.1 satisfy the suppositions in Lemma 2.14. Therefore, Theorem 3.1 follows from Lemma 2.14. Proof. Let H x, y, z max{p x, y , p x, z } for all x, y, z ∈ X and
for all x, y, z ∈ X and let g x, y y for all x, y ∈ X. Then, X, H, g, and f satisfy the suppositions in Lemma 2.14. Therefore, Corollary 3.2 follows from Lemma 2.14.
The following example shows that Lemma 2.14 is more general than Corollary 3.2.
Example 3.3. Let X, h, H, and S be as in Example 2.12. Define g : X × X → X and f : X → −∞, ∞ as follows:
3.3
It is clear that all of the conditions except inequality in Lemma 2.14 are satisfied. To show that inequality in Lemma 2.14 is satisfied, we need to consider several possible cases as follows.
2 For u ∈ X with 0 < u < 4, there exists v ∈ 0, 3/4 u such that
3.5
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3.6
Hence, for u ∈ X with inf x∈X f x < f u , there exists v ∈ X with v / u such that
that is, inequality in Lemma 2.14 is satisfied. Thus, all of the conditions in Lemma 2.14 are satisfied and therefore, there exists 4 ∈ X such that inf x∈X f x f 4 .
is not all of metric, quasimetric, and w-distance, Corollary 3.2 cannot be applicable. This means that Lemma 2.14 is a proper extension of Corollary 3.2.
The following theorem extend, improve, and unify many known results due to Caristi 1 , Kada et al. 4 , Takahashi 3 , and Ume 5 . Proof. Since f is proper, there exists u ∈ X such that f u < ∞. Let
Then, since f is lower semicontinuous, Y is closed. Hence, Y is S-complete. Let x ∈ Y . Then, since . This is a contradiction. Therefore, T has a fixed point x 0 in Y . Since f x 0 < ∞ and
we have H x 0 , x 0 , g x 0 , x 0 0.
Fixed Point Theory and Applications
We give an example to support Theorem 3.5.
Example 3.6. Let X, g, h, H, and S be as in Example 3.3. Define T : X → X and f : X → −∞, ∞ as follows:
Clearly, f is a proper lower semicontinuous function, bounded from below. Now, we show that inequality in Theorem 3.5 is satisfied. There are several possible cases which we need to consider.
1 For x ∈ X with 0 ≤ Tx 1/2 x ≤ 2, we have
3.13
2 For x ∈ X with 2 < Tx 1/2 x ≤ 4, we have 
3.15
Hence f Tx H x, T x, g x, T x f x for all x ∈ X. Thus, all of the conditions in Theorem 3.5 are satisfied and, therefore, there exists 0 ∈ X such that T 0 0 and H 0, T0, g 0, T0 0. Using methods similar to Theorems 3.1 and 3.5, we have the following corollary. [2] [3] [4] [5] .
