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Abstract
Preprocessing a tree for finding the nearest common ancestor of two nodes is a basic
tool with multiple applications. Quite a few linear-space constant-time solutions are known
and the problem seems to be well-understood. This is however not so clear if we want to
design a labeling scheme. In this model, the structure should be distributed: every node
receives a distinct binary string, called its label, so that given the labels of two nodes (and
no further information about the topology of the tree) we can compute the label of their
nearest common ancestor. The goal is to make the labels as short as possible. Alstrup,
Gavoille, Kaplan, and Rauhe [Theor. Comput. Syst. 37(3):441-456 2004] showed that
O(log n)-bit labels are enough, with a somewhat large constant. More recently, Alstrup,
Halvorsen, and Larsen [SODA 2014] refined this to only 2.772 log n, and provided a lower
bound of 1.008 log n.
We connect the question of designing a labeling scheme for nearest common ancestors
to the existence of a tree, called a minor-universal tree, that contains every tree on n nodes
as a topological minor. Even though it is not clear if a labeling scheme must be based
on such a notion, we argue that all already existing schemes can be reformulated as such.
Further, we show that this notion allows us to easily obtain clean and good bounds on
the length of the labels. As the main upper bound, we show that 2.318 log n-bit labels are
enough. Surprisingly, the notion of a minor-universal tree for binary trees on n nodes has
been already used in a different context by Hrubes et al. [CCC 2010], and Young, Chu, and
Wong [J. ACM 46(3):416-435, 1999] introduced a very closely related (but not equivalent)
notion of a universal tree. On the lower bound side, we show that any minor-universal tree for
trees on n nodes must contain at least Ω(n2.174) nodes. This highlights a natural limitation
for all approaches based on defining a minor-universal tree. Our lower bound technique also
implies that a universal tree in the sense of Young et al. must contain at least Ω(n2.185)
nodes, thus dramatically improves their lower bound of Ω(n log n). We complement the
existential results with a generic transformation that allows us, for any labeling scheme for
nearest common ancestors based on a minor-universal tree, to decrease the query time to
constant, while increasing the length of the labels only by lower order terms.a
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1 Introduction
A labeling scheme assigns a short binary string, called a label, to each node in a network,
so that a function on two nodes (such as distances, adjacency, connectivity, or nearest common
ancestors) can be computed by examining their labels alone. We consider designing such scheme
for finding the nearest common ancestor (NCA) of two nodes in a tree. More formally, given
the labels of two nodes of a rooted tree, we want to compute the label of their nearest common
ancestor (for this definition to make sense, we need to explicitly require that the labels of all
nodes in the same tree are distinct).
Computing nearest common ancestors is one of the basic algorithmic questions that one can
consider for trees. Harel and Tarjan [23] were the first to show how to preprocess a tree using
a linear number of words, so that the nearest common ancestor of any two nodes can be found
in constant time. Since then, quite a few simpler solutions have been found, such as the one
described by Bender and Farach-Colton [12]. See the survey by Alstrup et al. [7] for a more
detailed description of these solutions and related problems.
While constant query time and linear space might seem optimal, some important applications
such as network routing require the structure to be distributed. That is, we might want to
associate some information with every node of the tree, so that the nearest common ancestor of
two nodes can be computed using only their stored information. The goal is to distribute the
information as evenly as possible, which can be formalized by assigning a binary string, called a
label, to every node and minimizing its maximum length. This is then called a labeling scheme
for nearest common ancestors. Labeling schemes for multiple other queries in trees have been
considered, such as distance [4,8,19,20,27], adjacency [5,11,13], ancestry [2,17], or routing [31].
While we focus on trees, such questions make sense and have been considered also for more
general classes of graphs [1–6,8–10,16,17,21,22,26,29]. See [30] for a survey of these results.
Looking at the structure of Bender and Farach-Colton, converting it into a labeling scheme
with short label is not trivial, as we need to avoid using large precomputed tables that seem
essential in their solution. However, Peleg [28] showed how to assign a label consisting of
O(log2 n) bits to every node of a tree on n nodes, so that given the labels of two nodes we can
return the predetermined name of their nearest common ancestor. He also showed that this is
asymptotically optimal. Interestingly, the situation changes quite dramatically if we are allowed
to design the names ourselves. That is, we want to assign a distinct name to every node of a tree,
so that given the names of two nodes we can find the name of their nearest common ancestor
(without any additional knowledge about the structure of the tree). This is closely connected
to the implicit representations of graphs considered by Kannan et al. [25], except that in their
case the query was adjacency. Alstrup et al. [7] showed that, somewhat surprisingly, this is
enough to circumvent the lower bound of Peleg by designing a scheme using labels consisting of
O(log n) bits. They did not calculate the exact constant, but later experimental comparison by
Fischer [16] showed that, even after some tweaking, in the worst case it is around 8. In a later
paper, Alstrup et al. [9] showed an NCA labeling scheme with labels of length 2.772 log n+O(1)1
and proved that any such scheme needs labels of length at least 1.008 log n −O(1). The latter
non-trivially improves an immediate lower bound of log n+ Ω(log log n) obtained from ancestry.
They also presented an improved scheme for binary trees with labels of length 2.585 log n+O(1).
The scheme of Alstrup et al. [9] (and also all previous schemes) is based on the notion of
heavy path decomposition. For every heavy path, we assign a binary code to the root of each
subtree hanging off it. The length of a code should correspond to the size of the subtree, so
that larger subtrees receive shorter codes. Then, the label of a node is the concatenation of
the codes assigned to the subtrees rooted at its light ancestors, where an ancestor is light if
1In this paper, log denotes the logarithm in base 2.
1
it starts a new heavy path. These codes need to be appropriately delimited, which makes the
whole construction (and the analysis) somewhat tedious if one is interested in optimizing the
final bound on the length.
1.1 Our Results
Our main conceptual contribution is connecting labeling schemes for nearest common ancestors
to the notion of minor-universal trees, that we believe to be an elegant approach for obtaining
simple and rather good bounds on the length of the labels, and in fact allows us to obtain
significant improvements. It is well known that some labeling problems have a natural and
clean connection to universal trees, in particular these two views are known to be equivalent for
adjacency [25] (another example is distance [18], where the notion of a universal tree gives a quite
good but not the best possible bound). It appears that no such connection has been explicitly
mentioned in the literature for nearest common ancestors so far. Intuitively, a minor-universal
tree for trees on n nodes, denoted Un, is a rooted tree, such that the nodes of any rooted tree
T on n nodes can be mapped to the nodes of Un as to preserve the NCA relationship. More
formally, T should be a topological minor of Un, meaning that Un should contain a subdivision
of T as a subgraph, or in other words there should exists a mapping f : T → Un such that
f(NCA(u, v)) = NCA(f(u), f(v)) for any u, v ∈ T . This immediately implies a labeling scheme
for nearest common ancestors with labels of length log |Un|, as we can choose the label of a node
u ∈ T to be the identifier of the node of Un it gets mapped to (in a fixed mapping), so small Un
implies short labels. In this case, it is not clear if a reverse connection holds. Nevertheless, all
previously considered labeling schemes for nearest common ancestors that we are aware of can
be recast in this framework.
The notion of a minor-universal tree has been independently considered before in different
contexts. Hrubes et al. [24] use it to solve a certain problem in computational complexity, and
construct a minor-universal tree of size n4 for all ordered binary trees on n nodes (we briefly
discuss how our results relate to ordered trees in Appendix A). Young et al. [32] introduce a
related (but not equivalent) notion of a universal tree, where instead of a topological minor
we are interested in minors that preserve the depth modulo 2, to study a certain question on
boolean functions, and construct such universal tree of size O(n2.376) for all trees on n nodes.
Our technical contributions are summarized in Table 1. The upper bounds are presented in
Section 3 and should be compared with the labeling schemes of Alstrup et al. [9], that imply
a minor-universal tree of size O(n2.585) for binary trees, and O(n2.772) for general (without
restricting the degrees) trees, and O(n2.585), and the explicit construction of a minor-universal
tree of size O(n4) for binary trees given by Hrubes et al. [24]. The lower bounds are described in
Section 4. We are aware of no previously existing lower bounds on the size of a minor-universal
tree, but in Appendix B we show that our technique implies a lower bound of Ω(n2.185) on the
size of a universal tree in the sense of Young et al. [32], which dramatically improves their lower
bound of Ω(n log n).
The drawback of our approach is that a labeling scheme obtained through a minor-universal
tree is not necessarily effective, as computing the label of the nearest common ancestor might
Trees Lower bound Upper bound
Binary O(n1.728) Ω(n1.894)
General O(n2.174) Ω(n2.318)
Figure 1: Summary of the new bounds on the size of minor-universal trees.
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require inspecting the (large) minor-universal tree. However, in Section 5 we show that this
is, in fact, not an issue at all: any labeling scheme for nearest common ancestors based on a
minor-universal tree with labels of length c log n can be converted into a scheme with labels
of length c log n + o(log n) and constant query time. This further strengthens our claim that
minor-universal trees are the right approach for obtaining a clean bound on the size of the labels,
at least from the theoretical perspective (of course, in practice the o(log n) term might be very
large).
1.2 Our Techniques
Our construction of a minor-universal tree for binary trees is recursive and based on a general-
ization of the heavy path decomposition. In the standard heavy path decomposition of a tree T ,
the top heavy path starts at the root and iteratively descends to the child corresponding to the
largest subtree. Depending on the version, this either stops at a leaf, or at a node corresponding
to a subtree of size less than |T |/2. After some thought, a natural idea is to introduce a param-
eter α and stop after reaching a node corresponding to a subtree of size less than α · |T |. This is
due to a certain imbalance between the subtrees rooted at the children of the node where we stop
and all subtrees hanging off the top heavy path. Our minor-universal tree for binary trees on n
nodes consists of a long path to which the top heavy path of any T consisting of n nodes can
be mapped, and recursively defined smaller minor-universal trees for binary trees of appropriate
sizes attached to the nodes of the long path. Hrubes et al. [24] also follow the same high-level
idea, but work with the path leading to a centroid node. In their construction, there is only one
minor-universal tree for binary trees on 2/3n nodes attached to the last node of the path. We
attach two of them: one for binary trees on α · n nodes and one for binary trees on n/2 nodes.
We choose the minor-universal trees attached to the other nodes of the long path using the same
reasoning as Hrubes et al. [24] (which is closely connected to designing an alphabetical code with
codewords of given lengths used in many labeling papers, see for example [31]), except that
we can use a stronger bound on the total size of all subtrees hanging off the top path and not
attached to its last node than the one obtained from the properties of a centroid node. Finally,
we choose α as to optimize the whole construction. Very similar reasoning, that is, designing
a decomposition strategy by choosing the top heavy path with a cut-off parameter α and then
choosing α as to minimize the total size, has been also used by Young et al. [32], except that
their definition of a universal tree is not the same as our minor-universal tree and they do not
explicitly phrase their reasoning in terms of a heavy path decomposition, which makes it less
clear.
To construct a minor-universal tree for general trees on n nodes we need to somehow deal
with nodes of large degree. We observe that essentially the same construction works if we use
the following standard observation: if we sort the children of the root of T by the size of their
subtrees, then the subtree rooted at the i-th child is of size at most |T |/i.
To show a lower bound on the size of a minor-universal tree for binary trees on n leaves, we
also apply a recursive reasoning. The main idea is to consider s-caterpillars, which are binary
trees on s leaves and s− 1 inner nodes. For every node u in the minor-universal tree we find the
largest s, such that an s-caterpillar can be mapped to the subtree rooted at u. Then, we use the
inductive assumption to argue that there must be many such nodes, because we can take any
binary tree on bn/sc leaves and replace each of its leaves by an s-caterpillar. For general trees,
we consider slightly more complex gadgets, and in both cases need some careful calculations.
To show that any labeling scheme based on a minor-universal tree can be converted into
a labeling scheme with roughly the same label length and constant decoding time, we use a
recursive tree decomposition similar to the one used by Thorup and Zwick [31], and tabulate all
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possible queries for tiny trees.
2 Preliminaries
We consider rooted trees, and we think that every edge is directed from a parent to its child.
Unless mentioned otherwise, the trees are unordered, that is, the relative order of the children is
not important. NCA(u, v) denotes the nearest common ancestor of u and v in the tree. deg(u)
denotes the degree (number of children) of u. A tree is binary if every node has at most two
children. For a rooted tree T , |T | denotes its size, that is, the number of nodes. In most cases,
this will be denoted by n. The whole subtree rooted at node u ∈ T is denoted by T u. If we say
that T ′ is a subtree of T , we mean that T ′ = T u for some u ∈ T , and if we say that T ′ is a
subgraph of T , we mean that T ′ can be obtained from T by removing edges and nodes.
If s is a binary string, |s| denotes its length, and we write s <lex t when s is lexicographically
less than t.  is the empty string.
Let T be a family of rooted trees. An NCA labeling scheme for T consists of an encoder and
a decoder. The encoder takes a tree T ∈ T and assigns a distinct label (a binary string) `(u) to
every node u ∈ T . The decoder receives labels `(u) and `(v), such that u, v ∈ T for some T ∈ T ,
and should return `(NCA(u, v)). Note that the decoder is not aware of T and only knows that u
and v come from the same tree belonging to T . We are interested in minimizing the maximum
length of a label, that is, maxT∈T maxu∈T |`(u)|.
3 NCA Labeling Schemes and Minor-Universal Trees
We obtain an NCA labeling scheme for a class T of rooted trees by defining a minor-universal
tree T for T . T should be a rooted tree with the property that, for any T ′ ∈ T , T ′ is a topological
minor of T , meaning that a subdivision of T ′ is a subgraph of T . In other words, it should be
possible to map the nodes of T ′ to the nodes of T as to preserve the NCA relationship: there
should exist a mapping f : T ′ → T such that f(NCA(u, v)) = NCA(f(u), f(v)) for any u, v ∈ T ′.
We will define a minor-universal tree for trees on n nodes, denoted by Un, and a minor-universal
tree for binary trees on n nodes, denoted by Bn. Note that Bn does no have to be binary.
A minor-universal tree Un (or Bn) can be directly translated into an NCA labeling scheme
as follows. Take a rooted tree T on n nodes. By assumption, there exists a mapping f : T → Un
such that f(NCA(u, v)) = NCA(f(u), f(v)) for any u, v ∈ T (if there are multiple such mappings,
we fix one). Then, we define an NCA labeling scheme by choosing, for every u ∈ T , the label
`(u) to be the (binary) identifier of f(u) in Un. The maximum length of a label in the obtained
scheme is dlog |Un|e. In the remaining part of this section we thus focus on defining small
minor-universal trees Bn and Un.
3.1 Binary Trees
Before presenting a formal definition of Bn, we explain the intuition.
Consider a binary rooted tree T . We first explain the (standard) notion of heavy path
decomposition. For every non-leaf u ∈ T , we choose the edge leading to its child v, such that
|T v| is the largest (breaking ties arbitrarily). We call v the heavy child of u. This decomposes
the nodes of T into node-disjoint heavy paths. The topmost node of a heavy path is called its
head. All existing NCA labeling schemes are based on some version of this notion and assigning
variable length codes to the roots of all subtrees hanging off the heavy path, so that larger
subtrees receive shorter codes. Then, the label of a node is obtained by concatenating the codes
of all of its light ancestors, or in other words ancestors that are heads of their heavy paths.
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Ba(1)−1
Ba(2)−1
Bbn−12 c
. . .
Bbα·nc
Ba(k)−1
Figure 2: A schematic illustration for the recursive construction of Bn.
There are multiple possibilities for how to define the codes (and how to concatenate them while
making sure that the output can be decoded). Constructing such a code is closely connected
to the following lemma used by Hrubes et al. [24] to define a minor-universal tree for ordered
binary trees. The lemma can be also extracted (with some effort, as it is somewhat implicit)
from the construction of Young et al. [32].
Lemma 1 (see Lemma 8 of [24]). Let aN be a sequence recursively defined as follows: a1 = (1),
and aN = abN/2c ⊕ (N) ⊕ abN/2c, where ⊕ denotes concatenation. Then, for any sequence
b = (b(1), b(2), . . . , b(k)) consisting of positive integers summing up to at most N , there exists a
subsequence a′ of aN that dominates b, meaning that the i-th element of a′ is at least as large as
the i-th element of b, for every i = 1, 2, . . . , k.
The sequence defined in Lemma 1 contains 1 copy of N , 2 copies of bN/2c, 4 copies of bN/4c,
and so on. In other words, there are 2i copies of bN/2ic, for every i = 0, 1, . . . , blogNc there.
To present our construction of a minor-universal binary tree we need to modify the notion of
heavy path decomposition. Let α ∈ (1/2, 1) be a parameter to be fixed later. We define α-heavy
path decomposition as follows. Let T be a rooted tree. We start at the root of T and, as long as
possible, keep descending to the (unique) child v of the current node u, such that |T v| ≥ α · |T |.
This defines the top α-heavy path. Then, we recursively decompose every subtree hanging off
the top α-heavy path.
Now we are ready to present our construction of the minor-universal binary tree Bn, that
immediately implies an improved nearest common ancestors labeling scheme for binary trees on
n nodes as explained in the introduction. B0 is the empty tree and B1 consists of a single node.
For n ≥ 2 the construction is recursive. We invoke Lemma 1 with N = b(1 − α)nc to obtain a
sequence ab(1−α)nc = (a(1), a(2), . . . , a(k)). Then, Bn consists of a path u1 − u2 − . . . − uk+1.
We attach a copy of Ba(i)−1 to every ui, for i = 1, 2, . . . , k. Additionally, we attach a copy of
Bbα·nc and Bb(n−1)/2c to uk+1. See Figure 2. Note that a(i) − 1 < n, bα · nc < n for α < 1,
and b(n − 1)/2c < n, so this is indeed a valid recursive definition. We claim that Bn is a
minor-universal tree for all binary trees on n nodes.
Lemma 2. For any binary tree T on n nodes, Bn contains a subgraph isomorphic to a subdivision
of T .
Proof. We prove the lemma by induction on n.
Consider a binary tree T on n ≥ 2 nodes and let v1 − v2 − . . . − vs be the path starting at
the root in the α-heavy path decomposition of T . Then, |T vs | ≥ α ·n, but for every child u of vs
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we have that |T u| < α · n. Consequently, the total size of all subtrees hanging off the path and
attached to v1, v2, . . . , vs−1, increased by s−1, is at most (1−α)n. Also, denoting by u1 and u2 the
children of vs and ordering them so that |T u1 | ≥ |T u2 |, we have |T u1 | < α·n and |T u2 | ≤ (n−1)/2
(we assume that vs has two children, otherwise we can think that the missing children are of
size 0). Then, by the inductive assumption, a subdivision of T u1 is a subgraph of Bbα·nc, and
a subdivision of T u2 is a subgraph of Bb(n−1)/2c. Further, denoting by b(i) − 1 the size of the
subtree hanging off the path and attached to vi, we have
∑s−1
i=1 b(i) ≤ m, where m = b(1−α)nc,
and every b(i) is positive, so b is dominated by a subsequence of am = (a(1), a(2), . . . , a(k)). This
means that we can find indices 1 ≤ j(1) < j(2) < . . . < j(s − 1) ≤ k, such that b(i) ≤ a(j(i)),
for every i = 1, 2, . . . , s− 1. But then a subdivision of the subtree hanging off the path attached
to vi is a subgraph of Ba(j(i))−1 attached to uj(i) in Bn. Together, all these observations imply
that a subdivision of the whole T is a subgraph of Bn.
Finally, we analyze the size of Bn. Because Bn consists of a copy of Bbα·nc, a copy of
Bb(n−1)/2c, and 2i copies of Bb(1−α)n/2ic−1 attached to the path, for every i = 0, 1, . . . , blog(1−
α)nc, we have the following recurrence:
|Bn| = 1 + |Bbα·nc|+ |Bb(n−1)/2c|+
blog(1−α)nc∑
i=0
2i · (1 + |Bb(1−α)n/2ic−1|)
We want to inductively prove that |Bn| ≤ nc, for some (hopefully small) constant c > 1. To
this end, we introduce a function b(x) = xc that is defined for any real x, and try to show that
|Bn| ≤ b(n) by induction on n. Using the inductive assumption, 1 + |Bm| ≤ b(m+ 1) holds for
any m < n by applying the Bernoulli’s inequality and checking m = 0 separately. We would
also like to use 1 + |Bb(n−1)/2c| ≤ b(n/2) for n ≥ 2, which requires additionally verifying that
1+kc ≤ (k+1/2)c for any k ≥ 1. For c > 1.71, this holds for k ≥ 2 by the Bernoulli’s inequality
and can be checked for k = 1 separately. These inequalities allow us to upper bound |Bn| as
follows:
|Bn| ≤ b(α · n) + b(n/2) +
∑
i≥0
2i · b((1− α)n/2i)
To conclude that indeed |Bn| ≤ b(n), it suffices that the following inequality holds:
αc + (1/2)c +
∑
i≥0
2i((1− α)/2i)c ≤ 1
αc + (1/2)c + (1− α)c
∑
i≥0
(1/2c−1)i ≤ 1
αc + (1− α)c · 2c−1/(2c−1 − 1) ≤ 1− (1/2)c
Minimizing f(x) = xc + (1 − x)c · 2c−1/(2c−1 − 1) we obtain x = A/(1 + A), where A =
(2c−1/(2c−1−1))1/(c−1). Thus, it is enough that (A/(1+A))c+(1/A)c·2c−1/(2c−1−1) ≤ 1−(1/2)c.
This can be solved numerically for the smallest possible c and verified to hold for c = 1.894 by
choosing A = 2.372 and α = 0.704.
3.2 General Trees
To generalize the construction to non-binary trees, we use the same notion of α-heavy path
decomposition. Again, we invoke Lemma 1 with N = (1−α)n to obtain a sequence ab(1−α)nc =
(a(1), a(2), . . . , a(k)). Un consists of a path u1 − u2 − . . . − uk+1. For every i = 1, 2, . . . , k, we
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Ubn−1
2
c
. . .
Ubα·nc Ubn−1
3
c
. . .
Ua(k)−1 Uba(k)/2c
. . .
Ua(1)−1 Uba(1)/2c
. . .
Ua(2)−1 Uba(2)/2c
. . .
Figure 3: A schematic illustration for the recursive construction of Un.
attach a copy of Ua(i)−1 and, for every j ≥ 2, a copy of Uba(i)/jc to ui. Additionally, we attach
a copy of Ubα·nc to uk+1 and also, for every j ≥ 2, a copy of Ub(n−1)/jc. See Figure 3. We claim
that Un is indeed a minor-universal tree for all trees on n nodes.
Lemma 3. For any tree T on n nodes, Un contains a subgraph isomorphic to a subdivision of
T .
Proof. The proof is very similar to the proof of Lemma 2.
Consider a tree T on n nodes and let v1 − v2 − . . . − vs be the path starting at the root
in the α-heavy path decomposition of T . Again, the total size of all subtrees hanging off the
path and attached to v1, v2, . . . , vs−1, increased by s− 1, is less than (1− α)n, and if we denote
by u1, u2, u3, . . . the children of vs and order them so that |T u1 | ≥ |T u2 | ≥ |T u3 | ≥ . . . then
|T u1 | < α · n and |T uj | ≤ (n − 1)/j for every j ≥ 2. Then, a subdivision of T u1 is a subgraph
of Ubα·nc, and a subdivision of T uj is a subgraph of Ub(n−1)/jc, for every j = 2, 3, . . .. Denoting
by b(i) − 1 the total size of all subtrees hanging off the path and attached to vi, we can find
indices 1 ≤ j(1) < j(2) < . . . < j(s − 1), such that b(i) ≤ a(j(i)), for every i = 1, 2, . . . , s − 1,
where ab(1−α)nc = (a(1), a(2), . . . , a(k)). Let v(i, 1), v(i, 2), . . . be the children of vi ordered so
that |T v(i,1)| ≥ |T v(i,2)| ≥ . . .. Then a subdivision of T v(i,1) is a subgraph of Ua(j(i))−1 attached
to uj(i) in Un and, for every k ≥ 2, a subdivision of T v(i,k) is a subgraph of Uba(j(i))/kc attached
to the same uj(i) in Un. This all imply that a subdivision of the whole T is a subgraph of Un.
To analyze the size of Un, observe that |Un| can be bounded by
1 + |Ubα·nc|+
n−1∑
i=2
|Ub(n−1)/ic|+
blog(1−α)nc∑
i=0
2i · (1 + |Ub(1−α)n/2ic−1|+
b(1−α)n/2ic∑
j=2
|Ub(1−α)n/(2i·j)c|)
We want to inductively prove that |Un| ≤ s(n), where s(n) = nc, for some constant c > 1. By
the same reasoning as the one used to bound |Bn|:
|Un| ≤ s(α · n) +
∑
i≥2
s(n/i) +
∑
i≥0
2i
∑
j≥1
s((1− α)n/(2i · j))
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For the inductive step to hold, it suffices that:
αc +
∑
i≥2
(1/i)c +
∑
i≥0
2i
∑
j≥1
((1− α)/(2i · j))c ≤ 1
αc +
∑
i≥1
(1/i)c +
∑
i≥0
2i((1− α)/2i)c · ζ(c) ≤ 2
αc + (1− α)c · ζ(c)2c−1/(2c−1 − 1) ≤ 2− ζ(c)
where ζ(c) =
∑∞
i=1 1/i
c is the standard Riemann zeta function. Recall that our goal is to make
c as small as possible, and we can adjust α. By approximating ζ(c), we can verify that, after
choosing α = 0.659, the above inequality holds for c = 2.318.
4 Lower Bound for Minor-Universal Trees
In this section, we develop a lower bound on the number of nodes in a minor-universal tree for
binary trees on n nodes, and a minor-universal tree for general trees on n nodes. In both cases,
it is convenient to lower bound the number of leaves in a tree, that contains as a subgraph a
subdivision of any binary tree (or a general tree) T , such that T contains n leaves and no degree-
1 nodes. This is denoted by b(n) and u(n), respectively. Because we do not allow degree-1 nodes
in T , it has at most 2n − 1 nodes, thus b(n) is a lower bound on the size of a minor-universal
tree for binary trees on 2n − 1 nodes, and similarly u(n) is a lower bound on the size of a
minor-universal tree for general trees on 2n− 1 nodes.
4.1 Binary Trees
We want to obtain a lower bound on the number of leaves b(n) in a tree, that contains as a
subgraph a subdivision of any binary tree T on n leaves and no degree-1 nodes.
Lemma 4. b(n) ≥ 1 +∑s≥2 b(bn/sc).
Proof. For any s ≥ 2, we define an s-caterpillar to be a binary tree on s leaves and s− 1 inner
nodes creating a path. Consider a tree T , that contains as a subgraph a subdivision of any
binary tree on n leaves and no degree-1 nodes. For a node v ∈ T , let s(v) be the largest s, such
that T v contains a subdivision of an s-caterpillar as a subgraph. We say that such v is on level
s(v). We observe that s(v) has the following properties:
1. For every child u of v, s(u) ≤ s(v).
2. If the degree of v is 1 then, for the unique child u of v, s(u) = s(v).
3. If the degree of v is 2 then, for some child u of v, s(u) = s(v)− 1.
Choose a parameter s ≥ 2 and consider any binary tree on bn/sc leaves and no degree-1
nodes. By replacing all of its leaves by s-caterpillars we obtain a binary tree on at most n leaves
and still no degree-1 nodes. A subdivision of this new binary tree must be a subgraph of T .
The leaves of the original binary tree must be mapped to nodes on level at least s in T . Thus,
by removing all nodes on level smaller than s from T we obtain a tree T ′ that contains as a
subgraph a subdivision of any binary tree on bn/sc leaves and no degree-1 nodes, and so there
are at least b(bn/sc) leaves in T ′. By the properties of s(u), a leaf of T ′ corresponds to a node
u ∈ T on level s (as otherwise u has a child on level at least s), and furthermore the degree of
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u must be at least 2 (as otherwise the only child of u is on the same level). Because the level of
every u ∈ T is unambiguously defined, the total number of degree-2 nodes in T is at least:∑
s≥2
b(bn/sc)
To complete the proof, observe that in any tree the number of leaves is larger than the number
of degree-2 nodes.
We want to extract an explicit lower bound on b(n) from Lemma 4.
Theorem 5. For any c > 1 such that ζ(c) > 2 we have b(n) = Ω(nc).
Proof. We assume that ζ(c) > 2, so
∑∞
s=2(1/s)
c > 1. Then there exists  > 0 and t, such that∑t
s=2(1/s)
c = 1 + .
Now consider a function f(x) = xc. We claim that there exists x0, such that for all x ≥ x0
we have f(bxc) ≥ f(x− 1) ≥ f(x)/(1 + ). This is because of the following transformations:
f(x− 1) ≥ f(x)/(1 + )
(x− 1)c ≥ xc/(1 + )
1− 1/x ≥ 1/(1 + )1/c
where the right side is smaller than 1, so the inequality holds for any sufficiently large x.
We are ready to show that b(n) ≥ a ·nc for some constant a. We proceed by induction on n.
By Lemma 4, we know that b(n) ≥ ∑s≥2 b(bn/sc). By adjusting a, it is enough to show that,
for sufficiently large values of n, b(N) ≥ a ·N c holding for all N < n implies b(n) ≥ a · nc. We
lower bound b(n) as follows:
b(n) >
∑
s≥2
b(bn/sc) ≥
∑
s≥2
a · (bn/sc)c ≥ a
n/x0∑
s=2
(bn/sc)c ≥ a · nc ·
n/x0∑
s=2
(1/s)c/(1 + )
where in the last inequality we used that, as explained in the previous paragraph, (bn/sc)c ≥
(n/s)/(1 + ) for n/s ≥ x0. By restricting n to be so large that n/x0 ≥ t, i.e., n ≥ t · x0, we
further lower bound b(n) as follows:
b(n) ≥ a · nc ·
t∑
s=2
(1/s)c/(1 + ) ≥ a · nc · (1 + )/(1 + ) = a · nc
To apply Theorem 5, we verify with numerical calculation that ζ(1.728) > 2, and so b(n) =
Ω(n1.728).
4.2 General Trees
Now we move to general trees. We want to lower bound the number of leaves u(n) in a tree,
that contains as a subgraph a subdivision of any tree on n leaves and no degree-1 nodes.
We start with lower bounding the number of nodes of degree at least d in such a tree, denoted
u≥(n, d). Similarly, u(n, d) denotes the number of nodes of degree exactly d.
Lemma 6. For any d ≥ 2, we have u≥(n, d) ≥
∑
s≥2 u(bn/((s− 1)(d− 1) + 1)c).
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Proof. Fix d ≥ 2. For any s ≥ 2, we define an (s, d)-caterpillar to consist of path of length s−1,
where we connect d− 1 leaves to every node except for the last, where we connect d leaves. The
total number of leaves in an (s, d)-caterpillar is hence (s− 1)(d− 1) + 1. Consider a tree T , that
contains as a subgraph a subdivision of any tree on n nodes and no degree-1 nodes. For any
node v ∈ T , let s(v) be the largest s, such that T v contains a subdivision of an (s, d)-caterpillar
as a subgraph. This is a direct generalization of the definition used in the proof of Lemma 4,
and so similar properties hold:
1. For every child u of v, s(u) ≤ s(v).
2. If the degree of v is less than d then, for some child u of v, s(u) = s(v).
3. If the degree of v is at least d then, for some child u of v, s(u) = s(v)− 1.
Choose any s ≥ 2 and consider a tree on bn/((s− 1)(d− 1) + 1)c leaves. By replacing all of
its leaves by (s, d)-caterpillars, we obtain a tree on at most n leaves, so subdivision of this new
tree must be a subgraph of T . The leaves of the original tree must be mapped to nodes on level
at least s in T , and by the same reasoning as in the proof of Lemma 4 this implies that there
are at least u(bn/((s − 1)(d − 1) + 1)c) nodes on level s and of degree at least d in T , making
the total number of nodes of degree d or more at least:∑
s≥2
u(bn/((s− 1)(d− 1) + 1)c)
Proposition 7. Let n(d) denote the number of nodes of degree d, then the number of leaves is
1 +
∑
d≥1 n(d) · (d− 1).
Proof. We apply induction on the size of the tree. If the tree consists of only one node, then
the claim holds. Assume that the root is of degree a ≥ 1. Then, by applying the inductive
assumption on every subtree attached to the root and denoting by n′(d) the number of non-root
nodes of degree d, we obtain that the number of leaves is a+
∑
d n
′(d) · (d− 1). Finally, n(d) is
n′(d) if d 6= a, and n(a) = n′(a) + 1, so the number of leaves is in fact:
a+ n′(a) · (a− 1) +
∑
d6=a
n′(d) · (d− 1) = 1 +
∑
d
n(d) · (d− 1)
By combining Proposition 7 with u≥(n, d) = u(n, d)+u≥(n, d+1) and telescoping, we obtain
that the number of leaves is at least:
1 +
∑
d≥2
u(n, d) · (d− 1) = 1 +
∑
d≥2
(u≥(n, d)− u≥(n, d+ 1)) · (d− 1) = 1 +
∑
d≥2
u≥(n, d)
Finally, by substituting Lemma 6 we obtain:
u(n) ≥ 1 +
∑
d≥2
∑
s≥2
u(bn/((s− 1)(d− 1) + 1)c)
Theorem 8. For any c > 1 such that
∑
x,y≥1 1/(x · y + 1)c > 1 we have u(n) = Ω(nc).
Proof. We extend the proof of Theorem 5. From
∑
x,y≥1 1/(x · y+ 1)c > 1 we obtain that there
exists  > 0 and t, such that
∑t
x=1
∑t
y=1 1/(x · y + 1)c = 1 + .
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We know that u(n) ≥∑s,d≥2 u(bn/((s− 1)(d− 1) + 1)c). As in the proof of Theorem 5, we
only need to show that u(n) ≥ a · nc for sufficiently large n. We lower bound u(n):
u(n) ≥
∑
s,d≥2
u(bn/((s− 1)(d− 1) + 1)c)
≥
t∑
x=1
t∑
y=1
a · (bn/(x · y + 1)c)c
≥ a · nc ·
∑
x≥1
n/(x0·x)∑
y=1
(1/(x · y + 1))c/(1 + )
We choose n so large that n/(x0 · t) ≥ t and further lower bound u(n):
u(n) ≥ a · nc ·
t∑
x=1
t∑
y=1
(1/(x · y + 1))c/(1 + )
≥ a · nc · (1 + )/(1 + )
= a · nc
We verify with numerical calculations that
∑
x,y≥1 1/(x · y + 1)2.174 > 1 by computing the
sum
∑1000
x=1
∑1000
y=1 1/(x · y + 1)2.174 and conclude that u(n) = Ω(n2.174).
5 Complexity of the Decoding
In this section we present a generic transformation, that converts our existential results into
labeling schemes with constant query time in the word-RAM model with word size Ω(log n).
Our goal is to show the following statement for any class T of rooted trees closed under taking
topological minors: if, for any n, there exists a minor-universal tree of size nc, then there exists
a labeling scheme with labels consisting of c log n + o(log n) bits, such that given the labels of
two nodes we can compute the label of their nearest common ancestor in constant time. We
focus on general trees, and leave verifying that the same method works for any such T to the
reader.
Before proceeding with the main part of the proof, we need a more refined method of con-
verting a minor-universal tree into a labeling scheme for nearest common ancestors. Intuitively,
we would like some nodes to receive shorter labels. This can be enforced with the following
lemma.
Lemma 9. For any tree T , it is possible to assign a distinct label `(u) to every node u ∈ T ,
such that |`(u)| ≤ 2 + log(|T |/(1 + deg(u))).
Proof. We partition the nodes of T into classes. For every k = 0, 1, . . . , blog(|T |+ 1)c, the k-th
class contains all nodes with degree from [2k−1, 2k+1−1). Observe that the sum of degrees of all
nodes of T is |T |−1, and consequently the k-th class consists of at most (2|T |−1)/2k nodes. Thus,
we can assign a distinct binary code of length dlog((2|T | − 1)/2k)e ≤ 2 + log(|T |/(1 + deg(u)))
as the label of every node u in the k-th class. The length of the code uniquely determines k so
the labels are indeed distinct.
Let b be a parameter to be fixed later. To define the labels of all nodes of a tree T , we
recursively decompose it into smaller trees as follows, similarly to [31]. First, we call a node
u such that |T u| ≥ n/b big, and small otherwise. Let T ′ be the subgraph of T consisting of
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Figure 4: A schematic illustration of a partition by choosing O(b) interesting nodes. Circles
represent big nodes, and filled circles represent interesting big nodes.
all big nodes (notice that if u is big, then so is its parent). Then there are at most b leaves
in T ′, as each of them corresponds to a disjoint subtree of size at least n/b. Therefore, there
are less than b branching nodes of T ′. We call all leaves, all branching nodes, all big children
of branching nodes and, if the root of T ′ has exactly one big child, also the root and its only
big child, interesting. The total number of nodes designated as interesting so far is O(b). We
additionally attach virtual interesting nodes to some interesting nodes as follows. For a big
node u, weight(u) is defined as the total size of all small subtrees attached to it. If u is the
root, a leaf, or a branching node of T ′, then we attach dweight(u)/(n/b)e virtual interesting
nodes as its children. If u is a big child of an interesting node, then there is a unique path
v = v0 − v1 − . . . vs = u from a leaf or a branching node of T ′ to u that do not contain any
other interesting nodes. We attach d∑si=1 weight(vi)/(n/b)e virtual interesting nodes as children
of u. We denote by T c the tree induced by all interesting nodes (including the virtual ones),
meaning that its nodes are all interesting nodes and the parent of a non-root interesting node
is its nearest interesting ancestor in T . Because the sum of weight(u) over all big nodes u is at
most n, the total number of virtual interesting nodes is O(b). Thus, the total number of nodes
in T c is O(b) = a ·b. Further, any interesting node has at most one big non-interesting child. See
Figure 4 for a schematic illustration of such a partition. Every subtree rooted at a small node
such that its parent is big is then decomposed recursively using the same parameter b. Observe
that the depth of the recursion is logb n = log n/ log b.
We are ready to define a query-efficient labeling scheme. The label of every node consists
of O(log n/ log b) variable-length nonempty fields f1, f2, . . . , fs and some shared auxiliary infor-
mation which will be explained later. The fields are simply concatenated together, and hence
also need to separately store |f1|, |f2|, |f3|, . . . , |fs−1|. This is done by extending a standard
construction as explained in Appendix C.
Lemma 10. Any set of at most s integers from [1,M ], such that M = O(log n), can be encoded
with O(s · max{1, log Ms }) bits, so that we can implement the following operations in constant
time:
1. extract the kth integer,
2. find the successor of a given x,
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3. construct the encoding of a new set consisting of the smallest k integers.
The encoding depends only on the stored set (and the values of s and M) and not on how it was
obtained.
Lemma 10 is applied to the set containing all numbers of the form
∑i
j=1 |fj |, for i =
1, 2, . . . , s − 1. Then, given a position in the concatenation we can determine in constant time
which field does it belong to, or find the first position corresponding to a given field. We can
also truncate the concatenation to contain only f1, f2, . . . , fi in constant time.
The i-th step of the recursive decomposition corresponds to three fields f3i−2, f3i−1, f3i,
except that the last step corresponds to between one and two fields. Below we describe how the
fields corresponding to a single step are defined.
Consider a node u ∈ T and let u′ be its nearest interesting ancestor. The first field is the
label of u′ obtained from by applying Lemma 9 on T c. If u = u′ then we are done. Otherwise,
u 6= u′, and we have two possibilities. If u′ is a leaf or a branching node of T ′, the second field
contains a single 0. Otherwise, u′ is a big child of a branching node or the root of T ′, and the
nearest big ancestor of u is some vj on a path v0 − v1 − . . . − vs = u′, where j ∈ {1, 2, . . . , s}
and v0 is a leaf or a branching node of T ′. In such case, we assign binary codes to all nodes
v1, v2, . . . , vs and choose the second field to contain the code `j assigned to node vj . The codes
should have the property that |`j | ≤ 1 + log((
∑s
i=1 weight(vi))/weight(vj)), and furthermore
`1 <lex `2 <lex . . . <lex `s. Such codes can be obtained by the following standard lemma, that
essentially follows by the reasoning from Lemma 1. This is almost identical to Lemma 2.4 in [31]
(or Lemma 4.7 of [9]), except that we prefer the standard lexicographical order.
Lemma 11. Given positive integers b1, b2, . . . , bm and denoting B =
∑m
i=1 bi, we can find
nonempty binary strings s1 <lex s2 <lex . . . <lex sm, such that |si| ≤ 1 + log(B/bi).
Proof. We choose the largest j, such that
∑
i<j bj ≤ bB/2c. We set sj+1 = 1. We recursively
define the binary strings for b1, b2, . . . , bj and prepend 0 to each of them. Then, we recursively
define the binary strings for bj+2, . . . , bm and prepend 1 to each of them. To verify that si ≤
1 + log(B/bi) holds, observe that the sum decreases by a factor of at least 2 in every recursive
call, and the length of the binary strings increases by 1.
Let u′′ be the nearest big ancestor of u. If u = u′′ then we are done. Otherwise, let
v1, v2, . . . , vd be all the small children of u′′. We order them so that |T vi | ≥ |T vi+1 | for i =
1, 2, . . . , d − 1. Then, u belongs to the subtree T vk , for some k ∈ {1, 2, . . . , d}. The third and
final field is simply the binary encoding of k consisting of 1 + blog kc ≤ 1 + log k bits. This
completes the description of the fields appended to the label in a single step of the recursion.
In every step of the recursion, the size of the current tree decreases by at least a factor of
b. If we could guarantee that the total length of all fields appended in a single step is at most
c log(a·b)+o(log b), this would be enough to bound the total length of a label by c log n+o(log n)
as desired. However, it might happen that the fields appended in the same step consist of even
log n bits. We claim that in such case the size of the current tree decreases more significantly,
similarly to the analysis of the labeling scheme for routing given in [31]. The following lemma
captures this property.
Lemma 12. Let t denote the total length of all fields corresponding to a single step of the
recursion, and s = 4 + c log(a · b). Then the size of the current tree decreases by at least a factor
of b · 2max{0,t−s}.
Proof. If only the first field is defined, the claim is trivial, as its length is always at most
s. Observe that a node of degree d must be mapped to a node of degree at least d in the
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minor-universal tree, and consequently by Lemma 9 the length of the first field is at most
2 + c log(a · b) − log(1 + deg(u′)), where u′ is the nearest interesting node. By construction,
there are d∑si=1 weight(vi)/(n/b)e virtual nodes attached to u′, and so log(1 + deg(u′)) ≥
log(
∑s
i=1 weight(vi)/(n/b)). The length of the second field is 1+log((
∑s
i=1 weight(vi))/weight(vj))
(if u′ is a leaf or a branching node of T ′, we define s = 1 and v1 = u′). Finally, the length of the
third field is 1 + log k (or there is no third field). All in all, we have the following:
t− s ≤ − log(
s∑
i=1
weight(vi)/(n/b)) + log((
s∑
i=1
weight(vi))/weight(vj)) + log k
≤ log(n/b)− log(weight(vj)) + log k
= log((n/b)k/weight(vj))
Observe that weight(vj) ≤ n/b, so b · 2max{0,t−s} ≤ b · (n/b)k/weight(vj). Finally, the size of
the current tree changes to at most weight(vj)/k due to the ordering of the children of vj , or in
other words decreases at least by a factor of b · (n/b)k/weight(vj) ≥ b · 2max{0,t−s}.
Now we analyze the total contribution of all steps to the total length of the label. Let ti
be the total length of all fields added in the i-th step, r denote the number of steps, and s be
defined as in Lemma 12. Using c ≥ 1, the total length of a label is then:
r∑
i=1
ti ≤
r∑
i=1
s+ max{0, ti − s} = r(4 + c log a) + c
r∑
i=1
log b+ max{0, ti − s}
Because in every step the size of the current tree decreases at least by a factor of b · 2max{0,ti−s},
the product of such expressions is at most n, and so the total length of a label can be upper
bounded by:
r∑
i=1
ti ≤ log n/ log b · (4 + c log a) + c log n = O(log n/ log b) + c log n
As long as b = ω(1), this is c log n+ o(log n) as required.
We move on to explaining how to implement a query in constant time given the labels of u and
v. By considering the parts containing the concatenated fields, finding the first position where
they differ, and querying the associated rank/select structure, we can determine in constant time
the first field that is different in both labels. This gives us the step of the recursive decomposition,
such that u and v belong to different small subtrees, or at least one of them is a big node (and
thus does not participate in further steps). Observe that the nearest common ancestor of u and
v must a big node. Its label can be found by, essentially, truncating the label of u and v and
possibly appending a label obtained from the non-efficient scheme. We now describe the details
of this procedure.
Let u′ and v′ denote the nearest interesting ancestor of u and v, respectively. We would like
to find the nearest common ancestor w of u′ and v′. Note that, by construction, w must be
an interesting node. Thus, we can use the minor-universal tree to obtain its label. However,
the minor-universal tree does not allow us to answer a query efficiently by itself. Thus, we
preprocess all such queries in a table NCA[x][y], where x and y are labels consisting of at most
2 + c log(a · b) bits, and every entry also consists of at most 2 + c log(a · b) bits (to facilitate
constant-time access, NCA is stored as (2 + c log(a · b))2 separate tables of the same size, one
for each possible combination of |x| and |y|, and every entry is encoded with Elias γ code [15]
and stored in a field of length 2(2 + c log(a · b))). This lookup table is shared between all steps
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of the recursion. Now, if w /∈ {u′, v′} then w is the sought nearest common ancestor. Its label
can be obtained by truncating the label of, say, u, and appending a field storing the label of w
in the minor-universal tree. We also need to update the rank/select structure. This can be also
done by truncating and does not require adding a new integer to the set, because we do not
store the length of the last field explicitly. Hence, the label of w can be obtained in constant
time with the standard word-RAM operations. Otherwise, assume without losing the generality
that w = v′. If w = u′ also holds, then we look at the second field of both labels (if there is
none in one of them then again w is the sought nearest common ancestor). If there are equal
then the nearest big ancestor of u and v is the same, and should be returned as the nearest
common ancestor. Its label can be obtained by truncating the label of either u or v. Otherwise,
recall that w has at most one big child, and so there is a path v0 − v1 − . . . vs = w between two
interesting nodes, such that u belongs to a small subtree attached to some vi and v is in a small
subtree attached to some vj , where i, j ∈ {1, 2, . . . , s}. Because the binary codes assigned to the
nodes of the path preserve the bottom-top order, we can check whether i < j, i = j, or i > j. If
i > j (i < j), then vi (vj) is the sought nearest common ancestor, and its label can be obtained
by truncating the label of u (v). Finally, if i = j, then the nearest common ancestor must be
vi = vj , because we know that u and v do not belong to the same small subtree, and truncate
the label of either u or v.
We analyze the total length of a label. It consists of 1) the concatenated fields, 2) rank/select
structure encoding the lengths of the fields, 3) a lookup table for answering queries in the minor-
universal tree. The total length of all the fields is L = O(log n/ log b) + c log n. The rank/select
structure from Lemma 10 is built for a set of at most log n/ log b integers from [L], and so takes
O(log n/ log b · log(L · log b/ log n)) bits of space. The lookup table uses (a ·b)2c ·2(2+c log(a ·b))3
bits of space, making the total length:
c log n+O(log n · log log b/ log b+ (a · b)2c log3 b)
By setting b = 1/a·(log n)1/(4c) we obtain labels of length c log n+o(log n) and constant decoding
time.
Theorem 13. Consider any class T of rooted trees closed under taking topological minors. If,
for any n, there exists a minor-universal tree of size nc then there exists a labeling scheme for
nearest common ancestors with labels consisting of c log n+o(log n) bits and constant query time.
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A Ordered Trees
Hrubes et al. [24] consider ordered binary trees and construct a minor-universal tree of size
O(n4) for ordered binary trees on n nodes. We modify their construction to obtain a smaller
minor-universal tree for ordered binary trees B′n as described below.
We invoke Lemma 1 withN = b(1−α)nc to obtain a sequence ab(1−α)nc = (a(1), a(2), . . . , a(k)).
Then, B′n consists of a path u1− v1− u2− v2− . . .− uk+1− vk+1−w. For every i = 1, 2, . . . , k,
we attach a copy of B′a(i)−1 as the left child of ui, and we also attach a copy of B
′
a(i)−1 as the
right child of vi. Additionally, we attach a copy of B′bα·nc as the left child of w, and another
copy of B′bα·nc as the right child of w. By a similar argument to the one used to argue that Bn is
a minor-universal tree for all binary trees on n nodes we can show that B′n is a minor-universal
tree for all ordered binary trees on n nodes if α ≥ 0.5. Its size can be bounded as follows:
|B′n| = 1 + 2|B′bα·nc|+ 2
blog(1−α)nc∑
i=0
2i · (1 + |B′b(1−α)n/2ic−1|)
To show that |B′n| ≤ nc it is enough that the following inequality holds:
2αc + (1− α)c · 2c/(2c−1 − 1) ≤ 1
So it is enough that 2(A/(1+A))c+(1/A)c ·2c/(2c−1−1) ≤ 1, where A = (2c−1/(2c−1−1))1/(c−1).
This can be verified to hold for c = 2.331 by choosing A = 1.463 and α = 0.594.
B Universal Trees of Young et al.
To present the definition of a universal tree in the sense of Young et al. [32] we first need to
present their original definition of two operations on trees:
Cutting. Two nodes a and b, such that a is a child of b, are selected. The entire subtree rooted
at a and the edge between a to b are removed.
Contraction. An internal node b, which has parent a and a single child c, is selected. Node b
is removed. If c is internal node, the children of c are made children of a and c is removed.
If c is a leaf, it becomes a child of a.
Then, tree T implements tree T ′ if T ′ can be obtained by applying a sequence of cutting and
contraction operations to T . Finally, T is an n-universal tree if it can implement any tree T ′
with at most n leaves and no degree-1 nodes. Notice that the degrees of the nodes of T ′ are
not bounded in the original definition. However, for our purposes it will be enough to consider
binary trees. We want to prove a lower bound on the number of leaves of an n-universal tree.
We introduce the notion of parity-preserving minor-universal trees. We say that T is a
parity-preserving minor-universal tree for a class T of rooted trees if, for any T ′ ∈ T , the nodes
of T ′ can be mapped to the nodes of T as to preserve the NCA relationship and the parity of
the depth of every node.
Lemma 14. An n-universal tree is a parity-preserving minor-universal tree for binary trees on
n leaves and no degree-1 nodes.
Proof. We first observe that the definition of contraction can be changed as follows:
Contraction. An internal node b, which has parent a and a single child c, is selected. Node b
is removed. The children of c are made children of a and c is removed.
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This is because if c is a leaf, reattaching c to a and removing b is equivalent to cutting c.
Let T be an n-universal tree and consider any binary tree T ′ on n leaves and no degree-1
nodes. By assumption, T implements T ′, so we can obtain T ′ from T by a sequence of cutting
and contraction operations. We claim that if T implements T ′ then the nodes of T ′ can be
mapped to the nodes of T as to preserve the NCA relationship and the parity of the depth
of every node. We prove this by induction on the length of the sequence. If the sequence is
empty, the claim is obvious. Otherwise, assume that T1 is obtained from T by a single cutting
or contraction, and by the inductive assumption the nodes of T ′ can be mapped to the nodes of
T1 as to preserve the NCA relationship and the parity of the depth of every node. For cutting,
the claim is also obvious, as we can use the same mapping. For contraction, we might need to
modify it. Observe that at most one node u ∈ T ′ is mapped to the node a. If there is no such
node, or the degree of u in T ′ is 1, we are done because the parity of the depth of every node
that appears in both T and T1 is the same and the NCA relationship in T restricted to the nodes
that appear in T1 is also identical. Otherwise, let v1 and v2 be the children of u in T ′. v1 (v2)
is mapped to a node in the subtree rooted at a child a1 (a2) of a in T1. If both a1 and a2 are
children of c in T then we modify the mapping so that u is mapped to c in T , and otherwise u
is mapped to the original a in T . Mapping of other nodes of T ′ remains unchanged. It can be
verified that the obtained mapping indeed preserves the NCA relationship and the parity of the
depth of every node. Thus, T is indeed a parity-preserving minor-universal tree for binary trees
on n leaves and no degree-1 nodes.
We need one more definition. Let inner(T ′) be the set of inner nodes of a tree T ′. A tree
T is a parity-constrained minor-universal tree for a class T of rooted trees if, for any T ′ ∈ T
and any assignment c : inner(T ′)→ {0, 1}, the nodes of T ′ can be mapped to the nodes of T as
to preserve the NCA relationship and, for any v ∈ inner(T ′), if c(v) = 0 then v is mapped to a
node at even depth and if c(v) = 1 then v is mapped to a node at odd depth. c is called the
parity constraint.
Lemma 15. A (2n − 1)-universal tree is a parity-constrained minor-universal tree for binary
trees on n leaves and no degree-1 nodes.
Proof. Given a tree T ′ on n leaves and no degree-1 nodes, and an assignment c : inner(T ′) →
{0, 1}, we will construct a tree T ′′ on at most 2n− 1 leaves (and also no degree-1 nodes), such
that if the nodes of T ′′ can be mapped to the nodes of T as to preserve the NCA relationship and
the parity of the depth of every node, then the nodes of T ′ can be mapped to the nodes of T as
to preserve the NCA relationship and respect the parity constraint. Together with Lemma 14,
this proves the lemma.
We transform T ′ into T ′′ as follows. We consider all inner nodes of T ′ in the depth-first
order. Let r be the root of T ′. If c(r) = 1, then we create a new root r′, make r a child of r′,
and attach a new leaf as another child of r′. For a node v with parent u in T ′, if c(u) 6= c(v)
then we do nothing. If c(u) = c(v), then we attach a new child v′ to u, make v a child of v′,
and attach a new leaf as another child of v′. The total number of new leaves created during
the process is at most the number of inner nodes of T ′, so the total number of leaves in T ′′ is
at most 2n − 1. It is easy to see that preserving the parity of the depth of every node of T ′′
implies respecting the parity constraint for the original nodes of T ′, and the NCA relationship
restricted to the original nodes in T ′′ is the same as in T ′.
We are ready to proceed with the main part of the proof. Our goal is to lower bound the
number of leaves b(n) in a parity-constrained minor-universal tree for binary trees on n leaves and
no degree-1 nodes. By Lemma 15, this also implies a lower bound on the number of leaves (and
thus the size) of a universal tree in the sense of Young et al. [32]. Because a parity-constrained
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minor-universal tree is a minor-universal tree, we could simply apply Lemma 4 and conclude
that b(n) = Ω(n1.728). Our goal is to obtain a stronger lower bound by exploiting the parity
constraint.
Lemma 16. b(n) ≥ 1 + 2∑s≥2 b(bn/sc).
Proof. Let T be a parity-constrained minor-universal tree for binary trees on n leaves and no
degree-1 nodes. We choose d ∈ {0, 1} such that at most half of nodes of degree 2 or more in T
is at depth congruent to d modulo 2.
For any s ≥ 2, we define an s-caterpillar and s(v) for any node v ∈ T as in the proof of
Lemma 4, except that now we require that all inner nodes of the s-caterpillar should be mapped
to nodes at depth congruent to d modulo 2. This changes the properties of s(v) as follows:
1. For every child u of v, s(u) ≤ s(v).
2. If the degree of v is 1 then, for the unique child u of v, s(u) = s(v).
3. If the degree of v is at least 2 and the depth of v is not congruent to d modulo 2 then, for
some child u of v, s(u) = s(v).
4. If the degree of v is at least 2 and the depth of v is congruent to d modulo 2 then, for
some child u of v, s(u) = s(v)− 1.
Then, for any s ≥ 2, we consider any binary tree on bn/sc leaves and no degree-1 nodes, and
any choice of the parities for all of its inner nodes. We replace all leaves of the original binary
tree by s-caterpillars and require that their inner nodes are mapped to nodes at depth congruent
to d modulo 2, while for the original inner nodes the required parity remains unchanged. By
assumption, it must be possible to map the nodes of the new binary tree to the nodes of T as
to preserve the NCA relationship and respect the parity constraint. The leaves of the original
binary tree must be mapped to nodes on level at least s in T . As in the proof of Lemma 4, we
obtain a tree T ′ by removing all nodes on level smaller than s from T . From the properties of
s(v) it is clear that every leaf of T ′ is on level exactly s and of degree at least 2. We claim that,
additionally, all leaves of T ′ are at depth congruent to d modulo 2. This is because if a node
v ∈ T is at depth not congruent to d modulo 2 then, for some child u of v, s(u) = s(v), so in
fact v cannot be a leaf in T ′. For any binary tree on bn/sc leaves and no degree-1 nodes and
any choice of the parities for the inner nodes, the nodes of the binary tree can be mapped to
the nodes of T ′ as to preserve the NCA relationship and respect the parity constraint. By lower
bounding the number of leaves in T ′ we thus obtain that the number of degree-2 nodes on level
s and at depth congruent to d modulo 2 in T is at least b(bn/sc). Thus, the total number of
degree-2 nodes at depth congruent to d modulo 2 in T is∑
s≥2
b(bn/sc)
Finally, by the choice of d the total number of degree-2 nodes is at least twice as large, and so
the total number of leaves exceeds
2
∑
s≥2
b(bn/sc)
To extract an explicit lower bound from Lemma 16, we proceed as in Theorem 5. It is
straightforward to verify that the same reasoning can be used to show that, if ζ(c) > 1.5 then
b(n) = Ω(nc). We verify that ζ(2.185) > 1.5, and so b(n) = Ω(n2.185).
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C Missing Proofs
Lemma 10. Any set of at most s integers from [1,M ], such that M = O(log n), can be encoded
with O(s · max{1, log Ms }) bits, so that we can implement the following operations in constant
time:
1. extract the kth integer,
2. find the successor of a given x,
3. construct the encoding of a new set consisting of the smallest k integers.
The encoding depends only on the stored set (and the values of s and M) and not on how it was
obtained.
Proof. The encoding is similar to Lemma 2.2 of [18], except that we cannot use a black box
predecessor structure. Let L = s · max{1, log Ms } and the set consists of x1 < x2 < . . . < xs′ ,
where s′ ≤ s.
We partition the universe [1,M ] into blocks of length b = Ms . The encoding starts with b
encoded with the Elias γ code [15]. Then we store every xi mod b using 2 + log b bits. The
encodings of xi mod b are separated by single 1s. This takes O(log b+s+s log b) = L bits so far.
We need to also store every yi = xi div b. We observe that 0 ≤ y1 ≤ y2 ≤ . . . ys′ ≤ s. Hence, we
can encode them with a bit vector of length at most 2s, which is a concatenation of 0yi−yi−11 for
i = 1, 2, . . . , s′. The bit vector is augmented with a select structure of Clark [14, Chapter 2.2],
which uses o(s) additional bits and allows us to extract the ith bit set to 1 in constant time.
This all takes O(L) bits of space and allows us to decode any xi in constant time by extracting
xi mod b and xi div b.
To find the successor of x, we first compute y = x div b. Then, using the bit vector we can
find in constant time the maximal range of integers xi, xi+1, . . . , xj such xk div b = y for every
k = i, i+ 1, . . . , j. The successor can be then found by finding the successor of x mod b among
xi mod b, xi+1 mod b, . . . , xj mod b and, if there is none, returning xj+1. To find the successor
of x mod b in the range, we use the standard method of repeating the encoding of x mod b
separating by single 0s (j−i+1) times by multiplying with an appropriate constant (that can be
computed with simple arithmetical operations in constant time, assuming that we can multiply
and compute a power of 2 in constant time), and then subtracting the obtained bit vector from
a bit vector containing the encodings of xi mod b, xi+1 mod b, . . . , xj mod b separated by single
1s (that is obtained from the stored encoding with standard bitwise operations). The bit vectors
fit in a constant number of words, and hence all operations can be implemented in constant
time.
Finally, we describe how to truncate the encoding. The only problematic part is that we
have used a black box select structure. Now, we want to truncate the stored bit vector, and this
might change the additional o(s) bits. We need to inspect the internals of the structure.
Recall that the structure of Clark [14, Chapter 2.2] for selecting the kth occurrence of 1
partitions a bit vector of length m into macroblocks by choosing every tth1 such occurrence,
where t1 = logm log logm. We encode every macroblock separately and concatenate their
encodings. Additionally, for every i we store the starting position of the i-th macroblock in the
bit vector and the starting position of its part of the encoding in an array using O(m/t1 ·logm) =
O(m/ log logm) bits. Now consider a single macroblock and let r be its length. If r > t21, we
store the position of every 1 inside the macroblock explicitly. This is fine because there can be
at most m/t21 such blocks, so this takes O(m/t21 · t1 · logm) = O(m/ log logm) bits. Otherwise,
we will encode the relative position of every 1, but not explicitly. We further partition such
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macroblock into blocks by choosing every tth2 occurrence of 1, where t2 = (log logm)2. We
encode every block separately and concatenate their encodings, and for every i store the relative
starting position of the i-th block (in its macroblock) and the relative starting position of its
part of the encoding (in the encoding of the macroblock) in an array using O(m/t2 · log logm)
bits (we will make sure that the encoding of any macroblock takes only O(polylogm) bits).
Then, let again r be length of a block. If r > t22, we can store the relative position of every 1
(in its macroblock) inside the block explicitly. Otherwise, the whole block is of length less than
t22 <
1
2 logm, and we can tabulate. In more detail, for every bit vector of length at most
1
2 logm
(there are O(√m) of them), we store the positions of the at most 12 logm 1s explicitly. This
precomputed table takes o(m) bits, so can be stored as a part of the structure. Then, given a
block of length less than 12 logm, we extract its corresponding fragment of the bit vector using
the standard bitwise operations, and use the precomputed table.
We are now ready to describe how to update the select structure after truncating the bit
vector after the kth occurrence of 1. We first determine the macroblock containing this oc-
currence, say that it is the ith macroblock. We can easily discard all further macroblocks by
checking where the encoding of the (i+ 1)th macroblock starts and erasing everything starting
from there. We also erase the starting positions stored for all further macroblocks, and move
the encoding just after the remaining starting positions. This can be done in constant time
using standard bitwise operations. Then, we inspect the ith macroblock. If the positions of all
1s are stored explicitly, we erase a suffix of this sequence. This is now problematic, because
maybe after erasing a suffix r becomes at most t22 and we actually need the other encoding. We
overcome this difficulty by changing the definition: a macroblock is partitioned into a prefix of
length t22 and the remaining suffix. The occurrences of all 1s in the suffix are stored explicitly,
and we also store the number of occurrences in the prefix. Then, the prefix is partitioned into
blocks by choosing every tth2 occurrence. To truncate the prefix, we need to completely erase a
suffix of blocks, which can be done in constant time, and modify the last remaining block. If the
encoding of the last block consists of explicitly stored relative positions, we just need to erase
its suffix, which again can be done in constant time. Otherwise, there is actually nothing to do.
Additionally, we need to make sure that the precomputed table does not have to be modified.
To this end, instead of tabulating every bit vector of length at most 12 logm, we tabulate every
bit vector of length at most 12 log s (instead of
1
2 logm).
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