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Abstract.
We introduce and investigate a new notion of the theory of approximation-the
so-called degenerate approximation, i.e. approximation of the function of two (and
more) variables (kernel) by means of degenerate function (kernel).
We apply obtained results to the investigation of the local structure of random
processes, for example, we find the necessary and sufficient condition for continuity
of Gaussian and non-Gaussian processes, some conditions for weak compactness
and convergence of a family of random processes, in particular, for Central Limit
Theorem in the space of continuous functions.
We give also many examples in order to illustrate the exactness of proved theo-
rems.
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1 Notations. Statement of problem.
Let T = [0, 2π], T d = [0, 2π]d; for integrable 2π periodical on all variables function
f : T d → R we denote as ordinary
||f ||p,d = ||f ||p =
[∫
T d
|f(x)|p dx
]1/p
, 1 ≤ p <∞;
||f || = ||f ||∞,d = ||f ||∞ = vraisup
t∈T d
|f(t)|;
1
d = 1 ⇒ ck = ck(f) := (2π)−1
∫ 2π
0
f(x) e−ikx dx;
ωp(f, δ) := sup
h:||h||≤δ
||f(·+ h)− f(·)||p, ω(f, δ) = ω∞(f, δ), δ ∈ [0, 2π]).
Let also n = ~n = {n1, n2, . . . , nd}, nj = 0, 1, 2, . . . be a multiindex; we denote by
A(~n) = A(n) the set of all multivariate trigonometrical polynomials of a degree less
or equal n : A(~n) = {g = g(x), x ∈ T d},
g(x) =
∑
~k≤~n
a(~k) ei
~k·~x,
where the inequality ~k ≤ ~n is understood coordinate-wise: ∀j = 1, 2, . . . , d kj ≤ nj .
The following notion is very important in the approximation theory: an error
E(~n, f)p of the best trigonometrical approximation of a functionf(·) in the Lp sense:
E(~n, f)p
def
= inf
g∈A(~n)
||f − g||p, 1 ≤ p <∞;
E(~n, f) = E(~n, f)∞ = inf
g∈A(~n)
sup
x
|f(x)− g(x)|.
See e.g. the classical monographs [1], [12], [32], [38], [40], [59], [68] etc.
For instance, there are obtained Jackson’s type estimations of a view
E(n, f)p ≤ C(r, p) n−r ω(f (r), π/n)p, r = 0, 1, 2, . . . , p ∈ [1,∞], d = 1
with exact value of ”constants” C(r, p), see [32], [40], [68].
Here and further ω(f, δ)p, δ ∈ (0, 2π), 1 ≤ p ≤ ∞ will denote the one-
dimensional ordinary Lp modulus of continuity of the function f ;
ω(f, δ) := ω(f, δ)∞
def
= sup
0<|h|<δ
sup
t
|f(t+ h)− f(t)|.
We introduce and investigate in this article the degenerate approxi-
mation, and apply the obtained results to the theory of random fields, for
instance for finding of necessary and sufficient condition for continuity of
Gaussian and non-Gaussian processes.
The paper is organized as follows. In the next section we define and investigate a
new notion: degenerate approximation of a function of several (two, for beginning)
variables by means of linear combinations products of a one variable functions.
The third section contains the main results: necessary and sufficient condition for
continuity of Gaussian random processes in the terms of degenerate approximation
of its covariation function.
We obtain in the 4th section on the basis of main result some new sufficient
conditions for continuity of Gaussian processes, not necessary to be stationary. The
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next section is devoted to generalization for non-Gaussian case, the 6th section we
ensue some sufficient conditions for continuity of non-Gaussian processes.
In the seventh section we formulate and prove the necessary and sufficient con-
dition for convergence of the sequence of random variables with probability one.
In the last section there are several concluding remarks.
2 Degenerate approximation.
Definition 2.1. The function of two variables R = R(t, s), t, s ∈ T of a view
R(t, s) =
n1∑
k=1
n2∑
l=1
ak,lφk(t)ψl(s), ak,l = const (2.1)
is said to be degenerate; more exactly, linear degenerate.
It will be presumed that if all the functions h1(t) = R(t, s) and h2(s) = R(t, s)
belong to some Banach spaces, then all the functions {φk(·)} and ψl(·) belong to at
the same space.
For instance, if
∀s ∈ T ⇒
∫
T
|R(t, s)|p dt <∞,
then φk(·) ∈ Lp.
If the function (t, s) → R(t, s) is continuous, then all the functions φk(t), ψl(s)
are continuous.
We can and will assume that both the systems of a functions {φk(·)}, k =
1, 2, . . . , n1 and ψl(·), l = 1, 2, . . . , n2 are linear independent and moreover orthonor-
mal: ∫
T
φk(t)φl(t) dt = δk,l =
∫
T
ψk(t)ψl(t) dt,
where δk,l is Kroneker’s symbol.
We will call the equality (2.1) as representation of a function R(t, s) and the pair
of numbers (n1, n2) will named rank(R) : (n1, n2) := rank(R).
Definition 2.2. Suppose the degenerate function R(t, s) is symmetrical:
R(t, s) = R(s, t). The representation of a view
R(t, s) =
n∑
k=1
bkφk(t)φk(s), bk = const (2.2)
is called symmetrical.
The set all of degenerate functions with finite rank (n1, n2) will be denotes by
Q(n1, n2); the set all of symmetrical degenerate functions with finite rank (n, n) will
be denotes by Q(s)(n).
This notion is very important and may be used, for instance, in the theory of
integral equations, where in the case when the kernel of equation R(t, s) :
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X(t) =
∫
T
R(t, s) X(s) ds = f(t)
is degenerate, then this equation may be completely investigated and solved in
explicit view.
Analogously, in the game theory, where R(t, s) is the so-called pay function in
the game between two players with zero sum, when R(·, ·) is degenerate, then this
game may be solved in explicit view.
The application of this notion in the theory of random processes, where R(t, s)
is covariation function for Gaussian random process (field), obviously symmetrical
and non-negative defined, will be discussed in the third section.
In the more general statement belonging to A.N.Kolmogorov (see [70] ) consid-
ered in this article problem is called ”Separability of multivariate functions”; see
e.g. some recent publications [22], [34], [61]; where are considered in particular
applications in the numerical methods and in statistics.
Definition 2.3. Error of degenerate approximation.
Let R : T 2 → R1 be integrable function and let n1, n2 be natural numbers.
We define the value D(n1, n2;R)p as an error of minimal Lp approximation of the
function R(·, ·) by means of degenerate functions of the rank (n1, n2) :
D(n1, n2;R)p = inf
G∈Q(n1,n2)
||R−G||Lp(T 2). (2.3)
As before, we define for the continuous function R(·, ·)
D(n1, n2;R) = D(n1, n2;R)∞ = inf
G∈Q(n1,n2)
sup
t,s
|R(t, s)−G(t, s)|. (2.4)
Analogously we define for the symmetrical functions R(t, s)
D(s)(n;R)p = inf
G∈Q(s)(n)
||R−G||Lp(T 2). (2.5)
Example 2.1. Let R = R(t, s) be non-zero continuous non-negative definite
function. for example, the covariation function of Gaussian mean-square continu-
ous process. Then the value D(s)(n;R)2 and the optimal approximate degenerate
function Q(n;R) may be calculated in explicit view. Namely, consider the following
equation for eigen values and functions:∫
T
R(t, s) φk(s) ds = λk φk(t). (2.6)
It follows from the theorem of Hilbert-Schmidt that the equation (2.6) has an enu-
merable set of eigen values λk, k = 1, 2, . . . and orthonormal complete in L2(T )
sense sequence of eigen (continuous) functions {φk}.
It follows from the Mercer’s theorem that
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R(t, s) =
∑
k
λk φk(t) φk(s), (2.7)
and the series (2.7) converges uniformly.
Moreover,
∞∑
k=1
λk = trace(R) =
∫
T
R(t, t) dt <∞.
Since the kernel R(t, s) is non-negative definite, all the values {λk} are non-
negative; we can restrict ourselves only by positive eigen values λk;λk > 0.
We can suppose without loss of generality that the sequence of the eigen values
decreases:
λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λn ≥ . . . ; (2.8)
the case when only finite set of eigen values is positive is trivial: it follows from (2.7)
that R(t, s) is symmetrical degenerate.
It is easy to calculate that the optimal approximate degenerate function Q(n;R)
for the kernel R(·, ·) is follows:
Q(n;R)(t, s) =
n∑
k=1
λk φk(t) φk(s), (2.9)
and correspondingly
D(s)(n;R)1 =
∞∑
k=n+1
λk → 0, n→∞. (2.10)
Example 2.2. Let in the example (2.1) for some integer value n λn = λn+1.
Then in the capacity of the optimal approximate by degenerate function of the finite
fixed rank n Q(n;R) may be choose might as well the other function
Q(n;R)(t, s) =
n−1∑
k=1
λk φk(t) φk(s) + λnφn+1(t) φn+1(s). (2.11)
This reason imply that the optimal approximate degenerate function may be not
unique.
The main result of this section is follows.
Theorem 2.1.
D(2n1, 2n2;R)p ≤ 1 · E(n1, n2;R)p, 1 ≤ p ≤ ∞, (2.12)
where for all the values p the constant ”1” in (2.12) is the best possible.
Proof. A. Inequality.
The upper estimate
D(2n1, 2n2;R)p ≤ E(n1, n2;R)p, 1 ≤ p ≤ ∞,
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is very simple. Indeed, there exists a two-variate trigonometrical polynomial
Q(n1, n2)(t, s) of degree n1, n2, not necessary to be unique, for which
|| R −Q(n1, n2) ||p = E(n1, n2;R)p.
It remains to note that the function Q(n1, n2)(t, s) is degenerate with the rank
(2n1, 2n2).
Proof. B. Exactness.
It is sufficient to consider the case n1 = n2 = n and symmetrical function R(·, ·).
We need firs of all to specify the statement of this problem. Let us define
V = V (p) = limn→∞ sup
R∈Lp(T 2)
[
D(s)(2n;R)p
E(n, n, R)p
]
. (2.13)
It follows from the upper estimate (2.12) that V ≤ 1; it remains to prove opposite
inequality.
We consider as an example the following lacunar series:
R(t, s) = Rl(t, s) =
∞∑
k=1
ak cos(nkt) cos(nks), (2.14)
where ak > 0,
∑
k ak < ∞, nk be a increasing sequence of integer numbers such
that
nk+1
nk
= 2pk + 1,
pk is arbitrary sequence of integer numbers under condition pk ≥ 2.
Obviously, the function Rl(t, s) is continuous since the series in (2.14) converges
uniformly.
It is known from the theory of lacunar trigonometrical series, see, for example,
[68], chapter 8, that
E(n, n, Rl)p =
∞∑
k=ν+1
ak, nν ≤ n < nν+1. (2.15)
On the other hands, it follows from the example 2.1 that
D(2nν , 2nν ;Rl)p =
∞∑
k=ν+1
ak, nν ≤ n < nν+1.
Therefore V (p) ≥ 1, Q.E.D.
Example 2.3. Let R(t, s) be degenerate function of finite rank but not a trigono-
metrical polynomial, for instance
R(t, s) = φ(t)φ(s), φ /∈ ∪∞n=1A(n).
Then Q(n, n;R) = 0 for all sufficiently greatest values n, but for all the values
n E(n, n;R) > 0.
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3 Main results: criterion for continuity of
Gaussian random processes in the terms
of degenerate approximation.
A. Statement of problem.
Let ξ(t), t ∈ T be 2π periodical separable random process (r.p.) defined aside
from the set T on some probabilistic space with probabilistic measure P, expectation
E and covariation cov . Question: under what conditions the r.p. ξ(t) is continuous
with probability one:
P(ξ(·) ∈ C(T )) = 1? (3.0)
This problem has a long history. The firs result belongs to A.N.Kolmogorov
[31] and E.E.Slutsky [60]. For the separable random fields ξ(~t), ~t ∈ [0, 1]d the
correspondent result belongs to V.Vinkler [69]: if
E|ξ(~t)− ξ(~s)|α ≤ C · ||~t− ~s||d+β, C <∞, 0 < α, β <∞,
then P(ξ(·) ∈ C([0, 1]d) = 1.
Further results was obtained by means of the so-called entropy terms introduced
by R.M.Dudley [13] and X.Fernique [14] - [16].
A very interest results for Gaussian stationary processes and fields belong to
N.Nisio [41] and H.Watanabe [72].
Recently appear many works based on the so-called notion of majorizing and mi-
norizing measures, see e.g. the articles and books of X.Fernique [14], M.Ledoux and
Talagrand [36], M.B.Marcus and L.A.Shepp [39], M.Talagrand [63] - [67], W.Bednorz
[2]- [5]; see also [20], [25], [35], [42], [44], [45], [46], [47], [51] - [54], [58].
We intend in this and in the next sections to find some conditions (necessary and
sufficient, sufficient) for the equality (3.0) in the terms of approximation theory, in
particular, in the terms of degenerate approximation.
B. Necessary and sufficient condition for continuity of
Gaussian process.
Note that this problem was solved in the another terms: by means of Jack-
son’s polynomials in [52], in the geometrical notions of Hilbert’s space generated by
the Gaussian r.p. in [62], in the terms of the so-called partition schemes (generic
chaining) - in [64], chapters 3,4. For the stationary Gaussian processes the famous
criterion for continuity was obtained in the entropy terms by X.Fernique in [14].
We consider in this subsection the centered Gaussian periodical process
ξ(t), t ∈ T, Eξ(t) = 0, with (non-negative definite) covariation function R(t, s) =
cov(ξ(t), ξ(s)) = Eξ(t)ξ(s).
Let {ηk}, k = 1, 2, . . . be a sequence of independent standard distributed Gaus-
sian r.v. Let also as in (2.7), (2.8) λk, φk(t) be correspondingly a sequence of eigen
values and normed eigen function for the kernel R.
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We define the following family of a semi-norms:
m ≥ n+ 1 ⇒ τmn (R) def= E||
m∑
k=n+1
√
λk ηk φk||∞ =
(2π)(n−m)/2
∫
Rm−n
exp

−0.5 m∑
k=n+1
x2k

 · || m∑
k=n+1
xk
√
λk φk(·)||∞ ·
m∏
k=n+1
dxk; (3.1)
τ(R) := limn→∞ sup
m≥n+1
τmn (R),
where in the case when τmn (R) is not defined, we take by definition τ
m
n (R) = +∞.
Theorem 3.1. In order to the separable 2π periodical Gaussian r.p. ξ(t)
has continuous with probability one trajectories, is necessary and sufficient that its
covariation function R(t, s) is continuous and
limn→∞ sup
m≥n+1
τmn (R) = 0, (3.2)
or equally R ∈ ker(τ).
Proof. Sufficiency. Let the conditions of theorem 3.1.be satisfied; then we can
apply Mercer’s theorem (2.7) with the order (2.8). We can write the Karunen-Loev
expression for ξ(·) :
ξ(t) =
∞∑
k=1
√
λk ζk φk(t). (3.3)
Here {ζk} is a sequence of independent standard distributed Gaussian r.v. See
in detail [53]; in particular, it is prove therein that the eigen function φk(t) are
continuous.
Denote the partial sum of Karunen-Loev expression as ξn = ξn(t) :
ξn(t) =
n∑
k=1
√
λk ζk φk(t).
Let n(l), l = 1, 2, . . . be any strictly increasing subsequence of natural numbers such
that
τ
n(l+1)
n(l)+1 ≤ 2−l, l ≥ l0 = const,
and define
Sl = Sl(t) =
n(l+1)∑
k=n(l)+1
√
λk ζk φk(t) = ξn(l+1)(t)− ξn(l)(t).
then
E||Sl||∞ = τn(l+1)n(l)+1 ≤ 2−l,
∑
l≥l0
E||Sl||∞ =
∑
l≥l0
τ
n(l+1)
n(l)+1 <∞,
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and following the series
∑
l≥1
||Sl||∞
converges with probability one. Therefore, its partial sums, i.e. the subsequence
of r.p. ξn(l)(t) converges uniformly with probability one. Thus, the r.p. ξ(t) is
continuous (modP).
Proof. Necessity. It can be assumed here that the centered Gaussian r.p.
ξ(t) is continuous a.e. Therefore, its covariation function R(t, s) is continuous and
consequently the Karunen-Loev expression there exists.
It follows from theorem of K.Ito and M. Nisio [27] that in considered case the
Karunen-Loev expression converges uniformly with probability one:
P( lim
n→∞
|| ξ(·)− ξn(·) ||∞ = 0) = 1. (3.4)
In turn, we conclude based on the equality (3.4) that
lim
n→∞
E|| ξ(·)− ξn(·) ||∞ = 0, (3.5)
see [55].
We get ultimately using triangle inequality
τmn (R) = E||ξm(·)− ξn(·)||∞ ≤ E||ξm(·)− ξ(·)||∞+
E||ξ(·)− ξn(·)||∞ → 0, n,m→∞.
This completes the proof of theorem 3.1.
C. Some comments.
1. Non-centered case. Let ξ(t) be separable Gaussian distributed r.p. with
non-zero expectation Eξ(t) = a(t), t ∈ T. The r.p. ξ(t) is continuous iff a(t) is
continuous and the centered Gaussian process ξ(0)(t) := ξ(t) − a(t) satisfies the
condition of theorem 3.1.
2. Discontinuous case. If the condition of theorem 1.3 are non satisfied, then
P(ξ(·) ∈ C(T )) = 0,
(zero-one law); see [14], [53].
3. Non-periodical case. The condition of periodicity ξ(t± 2π) = ξ(t) is not
essential restriction. Let for instance ξ(t) be centered Gaussian process, t ∈ [0, 1].
Consider the linear extrapolation (spline) ξ˜(t) of ξ(t) on the set [1, 2π], i.e. such
that
ξ˜(t) = ξ(t), t ∈ [0, 1]; ξ˜(2π) = ξ(0)
and ξ˜(t) is periodical continuation on the whole axis.
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The Gaussian r.p. ξ(·) is continuous a.e. iff the periodical Gaussian r.p. ξ˜(·) is
continuous.
4. Other norms. The expression for the semi-norm τmn (R) may be rewritten
as follows:
τmn (R) = || max
t∈T
|
m∑
k=n+1
√
λk ηk φk(t)| ||L1(Ω,P). (3.6)
But instead the L1(Ω) norm may be used more strong rearrangement invariant norm,
up to Orlicz’s norm over our probabilistic space with N− function
N(u) = exp(u2/2)− 1;
see [55].
5. Banach space valued Gaussian r.v. Let B be separable Banach space
equipped with the norm || · ||B and ξ be centered weak Gaussian distributed r.v.
with covariation operator R. We ask: under some condition
P(ξ ∈ B) = 1? (3.7)
It is known [35], [71], chapter 5, section 5 that if (3.7) there holds, then there
exists a sequence {gn} of topological free non-random elements of the space B and
a sequence of independent standard distributed Gaussian r.v. {ζn} such that
∑
n
||gn||2B <∞
and
ξ =
∞∑
n=1
ζn gn. (3.8)
Define for natural numbers n,m : m ≥ n+ 1 the following semi-norm on the space
of all symmetrical operators {R}
τmn (R)[B] = E||
m∑
k=n+1
ζk gk||B =
(2π)(n−m)/2
∫
Rm−n
exp

−0.5 m∑
k=n+1
x2k

 · || m∑
k=n+1
xkgk ||B ·
m∏
k=n+1
dxk. (3.9)
We conclude as before that the series (3.8) converges in the norm || · ||B with
probability one and as a consequence (3.7) there holds if and only if
limn→∞ sup
m≥n+1
τmn (R)[B] = 0. (3.10)
Obviously, instead the L1(Ω) norm may be used more strong norm, up to Orlicz’s
norm over our probabilistic space with N− function N(u) = exp(u2/2)− 1.
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Taking for instance the Hilbertian norm induced by N− function of a view
N(u) = u2, we get the classical criterion for equality (3.7) for the case of separable
Hilbert space H :
P(ξ ∈ H) = 1 ⇔ trace(R) <∞.
6. Estimation of tail of distribution of ||ξ||B. We have under conditions
of last subsection the following estimate:
E||ξ||B ≤ sup
n
sup
m≥n+1
τmn (R)[B] =: τ <∞. (3.11)
Further, in the classical book of N.N.Wakhaniya, W.I.Tarieladze and S.A.Chobanjan
[71] on the pages 263-264 is proved the following important inequality for the arbi-
trary centered Gaussian r.v. ξ in the space B :
[E(||ξ||B)p]1/p ≤ c(p, s) [E(||ξ||B)s]1/s .
In particular, there exists an absolute finite positive constant C1 such that c(p, 1) ≤
C1 · √p, p ≥ 2. Therefore
[E(||ξ||B)p]1/p ≤ C1 · τ · √p
or equally
P(||ξ||B > u) ≤ exp
(
−C2(u/τ)2
)
, u > τ . (3.12)
7. Special Banach spaces. The case when the Banach space B does not
contains the subspace isomorphic to the space c0 is considered in the monograph of
V.V.Buldygin [7], p. 116-127; see also reference therein.
D. Boundedness of the Gaussian random processes.
The Gaussian (or with other distribution) r.p. ξ(t) is called bounded (almost
surely) if
P(sup
t
|ξ(t)| <∞) = 1. (3.13)
The criterion for the boundedness of the separable centered Gaussian periodical
r.p. ξ(t) with continuous covariation function R(·, ·) is follows:
τ˜(R)
def
= sup
n
sup
m≥n+1
τmn (R) <∞; (3.14)
we retain the previous notations.
A.N.Kolmogorov formulated as a hypotheses and Yu.K. Belyaev proved in [6] the
following alternative for stationary Gaussian centered separable r.p. ξ(t) : either it
is continuous a.e. or is unbounded on each non-empty interval.
Note that this alternative is not true for the non-stationary Gaussian processes.
For example: let ζ(t) = ǫ · sign(t), Law(ǫ) = N(0, 1), t ∈ [−1, 1]; then the Gaussian
r.p. ζ(t) is bounded and discontinuous.
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But this process has discontinuous covariation function. We offer another ex-
ample of a centered discontinuous bounded Gaussian process β(t) with continuous
covariation function. Let w(t), t ∈ [0, e−4] be ordinary Brownian motion; we define
β(t) as follows:
β(t) =
w(t)√
2 t log | log t|
, t > 0, (3.15)
and β(0) = 0. Evidently, β(t) is centered, Gaussian and mean square continuous.
It follows from the Law of Iterated Logarithm (LIL) that
limt→0+β(t) = 1 = −limt→0+β(t), (3.16)
therefore β(t) is bounded and discontinuous.
4 Some new sufficient conditions for continuity
of Gaussian processes.
The author be aware that the conditions of theorem 3.1 are hard to verify. Further
in this section we will obtain some simple sufficient conditions for continuity of
(periodical) separable Gaussian centered r.p. ξ(t) based on some estimations for
important for us semi-norm τmn (R).
Theorem 4.1. Assume that there exists a strictly increasing non-random se-
quence of natural numbers {n(k)}, k = 1, 2, . . . such that n(1) = 1,
ΣE
def
=
∞∑
k=1
E1/2([n(k)/2], [n(k)/2];R) ·
√
logn(k + 1) <∞. (4.0)
Then P(ξ(·) ∈ C(T )) = 1 and moreover for some absolute constants C3, C4
[E(||ξ||B)p]1/p ≤ C3 · ΣE · √p, p ≥ 1,
P(||ξ||B > u) ≤ exp
(
−C4(u/ΣE)2
)
, u > ΣE .
Proof.
1. We intend to apply in order to obtain the good degenerate approximation for
the kernel R(·, ·) the well-known Vallee-Poussin sums [10], [68], chapter 5. Recall
that the Vallee-Poussin kernel Kn,p(t) is defined as follows:
Kn,p(t) =
sin((2n+ 1− p)t/2) · sin((p+ 1)t/2)
2(p+ 1) sin2 t/2
.
It is known that Kn,p(t) is trigonometrical polynomial of degree n.
The Vallee-Poussin approximation (sum) Vn,p[f ](t) for a periodical integrable
function f may be defined as follows:
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Vn,p[f ](t) := [f ∗Kn,p](t)
(periodical convolution). We pick hereafter for definiteness for the values n ≥ 4 p =
p(n) := [n/2], (integer part), so that Vn,p[f ](t) ∈ A(n) and
||f(·)− Vn,p(n)[f ](·)||∞ ≤ C · E([n/2], f),
see [40], chapter 6.
2. Lemma 4.1. ([53]). Let ηn(t) be centered Gaussian process and simulta-
neously trigonometrical polynomial of degree n : ηn(·) ∈ A(n). Denote
σ2(n) = max
t
Var{ηn(t)}.
There holds:
E|| ηn(·) ||∞ ≤ C · σ(n) ·
√
logn, n ≥ 4. (4.1)
3. Let n(k), k = 1, 2, . . . be arbitrary strictly increasing sequence of natural
numbers. Introduce the following sequence of a functions:
Yk(t) = [Kn(k+1),p(n(k+1)) ∗ ξ](t)− [Kn(k),p(n(k)) ∗ ξ](t) =:
[W (n(k + 1), n(k), ·) ∗ ξ(·)](t), (4.2)
where
W (n(k + 1), n(k), t) = Kn(k+1),p(n(k+1))(t)−Kn(k),p(n(k))(t).
We state: Yk(t) is centered Gaussian process and trigonometrical polynomials
with degree less than n(k + 1) : Yk(t) ∈ A(n(k + 1)).
We get also applying the inequality of De la Vallee-Poussin:
sup
t
Var[Yk(t)] ≤ C · E([n(k)/2], [n(k)/2];R).
Applying of Lemma (4.1) yields:
E|| Yk(t) ||∞ ≤ C · E1/2([n(k)/2], [n(k)/2];R) ·
√
logn(k + 1).
We conclude on the basis of condition (4.0) that
∞∑
k=1
E|| Yk(t) ||∞ <∞,
therefore
∞∑
k=1
|| Yk(t) ||∞ <∞ (modP). (4.3)
Following, the subsequence
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ξn(k+1)(t) = [ξ ∗ Vn(k+1)/2,p(n(k+1)/2)](t) =
k∑
m=1
Ym(t)
converges uniformly in t; t ∈ T with probability one and hence the limit as k →∞
of the r.p. ξn(k+1)(t) is continuous with probability one.
Examples and conclusions.
1. The condition (4.0) is satisfied, for instance, if
∞∑
k=1
E1/2
(
2k, 2k;R
)
·
√
k <∞
or if
∞∑
k=1
E1/2
(
22
k
, 22
k
;R
)
· 2k/2 <∞ (4.4)
The last condition (4.4) is equivalent the following inequality:
∞∑
k=1
E1/2(2k
2
, 2k
2
;R) <∞.
In turn, the condition (4.5) is satisfied, on the basis of Jackson inequality, if∫ ∞
0
ω1/2
(
R, e−x
2
)
dx <∞. (4.5)
We obtain the famous Fernique’s condition [14].
2. Let us show that the condition (4.0) is not necessary even for continuity of a
stationary Gaussian r.p.
Consider the following example (lacunar random Fourier series):
ξ(t) =
∞∑
k=1
bk ǫk cos(2nkt), (4.6)
where {ǫk} is a sequence of independent standard normal distributed r.v., nk be a
increasing sequence of integer numbers such that
nk+1
nk
= 2pk + 1,
pk is arbitrary sequence of integer numbers under conditions pk ≥ 2, such that
lim
k→∞
log n(k + 1)
log n(k)
=∞.
The r.p. ξ(t) is the real part of complex centered stationary Gaussian random
process and has a covariation function
Rξ(t, s) =
∞∑
k=1
b2k cos(nkt) cos(nks).
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The necessary and sufficient condition for continuity of ξ(·) is follows:
∑
k
|bk| <∞. (4.7)
The condition (4.0) of theorem 4.1 may be formulated as convergence of a series:
∑
k
√√√√ ∞∑
m=k
b2k ·
√
logn(k + 1) <∞. (4.8)
Obviously, the condition (4.8) is essentially more stronger than (4.7).
3. Let us show that if the condition (4.5) is not satisfied, the Gaussian r.p. ξ(t)
may be continuous as well as may be discontinuous.
Note firs of all that the case of non-stationary process is very simple; it is sufficient
to consider the degenerate process and covariation ξ(t) = ǫ φ(t), R(t, s) = φ(t)φ(s).
Hence, we need to consider only Gaussian stationary processes. Let us con-
sider the family of examples of real parts of centered lacunar Gaussian stationary
processes:
ξθ(t) =
∞∑
k=1
k−θ ǫk cos(n(k)t), (4.9)
where {ǫk, } {n(k)} are as in the last subsection, θ = const > 1/2. The corresponding
covariation function
Rθ(t, s) =
∞∑
k=1
k−2θ cos(n(k)t) cos(n(k)s). (4.10)
is continuous by virtue of uniform convergence of the series (4.10). Let us estimate
more precisely its modulus of continuity. We can use the following known estimate
([1], chapter 1:)
|c(k)| ≤ 0.5 ω(f, π/|k|), k 6= 0.
We obtain therefore the following lower estimation for the modulus of continuity
of the covariation function R :
ω(Rθ, π/n(k)) ≥ C k−2θ, k = 1, 2, . . . .
Following, the covariation function R does not satisfy the condition (4.5) for any
value θ.
But we conclude taking in attention the expression (4.0) based on the properties
of lacunar series that the r.p. ξθ(·) is continuous (modP) only iff θ > 1.
Remark 4.1. Our example (4.9) - (4.10) justifies one of the results of an articles
M.Nisio [41] and H.Watanabe [72]. Indeed, let η(t), t ∈ Rd be centered separable
Gaussian random field with covariation function
ρ(t) = Eη(t+ s)η(s) =
∫
Rd
cos(λ · t) F (dλ), (4.11)
where F = F (A), ⊂ Rd is spectral measure. Denote
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B(n) = {λ, |λ| ≤ 2n}, sn = F (B(2n+1)− F (B(2n)).
Theorem 2 in the article [72] asserts that if there exists a monotonically decreasing
sequence {M(n)} for which
s(n) ≤M(n),
∞∑
n=1
M1/2(n) <∞, (4.12)
then η(t) has continuous sample parts. Note that for the real part of stationary r.p.
ξθ(t) with θ ∈ (1/2, 1) the condition (4.12) is not satisfied and it is discontinuous
and moreover is unbounded on every non-empty interval.
5 Necessary and sufficient conditions for conti-
nuity of non-Gaussian processes.
The case of non-Gaussian processes ξ(t) is more complicated. Firstly, the covariation
function for ξ(t) may do not exists. Secondly, the coefficients in the Karunen-
Loev expansion are in general case dependent. Thirdly, this expression may not
convergent uniformly still in the case of continuous process.
So, we consider in this section a separable periodical r.p. ξ(t), t ∈ T. We
can suppose without loss of generality that it is continuous in probability; as a
consequence - ξ(t) is measurable over variable t with probability one.
We need to use the so-called Franklin’s system of continuous functions
{fk(t)}, k = 1, 2, . . . ; [17], [11], [29]. Recall that this system gives an uncondi-
tional basis in the space of all continuous functions.
Denote for the r.p. ξ(t)
ζk = (2π)
−1
∫
T
ξ(t) fk(t) dt,
so that we can write the formal Fourier - Franklin (FF) expression
ξ(t) =
∞∑
k=1
ζk fk(t). (5.1)
Let us introduce the following important functionals
βmn = β
m
n (ξ)
def
= E

arctan ||
m∑
k=n+1
ζk fk ||∞

 , m ≥ n + 1, (5.2.)
where in the case when βmn is not correctly defined, for instance if some coefficient
ζk does not exists, we put by definition β
m
n (ξ) =∞.
Theorem 5.1. In order to the r.p. ξ(t) has continuous with probability one
sample path, is necessary and sufficient that it was stochastic continuous and that
lim
n→∞
sup
m≥n+1
βmn (ξ) = 0. (5.3)
16
Proof is alike as in the theorem 3.1. It is sufficient to recall that the functional
ρ(ξ, η) = ρ(ξ − η, 0) = ρ(ξ − η) = E arctan |ξ − η| (5.4)
defined on the set of all pair of random variables (ξ, η) is translation invariant
distance, in particular, satisfies the triangle inequality. The set of all r.v. defined
on the our probabilistic space Ω equipped with the distance ρ(·, ·) is complete.
Moreover, the convergence ρ(ηn, η) → 0, n → ∞ is equivalent to convergence
ηn → η in probability.
Sufficiency. Denote the partial sum of FF expression for ξ(t) as ξn = ξn(t) :
ξn(t) =
n∑
k=1
ζk fk(t).
Let n(l), l = 1, 2, . . . be strictly increasing subsequence of natural numbers such
that
β
n(l+1)
n(l)+1 ≤ 2−l, l ≥ l0 = const,
and define
Sl = Sl(t) =
n(l+1)∑
k=n(l)+1
ζk fk(t) = ξn(l+1)(t)− ξn(l)(t),
then
E arctan ||Sl||∞ = βn(l+1)n(l)+1 ≤ 2−l,
∑
l≥l0
E arctan ||Sl||∞ =
∑
l≥l0
β
n(l+1)
n(l)+1 <∞.
Therefore, the series
∑
l
arctan ||Sl||∞
converges with probability one, and this conclusion also is true for the series
∑
l
||Sl||∞,
following the subsequence of r.p. ξn(l)(t) converges uniformly with probability one.
Thus, the r.p. ξ(t) is continuous (modP).
Necessity. It can be assumed here that the r.p. ξ(t) is continuous a.e. As
long as the Franklin’s system {fk(·)} formed an unconditional basis in the space of
continuous functions C(T ), the series
∑
k ζkfk(t) converges uniformly to the function
ξ(t)(modP ) :
P( lim
n→∞
|| ξ(·)− ξn(·) ||∞ = 0) = 1,
all the more
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lim
n→∞
E arctan || ξ(·)− ξn(·) || = 0.
We get using the triangle inequality for the ρ− distance
βmn (R) = E arctan ||ξm(·)− ξn(·)||∞ ≤ E arctan ||ξm(·)− ξ(·)||∞+
E arctan ||ξ(·)− ξn(·)||∞ → 0, n,m→∞.
This completes the proof of theorem 5.1.
6 Some sufficient conditions for continuity of
non-Gaussian processes.
The author be aware that the conditions of theorem 5.1 are also hard to verify.
Further in this section we will obtain some simple sufficient conditions for continuity
of separable stochastic continue periodical non-Gaussian centered r.p. ξ(t) based on
some estimations for important for us semi-norm βmn (ξ(·)).
Our approach here is development of one belonging to I.A.Ibragimov [26], where
was applied the approach based on the embedding theorem, which is yet closely
related with the approximation theory.
We will name the method used in [26] ”power method”, since it relies on the Lp
norms of r.p. ξ(t), ξ(t)− ξ(s) etc.
We suppose in this section, in contradiction, the existence of exponentialmoments
of ξ(·). More exactly, we assume the existence of a so-called generating functional:
Φ(ψ) = Φξ(ψ)
def
= Ee(ξ,ψ) = Ee
∫
T
ξ(s) dψ(s), (6.1)
where ψ(·) is deterministic function of bounded variation, ψ(0) = 0.
Other notations. Let as before n(k), k = 1, 2, . . . be any strictly increasing
sequence of natural numbers,
Zk(t) = [Vn(k+1),p(n(k+1)) ∗ ξ](t)− [Vn(k),p(n(k)) ∗ ξ](t) =
[W (n(k + 1), n(k), ·) ∗ ξ(·)](t) =: [W (·) ∗ ξ(·)](t), (6.2)
Ψ(λ, n(k), n(k + 1)) = (2π)−1
∫
T
EeλZk(t) dt, λ = const > 0; (6.3)
evidently, Ψ(·, ·, ·) may be easily expressed through generating functional Φ(·).
Namely, let
ψt(s) =
∫ s
0
W (t− x) dx,
then
Ψ(λ, n(k), n(k + 1)) = (2π)−1
∫
T
Eeλ
∫
T
ξ(s)W (t−s)ds dt =
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(2π)−1
∫
T
dt E eλ
∫
T
ξ(s) dψt(s) = (2π)−1
∫
T
Φ(λψt(·)) dt.
It is natural to expect that
lim
k→∞
Zk(t) = 0
and hence
lim
k→∞
log Ψ(λ, n(k), n(k + 1)) = 0.
Further, define
U(n(k), n(k + 1)) = inf
λ>0
[
log n(k + 1) + logΨ(λ, n(k), n(k + 1))
λ
]
. (6.4)
Theorem 6.1. If for some sequence {n(k)}
∞∑
k=1
U(n(k), n(k + 1)) <∞, (6.5)
then almost all trajectories of r.p. ξ(t) are continuous.
Proof.
1. Lemma 6.1. ( [53]). Let Bn(t), t ∈ T be a trigonometrical polynomial of
degree less or equal than n. Then
mes{t : Bn(t) ≥ 0.5 || Bn ||∞} ≥ 1/(2n). (6.6)
2. Let us consider the following variable:
I := (2π)−1E
∫
T
eλZk(t) dt.
Since Zk(t) is the trigonometrical polynomial of degree ≤ n(k + 1), we can apply
the lemma 6.1:
I ≥ (2π)−1E
∫
t:Zk(t)≥0.5|| Zk ||∞
eλZk(t) dt ≥
(2π)−1E
∫
t:Zk(t)≥0.5|| Zk ||∞
e0.5 λ ||Zk||∞ dt ≥ C [n(k + 1)]−1 E e0.5 λ ||Zk||∞ .
We apply the Iensen’s inequality:
E||Zk||∞ ≤ C logn(k + 1) + log I
λ
= C
log n(k + 1) + logΨ(λ, n(k), n(k + 1))
λ
,
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therefore E||Zk||∞ ≤
C inf
λ>0
[
logn(k + 1) + logΨ(λ, n(k), n(k + 1))
λ
]
= C U(n(k), n(k + 1)). (6.7)
3. We conclude by virtue of condition (6.5) that the following series converge:
∞∑
k=1
E||Zk||∞ <∞,
with him
∞∑
k=1
||Zk||∞ <∞ (modP).
This completes as before the proof of theorem 6.1.
7 Convergence of a sequence of a random vari-
ables with probability one.
It is deserve of our attention the investigate the case of the separable Banach space
c0 of the numerical sequences {x(n)}, n = 1, 2, . . . tending to zero equipped with
the norm
|| {x(n)} ||c0 = sup
n
|x(n)|. (7.0)
In detail: let ξ = {ξ(n)} be a random sequence; find the conditions (necessary
conditions and sufficient conditions) under which P(limn→∞ ξ(n) = 0) = 1 or equally
P({ξ} ∈ c0) = 1.
The directly application of theorem 5.1 is very hard; we intend to obtain a simple
formulated criterion.
We need to introduce a new notations.
ξ˜(n) := arctan ξ(n), κmn = κ
m
n (ξ)
def
= E arctan(
m
max
k=n
|ξ(k)|) =
E
m
max
k=n
|ξ˜(k)|, m ≥ n + 1;
A = {ω : lim
n→∞
ξ(n) = 0} = {ω : lim
n→∞
˜ξ(n) = 0}.
Further, we set
AQ = {ω : ∀s = 1, 2, . . . ∃N = 1, 2, . . . : max
n∈[N,N+Q]
|ξ˜(n)| < 1/s},
Obviously,
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P(A) = lim
Q→∞
P(AQ).
Theorem 7.1. In order to P(limn→∞ ξ(n) = 0) = 1, is necessary and sufficient
that
lim
n→∞
sup
m>n
κmn (ξ) = 0. (7.1)
Proof. Necessity.
Let P(limn→∞ |ξ(n)| = 0) = 1, then with at the same probability
lim
n→∞
sup
m>n
|ξ(m)| = 0
and a fortiori
lim
n→∞
sup
m>n
arctan |ξ(m)| = 0
almost surely. We conclude on the ground of dominated convergence theorem
lim
n→∞
E sup
m>n
arctan |ξ(m)| = 0,
which is equivalent to the equality (7.1.)
Proof. Sufficiency.
1. Note first of all that
A = {ω : lim
n→∞
ξ(n) = 0} = {ω : lim
n→∞
|ξ˜(n)| = 0} =
∩s ∪N {ω : sup
n≥N
|ξ˜(n)| < 1/s} (7.2)
and correspondingly
AQ = ∩s ∪N {ω : max
n∈[N,N+Q]
|ξ˜(n)| < 1/s}. (7.3)
2. Let the condition (7.1) be satisfied. We consider a supplementary events:
B = A = Ω \ A, BQ = AQ = Ω \ AQ.
Elucidation: the set of elementary events B may contains (theoretically) also the
elementary events when the limit does not exists.
We can write
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B = ∪s ∩N {ω : sup
n≥N
|ξ˜(n)| ≥ 1/s},
BQ = ∪s ∩N {ω : max
n∈[N,N+Q]
|ξ˜(n)| ≥ 1/s} = ∪sCs,Q, (7.4)
where
Cs,Q = ∩N{ω : max
n∈[N,N+Q]
|ξ˜(n)| ≥ 1/s} = ∩ND(N)s,Q ,
D
(N)
s,Q = {ω : max
n∈[N,N+Q]
|ξ˜(n)| ≥ 1/s}. (7.5)
3. We obtain using the Tchebychev’s inequality:
P
(
D
(N)
s,Q
)
≤ κ
N+Q
N
arctan(1/s)
→ 0, N →∞,
therefore for all the (natural) values s,Q
P (Cs,Q) = 0, (7.6)
following
∀Q = 1, 2, . . . ⇒ P (BQ) = 0.
4. We find
P(B) = lim
Q→∞
P (BQ) = 0,
and ultimately P(A) = 1, Q.E.D.
Example 7.1. Degenerate random processes and sequences.
Definition 7.1. The r.p. ξ(t) is said to be (linear) degenerate, if
ξ(t) =
N∑
k=1
ηk · hk(t), t ∈ T, (7.7)
where {ηk} are linear independent r.v., {hk(·)} are linear independent deterministic
functions.
We will say in the case T = {1, 2, . . .}, i.e. when
ξ(n) =
N∑
k=1
ηk · hk(n), (7.8)
the r.p. ξ(n) is called random degenerate sequence.
Let ξ(n) be the random degenerate sequence; then
P(ξ(n)→ 0) = 1 ⇔ lim
n→∞
E arctan |ξ(n)| = 0. (7.9)
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Remark 7.1.
We will consider here the case of the Banach space c consisting on all the nu-
merical sequences {x(n)} with existing the limit
∃ lim
n→∞
x(n) =: x(∞)
with at the same norm as in (7.0). As before, we consider the classical problem:
let ξ = {ξ(n)} be a random sequence; find the conditions (necessary conditions and
sufficient conditions) under which P(∃ limn→∞ ξ(n)) = 1 or equally P({ξ} ∈ c) = 1.
Notations:
ξ˜(n) := arctan ξ(n), γmn = γ
m
n (ξ)
def
= E arctan(
m
max
k=n
|ξ(k)− ξ(n)|).
We find analogously to the theorem 7.1: P({ξ} ∈ c) = 1 if and only if
lim
n→∞
sup
m>n
γmn (ξ) = 0. (7.10)
Remark 7.2.
It is known in the theory of martingales, see e.g. [8], [9], [24], chapters 2,3, [56]
that the estimation of the maximum distribution play a very important role for the
investigation of limit theorems, non asymptotical estimations etc.
It follows from our considerations that at the same is true in more general case
of non-martingale processes and sequences.
Remark 7.3. Roughly speaking, the result of theorem 7.1 may be reformulated
as follows. Let again {ξ(n)} be a sequence of a r.v., ξ˜(n) = arctan(|ξ(n)|), and
η(n) = sup
m≥n
|ξ˜(n)|. (7.11)
Then
{ω : ξ(n)→ 0} = {ω : η(n)→ 0}. (7.11)
But the random sequence {η(n)} is monotonically non-increasing, therefore the
sequence {η(n)} tends to zero with probability one iff this sequence tends to zero in
probability, or equally
lim
n→∞
Eη(n) = 0, (7.12)
because the variables η(n) are uniformly bounded.
8 Concluding remarks.
1. Estimate of modulus of continuity for random process.
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In the practice, for instance, in the investigation of limits theorem for random
processes, may be appeared the need of estimation the modulus of continuity for r.
p. We can use for this purpose the inverse theorems of approximation theory, for
example, Stechkin’s estimate ([68], chapter 6, section 6.1:)
ω(f, 1/n) ≤ c
n
·
n∑
m=0
Em(f). (8.1)
We ensue for periodical r.p. ξ(t) :
Proposition 8.1.
Eω(ξ(·), 1/n) ≤ c
n
·
n∑
m=0
E Em(ξ). (8.2)
Note as a slight consequence:
Proposition 8.2.
If limn→∞E En(ξ) = 0, then
lim
n→∞
E ω(ξ(·), 1/n) = 0
and therefore
∀ǫ > 0 ⇒ lim
δ→0+
P(ω(ξ(·), δ) > ǫ) = 0.
Moreover, since the function δ → ω(f, δ) is monotonically non-decreasing,
P( lim
δ→0+
ω(ξ(·), δ) = 0) = 1. (8.3)
The last assertion may be strengthened as follows. It is sufficient to suppose
instead condition limn→∞E En(ξ) = 0 to assume limn→∞E arctanEn(ξ) = 0; then
lim
n→∞
E arctanω(ξ(·), 1/n) = 0;
herewith the conclusion (8.3) remains true.
2. Application in the theory of limits theorem for random processes.
Let ξα(t), α ∈ A be a family of separable periodical processes, A be arbitrary
set. Assume that for some non-random point t0 ∈ T the family of one-dimensional
r.v. ξα(t0) is tight. If
lim
n→∞
sup
α
E arctan En(ξα) = 0, (8.4)
then the family of distributions µα(·) in the space C(T ) generated by ξα(·) :
µα(A) = P(ξα(·) ∈ A)
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is weakly compact.
Indeed, we conclude on the basis of the last subsection
lim
n→∞
sup
α
E arctan[ω(ξα(·), 1/n)] = 0.
Our proposition follows from theorem 1 in the book of I.I.Gikhman and
A.V.Skorohod [21], chapter 9, section 2 after applying the Tchebychev’s inequal-
ity.
In detail, let us introduce the following family of functionals
βmn (α) = β
m
n (ξα), α ∈ A, (8.5)
see (5.2), (5.3).
Theorem 8.1. In order to all the r.p. ξα(t) have continuous with probability
one sample path, and moreover its distributions are weakly compact in the space
of continuous function C(T ), is necessary and sufficient that they was stochastic
continuous and that
lim
n→∞
sup
α
sup
m≥n+1
βmn (α) = 0. (8.6)
Note that the criterion (8.6) is more convenient for applications as in [21], chapter
9, section 2. For example, we can use the sufficient condition given by theorem 6.1.
For instance, let {α} = 1, 2, 3, . . . and
ζn(t) = n
−1/2
n∑
j=1
ηj(t),
where {ηj(t)} are continuous independent identical distributed centered r.p. with
finite continuous covariation function R(t, s). The weak as n → ∞ convergence of
the sequence ζn(·) to the centered continuous Gaussian distributed r.p. ζ∞ with at
the same covariation function R(t, s) in the space C(T ) implies the Central Limit
Theorem (CLT) in this space; see [13], [33], [36], [42]; about applications CLT in
the space C(T ) in the Monte-Carlo method see, e.g. [18], [23].
Note in addition that the generating functional for the r.p. ζn(·), i.e. Φζn(ψ)
may be calculated and uniformly estimated as follows:
Φζn(ψ) = n Φη(ψ/
√
n), (8.7)
Φζn(ψ) ≤ sup
n
[
n Φη(ψ/
√
n)
]
<∞. (8.8)
3. Many variables.
It is no hard to generalize the notions and properties of the degenerate approx-
imation into the functions of many variables. Besides, we can use instead trigono-
metrical approximation the approximation by means of algebraic polynomials.
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