In this paper, we present a novel statistical machine translation method which employs a BTG-based reordering model during decoding. BTG-based reordering models for preordering have been widely explored, aiming to improve the standard phrase-based statistical machine translation system. Less attention has been paid to incorporating such a reordering model into decoding directly. Our reordering model differs from previous models built using a syntactic parser or directly from annotated treebanks. Here, we train without using any syntactic information. The experiment results on an English-Japanese translation task show that our BTG-based decoder achieves comparable or better performance than the more complex state-of-the-art SMT decoders.
Introduction
The phrase-based method (Koehn et al., 2003) and the syntax-based method (Yamada and Knight, 2001 ) are two of the representative methods in statistical machine translation (SMT). On the one hand, in the phrase-based model, the lexical reordering model is a crucial component, but it is often be criticized, especially when translating a language pair with widely divergent syntax like English-Japanese, as the naïve distance-based lexical reordering model does not work so well when applied to longer reorderings. On the other hand, in syntax-based SMT method, word reordering is implicitly addressed by translation rules. The performance is thus directly subject to the parsing errors of the syntactic parser.
Syntax-based translation models are usually built from annotated treebanks to extract grammar rules for reordering (Genzel, 2010) . Such reordering models are thus more difficult to train. Between these two models, some loose hierarchical structure models have been proposed: the hierarchical phrasebased model (Chiang, 2007) and or the Bracketing Transduction Grammar (BTG) based model (Wu, 1997) . Compared with the hierarchical phrase-based model, the BTG model has many advantages like its simplicity. Also, its well-formed rules avoid extracting a large number of rare or useless translation rules, as is the case of the hierarchical phrase-based model.
In recent proposals, phrase-based statistical machine translation has been shown to improve when BTG-based preordering is applied as a preprocessing (DeNero and Uszkoreit, 2011; Neubig et al., 2012; Nakagawa, 2015) . The idea behind preordering is to reduce the structural complexity. It is preferable to apply the reordering operations in advance rather than during decoding as this benefits the word alignment step.
In this paper, following (Xiong et al., 2008) , we propose to incorporate the BTG-based reordering model directly into the decoding step of a BTG-based SMT system using a simple Structured Perceptron (Rosenblatt, 1958; Collins and Roark, 2004) . The rest of the paper is organized as follows. Section 2 briefly introduces previous BTG-based reordering methods both for preordering or determining the reorderings during decoding. Section 3 describes the principal model used in BTG-based machine translation. Section 4 gives the details of the proposed method and the model combination in the system construction. Section 5 reports the results of the experiment on an English-to-Japanese translation task. We conclude in Section 7.
Using Linguistic Contexts for BTG-based Reordering
A common problem in the distortion reordering models (Tillmann, 2004; Koehn et al., 2005; Galley and Manning, 2008) used in phrase-based SMT (PB-SMT) method is that they do not take contexts into account. Hence, we draw our attention on using linguistic-context information for reordering. Bracketing Transduction Grammar (BTG) (Wu, 1997 ) is a binary and simplified synchronous context-free grammar with only one non-terminal symbol. It has three types for the right hand side of the rules γ: S-straight keeps the order of child nodes, I-inverted reverses the order, and Tterminal generates a terminal symbol.
where X, X 1 , X 2 are non-terminal symbols and f /e is a source/target phrase pair. BTG provides an easy and simple mechanism for modeling word permutation across languages. Figure 1 illustrates this mechanism.
There exists some solutions for BTG grammar induction, which typically focus on unsupervised approaches, like inside-outside algorithm (Pereira and Schabes, 1992) for probabilistic context-free grammar (PCFG), monolingual bracketing representation (Klein and Manning, 2002) or bilingual bracketing grammar induction (Wu, 1995) . The common problem is that these models suffer from a higher computational complexity.
Some supervised versions focus on supervised approach, ranging from simple flat reordering model (Wu, 1997) , maximum-entropy based model (Zens and Ney, 2006; Xiong et al., 2008) and Tree Kernel-based SVM ). Other approaches, use pre-annotated treebanks to train a monolingual/synchronous parser (Collins and Roark, 2004; Genzel, 2010) . In this case, the rules are learned directly from the treebank. The majority of works (Zhang and Gildea, 2005; Xiong et al., 2008) rely on syntactic parsers available in one of a source or target language.
However, bilingual parallel treebanks are not always available. As to building a bilingual synchronous parser using the BTG formalism, there exist rare works without the use of such a constituency/dependency parser, and sometimes bilingual parallel treebanks are not always available. Zens and Ney (2006) and DeNero and Uszkoreit (2011) proposed semi-supervised approaches for synchronous grammar induction based on sourceside information only when bilingual word alignments are given in advance, instead of training the parser in a supervised way on pre-annotated treebanks. This strategy does not require syntactic annotations in the training data, making training easier.
Rather than developing a novel BTG-decoder incorporated with a BTG-based reordering model, using reordering models for preordering have been widely explored to improve the standard phrasebased statistical machine translation system. Neubig et al. (2012) present a bottom-up method for inducing a preorder for SMT by training a discriminative model to minimize the loss function on the hand-aligned corpus. Their method makes use of the general framework of large margin online structured prediction (Crammer et al., 2006) . Lerner and Petrov (2013) present a simple classifier-based preordering approach using the source-side dependency tree. Nakagawa (2015) further develop a more efficient top-down incremental parser for preordering via online training using simple structured Perceptron algorithm. Differing from the mentioned methods to pre-reorder the sentence before the phase of decoding, in this paper; we propose to build a reordering model directly for building a BTG-based decoder.
BTG-based Machine Translation
Given the three types of rules in Equation 1, we define a BTG derivation D as a sequence of independent operations d 1 , . . . , d K that apply bracketing rules X → γ as each stage when parsing a source-target sentence pair < f , e >. We write
We can produce one single BTG tree accordingly for one given D. The probability of a synchronous derivation (parse tree) under the framework of Probabilistic Synchronous Context Free Grammar (PSCFG) is computed as:
where d : X → γ stands for the derivation with the grammar rule X → γ. Given an input sentence pair < f , e > and the word alignment a, the problem of finding the best derivationD can be defined as:
In the real case of machine translation, we do not know the word alignment a when training set is the parallel corpus. In order to find the best translatioñ e from all translation candidates, we assume two latent variables a, D were required as following:
In Equation 6, P (e) is the language model and a, D are latent variables that should be learnt from the training data. The generative story of Equation 6 is understood as follows: Once we found the hidden word alignment a with an alignment model P (a|f , e) and the hidden derivation D using BTGbased reordering model P (D|a, f , e), we can translate the input source sentence f with the target translationẽ.
kyoto station was renamed as shichijo station kyoto station shichijo station as was renamed f :
Figure 2: Example of preordering a source sentence given the target word order.
Training Alignment Model
There are two sub-models in Equation 6, one is the alignment model P (a|f , e) and the other one is the reordering model P (D|a, f , e). Since state-of-theart alignment methods yield high-quality word-toword alignments, it is not necessary to design a new alignment model to obtain the intermediate variable a. We use the standard method to get word-to-word alignments.
Training Reordering Model
Recently, some research also showed that treating the parse tree as latent variables (Loehlin, 1998) can benefit the BTG tree inference but for preordering (see Figure 2 ). The reordering model is trained to maximize the conditional likelihood of trees that license the reorderings implied by observed word alignments in a given parallel corpus. For example, Neubig et al. (2012) proposed a BTG-based reordering model trained from word-aligned parallel text directly. With assuming that there is an underlying derivation D that produced f ′ , where f ′ is the reordered source sentence given the corresponding target word orders under the constraints of BTGs.
To learn such a reordering model, they handled the derivations D as a latent variable directly from the source side linguistic contexts. The objective function in their work can be represented as:
Since their model is based on reorderings f ′ licensed by BTG derivations D, notes D → f ′ , the objective function also can be written as:
The learning problem defined here is fairly simple.
With treating the derivation D as the latent variable, they want to find the derivation with maximal score of Score(D|f ). Furthermore, following (Collins, 2002; Collins and Roark, 2004) , they assume that Score(D|f ) is the linear combination of feature functions defined over D and f . Because it is also possible to apply the score function Score(D|f ) as a reordering model during the BTG-based decoding, following (Neubig et al., 2012; Nakagawa, 2015) , we propose to build such a reordering model with latent derivation for decoding instead of preordering. The natural difference between their works and our work is as follows: In (Neubig et al., 2012; Nakagawa, 2015) , they train an incremental parser for preordering, following the order in the target language before decoding, but we do reordering while decoding. In other words, we adopt their model but make use of it as an online reordering heuristic during decoding.
Proposed Methods
In our method, we propose to train and use a BTGbased reordering model in three steps. Firstly, we train the BTG parser on the source side with shallow annotations (only POS-tags and word classes (Brown et al., 1992) ) on word-aligned bilingual data. Then we select a large mount of features of unigrams, bigrams, and trigrams to represent the current parser state and we estimate feature weights using a Structured Perceptron (Nakagawa, 2015) . Finally, the log-linear combination score for the current state is computed again during decoding. This works as an additional heuristic score and helps the decoder to select the best candidates in subhypothesis combination.
Reordering
We define a reordering model Φ RM as a model composed of a straight reordering model Φ RM s and an inverted reordering model Φ RM i . R stands for the composition of Φ RM s and Φ RM i .
Given a source sentence f , we define the score for R the weighted sum of the score P(d) of the subderivation d at each parse state defined over D given kyoto station was renamed as shichijo station f : a source sentence f .
Each atomic derivation d which belongs to D is weighted with various features in a log-linear form as (Xiong et al., 2008; Duan et al., 2009) :
where ϕ i is the ith feature function and π i is the ith weight can be trained on the training data. Suppose that we know the word alignment a. We want to train a parser which maximizes the number of times the source sentences in the training data are successfully parsed under the constraints of BTGs. Nakagawa (2015) propose an efficient topdown parser via online training for this problem. He uses a simple structured perceptron algorithm.
We assume that the parser has an independent state in each step. We define the parse state as a triple ⟨X, r, d⟩, where X is an unparsed span. For example, following the deductive proof system representations (Shieber et al., 1995; Goodman, 1999) , [X, p, q] covers f p , . . . , f q . d = ⟨r, X → γ⟩ is the derivation at the current state with r is the splitting position between f r−1 and f r and X → γ is the applied BTG rule. To extract the features used to score the model, we assume that each word in a sentence has three types of features: lexical form, part-of-speech (POS) tag and word class (Brown et al., 1992) as (Nakagawa, 2015) . We extract the unigrams, bigrams, and trigrams at each parse state and compute the model score defined in Equation 12 1 . The training algorithm (see Algorithm 1) can be described briefly as following: The parser first produces a system derivationD with the maximum model score given f . IfD is not licensed by BTG constraints also given (e, a), we consider the parser entered a failure state and stop it. Another oracle derivation D * was also selected, which satisfied the constraint of BTGs (notes Constraint(D, a, e, f ) = true). If the system derivationD and the oracle derivation D * are not equivalent, we update the model weights π towards D * . Like all structured prediction learning frameworks, the online Structured Perceptron is costly to train as training complexity is proportional to inference, which is frequently non-linear in the length of example. To train the reordering model, we employ an in-house parser 2 which uses Batch Perceptron. It is a modified and boosted version of the original topdown parser (Nakagawa, 2015) , which allows us to train on the whole training set 3 .
Decoding
In decoding, we follow (Och and Ney, 2002; Chiang, 2007) . That is, we remove the target side and use a more general linear model composition over 2 https://github.com/wang-h/HieraParser 3 We skip the sentences which cannot be parsed under the constraints of BTGs.
derivations:ẽ = arg max e P (e, D|f ) (13)
where each Φ i is a sub-model score function and λ is the corresponding weight. For each arbitrary score function Φ i with a derivation D, we decompose it as a chain of independent derivations d with BTG rules X → γ:
Therefore, given an input sentence f = f 1 , . . . , f n , notes f n 1 , the task to translate an input source sentence can be solved by finding the derivation with maximal score in Equation 14, which uniquely determines a target translationê (e m 1 ) with this latent derivation D.
The decoder needs to generate all derivations for each segment spanning from f i to f j (0 ≤ i < j ≤ n). Since our goal is to find the best derivationD that covers the whole input sentence [f 1 , . . . , f n ], we employ a CKY-style decoder to generate the best derivationD for each source sentence. This yields the best translationê (e m 1 ) at the same time.
The -LM -RM Decoder
The integration of a standard n-gram-based language model into a CKY-style decoder is not easy as in the standard phrase-based method (Koehn et al., 2003) . Following (Chiang, 2007) , we first introduce the -LM -RM model in which the reordering and language model are removed from the decoding model:
Using the deductive proof system (Shieber et al., 1995; Goodman, 1999) to describe our -LM -RM decoder, the inference rules are the following:
where X → γ is the derivation rule, [X, p, q] is the subtree rooted in a non-terminal X (see Section 2), w is the model score defined in Equation 16 . When all terms on the top line are true, the item on the bottom line is derived. The final goal for the decoder is [f , 1, n], where f is the whole source sentence. During decoding, the -LM -RM decoder flexibly explores the derivation without taking reordering into account. This strategy is a simple way to build a CYK-style decoder, but the decoder requires very large beam size to find the true best translation. Incorporating the LM and RM model directly into the translation construction will improve efficiency.
The +LM +RM Decoder
The computational complexity of online strategy is reduced by using dynamic programming and incorporating the language model and the reordering model into decoding. The similar method has been described in (Chiang, 2007) . The decoder integrated with the n-gram language model is called: "+LM decoder". In our case, we also need to integrate the reordering model, so we call it "+LM +RM decoder". Given the inference rules described in Equations 17-19, we describe the +LM +RM decoding algorithm using Equations 20-23.
In our case, the reordering model affects computing the language model score if the derivation requires to swap the target sub-charts. We can calculate Φ RM (X) by just taking the model score as the product of two sub-charts Φ RM (X 1 ) and Φ RM (X 2 ) with current reordering score Φ RM (X → γ). Since R is a log-linear expression, we compute the reordering score R(X) for a given span X : [X, p, q] that consists of X 1 : [X 1 , p, r] and X 2 : [X 2 , r+1, q] with a grammar rule X → γ as:
When we merge the chart X 1 : [X 1 , p, r] with X 2 : [X 2 , r + 1, q] using the rule X → γ, we update the total score for the composition model after applying each rule dynamically, we call this the +RM strategy. The BTG terminal rule (T : X → f /e) is used to translate the source phrase f into the target phrase e while the straight and inverted rules (S : X → [X 1 X 2 ] and I : X →< X 1 X 2 >) are used to concatenate two neighbouring phrases with a straight or inverted order as following:
where · stands for concatenation between strings. After having decided the word order on the target side, we compute the score in the language model, noted L(·) 4 . The language model score P LM (e y x ) depends on the preceding N − 1 words for any e y x (|e y x | ≥ N, 1 ≤ x < y ≤ m). It is computed as:
The language model score function L(e y x ) depends on the rule type γ as follows:
To determine whether we have the case |e y x | = |e m 1 |, we assume that, if the span of X : [X, p, q] covers the entire source sentence f n 1 as X : [X, 1, n], then the target translation e y x should also cover the entire target sentence. On the basis of +RM decoder, we add the +LM component into the decoder and build a +LM+RM decoder for CYK-style bottom-up decoding. cube pruning (Chiang, 2007) was also applied to speedup the decoder.
Model Combination
HieraTrans is our newly-developed in-house BTG-based SMT translation platform. It adopts the constraints of BTG in both phrase translation and reordering. We combine the models in a log-liner manner as shown in Equation 14. The feature functions employed by HieraTrans are:
• Phrase-based translation models (TM): direct and inverse phrase translation probabilities, direct and inverse lexical translation probabilities.
• Language model (LM) 4 For the case of start-of-the sentence and end of the sentence, we wrap the target sentence e (e m 1 ) asê =ê
• Reordering models (RM): straight and inverted scores combined within the log-linear framework.
• Penalties (PM): word penalty, phrase penalty, unknown word penalty.
The weights for each feature are tuned and estimated using the minimum error rate training (MERT) algorithm (Och, 2003) .
Experiment

Experimental Setup
To evaluate our system, we conducted translation experiments on the KFTT Corpus (English-Japanese) and compared our system with baseline phrasebased (PB) and hierarchical phrase-based (HPB) SMT implementations in Moses 5 (Koehn et al., 2007) . For each language, the training corpus is around 330,000 sentences. The development set contains nearly 1,235 sentences and nearly 1,160 sentences used for testing. We use the default training set for training translation model, and traditional lexical (Koehn et al., 2005) reordering model or our proposed BTG-based reordering model, and also target language model. We use the default tuning set for tuning the parameters and the default test set for evaluation.
For word alignment, we train word alignments in both directions with the default settings, i.e., the standard bootstrap for IBM model 4 alignment in GIZA++ (1 5 H 5 3 3 4 3 ). We then symmetrize the word alignments using grow-diag-final-and (+gdfa) and the standard phrase extraction heuristic (Koehn et al., 2003) for all systems. In our experiment, the maximum length of phrases entered into phrase table 5 http://www.statmt.org/moses/ is limited to 7, and we input only the top 20 translation candidates. The language model storage of target language uses the implementation in KenLM (Heafield, 2011) which is trained and queried as a 5-gram model. For distortion model in phrase-based SMT baseline, we set the distortion limit to 6.
Word alignments used for training the reordering model are the intersection of both asymmetrical alignments in each mono-direction output by GIZA++ 6 (Och and Ney, 2003) . For pos-tagging, we make use of the Stanford Log-linear POS Tagger 7 (Toutanova and Manning, 2000) . To produce word class tags for each source word, we use the implementation of (Liang, 2005) 8 of Brown's clustering algorithm (Brown et al., 1992) . The size of the class tags is fixed to 256.
For tuning, the optimal weights for each feature are estimated using the minimum error rate training (MERT) algorithm (Och, 2003) and parameter optimization with ZMERT 9 (Zaidan, 2009 ).
Experiment Results
For evaluation of machine translation quality, standard automatic evaluation metrics are used, like BLEU (Papineni et al., 2002) and RIBES (Isozaki et al., 2010) in all experiments. BLEU is used as the default standard metric, RIBES takes more word order into consideration. Table 1 shows the performance of MT systems on the KFTT test data, which are (1) Moses, trained using the phrase-based model (PB-SMT). (2) Moses, trained using the hierarchical phrase-based model (HPB-SMT) and last one (3) HieraTrans, trained using the BTG-based model Table 1 : Results on phrase-based baseline system, hierarchical phrase-based system and our BTG-based system. Bold scores indicate no statistically significant difference at p < 0.05 from the best system (Koehn, 2004) .
(BTG-SMT).
Analysis
Compared with the PB-SMT, BTG-based SMT uses weak linguistic annotations on the source side which provides additional information for reordering. We found that this strategy does help tree structure construction and finding final translations. However, our BTG-based method underperformed the HPB-SMT method. Increasing the beam size will gain improvement slightly. There are two explanations for the result: First, final machine translation performance is also related to the used tools, which is sensitive to parse errors, alignment errors or annotation errors. Inaccurate labeling hurts the performance. Second, strict constraints of BTGs makes the decoder difficult to find some discontinuous phrases (translations).
Conclusion
In this paper, we proposed a novel BTG-based translation approach using a BTG-based reordering model directly trained from the training data. Training such a reordering model does not require any syntactic annotations, hence no use of treebanks or parsers. This approach provides an alternative to building a BTG-based machine translation system using syntactic information. We also made several improvements over (Xiong et al., 2008) : First, we developed a novel BTG-based parser using Batch Perceptron. It allows training the reordering model on the whole training set. Second, we made the reordering model serve as a model which can be queried during decoding. We compared and validated our method can achieve the comparable performance with state-of-the-art SMT approaches. For further improvements, we will work on towards higher-speed decoder and make the decoder open available.
