Introduction
Abstract Let (M n , g) denote a Riemannian spin manifold of dimension n with Dirac operator / D induced from the Levi-Cevita connection acing on the spinor bundle, S ( / D is also called the Atiyah-Singer Operator). Let c : Cl(T M n ) → End(S) be the standard representation of the Clifford Algebra as endomorphisms of the spinor bundle. Let B ∈ End(S) be a zeroth-order endomorphism of the spinor bundle; given an in an orthonormal frame, ej ∈ T M n by the expression B = f α c(eα) where the sum is taken over multi-indices, α = (ij m ), m = 1, 2, 3 ..., k, j1 < j2 < ... < j k and each f α ∈ C ∞ (M n ). The purpose of this paper is investigate when the Dirac-Schrodinger operator / D + B has an integrating factor, i.e. when does there exist an invertible endomorphism A ∈ End(S) such that / D(AB) = A / D + AB. This has applications to improving eigenvalue estimates for Dirac-Schrodinger operators and proving positive charged positive mass theorems where such operators appear on the boundary. Of particular interest is the case n = 2, for boundary Dirac operators of this form appear in charged positive mass theorems based on the initial data formulation in mathematical general relativity. It allows us to generalize a theorem of M. Herzlich (set-forth in his attempt to prove the Riemannian Penrose-inequality using spinors, cf. [1] ) to a manifold of dimension n ≥ 3 containing an electric field and symmetric two-tensor representing the second-fundamental form.
Theorems on The Existence of Integrating Factors for Dirac-Schrodinger Operators
Here, we present a summary of important results about integrating factors for Dirac-Schrodinger Operators. Throughout, (M n , g) will be a Riemannian spin manifold with Riemannian metric g and Levi-Cevita connection ∇. Recall that M n has a spinor bundle, S, that inherits a connection, also denoted by ∇, from the Levi-Cevita connection. Let {e j } denote an orthonormal frame for T M n . The classical Dirac operator / D acting on sections of S, will be defined by the following equation: / D = c(e j )∇ ej (1) where there is an implied sum from j = 1 to j = n. If B ∈ End(S) is given by B = f α c(e α ), then / D + B is called a Dirac-Schrodinger operator. Now, note that the requirement that A be an integrating factor for / D + B reduces to the following equation for operators:
Since we require an endormorphism A to be invertible, we can multiply both sides by A −1 to obtain the following:
In dimension 1, the endomorphism B is simply a smooth complex-valued function and we have the following simple theorem:
the integrating factor for the Dirac-Schrodinger operator / D + B is the smooth complex-valued function, A(x), given by the following equation:
A(x) = exp(−i B(x)dx)
If M 1 = R, then A will always exist. If M 1 = S 1 , then A will exist if and only if M 1 B = n for n ∈ Z.
Before moving to the case in arbitrary dimension, we need to define the following operations for X ∈ Gamma(T M n ):
Let {e j } be an orthonormal frame for T M n . Then we define:
and 
Remark: In the rest of the paper, I will call the B = c(∇f ) Form 1 and
The above two cases relied simply on computations of A −1 / DA that will be carried out in section 3. However, there is a special case where f ∈ C ∞ (T M n ) is a function that depends only one variable in some orthonormal frame, i.e. in the orthonormal frame {e j , j = 1, ..., n}, ∇ ej f = 0 for all j ≥ 2. In this case, ∆ g f = −Σ n j=1 ∇ ej ∇ ej f = −∇ e1 ∇ e1 f and we will consider the case where B = ∆ g f . As we shall prove in section 4, in this case, the integrating factor for / D + B can be written as A = exp(c(∇f ))
where for any endomorphism C ∈ End(S), exp(C) is defined as follows:
The sum on the left-hand side of (8) is well-defined because C has the local expression as a matrix acting on fibers of the spinor bundle S, which are themselves vector spaces.
We summarize this special result in the following theorem:
) be a Riemannian spin manifold of arbitrary dimension n. {e j , j = 1, ..., n} will denote an orthonormal frame for T M n . Let f ∈ C ∞ (M n ) be a smooth function such that ∇ ej f = 0 for all j ≥ 2. Define
Note that B ∈ End(S) because the operator acts by scalar multiplication. Then the Dirac-Schrodinger operator / D + B has the following integrating factor:
The formula for B given in equation 10 will be called Form 3.
We now turn to the two-dimensional case where (M 2 , g) is a surface. In this case {e 1 , e 2 } will be an orthonormal frame for T M 2 . We will let X ∈ Γ(T M 2 ) be a vector field and f ∈ C ∞ (M 2 ) and g ∈ C ∞ (M 2 ) will be smooth functions; again, we will use the definition of divergence and curl given in equations (4) and (5) . The most general form for A ∈ End(S) is following:
Provided that f , g, and X ∈ Γ(T M 2 ) do not simultaneously vanish on M 2 , the inverse of this operator A −1 ∈ End(S) is given by the following:
By simply computing B = A −1 / DA, we obtain the following (the details are carred out in section 5):
The formula for B given in equation 14 will be called Form 4. As result we have the following theorem:
) be a Riemannian manifold of dimension 2 (surface) and let {e 1 , e 2 } be a local orthonormal frame for
2 ) be given such that they never simultaneously vanish on M 2 . If B ∈ End(S) has form 4, then the Dirac-Schrodinger operator / D + B will have an integrating factor A ∈ End(S) given by the following:
A Theorem on Eigenvalues and Eigenvalue Estimates
The theorems on the existence of integrating factors given in section 1.1 allow us to develop and prove theorems about the eigenvalues of Dirac-Schrodinger operators. Throughout, we will let λ( / D) denote an eigenvalue of / D and λ( / D + B) denote an eigenvalue of the Dirac-Schrodinger operator / D + B. In particular, consider the eigenvalue equation
for the eigenvalue λ. Note that if / D + B admits an integrating factor A, then we can multiply both both sides of equation (15) by A to obtain (A / D + AB)ψ = λ(Aψ). Since A is an integrating factor, we have A / D + AB = / D(AB) and therefore we get the equation
Since A, being an integrating factor, is invertible, we can conclude that λ is an eigenvalue of / D if and only if it is an eigenvalue of / D + B.
In the special case that (M n , g) is compact without boundary, consider the Dirac-Schrodinger operator,
|M n | M n f denote the average of f and note that by construction, the function f − f avg integrates to zero. In this case, the solutions of the Laplace equation on M n are simply constant functions and therefore, we can conclude by Fredholm's alternative that there exists an h ∈ C ∞ (M n ) with ∆ g h = f − f avg . Assume further that exists an orthnormal frame {e j , j = 1, ..., n} for which ∇ ej f = 0 for all j ≥ 2. Then h can be chosen to depend only on e 1 , so that f − f avg = −∇ e1 ∇ e1 h = ∆ g h has the special form of B in theorem 3, so that Dirac-Schrodinger operator / D + (f − f avg ) admits the integrating factor A = exp(c(∇h)). We therefore can conclude that the eigenvalues of / D + f are precisely those of / D shifted by f avg . If M 2 = S 2 , then an argument of Hijazi-Bar (cf. [2] , [3] ) gives on the following lower-bound on eigenvalues of the Dirac operator,
These results on eigenvalues prove the following: 
then we obtain the following lower bound on the eigenvalues of
Note that the lower bound given in (19) is an improvement on the lower bound for / D + f given in B. Morel's paper [3] .
Application to Positive Mass Theorems Outside Horizon(s)
In this subsection, we apply theorems 2-4 to prove positive mass theorems outside horizon(s) for initial data for Eintein's equation. Initial data consists for Einstein's field equations generally consists of a Riemannian manifold, (M 3 , g) in addition to a vector field E ∈ Γ(T M 3 ) representing the electric field, and
) is a Riemannian manifold of arbitrary dimension n, with electric field E ∈ Γ(T M n ), then we can also prove a charged positive mass theorem outside horizon(s), but in this case (M n , g, E) does not give initial data for Einstein's field equations for a spacetime. These theorems will begin with the assumption that (M n , g) is asymptotically flat, a definition that will be made precise later. On asymptotically flat manifolds, we can define ADM energy, E ADM , which measures the strength of the strength of the gravitational field from spatial infinity. The precise definition of E ADM is given in section 7. If (M n , g) also has a vector field E ∈ Γ(T M n ), then we can define the total charge, Q. The following charged positive mass theorems are divided into three cases: initial data in a time-symmetric spacetime, initial data in a non-time-symmetric spacetime, and a manifold of arbitrary dimension n:
H j will denote the mean curvature on each N j and A j = |N j | will denote the area of each sphere. Let R denote the scalar curvature of M 3 and assume that R − 2|E|
Case 2: If on each N j , there is an orthonormal frame {e 1 , e 2 } such that ∇ e2 E(ν) = 0 and if
If we also include a symmetric two-tensor,
is embedded into the spacetime, then we can also define the matter density, µ, the matter density J ∈ Γ(T M 3 ), and the ADM momentum,
Again, details will be given in section 6.
is embedded into the spacetime. The same notation as the previous theorem will apply and we will set e 1 = ν on N j and let {e A } denote an orthonormal frame on each N j . We will assume that µ ≥ |J| g . Then we obtain the following:
has form 4 and
has form 1 or form 2 and
Remark:
In the preceding PMT theorems, we have seen forms 1, 3, and 4 for the Dirac-Schrodinger operator. Form 2 was ignored because there is no nonvanishing vector field on S 2 by the hairy ball theorem. However, if we move to dimension n > 3, then it is possible for there to be a non-vanishing vector field on a component of the boundary of M n , denoted by ∂M n . In particular, we have the following general theorem: 
|Nj| has form 1, 2, or 3 on each N j and
Remark 1: Notice that in dimension n = 2, the requirement that R j > 0 restricts each N j to being sphere, thus explaining the topological restriction placed in theorems 6 and 7.
Remark 2: Note that every Riemannian 3-manifold is spin, so that this was not needed as an additional assumption in theorems 6 and 7. If f : M → C is a given function, then this is simply an ordinary differential equation (ODE), and it can be solved using the method of integrating factors.
In particular, we can multiply both sides of equation (1) by −i to obtain:
We then seek a nonvanishing function g : M → C such multiplying both sides of g will yield the equation
which we can integrate using separation of variables to obtain
Remark 1: In the language of Dirac operators, equation (3) has the form
where I is the identity endomorphsim on the spinor bundle.
Remark 2: If M 1 is diffeomorphic to R, then g(x) will always be defined provided that f (x) is continuous on R. However, if M 1 is diffeomorphic to S 1 , then g(x) will only define a function on S 1 if 2π 0 f = n for n ∈ Z, as this will allow g to be periodic with period 2π. Since a smooth, connected, onedimensional manifold without boundary is diffeomorphic to either S 1 or R (cf. http://math.ucsd.edu/∼lni/math250/1-manifold.pdf. or p. 55 of [1] ), we have the following theorem: Proof. From the argument above, it is obvious that this reduces to solving for the complex valued function, ψ that satisfies the equation Theorem 1 is then a direct corollary of theorem 8.
Eigenvalues of Dirac-Schrodinger Operators in Dimension 1
Now, again assume that M 1 = S 1 and that ψ is an eigenspinor of / D + B with eigenvalue λ. Then it must satisfy the equation
Let f avg denote the average of f , defined by
If we subtract this from both sides, then we obtain the eigenvalue equation:
Since g never vanishes, gψ is an eigenvalue of / D with eigenvalue λ − f avg . For simplicity, let φ = gψ. Then equation 8 becomes
Dividing both sides by iφ and integrating, we get
or, solving for φ, with A = e C ,
Now, in order for φ to be defined on S 1 , we must have φ(0) = φ(2π), or equivalently, A = Ae −i(λ−favg (2π) . Dividing both sides by A, we get e −i(λ−favg )(2π) = 1, from whence we can conclude that λ − f avg is an integer. We therefore have proven the following: In this section, we present the proof of theorem 2. From equation (3), it is clear that proving the existence of integrating factors reduces to computing
we proceed with the following computations:
Therefore, we can conclude that
Case 2: Let {e j } be local orthonormal frame for which ∇ ej e m = 0 at some p ∈ M n . Let X = X j e j ∈ Γ(T M n ) and A = c(X) = X j c(e j ). Note that since c(X) 2 = −g(X, X) = −|X| 2 ,
We then compute
Since j and m are dummy indices, the last term in the last line of the above equation can be rewritten as −Σ j>m ∇ em X j c(e j )c(e j ). It then follows that
where curl X and div X are defined by equations (5) and (6) respectively. It then follows that
which is precisely form 2. This completes the proof of theorem 2.
Special Case: Proof of Theorem 3
In the special case that g = 0 and ∇ ej f = 0 for all j ≥ 2, we show that A = exp(c(∇f )) is an integrating factor for B = ∆ g f = −2∇ e1 ∇ e1 f by computing A −1 / DA. Note that first that A −1 = exp(−c(∇f )) as a consequence of the fact that c(∇f ), when restricted to each fiber of S can be written as a matrix (cf Proposition 3 of [4] ). Now, note that c(∇f ) 2 = −|∇f | 2 , from whence it follows that c(∇f
The following computations will show that, for all positive integers, m:
From equation (32), we can then conclude that
It will then follow that
= ∆ g f which will conclude the proof of theorem 3. The computations for m even and m odd are given below:
Case 1 (m is even):
Since f is a function,
We can then simplify the above computations to the following if m is even:
Case 2 (m is odd):
Since it was assume that ∇ ej f = 0 for all j ≥ 2, we see that the only nonzero terms of c(e j )c(e l )∇ ej ∇ e l f occur when j = l = 1, leaving c(e
Notice that because m is odd, c(∇f
This completes the proof of theorem 3.
Dimension 2: Proof of Theorem 4
In this section, we investigate integrating factors for a Dirac-Schrodinger operator, / D + B on a surface (2 dimesnional Riemannian manifold) M 2 . Before we obtain form 3 in theorem 3, we first check that A −1 given by equation (13) is indeed in the inverse of the general endomorphism A given in equation (12). In particular, we compute
where the second to last line follows because c(X) 2 = c(X)c(X) = −|X| 2 and c(e 1 e 2 ) 2 = c(e 1 )c(e 2 )c(e 1 )c(e 2 ) = (−c(e 1 ) 2 )(−c(e 2 )) 2 = I 2 I 2 = I, where I is the identity endomorphism on Γ(S). We next compute / DA:
From this, it follows that
which is precisely form 4 given in equation 14. This proves theorem 4. Note that theorem 5 was already proved by the discussion preceeding it in section 1.2.
6 Proof of Positive Mass Theorems
Definition of Asymptotic Flatness, ADM Energy, and Charge
Let (M n , g) be a Riemannian manifold of real dimension n containing a vector field E representing the Electric field. Let K ⊂ M n be a compact subset of M n and fix an arbitrary point p ∈ K. Below, r will denote the variable, d = d(x, p) for a variable point x ∈ M n . For any number t ∈ R, B t (0) will denote the subset of R n consisting of all points in whose distance from the origin (0) is not more than t.
) is asymptotically flat if there is a real number r 1 > 0 and a diffeomorphism, Φ :
and
If n = 3, (M 3 , g, E) will serve as initial data for the Einstein-Maxwell Equations in the time-symmetric case. An important global invariant of such a manifold is the ADM mass, representing the strength of the gravitational field at infinity, defined as in [8] (p. 373, equation 1.1.32) by
where S(0, r) = ∂(Φ(R n − B r (0)) denotes the boundary of the complement of a coordinate ball of radius r > r 1 in M n . In the following sections, we will also set B(0, r) = Φ(R n − B r (0)).
Let ν denote a unit normal vector field on S(0, r), pointing towards the asymptotically flat end of M n . We then define the total charge, Q, on M n by
To prove theorems 6-8, we define the charged Dirac Operator. This operator satisfies a Schrodinger-Lichnerowicz formula integral formula that will imply non-negativity of E ADM −|Q|, or, in the case of theorem 7, E ADM − |P | 2 g + Q 2 . provided the integral over the boundary is non-negative. Non-negativity of this boundary integral will be ensured once a boundary condition is established for the spinor satisfying the Dirac equation. This will follow steps 1-3 of section 3 of [9].
The Charged Dirac-Operator and The SchrodingerLichnerowicz Formulaes
In this section, D will denote the Levi-Cevita connection on (M n , g), defined by the Riemannian metric, g. {e j , j = 1, ..., n} ∈ Γ(T M n ) will represent an orthonormal frame for T M n . For each, j, B j will denote a zeroth-order endormorphism of the spinor bundle; the kind we have been considering in previous sections. We will consider modified connections ∇ on T M n locally as follows:
In this case, we can define a modified Dirac Operator, D M as follows:
Note that D M is precisely a Dirac-Schrodinger operator of the type considered above, with B = c(e j )B j . Let φ ∈ Γ(S) be an arbitrary spinor field. Define U φ ∈ Γ(T M n ) locally by the following formula:
From now own, we will set D j = D ej and ∇ j = ∇ ej to simplify computation. The Dirac operator, D M given by (41) satisfies the following, SchrodingerLichnerowicz formula (cf. equation 3.3.7a-f of [8]):
where A ∈ End(S) is the endomorphism of S given by formulae 3. If an electric field E ∈ Γ(T M n ) is defined on M n , then the connection on the spinor bundle is modified as follows:
(cf. equation (57) In this case, the charged Dirac-Operator, D M , defined as D M = e j ∇ ej takes the following form:
If, in addition, a symmetric two-tensor, k ∈ Γ(T M n ) is defined on T M n , then the connection, ∇ is modified as follows:
This creates the following formula for D M :
If we apply equation (41) to the operator given in (47), we obtain the following:
We will define the energy density, µ, the matter density vector field J = J l e l ∈ Γ(T M 3 ), and the ADM momentum vector field, P = P l e l ∈ Γ(T M 3 ) as follows:
:
Then equations 48-50 can be rewritten as follows:
Now, assume that M n is an asymptotically flat manifold with boundary ∂M n . Then we can apply the divergence theorem to both sides of the above equation to obtain the following:
Now, the convention is that φ asymptotes (as r → ∞) to a constant spinor field, φ ∞ . From equation (46), we calculate:
First, notice that j is fixed and that c(elim r→∞ S(0,r)
It has been shown in [8] (cf. section 3.2) that (65) reduces to 4πE ADM |φ ∞ | 2 ; from the definitions of P , E ADM , and Q, (65)-(67) become the following:
Note that in the above expression, I and there is a repeated sum over of j.
Now, if φ is also a solution to the Dirac equation, D M φ = 0, then the equation at the top of page 19, upon letting r → ∞ becomes the following:
Now, let e j , j = 1, ..., n be an orthonormal frame oriented so that e 1 is an outward pointing normal vector to ∂M n and the vector fields e j , j = 1, ..., n − 1 are tangent to ∂M n will reduce to the following:
If φ is a solution of the Dirac equation, c(e j )∇ j φ = 0, then we have the following:
where there is a repeated sum over the index m.
Using equation (46) for ∇ m , we obtain the following:
Since k is a symmetric tensor, the terms in (76) will cancel if unless l = m, leaving the following:
For ( 
Therefore, the term in (77) reduces to the following: 
Outlook
In theorems 6-8, we have not considered the case of equality. That is, if E ADM = |Q| or if E ADM = |P | 2 g + Q 2 on (M n , g), what would that necessarily say about (M n , g, E) and H j , or, in the case of theorems 7 and 8, about k mm ?
[6] T. 
