Abstract-Increasingly, incidental sensing capabilities are being leveraged for wide-area situational awareness of complex network processes. For instance, sensors embedded on miners' body suits are envisioned for sensing for chemical hazards, blog data is being used to track disease spread, and autonomous vehicle platforms can incidentally measure environmental conditions while engaging in mission tasks. This paper explores how sparse incidental measurements can be used in tandem with models for the network processes, to gain situational awareness. Specifically, we study reconstruction and forecasting of a network diffusion process by a single stochastically-transitioning observer (where the transition process is not necessarily Markov). Conditions are obtained on the observer's transition model and the diffusion process, such that the process state (scene) can be recovered from the incidental-measurement sequence. Additionally, the minimum-variance scene estimator and its performance are characterized, when the measurements are subject to additive white Gaussian noise. Two illustrative examples are also developed. The formal analyses and examples indicate that incidental measurements can permit effective reconstruction of network processes under broad conditions, albeit with some delay and error cost.
harnessed to track disaster events and disease spread [1] , [4] , unmanned-aerial-system platforms are imagined to surveil forest fires [5] , and phasor measurement units are rapidly being integrated into the power grid for real-time monitoring [6] , to name just a few. These new sensing technologies often can permit high density measurement of the underlying spatiotemporal dynamical processes at relatively low cost, and/or allow measurement of the underlying process in new ways. As such, the new measurement technologies can permit much improved reconstruction and forecasting of dynamical processes of interest, and in turn can provide operators as well as automation with improved situational awareness for decision-making.
The new sensing technologies are potentially transformative, but significant challenges remain in leveraging them to reconstruct dynamic processes or scenes:
1) The underlying physical-world process/scene that is being inferred is typically high dimensional, networked, and inherently stochastic. While models and simulations for the dynamics are often available, few algorithms have been developed that exploit both model predictions and heterogeneous sensor data in reconstructing these complex processes. 2) In sharp contrast with traditional measurement capabilities, some of the new technologies are embedded on mobile platforms, whose movement may be incidental to the estimation task. For instance, sensors embedded on miners' clothing may be used to monitor mine chambers for hazardous gases; the motion of these sensors will be governed by the miner's workflow, rather than by the monitoring task. Similarly, some of the new technologies may rely on ad hoc sampling of the dynamical process, and thus the resulting data streams will contain stochasticallyplaced and timed measurements. For example, social-network data on disease spread typically consists of incidental self-reporting by users, and thus represents a stochastic sampling of the spread process. 3) Increasingly, heterogeneous sensing assets are being used in tandem, many of which are distributed or autonomous. Thus, communication of data among assets, and distributed fusion of heterogeneous high-dimensional data, is paramount for scene reconstruction. These challenges in dynamic scene reconstruction are being addressed by numerous ongoing research efforts, including significant work in the signal-processing and controls-engineering communities. Let us note a few relevant directions, among many. Pertinent to Challenge 1, there has been a recent focus on identification and estimation of complex network dynamics from a graph-theoretic and distributed-systems perspective [7] [8] [9] [10] , and on characterizing spatio-temporal processes using wide-area measurements [11] [12] [13] . With respect to Challenge 3 above, we point out the research efforts on 1) camera data fusion for scene analysis using consensus algorithms [14] [15] [16] [17] , 2) real-time health monitoring of infrastructures using sensor networks [18] , and 3) sensor fusion for video surveillance [19] , [20] , among many other directions. Some of these studies build on classical methods for filtering and identification, but also bring forth interesting new techniques and analyses (e.g., in distributed estimation, sensor placement/selection, big data analytics, etc).
Despite this wide literature, thus far few studies have focused on reconstructing network and spatio-temporal dynamical processes from incidental measurements, in a way that leverages both the measured data and models for the dynamics (Challenge 2 above). As mobile sensing platforms and ad hoc measurement paradigms (including social-media-based ones) become increasingly common, there is a growing need for algorithms that reconstruct spatio-temporal and network processes from incidental measurements. The purpose of this work is to initiate a study of dynamical scene reconstruction from incidental measurements. We focus here on a canonical problem of this type. Specifically, we consider a linear dynamical model for diffusion in networks [21] [22] [23] , and envision incidental measurement of this process by a sensor that is stochastically transitioning among the network locations. We study reconstruction of the diffusion process, including recovery of its initial state and forecasting of current and future dynamics (or scenes), using these incidental measurements.
The diffusion-process reconstruction problem is partly of interest because it is simple yet representative of a wider family of incidental-measurement-based reconstruction tasks. At the same time, the reconstruction of diffusion processes is itself a problem of significant interest in several domains. Diffusion models capture a wide range of natural and man-made processes, many of which require monitoring and wide-area situational awareness. Many of these processes are now being observed incidentally, including by ad hoc mobile platforms and by social media. For instance:
1) There is increasing interest in estimating diffusion of chemical hazards or algae in water systems, as well as air pollutants, using networks of manned or unmanned aerial systems (UAS). Networks of UAS are also being envisioned for agriculture, e.g., to monitor plant-disease spread, crop growth, etc. In many cases, these airborne networks may have multi-modal functionalities, with spread monitoring considered as a secondary requirement. In these cases, the motion of the sensors will be incidental to the diffusion process, and these incidental measurements will need to be leveraged to reconstruct the diffusion process. 2) As noted above, diffusion of gases in a mine may be monitored using sensors embedded on workers' clothing. The sensors' motion will be incidental to the monitoring task. 3) In military applications, a mix of air and ground mobile assets could be used to incidentally monitor e.g., network flow/spread processes like population movements, opinion dynamics, or movement of supplies.
4) Road traffic congestion is already routinely monitored using personal handheld devices. Increasingly, handhelds as well as social media are being used in monitoring a range of diffusive processes, including disease spread, crowd movements, etc. Tools for effective reconstruction and forecasting of the network processes using these incidental measurements are needed. Our study of diffusion process reconstruction using incidental measurements is connected to, and draws on, ongoing theoretical research on estimation in the signal-processing and controls communities. Estimation of linear dynamical processes under stochastically-varying measurement paradigms has been studied in the context of Markov jump-linear system models (MJLS) among other paradigms, e.g., [24] , [25] . Recovery of network models/dynamics from randomized measurements has also been considered in domains such as Internet mapping and measurement [26] . Relative to this literature, our focus here is on determining how 1) the sensor's incidental motion (which may or may not be Markov) as well as 2) the topology and dynamics of the diffusion process modulate scene observability and reconstruction performance. Our formal analysis and simulations indicate that incidental measurements can permit effective monitoring of network dynamics under surprisingly broad conditions, albeit with a time cost and some small probability of significant performance degradation.
The remainder of the article is organized as follows. The dynamic scene reconstruction problem is formulated in Section II. Section III is focused on analyzing observability/unobservability of the dynamic scene as well as the time required for reconstruction, in the nominal case that observation and process noise are negligible. In Section IV, scene-reconstruction performance is characterized in the case where measurements are corrupted by additive Gaussian noise. Future directions are briefly noted in Section V. Two examples are given to illustrate how these results inform situational awareness. We note that a few of the results in this article were presented in preliminary form, and without proof, in [27] .
II. PROBLEM FORMULATION
The network-process reconstruction problem is formulated in the context of a canonical linear model for spread or diffusion dynamics in a network. The canonical model is introduced in Section II.A, and enriched to capture incidental measurement by an observer that stochastically transitions among the network components (Section II.B). The problem of reconstructing the diffusion dynamics from the incidental measurement sequence is then precisely formulated, and notions of reconstructability (observability) are defined (Section II.C). Two applications of diffusion-process reconstruction are briefly described in Section II.D.
A. Network Diffusion Model
Models for network diffusion have found wide application in such diverse fields as computational epidemiology, distributed computing, and power engineering (e.g., [21] [22] [23] , [28] ). Here, a canonical linear model is considered, which has been used to represent numerous spread, synchronization, and consensus processes. Formally, a network with components, labeled , is considered. Each network component has associated with it a scalar continuous-time state , that evolves according to a diffusive process. Specifically, the state of each component is governed by the following differential equation:
where each is a non-negative weight parameter describing the strength of the influence of component on component .
In the process (1), each component's state is corrected based on its difference with neighboring components' states: hence, the states move toward equalization or synchronization, absent outside drivers. This linear diffusion model has been used to capture such processes as temperature dynamics among connected chambers, diffusion of air pollutants, consensus among parallel processors, and animal population movements, among others.
It is helpful to assemble the state dynamics for each component into a single vector equation. Defining a network state . . .
, we obtain the following state equation:
where the off-diagonal entries of the matrix are given by and the diagonal entries are given by . The reader will note that the matrix is a diffusive or Laplacian matrix, i.e., a matrix with non-positive off-diagonal entries and zero row sums. We are interested in tracking the diffusion process starting from an initial time. We set this initial time to be without loss of generality, and refer to the corresponding network state as the initial state. We also find it useful to define a graph to represent the interactions among the network components. Specifically, a directed weighted graph is defined, whose vertices correspond to the components of the network. The graph edges are defined to capture the interaction weights among components. Specifically, an edge is drawn from component to component if and only if is non-zero; this edge is assigned a weight . The process (2) achieves synchronization, in the sense that differences between components' state variables converge asymptotically to zero, under broad conditions on the network graph. Specifically, synchronization is achieved for any initial condition, if and only if the graph has a vertex with a directed path to every other vertex (i.e., a directed spanning tree) [29] . Further details are not needed for our development here.
B. Incidental Measurement
The network diffusion model is enriched to represent a mobile observer. The observer's motion is modeled as incidental to the diffusion process. That is, the observer is viewed as transitioning among the network components for a primary purpose other than tracking the diffusion, however the observer regularly measures the spread process along its route. Since the observer's motion is incidental, we abstractly model the observer's location on the network (i.e., the component that it is measuring) as a stochastic process.
Both clocked and asynchronous measurement models may be apt. In this study, we consider a clocked model wherein the observer makes measurements at regular intervals with spacing . Specifically, the observer takes measurements at the time points , where and , represent initial and final measurement time steps. The observer is modeled as stochastically transitioning through a sequence of network components at its measurement times, and measuring the state of its current component at each time. Specifically, we use the notation , where , to specify the component visited by the observer at time . We note that for each . The observer measures the scalar diffusion state of the network component that it is visiting at each time step. That is, the observer makes the measurements , for , and stores these measurements. We refer to the stochastic sequence as the observer location sequence, and refer to as the measurement sequence. We find it convenient to use an indicator-vector notation for the observer location sequence. In particular, we use the notation for a 0-1 indicator vector of the location at each time . That is, is an -entry vector, whose entries are all zero except that the entry is equal to 1. We refer to as the location indicator sequence, and note that the measurement can be written in terms of the network state as . The diffusion state and observation at the measurement times can be captured using a discrete-time model. Specifically, the network state at time-step , i.e., , evolves according to the discrete-time state equation , where the state matrix is can be written in terms of the Laplacian matrix as . Using linear-systems analysis tools [31] , it is easy to check that the state matrix captures a discrete-time diffusion process [23] . In particular, the state matrix has the following properties: 1) non-negative entries and 2) row-sums of 1. Additionally, since the state matrix is obtained through solution of a continuous-time linear system, it automatically follows that has full rank. Also, the measurement can be computed from the discrete state , as . In summary, the diffusion process at sample times, along with the measurement sequence, are governed by the following time-varying discrete-time linear system: (3) where the initial state of the discrete-time process is equal to the initial network state , and the measurements are available for . Remark: The model for the observer location sequence has deliberately been left in a general form (in particular, without an assumption of Markovianity), so as to be encompassing of real-world incidental-measurement paradigms. Many incidental-measurement platforms, such as vehicle-board sensing systems, exhibit partially-structured dynamics which govern their sensing capabilities. For instance, autonomous-vehicle trajectories are often aptly described by semi-structured mobility models (e.g., the smooth-turn mobility model in [30] ), which describe vehicles as switching among deterministic trajectory profiles after random intervals. A partially-structured mobility model is revisited in Example 2 below.
C. The Dynamic-Scene-Reconstruction Problem
The question studied in this article is whether measurements made by the incidental observer, as described above, can be leveraged to gain situational awareness about the monitored diffusion process. To this end, we study whether the observer can reconstruct the diffusion process from the measurement sequence. For this study, the observer is assumed to has available the diffusion model, and also to have knowledge of the sequence of network components that it has visited (i.e., the observer location sequence) after the fact. We are concerned with whether or not the observer can reconstruct and forecast the diffusion process, i.e., determine the network state for , from the measurement sequence. This situational-awareness task is referred to as the network scene-reconstruction problem.
For the noiseless diffusive-process model described above, estimation of the initial network state is sufficient for scene reconstruction, since the diffusion model can then be run forward in time to determine the state at other (past or future) times. Hence we focus on the initial scene reconstruction problem. The initial scene reconstruction problem can be phrased entirely in terms of this discrete-time model. Specifically, we say that initial-scene reconstruction is achieved, if can be uniquely determined (estimated) from the sequence of measurements . Achievement of initial scene reconstruction depends on the observer location process, which is stochastic. Thus, initial-scene reconstruction is achieved in a probabilistic sense, as we will formalize in the analysis section.
The goal of the ensuing analysis is to establish broad conditions on the observer location sequence and the diffusion process for initial-scene reconstruction. The general analyses are also specialized to the case that the observer location process is Markov. In this special case, the discrete-time representation (3) falls in the class of Markov Jump Linear Systems (MJLS), and hence estimation machinery for MJLS can potentially be brought to bear to address the scene-reconstruction problem. However, our focus here is on understanding how the special structure of the incidental measurement paradigm modulates achievement of scene reconstruction, and hence we approach the problem from first principles rather than using machinery for MJLS.
D. Discussion of Diffusion Monitoring Applications
It is instructive to briefly envision how the above problem formulation may be brought to bear in particular application domains, using a couple of conceptual examples.
Example 1: The described problem formulation can inform air-pollution monitoring in an urban environment. In this case, the diffusive process of interest is the spread of pollutants among atmospheric parcels in the region of interest. In the future, autonomous-aerial-systems may be routinely used in urban environments, e.g., to provide communication functions, for policing, etc. Air-pollutant sensors embedded on these systems would permit incidental measurement of pollutants. Likewise, sensors embedded on ground-vehicles, or connected to citizens' mobile handhelds, may permit incidental sampling of the pollutant's diffusion. The analyses developed here would allow evaluation of whether such incidental measurements could be used for effective monitoring or sourcing of pollution.
Example 2:
The problem formulation is also relevant to monitoring wide-area infection spreads in croplands or forests. For this application, the network process of interest is spread of the infection within the agricultural system or forestland. A mixture of air and ground assets are used to manage these systems (e.g., for crop dusting, weather monitoring, soil-moisture sensing, harvesting). These assets could be used to photograph and detect infection spread on a regular basis. The results of this study would characterize the reconstruction of the spread dynamics from these incidental measurements.
III. CONDITIONS FOR INITIAL SCENE RECONSTRUCTION
Conditions on the network graph and the observer location sequence are established, such that initial scene reconstruction is achieved with certainty when enough measurements are made. These conditions provide an indication of whether or not incidental measurement capabilities can be practically leveraged to gain wide-area situational awareness complex network processes. In addition, simulation results and basic formal analyses are presented to characterize the time required for scene reconstruction.
The formal analysis of the incidental-measurement paradigm requires defining the notion of a scene-reconstruction probability. For a particular instance of the observer location sequence , initial scene reconstruction is a binary notion: it is achieved if and only if the discrete-time model (3) is observable over the interval (see a basic linear systems theory text, e.g., [31] ). This equivalence follows from the assumptions that the observer has knowledge of the diffusion model and its location sequence after-the-fact, and also the recognition that the state matrix is full rank (which permits recovery of from ). Based on this equivalence, each sequence , can be classified as either achieving observability and hence initial scene reconstruction, or not. The probability of initial scene reconstruction is then the probability that observability is achieved, over the ensemble of possible observer location sequences . A primary focus of our analysis is to determine whether initial scene reconstruction is achieved for a sufficiently-long measurement horizon. This motivates the following definition for asymptotically-guaranteed scene reconstruction:
• Initial scene reconstruction is said to be asymptotically guaranteed if, for any fixed , the probability of initial scene reconstruction approaches 1 in the limit of large . The conditions for initial scene reconstruction depend on notions of stationarity and mixing for stochastic processes.
The following terminology is used in our development: • The observation-location sequence is said to be stationary, if the location-indicator sequence is asymptotically mean stationary (see [32] ).
• Per standard stochastic-process terminology, the observation-location sequence is said to be mixing or asymptotically independent if any two sub-sequences are nearly independent given sufficient time lag (gap) between them.
The reader is referred to [33] for background on mixing of stochastic processes. For the purpose of this work, uniform mixing in a strong sense is assumed, in that an upper bound on the deviation from statistical independence can be found solely in terms of the lag. Conditions for asymptotically-guaranteed scene reconstruction are presented in the following two theorems and their associated corollaries. The first theorem is concerned with an observer that transitions to all components of the diffusion network. The second theorem shows that scene reconstruction is possible even when the observer only transitions through a subset of the network components, given appropriate conditions on the diffusion process and measurement locations. The corollaries specialize the results to the case of a Markov observer-location process. After the formal presentation of the results, a discussion of their implications on situational awareness is included, and the time required for scene reconstruction is studied further. Here is the first result:
Theorem 1: Initial scene reconstruction is asymptotically guaranteed if the observer-location sequence is 1) stationary, 2) mixing, and 3) asymptotically has non-zero support at all network locations (i.e., for ). In this case, the probability of initial scene reconstruction approaches 1 exponentially in the measurement horizon . Proof: Without loss of generality, the initial measurement time is assumed to be 0. If measurements are taken from a different initial time, the below argument shows that can be computed, whereupon can be recovered as since is invertible.
To prove the result, a proxy system wherein measurements are made simultaneously at all network components is considered first. Specifically, the discrete-time state equation in (3) is considered , but with the proxy observation sequence . The observability matrix for this proxy system over the interval is given by:
. . . , which has dimension . Meanwhile, the observability matrix for the incidental measurement process, for a particular observer location sequence, is given by:
. . . . From this expression, it is clear that the th row of is a stochastically-selected row from the th block of , i.e., of . Now let us consider a matrix , consisting of the first row of , followed by every th row within . That is, . . . , where .
Let us now consider the probability that rowof is linearly independent (not linearly dependent) of the first rows, assuming that the first rows do not already span . To bound the probability, first notice that rowof is rowof . Hence, it is a stochastically-selected row of block of (equivalently ) with the selected row specified by . From the fact that the observer location process is uniformly mixing, it follows that is arbitrarily close to statistically independent of , for sufficiently large . Thus, row of is stochastically selected row of block of , where the selection is statistically independent of each previous row's selection (provided is sufficiently large). Since is asymptotically stationary in addition to mixing, it further follows that the distribution of is arbitrarily close to the stationary distribution of the observer location process. However, the stationary distribution has non-zero support for each , and hence may specify any network location with some non-zero probability (say, probability of at least where does not depend on ), for any sufficiently large . Hence, rowof may be selected as any of the rows of block of (equivalently, of the matrix ), where the probability of selecting each row is at least . From this, it follows that rowof is linearly independent of the first rows with probability of at least , assuming that the first rows do not span . Stated another way, each subsequent row of the matrix increases the dimension of the row space with probability of at least statistically independently of the previous rows' selection, until the matrix achieves rank . From this observation, it follows that the probability of having rank is lower bounded by the probability that a negative binomial random variable is less than , since the rank increases with probability of at least with each additional row (statistically independently of the previous rows' selections). This probability approaches 1 exponentially with respect to . Thus, as the measurement horizon is increased, we see that the probability that and hence have rank approaches 1, exponentially. Initial scene reconstruction is thus asymptotically guaranteed, and the probability of scene reconstruction approaches 1 exponentially in . Theorem 1 shows that initial-scene reconstruction is achieved for any diffusion process, if the observer persistently samples all network components according to a mixing, asymptotically stationary process. In fact, the stationarity assumption can be readily relaxed: it is sufficient that there is a uniform strictlypositive lower bound on the probability that observer is at each network location. Details are omitted.
The above condition for initial-scene reconstruction does not require the observer-location sequence to be Markov, only requiring uniform mixing. The result specializes easily the Markov case:
Corollary 1: Initial scene reconstruction is guaranteed if the observation-location sequence is governed by an ergodic Markov chain. Further, the probability of scene reconstruction approaches 1 exponentially in the measurement horizon . In many contexts, the observer may only sample a subset of network locations, due to cost and safety constraints, the observer's primary task requirements, etc. The following analysis gives conditions under which incidental measurement at a subset of network locations permits initial scene reconstruction. Specifically, we show that the observer only needs to incidentally sample a set of the network locations whose simul-taneous joint measurement would guarantee observability. To formalize this notion, a subset of the network components is considered. The cardinality of is denoted as . An matrix is also defined, whose rows are 0-1 indicators of each network component listed in . That is, for each element , a row is included in that is equal to , i.e., that is an indicator of the network component . Finally, we refer to as an observing set, if the pair is observable. The following theorem formalizes that persistent incidental measurement across an observing set is sufficient for scene reconstruction:
Theorem 2: Initial scene reconstruction is asymptotically guaranteed if the observation location sequence is 1) stationary, 2) mixing, and 3) asymptotically has non-zero support on an observing set (i.e., for where is an observing set). The probability of initial scene reconstruction approaches 1 exponentially in the measurement horizon.
Proof: The proof follows along the same lines as that of Theorem 1. Without loss of generality, the initial measurement time is assumed to be 0. A proxy system is considered, wherein measurements are made simultaneously at all components within the measurement set. Specifically, the discrete-time state equation in (3) definition/analysis of observability for linear time-invariant systems). From the invertibility of , it the follows that each block above has full rank. From here, the proof of the result closely follows that of Theorem 1, and hence we describe it in abridged form. Specifically, some rows in the observability matrix for the incidental-measurement process are stochastically-selected rows of . For blocks in with sufficient time lag between them, each row may be selected with some strictly-positive probability. It the follows that the probability of the observability matrix having rank less than will approach 0 exponentially with the measurement horizon. Hence, initial scene reconstruction is asymptotically guaranteed, with the scene reconstruction probability approaching 1 exponentially with the measurement horizon.
This result can also be straightforwardly specialized to the case that the observation-location sequence is governed by a Markov chain:
Corollary 2: Initial scene reconstruction is asymptotically guaranteed if the observation location sequence is governed by a Markov chain whose recurrent classes are 1) ergodic and 2) each contain an observing set.
The above conditions provide a framework for understanding whether or not scene reconstruction is possible, when the observer only persistently visits a subset of network locations. Conceptually, the results show that incidental measurement among a set of network locations is equally effective to simultaneous measurement at all of these locations, albeit with a trade-off in the time required for scene reconstruction (observability). It is important to stress that observability of the pair does not hold for arbitrary and . However, testing whether a pair is observable is straightforward from classical linear systems analysis for time-invariant systems (see [31] ): the significance of our result here is that such observability from time-invariant simultaneous measurements is equivalenced with state reconstruction from incidental measurements. For the class of network diffusion processes, several recent studies have given graph-theoretic conditions for observability of . These conditions are phrased in terms of the graph and the measurement locations relative to the graph, and identifies sparse sets of measurements are sufficient or insufficient for observability (see [10] , [21] ). Incidental measurement by an observer that is transitioning through a sparse observing set is sufficient to guarantee scene reconstruction.
The time required for scene reconstruction is of interest, since it is an indication of the data-set size and/or measurement horizon required for scene reconstruction and hence situational awareness. The proofs of the two theorems above naturally yield exponential bounds on the probability of scene reconstruction, as a function of the measurement horizon. Precisely, the probability of scene reconstruction is lower bounded by a function that approaches 1 exponentially in the measurement horizon . The time constant of this exponential bound under the premises of Theorem 1 is governed by: 1) the minimum asymptotic probability with which the observer visits a network location and 2) the mixing time of the observer-location process. The (uniform) mixing time of the observer-location process can be formalized as the look-ahead time required such that probability of the observer being in each network location is at least a fraction of (say ). From the proof of Theorem 1, it follows quickly that the time constant of the exponential bound scales with . The scaling shows that 1) fast mixing and 2) uniform support of the stationary probability distribution of the observer location process together guarantee fast scene reconstruction with high probability. It is logical that fast mixing and uniform support would benefit situational awareness, since these characteristics permit rich sampling of the diffusive process over shorter time periods. Since only a lower bound on the reconstruction probability is being characterized, however, fast reconstruction may be possible even without fast mixing and uniform support, depending on the details of the diffusive process. We note that a similar bound can be found when only a subset of network locations is visited (Theorem 2). However, in this case, the specifics of the diffusion process and measurement locations ( and ) may significantly modulate the scene reconstruction time: this dependence will be studied in Example 1.
The developed conditions for initial scene reconstruction have some implications with regard to achieving situational awareness, which are worth highlighting. First, the theorems indicate that even a single incidental observer can achieve wide-area situational awareness of a network diffusion process, provided that it 1) transitions through a sufficiently rich set of network locations and 2) has a uniform mixing or "forgetting" property. It is worth noting that reconstructability is crucially dependent on the random mixing property of the observer-location sequence: scheduled transitions (e.g., periodic transitions) through these locations do not always guarantee scene reconstruction. In this sense, incidental measurement permits robust estimation of dynamic scenes compared to other measurement approaches. Further, such estimation is possible even when the observer transitions through only a subset of network locations. Broadly, the results suggest the wealth of incidental sensor data can be mined to characterize spread processes across a wide area: the measurements contain signatures of dynamics propagating through the network (scene), not only at the measurement locations. These can be used to reconstruct the network-wide dynamics, provided that a model for the underlying diffusion is available and used in tandem (which addresses Challenge 1 in the introduction). A second key insight obtained through the analysis is that reconstructability does not depend on Markovianity, and hence that partially-structured measurement paradigms (e.g., [30] ) allow situational awareness. As an example, a pollution-spread process monitored by an Unmanned Aerial System can often naturally be modeled in this way, which suggests that incidental measurements from such platforms can provide wide-area situational awareness of spreads. Third, the reconstruction-time analysis suggests that, while incidental measurements can robustly permit scene reconstruction, the time required for reconstruction may be longer than for fixed sensing capabilities: the observer's stochasticity incurs wasted effort which may lead to delay in gaining situational awareness. This possibility for sluggishness motivates leveraging multiple incidental and fixed sensing capabilities to achieve situational awareness, which then also requires algorithms for distributed sensor fusion in time-varying environments (Challenge 3 in the introduction).
While our focus here has been on diffusion processes, other spatial or networked dynamical processes-for instance, disease-spread and flow processes-admit similar characterizations. For these other network processes, asymptotic scene reconstruction is still guaranteed when the incidental observer transitions through all network locations (analogously to Theorem 1 above), provided that the observer monitors the entire local state at its current location; this can be verified by noting that the proof of Theorem 1 does not depend on the state matrix being Laplacian, and that the argument can be repeated for arbitrary network dynamics. Reconstruction from a sparse set of a network locations is also possible (analogously to Theorem 2), however graph-theoretic characterizations of the observing set differ for spread and flow processes as compared to diffusion processes. The fact that the analysis applies to a broader class of network processes supports that incidental measurement streams are legitimate data sources for wide-area situational awareness (particularly when coupled with some model knowledge), although the particular algorithms may be specialized to the application context.
A. Example 1
A small-scale example is developed to illustrate the effectiveness of diffusion-process reconstruction from incidental measurements, and also to understand how different parameters influence the time required for scene reconstruction. {This example is an abstraction of a temperature monitoring problem for a closed network of chambers, such as in a mine, refrigeration unit, or building. The temperature profiles of the chambers are governed by the heat equations, which take the form of the diffusion equations (1) with the weights decided by the heat flow between chambers and their thermal capacitances. The example considers a six-chamber network with the graph shown in Fig. 1 . The problem of interest is to reconstruct the temperature profile of the chambers, for situational awareness. This example focuses particularly on understanding how the model's parameters (the mixing time and stationary distribution of the observer location process, and the measurement locations) influence the time required for scene reconstruction.
In this example, the diffusion process graph has a doublesymmetry structure which prevents initial scene reconstruction from fixed measurements in any single chamber, see [21] , [34] . Specifically, because of the symmetry, the temperature process entails dynamics that are indistinguishable from each possible observation location: for instance, the temperatures of chambers 1 and 2 cannot be differentiated from observations at any other network location.
Here, an incidental-measurement paradigm is considered instead. Specifically, we consider measurements from a mobile observer that transitions through the chambers in a Markov fashion. First, let us consider the case that observer-location process is governed by an ergodic chain which transitions through all six network components. Specifically, a transition matrix of the form is assumed, where the parameter can be set to tune the mixing rate of the chain. From Theorem 1, it follows immediately that incidental-measurement paradigm asymptotically guarantees initial-scene reconstruction.
In Fig. 2 , histograms of the time required for initial-scene reconstruction are shown, for a slow-mixing Markov chain and a fast-mixing chain . In each case, Fig. 2 . Histograms of the measurement duration required for initial-scene reconstruction from incidental measurements, for the case that the observer persistently visits all network components. Histograms for two different mixing rates are shown. In this example, faster mixing yields faster scene reconstruction.
the histogram is generated from 1000 instantiations of the observer-location sequence. For both mixing rates, initial-scene reconstruction is achieved rapidly with high probability, although faster mixing does yield faster initial-scene reconstruction, in accordance with the performance bounds described above. The example also conforms with the theoretical result that the probability of initial state reconstruction approaches 1 exponentially with the measurement horizon (or faster). To study the role of the stationary distribution, we modify the Markov chain for the observer location process so that chambers 1-3 are visited with three times the frequency as the remaining chambers (while maintaining the same mixing time as for the case above). Specifically, an asymmetric chain is used, which is three times more likely to each of the first three chambers compared to the other three from its current location. The histogram of the scene reconstruction time (Fig. 3) indicates that longer measurement horizons are needed on average in this case, in accordance with the formal analysis. Fig. 3 . The histogram of the measurement duration required for initial-scene reconstruction is shown, in the case where the observer location process is defined by an asymmetric Markov chain with non-uniform stationary distribution. Scene reconstruction takes longer on average in this case. Fig. 4 . A histogram of the measurement duration required for initial-scene reconstruction from incidental measurements, for the case that the observer only visits two network components. Scene reconstruction is achieved more quickly on average than for the case that all network components are visited.
For comparison, the case that the observer only transitions through a subset of network locations is also considered. The dependence of the scene reconstruction time on the observing set turns out to rather subtle. For instance, let us also consider the case that the observer location process transitions through only components 1 and 6, which form an observing set, in a Markov fashion. For the same mixing time as above (corresponding to ), initial scene reconstruction is achieved faster on average than for the case where all network locations are visited (see Fig. 4 ). For further comparison, one other cases are considered: the case that the observer location process transitions through components 1, 3, and 6. Based on 1000 simulations, the average time required for initial scene reconstruction in this case is seen to be longer than for the case where only components 1 and 6 are visited, but shorter than the time required when all six components are visited. Surprisingly, we thus see that transitioning through some small observing sets can allow faster scene reconstruction than pervasive sampling, despite the fact that other small measurement sets do not achieve observability at all. Conceptually, the benefit of partial sampling arises because the diffusive process displays different response signatures at different network components (depending on the graph ). Thus, repeated sampling of a few network locations with strong signatures is more effective than rare, pervasive sampling. For instance, the responses at leaves in a tree network are known to be strong (see [8] ), and hence measurement at components 1 and 6 is particularly effective.
IV. RECONSTRUCTION WITH MEASUREMENT NOISE
Scene reconstruction from incidental measurements may often be subject to both measurement and process noise. In particular, network diffusion processes requiring situational awareness (e.g., diffusion of pollutants, spread of viruses) often are impacted by environmental disturbances and variations as well as intrinsic volatility, causing deviation from the specified model. Likewise, sensors used in incidental measurement are likely to be cheap, stressed by environmental factors, and impacted by the observer's mobility, which all may increase noise levels.
In this section, the scene-reconstruction problem is enhanced to represent measurement noise. Specifically, the measurement sequence is assumed to be subject to additive white Gaussian noise. In this case, the state and observation processes at the measurement times are governed by the following: (4) where is a zero-mean white Gaussian noise sequence with intensity .
The scene-reconstruction problem remains as before, to estimate the state of the network diffusion process from the measurement sequence . Since the state process is not noisy, estimation of the initial state remains sufficient for full reconstruction of the diffusion process. We will thus again focus on the initial-scene reconstruction problem, to estimate the from the measurement sequence. As before, the diffusion-process model and observer-location sequence are assumed to be known to the observer. The initial scene is assumed to be an unknown, non-random vector.
In contrast with the noise-free case, the observer in general is not be able to reconstruct perfectly from the observation sequence in the noisy case (4) . From classical linear-systems and non-random-parameter estimation results, it follows that finite-variance estimation of is possible if and only if the system (4) is observable over
. If the system is observable, then the minimum-variance unbiased estimate can be computed by the observer as: (5) where . . . is the observability matrix, and . . . . We note here that building the minimum variance estimator requires using the observer-location sequence, to construct the observability matrix. The observer's performance is captured by the error covariance of the estimate, given the observer-location sequence:
. This conditional error covariance can be found in terms of the observability matrix as . The trace of the error covariance matrix, , indicates the average total squared error in the reconstructed scene (given the observer-location sequence). These performance statistics can be computed in real time by the observer, allowing specification of error bounds around the obtained estimate for the initial scene.
Average performance across possible observer-location sequences is also of interest. However, the expectation of the error covariance across observation sequences is ill-defined, since the error covariance is infinite when the observability matrix does not have full rank (i.e., observability is not achieved). If the observer location process satisfies the premises of Theorems 1 and 2, then the probability of unobservability becomes vanishingly small with the measurement horizon, and typical observer-location sequences achieve observability (hence allowing finitevariance initial-scene reconstruction). In this case, the expectation of the error covariance matrix or its trace given observability (e.g., is an apt aggregate measure of scene-reconstruction performance.
The aggregate measure for scene-reconstruction performance can be further characterized by recognizing that the observability Grammian is a symmetric, positive-semidefinite or positive-definite matrix. Various inequalities relating the trace of a positive definite matrix and its inverse, and for the expectations of convex functions, can be brought to bear to bound the performance measure in terms of the expectation of the observability Grammian. This expectation can then be simplified as follows: (6) where is an diagonal matrix whose diagonal entries are for . This expression for is convenient to characterize, since it depends only on the probability mass function for at individual times, and not on dependences across time. The expression can be related to or bounded in terms of the spectrum of the Laplacian matrix , under various assumptions on the observer-location process and the graph of the diffusion process. A particularly simple relationship can be obtained in the case that the graph is symmetric and the observer is equally likely to be at any location in the network. Under these assumptions, the following bound on the aggregate performance measure is obtained:
Lemma 1: Assume that the observer-location process 1) is mixing and 2) satisfies for and , and also that the graph of the diffusion process is symmetric and connected. Then , where are the eigenvalues of the Laplacian matrix 1 .
Proof: Let us consider the positive definite matrix . From convexity arguments, it follows immediately that this matrix majorizes , in the sense that their difference is positive definite (see e.g., [35] ). It then follows immediately that . To continue, let us consider the dependence of on the measurement horizon . Since is a summation of positive-semidefinite matrices corresponding to each time instance (see (6) ), the matrix for a longer measurement horizon majorizes the quantity for a smaller horizon (in the sense that the difference is a positive semidefinite matrix). Thus, we obtain that , where denotes the observability matrix in the limit of large , and where we have the dropped the condition that since this is true with probability 1 in the limit of large , from Theorem 1. Taking the trace of this last inequality and then combining inequalities, we obtain that . It remains to bound in terms of the eigenvalues of the Laplacian matrix . For (6), we have that . Next, we note that from the assumptions in the theorem statement. Also, the matrix is symmetric from the fact the is assumed to be symmetric. It thus follows that . Thus, we have that . Next, from a spectral decomposition, it follows that the matrix has eigenvalues given by , for (and one infinite eigenvalue corresponding to the nil eigenvalue of ). It follows immediately that has eigenvalues at for . Since the trace of a matrix is the sum of its eigenvalues, the result of the theorem follows immediately.
The above lemma provides insight into designing incidental measurement processes to achieve situational awareness, in the practical case the observations are subject to noise. As expected, reducing the observation noise level is necessary for low-error scene reconstruction. However, crucially, the result also indicates that the sampling rate of the observer location process must be fast compared to the settling rate constants of the diffusive process (the eigenvalues , for low-error scene reconstruction to be possible. That is, is required to be much larger than , for , for the lower bound to be small and hence to permit low-error scene reconstruction. This result highlights an interesting distinction between the noise-free and noisy cases. Observability and hence noise-free scene reconstruction can be guaranteed solely based on the characteristics of the observer location process. However, for effective scene reconstruction in the practical case that observations are noisy, 1 The Laplacian matrix of a connected graph has a single eigenvalue , while the remaining eigenvalues are strictly positive and real. the relationship between the observer location process and the diffusive process is important: the observer must act quickly relative to the diffusive process for low-error reconstruction. The time-constants or eigenvalues of the diffusive process are specified by its graph topology , and hence the topology crucially modulates the scene-reconstruction error. The dependence of the eigenvalues of a diffusive network on the graph topology has been extensively studied, see e.g., [36] , and the set of eigenvalues is well-characterized for various graph classes (e.g., random and small-world graphs). A comprehensive study of these dependencies is outside the scope of this article. 
A. Example 2
Initial scene reconstruction in the presence of measurement noise is illustrated. This example is concerned with the diffusion of a pollutant across a square region, with the pollutant levels tracked in 6 6 gridded subregions. The initial scene is shown in Fig. 5 : the diffusing substance is initially concentrated at the top of grid (with a unit concentration in the top row, and a concentration of 0.5 in the left three squares of the second row). The pollutant is assumed to diffuse through flows between contiguous grid squares, with a rate of 0.01 to each neighbor (i.e., 1% of the substance flows to each neighbor per time unit). {However, due to topological effects (e.g., mountainous terrain), the diffusion into and out of one grid square (Row 2, Column 4) is restricted to the lower rate of 0.002. The scenes (diffusion states) after 100 and 500 time units are also shown, to illustrate the diffusion (Fig. 5) .
In this example, the diffusing pollutant is monitored by a sensor on board an autonomous aerial vehicle, whose motion is incidental to the diffusive process. The movement of the incidental observer is modeled as a partially-structured process, which is not Markov. In particular, the vehicle is modeled as moving at random velocity, which is uniform on and independent along each coordinate axis. The vehicle maintains this velocity (and hence moves in a straight line diagonally through the space) for a period of time, which is specified as an independent uniform random variable on [1, 7] . After this time, the vehicle switches to a new constant-velocity trajectory of this form. In case the vehicle reaches the edge of the monitored region, the vehicle is constrained to move along the edge until a new direction is selected. The movement of the vehicle over 100 time units is shown in Fig. 6 . The observer measures the diffusion state in its current location, at a rate of one sample per time unit. The additive measurement noise is assumed to have an intensity of . The observer takes measurements over 2500 time steps, and seeks to reconstruct the initial scene.
The reconstructed initial scene is shown in Fig. 7 , for two instantiations of the measurement process. For the assumed noise intensity, the observer is able to reconstruct the initial scene fairly accurately, but does sustain some error. For each instantiation, we also show the observer's frequency of measurement in each grid square. These plots suggest that the scene-reconstruction error is typically higher in parts of the grid that are sam-pled less frequently. We have also determined the trace of the error covariance matrix (total squared error in the reconstructed scene) via simulation, across 500 instantiations of the observer location sequence. The estimator generally performs well, with 252 instantiations having a total squared error of less than 1, and 180 instantiations having a total squared error between 1 and 5. However, there is a small probability of high error, with 5 instantiations having a total squared error of greater than 100 (and the remaining instantiations have an expected square error between 5 and 100. This example indicates that the incidental measurement paradigm permits surprisingly effective and robust scene reconstruction, but is subject to significant poor performance on occasion due to the volatility of the observer's location process. It is worth stressing that the observer can compute the error covariance matrix, and hence can provide an alert in the cases where the scene reconstruction is poor.
V. FUTURE WORK
Many network processes require more sophisticated models than the simple network diffusion model considered here. Specifically, these processes may involve nonlinear and hybrid dynamics, process noise, hierarchical structures, etc. Likewise, more complicated models for the observer may be needed: for instance, the measurement times may not be clocked; data may be subject to loss, delay, or quantization; and the observer may not have available a model of the underlying dynamical process. Also, in many domains, multiple incidental and/or traditional sensing systems may need to be used in tandem for situational awareness. The measurements made by these multiple sensor systems then would need to be combined, either by a centralized server or in a distributed way, to track the process of interest. The sophistication of network and observer dynamics, and the need for fusing multiple sensing systems, bring forth new challenges in incidental-observation-based reconstruction. We expect to address these challenges in future work. 
