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Abstract
We construct the most general local solutions to 11-dimensional supergravity (or
M-theory), which are invariant under the superalgebra D(2, 1; c′; 0) ⊕D(2, 1; c′; 0)
for all values of the parameter c′. The BPS constraints are reduced to a single
linear PDE on a complex function G. The physical fields of the solutions are
determined by c′, a freely chosen harmonic function h, and the complex function
G. h and G are both functions on a 2-dimensional compact Riemannian manifold.
We obtain the expressions for the metric and the field strength in terms of G, h,
and c′ and show that these are indeed valid solutions of the Einstein, Maxwell, and
Bianchi equations. Finally we give a construction of one parameter deformations
of AdS7 × S4 and AdS4 × S7 as a function of c′.
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1 Introduction
We construct the exact local half-BPS flux solutions of 11-dimensional supergravity which
are invariant under the superalgebra D(2, 1; c′; 0) ⊕ D(2, 1; c′; 0). A noteworthy feature
of these solutions is that the D(2, 1; c′; 0) superalgebra is the unique simple superalgebra
with a continuous parameter, c′. Note that c′ determines the fermionic generators but
does not affect the bosonic generators of D(2, 1; c′; 0) [1]. The existence of this parameter
makes the family of solutions particularly rich and opens the door to finding interpolating
families of solutions as a function of c′.
We reduce the BPS constraints to a single linear PDE for a complex function G,
2∂wG = (G + G¯)∂w lnh, where h is a freely chosen harmonic function, while h and G
are both functions on a 2-dimensional Riemannian manifold (possibly with boundary).
In [2], it was shown that the BPS constraints reduce to exactly this equation for three
special values of c′, c′ ∈ {1,−1/2, 2}. However, it was not known how to proceed with
the reduction for arbitrary values of c′. In this work we use new methods to show that
the BPS constraints reduce to 2∂wG = (G+ G¯)∂w lnh for all values of c
′. Although this
equation is independent of c′, the physical fields of our solutions, i.e. the metric and the
field strength components are determined by the choice of c′ in addition to the harmonic
function h, and the complex function G.1 We check that the Einstein, Maxwell, and
Bianchi equations are satisfied for every such choice of c′, h and G. It is convenient to
define a function H related to G by a fractional linear conformal transformation involving
c′. Although the PDE is linear for the function G, the physical fields are simpler in terms
1The boundary and regularity conditions which determine a global solution do depend on c′, as does
the relationship between the original spinor components in the BPS equations and the function G.
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of H (see sec. 4). More importantly, the range of G is subject to a constraint, which when
expressed as an equivalent constraint on H takes the c′ independent form |2H + i| < 1.
Some of the original interest in these solutions was motivated by seeking solutions
corresponding to intersecting M2 and M5 branes. A lot of progress was made in finding
these solutions in [3, 2], where a general ansatz for the supergravity fields and super-
symmetry parameters was proposed. In particular, the bosonic subalgebra, SO(2, 2) ×
SO(4) × SO(4), which is independent of c′, is naturally realized on an AdS3 × S3 × S3
fibration over a two-dimensional base space Σ. The reduction of the BPS equations to
2-dimensions was carried out for general c′. However, explicit solutions to the reduced
BPS equations were only found for the special values of c′ ∈ {1,−1/2, 2} and it was not
obvious that non-trivial solutions existed for general values of c′.
For the values c′ ∈ {−1/2,−2}, the superalgebra D(2, 1; c′; 0)⊕D(2, 1; c′; 0) is simply
OSp(4∗|2)⊕OSp(4∗|2) which is a subalgebra of OSp(8∗|4). This implies that the corre-
sponding solutions admit solutions which asymptote to AdS7 × S4, including AdS7 × S4
itself [1]. The geometry AdS7×S4 is the near horizon geometry of M5 branes, which are
conjectured to have a dual description in terms of a six-dimensional conformal field the-
ory (CFT6) [4]. Although the CFT6 is not yet completely known, there has been work on
understanding the theory in various limits (see for example: [5, 6, 7, 8, 9, 10, 11, 12, 13]).
In [14] (see also [15, 16, 17]), it was argued that the CFT6 admits self-dual string
operators, which are higher-dimensional analogues of Wilson lines in gauge theory. In
particular, there should exist self-dual string operators which preserve half of the super-
symmetries, corresponding to the supergroup OSp(4∗|2)⊕OSp(4∗|2). These solitons arise
from considering M2 branes ending on M5 branes, much in the same way one obtains
Wilson lines by considering fundamental strings ending on D-branes. In [18], the dual
supergravity solutions were found, which described general configurations of arbitrary
numbers of M2 branes ending on M5 branes in the near horizon limit of the M5 branes.
Using the extended solutions presented in this paper, one might hope to generalize the
solutions of [18], which would imply the existence of additional operators in the CFT6
theory. In particular, the self-dual strings should come with an additional parameter
corresponding to the choice of c′.
For the value c′ = 1, the superalgebra D(2, 1; c′; 0) ⊕ D(2, 1; c′; 0) is OSp(4|2,R) ⊕
OSp(4|2,R) which is a subalgebra of OSp(8|4,R). This implies that the corresponding
family of solutions admits solutions which asymptote to AdS4×S7, including AdS4×S7
itself. The geometry AdS4 × S7 is the near horizon geometry of M2 branes. Progress
in the dual CFT description of M2 branes was initially made in [19, 20, 21, 22] and is
commonly referred to as BLG theory. In [23], a generalization was proposed in terms of a
supersymmetric Chern-Simons theory, which allows for an arbitrary number of M2 branes
and is commonly referred to as ABJM theory. The reduced superalgebra OSp(4|2,R)⊕
OSp(4|2,R), corresponds to deformations of BLG or ABJM theory by the insertion of
1 + 1-dimensional interfaces or defects, which preserve half of the supersymmetries.
In [24], a specific solution in the c′ = 1 class was constructed which is dual to a
deformation of ABJM by a dimension two operator. This solution is reminiscent of
the supersymmetric Janus solutions of IIB supergravity [25, 26, 27], whose dual CFT
description is discussed in [28, 29, 30]. Progress in constructing the aforementioned
dimension two dual operator on the CFT side was made in [31] for the BLG theory, but
an explicit construction of the interface operator in ABJM theory has not yet been given.
In [32], it was shown that there are no other asymptotic AdS4×S7 solutions, besides
the Janus solution, with the assumption that the two-dimensional base space, Σ, has disc
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topology. The absence of such solutions could be interpreted to mean that ABJM theory
does not allow for more general defect/interface theories other than Janus, however, there
has been work in studying such deformations on the CFT side. M2 branes ending on
M5 branes from the M2 brane point of view was first studied in [33]. Recent progress in
studying such defects and interfaces has been made in [34, 35, 36, 37, 38, 39, 40]. The
existence of such objects in the CFT should imply the existence of dual gravitational
solutions. There are two ways to get around the null results of [32]. First one may look
for solutions where Σ has other topologies, such as an annulus topology. Second, such
interface and defect deformations might require one to consider values of c′ away from
c′ = 1.
One of the principal motivations for finding solutions for general values of c′ is the
possibility to find new families of supersymmetric solutions which can be viewed as defor-
mations of the maximally symmetric solutions AdS4 × S7 and AdS7 × S4. The existence
of such families can imply the existence of corresponding operators in the dual CFTs and
give predictions for how the operators can deform the CFT. For example, the interpolation
from c′ = 1, corresponding to AdS4 × S7, to c′ ∈ {0,∞} requires the decompactification
of one of the S3s at the endpoints of the interpolation. This implies that the Kaluza-Klein
scale vanishes at this value of c′. In the dual ABJM theory this would correspond to the
closing of a “dimension gap”, in the sense that one would expect towers of operators with
continuous dimensions. We present two explicit examples of such families of interpolating
solutions at the end of this paper, one family contains AdS4 × S7 and the other family
contains AdS7 × S4.
Perhaps the most interesting possibility is to look for a family of solutions which
interpolates from AdS4 × S7 to AdS7 × S4. These would be dual to a family of CFTs
which would interpolate as a function of c′ from the 3-dimensional ABJM theory to
the 6-dimensional CFT6. We note that any such interpolation must pass through a
decompactification limit (a similar decompactification occurs in the generalized LLM
solutions discussed in [41]). To support this idea, we note that in [42, 43, 44], there has
been some progress on the CFT side in extracting some of the known CFT6 data from
massive ABJM theory [45, 46].
The organization of the paper is as follows. In section 2, we give the ansatz and review
the results of [2] which we use. In section 3, we present the reduction of the BPS equations
to a single linear PDE. In section 4, we give a summary of the full solution, discuss some
of the general features. Section 4 is self-contained and a reader interested only in the
solution and not in the solution methods can skip to this section. In section 5 we construct
one parameter deformations of both AdS7 × S4 and AdS4 × S7. In the Appendix, we
provide the derivations of the expressions for the metric and the field strength in terms
of h and H. We also show that the solutions of the BPS equations solve the Bianchi
identities, as well as the Maxwell and Einstein equations of 11-dimensional supergravity.
2 Setup
In this section we first give the D(2, 1; c′; 0) ⊕ D(2, 1; c′; 0) invariant ansatz for the 11-
dimensional supergravity fields and then discuss the reduction of the corresponding 11-
dimensional BPS equations to 2-dimensions. This section is a review of results from [2]
and for a fuller understanding, we refer the reader to sections 2-4 of [2]. The reader
familiar with [2] can skip this section.
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We will look for bosonic solutions to 11-dimensional supergravity which is defined by
the following action
S =
1
2κ211
∫
d11x
√−g
(
R− 1
48
FMNPQF
MNPQ
)
− 1
12κ211
∫
C ∧ F ∧ F (2.1)
As usual, κ11 is the 11-dimensional gravitational coupling, which is simply the 11-dimensional
Newton’s constant times a factor of 16pi, g is the determinant of the metric and R is its
Ricci scalar, F is the 4-form field-strength and C is its 3-form gauge potential, F = dC.
The equations of motion are given in section C. In the above action, the fermionic field,
the gravitino, has already been set to zero. This is always a consistent choice. However,
in order for the solution to preserve supersymmetry, the variation of the gravitino with
respect to some supersymmetry parameter ε must vanish. We will call such an ε an
11-dimensional Killing spinor. It is a 32 component Majorana spinor in 11-dimensions
and the vanishing of the variation of the gravitino, called the BPS constraint, is given by
the equation
∇Mε+ 1
242
(
− ΓM(Γ · F ) + 3(Γ · F )ΓM
)
ε = 0 (2.2)
where ∇M is the covariant derivative with respect to the Levi-Civita connection for the
metric. ΓM are the usual gamma matrices satisfying the 11-dimensional Clifford algebra
{Γa,Γb} = 2ηabI32, where ηab is the Lorentz metric in 11-dimensions and I32 is the 32-
dimensional identity matrix. Γ · F means the contraction of a rank 4 anti-symmetric
tensor of Γ matrices with the field strength. In general, there is a supersymmetry for
every linearly independent ε which satisfies (2.2).
We will look for bosonic solutions invariant under the SO(2, 2) × SO(4) × SO(4)
isometry, as this is the maximal bosonic subalgebra of D(2, 1; c′; 0)⊕D(2, 1; c′; 0) for any
value of c′. This leads to the following ansatz. The metric has the form
ds2 = f 21 ds
2
AdS3
+ f 22 ds
2
S32
+ f 23 ds
2
S33
+ ds2Σ (2.3)
where ds2AdS3 is the unit radius metric on 1+2 dimensional anti-de-Sitter space while ds
2
S32
and ds2
S33
are unit radius metrics on the 3-sphere. The metric component ds2Σ is a metric
on a 2-dimensional Riemann surface Σ.
It is convenient to introduce a frame eA ≡ dxM eMA, with A = 0, 1, · · · , 9, \, where
\ denotes the 10th spatial direction. We also introduce the notation eˆi1 , eˆi2 , and eˆi3 for
the frames on the unit radius spaces AdS3, S
3
2 , and S
3
3 respectively. The 11-dimensional
frames may then be written in terms of eˆi1 , eˆi2 , and eˆi3 as follows
ei1 = f1eˆ
i1 i1 = 0, 1, 2
ei2 = f2eˆ
i2 i2 = 3, 4, 5
ei3 = f3eˆ
i3 i3 = 6, 7, 8
ea a = 9, \ (2.4)
In terms of the frame components, the ansatz for the field strength is
F = g1ae
012a + g2ae
345a + g3ae
678a (2.5)
with the corresponding gauge potential given by
C = b1eˆ
012 + b2eˆ
345 + b3eˆ
678 (2.6)
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We use the shorthand notation eij...k ≡ ei ∧ ej ∧ ... ∧ ek.
We introduce complex coordinates w, w¯ on Σ, so that the metric takes the form
ds2Σ = 4ρ
2|dw|2. In terms of real coordinates x and y defined by w = x+ iy, the metric is
given by ds2Σ = 4ρ
2(dx2 + dy2). The frames ea may then be expressed in terms of x and
y as e9 = 2ρ dx and e\ = 2ρ dy. We also introduce a complex frame ez on Σ defined by
ez = (e9 + ie\)/2 = ρ dw ez¯ = (e9 − ie\)/2 = ρ dw¯ (2.7)
in terms of which the metric becomes ds2Σ = 4e
zez¯. The field strength components can
be written with frame or coordinate indices as
giz = gi9 − igi\ = 1
ρ
giw =
1
2ρ
(gix − igiy) (2.8)
In general requiring the existence of non-vanishing ε which satisfy the BPS equation
(2.2) places restrictions on the supergravity fields (see [47, 48] for a comprehensive analy-
sis). In the case we consider here, the supergroup D(2, 1; c′; 0)⊕D(2, 1; c′; 0) has sixteen
independent supersymmetries and so we will require the BPS equation to have sixteen
linearly independent solutions. In this case, the BPS equation will completely constrain
the metric factors f1, f2, f3, ρ (up to a sign), and the field strength components g1a, g2a,
g3a
2.
To implement the D(2, 1; c′; 0) ⊕ D(2, 1; c′; 0) symmetry, we first decompose the su-
persymmetry parameter ε as a tensor product of Killing spinors on the unit radius space
AdS3, S
3
1 and S
3
2 as
ε =
∑
η1,η2,η3
χη1,η2,η3 ⊗ ζη1,η2,η3 (2.9)
χη1,η2,η3 are 8-component Killing spinors on the symmetric part of the space, i.e. they
are tensor products of the 2-component Killing spinors on AdS3, S
3
2 , and S
3
3 . There are
eight χη1,η2,η3 , labeled by η1 = ±, η2 = ±, and η3 = ±. The eight corresponding ζη1,η2,η3
are 4-component spinors. From the Majorana condition on ε, the spinors can be shown
to obey the following reality conditions
(χη1,η2,η3)∗ = (I2 ⊗ σ2 ⊗ σ2)χη1,η2,η3 (ζη1,η2,η3)∗ = (σ3 ⊗ σ1)ζη1,η2,η3 (2.10)
Due to symmetries of the reduced BPS equations, the eight ζη1,η2,η3 can all be related to
each other by the following operations.
S0 : ζ → i(I ⊗ σ3) ζ which has the effect of ηi → −ηi (2.11)
Sj : ζ → sj(σj ⊗ I) ζ which has the effect of ηi → −(−)δi,jηi and gia → −(−)δi.jgia
where j = 1, 2, 3, with s1 = i, and s2 = s3 = 1. S0, S1, S2, and S3 generate the
full symmetry group {I, S0, S1, S0S1, S2, S0S2, S3, S0S3} which relates all eight ζη1,η2,η3 .
2We will be able to completely determine all the physical fields i.e. metric factors and fields strength
components in terms of functions h and H (see (A.9)) using the BPS constraints only. However, it will
turn out that the Bianchi identities and the Einstein equations will add the constraint that Im(H) ≤ 0.
It is possible that this constraint could be found from the BPS equations only, by plugging the solutions
back into these equations. We did not attempt this.
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Moreover, the four components of ζ+++ (and any other ζη1,η2,η3) are reduced by the reality
condition (2.10) to two independent complex components, α and β
ζ+++ =

α¯
−β¯
α
β
 (2.12)
The BPS equation in the directions of the symmetric spaces reduces to six algebraic
conditions on α and β. Three of these are solved to yield expressions for the metric
factors in terms of α and β
f1 =
1
c1
(|α|2 + |β|2) f2 = − 1
c2
(|α|2 − |β|2) f3 = i
c3
(αβ¯ − α¯β) (2.13)
where c1, c2, and c3 are real integration constants. These integration constants are directly
related to the c′ parameter of the D(2, 1; c′; 0) algebra by the relation c′ = c2/c3 [1]. Two
more of the algebraic conditions lead to equations relating the fluxes g1z, g2z and g3z
g1z(α
2 − β2) = 2(c1 − c3) + 2ig3zαβ
g2z(α
2 + β2) = 2(c2 − c3) + 2ig3zαβ (2.14)
The last algebraic condition yields the constraint
c1 + c2 + c3 = 0 (2.15)
As a consequence of this constraint, there is only one independent parameter out of the
three ci. The constraint removes one degree of freedom and an overall rescaling of all
three parameters can be absorbed into the definition of α and β. We will often use the
parameter c = (c1 − c2)/c3 as the remaining parameter. This parameter is, of course,
uniquely related to the c′ in D(2, 1; c′; 0) by the formula c = −2c′ − 1.
The BPS equation in the directions along Σ is reduced to the following differential
equations on α and β.
Dzα = +
i
2
ωˆzα +
1
12
g1zβ − 1
12
g2zβ − i
12
g3zα
Dzβ = +
i
2
ωˆzβ +
1
12
g1zα +
1
12
g2zα +
i
12
g3zβ
Dzα¯ = − i
2
ωˆzα¯ +
1
4
g1zβ¯ − 1
4
g2zβ¯ +
i
4
g3zα¯
Dzβ¯ = − i
2
ωˆzβ¯ +
1
4
g1zα¯ +
1
4
g2zα¯− i
4
g3zβ¯ (2.16)
where ωˆz is the spin connection on Σ and we have introduced the notation
Dz =
∂w
ρ
Dz¯ =
∂w¯
ρ
(2.17)
as implied by (2.7). For vanishing torsion, the frame is related to the spin connection by
ea +ωab ∧ eb = 0, which can be used to compute ωˆz (the z-component of ω89) in terms of
ρ.
ωˆz = i
∂wρ
ρ2
dw ωˆz¯ = −i∂w¯ρ
ρ2
dw¯ (2.18)
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Finally, it was shown in [2] that the system of equations (2.16) after using the algebraic
constraint (2.14) admit a first integral for any value of c. We will put off giving this first
integral until the next section where we will rederive it. In [2], the full solutions of the
system of equations defined by (2.14) and (2.16) were found only for the special values
of c = 0, 3,−3. The values c = 0, 3 correspond to solutions asymptotic to AdS7 × S4,
while the value c = −3 corresponds to solutions asymptotic to AdS4 × S7. However, we
note that the reductions reviewed in this section and the form of the first integral are all
valid for general c. In the remainder of this paper, we solve the system of equations for
general values of c.
3 Solution for General Values of c
In this section, we derive the solutions to the system of equations defined by (2.14) and
(2.16) for general values of c. This will require a different method than the one used in
[2] for the special values of c.
3.1 Reduction to two equations and the first integral
Our first task is to eliminate the gi’s and reduce the system of four BPS equations to a
system of two equations, one of which is algebraic in ρ and inhomogenous in both α and
β, while the other is differential in ρ and homogeneous in both α and β. We also recover
the aforementioned first integral found in [2]. We emphasize that it is not necessary to
use the first integral to eliminate variables in order to obtain the two equation system.
We begin by introducing αs and βs by rescaling the variables α and β in the following
way
α =
1
ρ
1
4
(
κ¯3
κ
) 1
8
αs α¯ =
1
ρ
1
4
(
κ3
κ¯
) 1
8
α¯s
β =
1
ρ
1
4
(
κ¯3
κ
) 1
8
βs β¯ =
1
ρ
1
4
(
κ3
κ¯
) 1
8
β¯s
(3.1)
where κ is an arbitrary holomorphic function. We have chosen the above factor of ρ so
that ρ drops out of the first two equations in (3.2). The rescaling by κ is just a notational
convenience3.
Next we rewrite the differential equations (2.16) as logarithmic derivatives for the
combinations ωα = αsα¯s
3, ωβ = βsβ¯s
3
, ω¯α = α¯sα
3
s and ω¯β = β¯sβ
3
s . Although, we could
express α, β in terms of these new variables, we do not do so for now. These definitions
3 Note that in [2], κ is used to denote the first integral. We also adopt this notation later on, but at
this point in the calculation, κ is just an arbitrary holomorphic function.
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are made by demanding that both ∂wρ and g3z drop out of the equations for ω¯α, and ω¯β.
∂w ln ω¯α =
1
4
ρ(g1z − g2z)
(
βs
αs
+
β¯s
α¯s
)
∂w ln ω¯β =
1
4
ρ(g1z + g2z)
(
αs
βs
+
α¯s
β¯s
)
∂w lnωα = 2∂w ln ρ− ∂w lnκ+ 1
4
(g1z − g2z)ρ
(
3
β¯s
α¯s
+
1
3
βs
αs
)
+ i
2
3
ρg3z
∂w lnωβ = 2∂w ln ρ− ∂w lnκ+ 1
4
(g1z + g2z)ρ
(
3
α¯s
β¯s
+
1
3
αs
βs
)
− i2
3
ρg3z
(3.2)
We now proceed to exclude the giz’s which will leave us with three equations. First,
we rewrite the algebraic constraints (2.14) to have one equation without g3z and another
to be homogenous in the giz (i.e. without the constant term)
(g1z − g2z)α2 − (g1z + g2z)β2 = 2(c1 − c2)
g1z(α
2 − β2)(c2 − c3)− g2z(α2 + β2)(c1 − c3) + 2ig3zαβ(c1 − c2) = 0
(3.3)
Next we obtain an inhomogenous differential equation without ∂wρ and a homogenous
differential equation. To do so, we use the first two equations of (3.2) to express the
combinations (g1z + g2z) and (g1z − g2z) in terms of ∂w ln ω¯α and ∂w ln ω¯β. To obtain the
inhomogenous differential equation, we insert these expressions into the first equation of
(3.3). To obtain the homogenous differential equation, we add the last two equations of
(3.2) which eliminates g3z and then eliminate the expressions for (g1z+g2z) and (g1z−g2z)
(using the first two equations of (3.2) as before). The resulting two differential equations
are
∂wω¯α − ∂wω¯β =κ
2
(c1 − c2)
(
ρ
|κ|
) 3
2
(α¯sβs + αsβ¯s)
∂wωα
ωα
+
∂wωβ
ωβ
=4∂w ln
ρ
|κ| +
1
3
∂wω¯α
ω¯α
9β¯sαs + βsα¯s
α¯sβs + αsβ¯s
+
1
3
∂wω¯β
ω¯β
9α¯sβs + αsβ¯s
α¯sβs + αsβ¯s
(3.4)
There then remain two more independent equations. One of them must give the
expression for g3z. g3z is obtained using the difference of the ωα and ωβ equations, i.e.
the last two equations of (3.2), but this equation is not displayed. We get the final
equation by inserting this expression for g3z into the second equation of (3.3) and once
again insert the expressions for (g1z + g2z) and (g1z − g2z). The final result is a total
derivative
∂w
(
(α¯sα
3
s − βsβ3s )−
c1 − c2
c3
αsβs(α¯sβs − αsβ¯s)
)
= 0 (3.5)
The above equation implies that the expression in parenthesis is a first integral. Using
the fact ∂wκ¯ = 0, the above equation implies that
∂w
{
ρ
(
(α¯α3 − β¯β3)− c1 − c2
c3
αβ(α¯β − αβ¯)
)}
= 0 (3.6)
In other words, the expression in parenthesis above is an anti-holomorphic function. Now,
since the function κ¯ used in the rescaling (3.1) was an arbitrary anti-holomorphic function,
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we can choose
κ¯ = ρ((α¯α3 − β¯β3)− c1 − c2
c3
αβ(α¯β − αβ¯)) (3.7)
After this identification, we see that κ¯ is a first integral. This is also the expression for
the first integral which was derived in [2]. Note that, as was observed there, κ is a (1, 0)
form. It is interesting to note that while α and β are (−1/4, 1/4) forms, the quantities
αs and βs, as well as their complex conjugates, are (0, 0) forms.
Before we proceed, we would like to discuss how the case of c1 = c2 (i.e. c = 0) fits
into the story. The careful reader may have observed that in this case the inhomogeneous
differential equation, (3.4), reduces to (3.5)! This is a consequence of the fact that the
algebraic constraints (3.3) become degenerate. However, this is not actually a problem.
Since this is simply an intermediate step in the calculation, we can proceed for general c
and take the limit c → 0 once the full solution is found and recover the c = 0 solution
found in [2]. Indeed, it will turn out that all of the physical variables of the problem
(metric factors, field strength components, spinor components) are expressed in terms
of a harmonic function, h, and another function, G, which satisfies a simple partial
differential equation. All of these expressions and the partial differential equation will be
valid for any value of c.
We note that it is also certainly possible to follow a derivation which is valid for any
c at every step. A different inhomogeneous equation can be found by going back to an
earlier form of the algebraic constraints (2.14) which are not degenerate. We do not
pursue this course here because the inhomogenous equation obtained this way is more
complicated for general c and we already have a derivation for c = 0 valid at every step
in [2].
We now continue working with our equations. We can rewrite the constraint (3.7) in
terms of the rescaled variables αs and βs, or alternatively in terms of ωα and ωβ
1 = (α¯sα
3
s − β¯sβ3s )−
c1 − c2
c3
αsβs(α¯sβs − αsβ¯s)
1 = ω¯α
(
1 +
c1 − c2
c3
∣∣∣∣ωβωα
∣∣∣∣ 12 )− ω¯β(1 + c1 − c2c3
∣∣∣∣ωαωβ
∣∣∣∣ 12 ) (3.8)
Since we have two constraints, (3.7) and its complex conjugate, we should be able to
rewrite our system (3.4) in terms of only two variables. To this end, we introduce a new
variable λ4 = ωβ/ωα and its complex conjugate, in terms of which the second equation
of (3.8) can be written as
ω¯α =
1
(1 + cλλ¯)− λ¯4(1 + c(λλ¯)−1) (3.9)
where as mentioned before c = (c1 − c2)/c3. This will allow us to eliminate ωβ, ωα, ω¯α
and ω¯β in terms of λ and λ¯. We can now easily express equations (3.4) in terms of ωβ,
ωα, ω¯α, ω¯β using
α¯sβs =
(
ω3α
ω¯α
) 1
8
(
ω¯3β
ωβ
) 1
8
= ω
1
4
α ω¯
1
4
α λ¯
3
2λ−
1
2
αsβs =
(
ω¯3α
ωα
) 1
8
(
ω3β
ωβ
) 1
8
=
ω¯
3
4
α
ω
1
4
α
λ
3
2
λ¯
1
2
(3.10)
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The equations (3.4) in terms of λ and ωα and their conjugates are
∂wω¯α − ∂w(λ¯4ω¯α) = κ
2
(c1 − c2)
(
ρ
|κ|
) 3
2
ω
1
4
α ω¯
1
4
α
λ¯2 + λ2
(λλ¯)
1
2
(3.11)
3
4
∂w ln(λ
2ωα) = ∂w ln
(
ρ
|κ|
) 3
2
+
1
8
∂w ln ω¯α
λ¯2 + 9λ2
λ¯2 + λ2
+
1
8
∂w ln(λ¯
4ω¯α)
9λ¯2 + λ2
λ¯2 + λ2
This system of equations can now be expressed in terms of only λ, λ¯, and ρ by plugging
in (3.9) and its complex conjugate into (3.11). However, we do not write down these
expressions explicitly because they are unwieldy and unilluminating. Instead we now
explain in general terms, the strategy we use to perform an integration, executing the
analytic but messy algebraic computations in Mathematica.
3.2 Integrating out ρ
The system of equations (3.11) can be put into the following general form
C(λ, λ¯)∂wλ+D(λ, λ¯)∂wλ¯ =
c1 − c2
2
κ
(
ρ
|κ|
) 3
2
A(λ, λ¯)∂wλ+B(λ, λ¯)∂wλ¯ = ∂w ln
(
ρ
|κ|
) 3
2
(3.12)
In this subsection, we show that we can rewrite (3.12) as a completely equivalent system,
in which ρ is dressed by a multiplicative factor, M(λ, λ¯). In this equivalent system, the
differential forms on the left hand sides in terms of λ and λ¯ are equal and the system can
be integrated. The choice of the functional form of M(λ, λ¯), in terms of λ and λ¯, will be
explained below. The resulting system is
M(C∂wλ+D∂wλ¯) =
c1 − c2
2
κ
(
ρ
|κ|
) 3
2
M
(A+ ∂λ ln(M))∂wλ+ (B + ∂λ¯ ln(M))∂wλ¯ = ∂w ln
(
M
(
ρ
|κ|
) 3
2 )
(3.13)
Note that the system (3.13) is completely equivalent to (3.12). All we have done is
multiplied the first equation by the function M(λ, λ¯), while in the second line we added
to both sides the quantity ∂w lnM(λ, λ¯). The only case in which these two systems are
inequivalent is the case of singular M , i.e. when it is 0 or ∞, but since we will construct
M explicitly, it will be clear that this does not occur. Since the left hand sides are
equal for such an M , the right hand sides must be equal as well and the following easily
integrable equation is obtained.
c1 − c2
2
κ
(
ρ
|κ|
) 3
2
M = ∂w ln
(
M
(
ρ
|κ|
) 3
2 )
(3.14)
We now show that we can construct M(λ, λ¯) such that the left hand sides are equal
and moreover that the coefficients of ∂wλ and ∂wλ¯ are equal. Note that for a completely
general system of the form (3.12) i.e. for arbitrary functions A, B, C, and D, there is no
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guarantee that an M can be found which equates the left hand sides of (3.13). However,
A, B, C, and D are not arbitrary here, but specific functions of λ, λ¯, determined from
(3.11). Equating the coefficients of ∂wλ and ∂wλ¯ in (3.13) yields the two equations
1
M
∂M
∂λ
+ A = CM
1
M
∂M
∂λ¯
+B = DM (3.15)
Fortunately, we do not even have to solve these differential equations to find M since
it must satisfy both differential equations and is therefore overdetermined.4 We next
construct M algebraically as follows. Note that, upon obtaining M from the algebraic
expressions, one must still check that (3.15) are satisfied since the system is overdeter-
mined. To derive the algebraic expressions, we linearize (3.15) by dividing by M and
rewriting the equation in terms of the new variable N = 1/M
−∂N
∂λ
+ AN = C − ∂N
∂λ¯
+BN = D (3.16)
We then differentiate the resulting equations such that both contain the second order
mixed derivative of N , and use (3.16) to exclude the first order derivatives of N . The
second order derivative cancels between the two equations and the following expression
is obtained
1
M
=
AD −BC + ∂C
∂λ¯
− ∂D
∂λ
∂A
∂λ¯
− ∂B
∂λ
(3.17)
Applying this procedure to (3.11) with (3.9) inserted yields the following expression for
M .
1
M
= − c
2
(λ2 − λ¯2)(λ2λ¯2 − 1)
(λλ¯)
1
2
(
λλ¯
(λ+ cλ2λ¯− cλ¯3 − λλ¯4)(λ¯+ cλ¯2λ− cλ3 − λ¯λ4)
) 3
4
(3.18)
One can check that (3.18) indeed satisfies both equations in (3.15) and thus provides the
advertised multiplier.
Although this expression is quite ugly, in subsection 3.4, it will be shown to be some-
thing interesting and possibly geometric. We note that M is imaginary. Also note
that M is guaranteed to exist and not to be 0 or ∞. The only way M can be 0 is if
(λ + cλ2λ¯ − cλ¯3 − λλ¯4) = 0 which restricts λ, λ¯ to be constant. For M to be ∞, either
λ has to be real or |λ| = 1 which are both trivial cases (e.g. this implies ρ = 0). Next,
we discuss what the equations have become. The equation (3.14) for ρ can now be easily
solved by rewriting it as
∂w
(M ( ρ|κ|
) 3
2
)−1 = −κc1 − c2
2
(3.19)
Since κ is holomorphic, we can integrate both sides. To do so explicitly, we introduce the
imaginary harmonic function h by
∂wh = −κ (3.20)
4This is the main obstruction in constructing M for arbitrary A, B, C, D.
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Integrating, we then have (
M
(
ρ
|κ|
) 3
2
)−1
= h
c1 − c2
2
(3.21)
Finally we are left with one very ugly equation to solve. To obtain it, we take the second
line of (3.12) and use (3.21) to eliminate ρ
∂w lnh = A2∂wλ+B2∂wλ¯ (3.22)
A2 = − 1
λ¯− λ +
1
λ¯+ λ
+
1
λ(λλ¯− 1) −
1
λ(λλ¯+ 1)
+
2cλ¯(λ2 + λ¯2)
λ(−λ− cλ2λ¯+ cλ¯3 + λλ¯4)
B2 =
1
λ¯− λ +
1
λ¯+ λ
+
λ
λλ¯− 1 +
λ
λλ¯+ 1
+
2(cλ2 − 3cλ¯2 − 4λλ¯3)
−λ− cλ2λ¯+ cλ¯3 + λλ¯4 +
4λ¯
λ2 + λ¯2
Since κ is an arbitrary holomorphic function, h is an arbitrary harmonic function that
we choose. The choice of h determines κ and the above equation is solved for a given h.
This final equation may then be viewed as a differential equation for λ and λ¯.
3.3 Linear equation
Our next goal is to integrate (3.22). Even though (3.22) depends on c in λ variables, we
show below that it can be mapped to a quasi linear equation which is independent of c.
In fact, this differential equation is the same as the one obtained for the special values of
c = −3, 0, 3 in [2].
Life would be easy if the right hand side of (3.22) would be a total derivative, but
this is not the case. The next best thing that can be tried is to multiply (3.22) by some
multiplier, m, such that the right hand side becomes a total derivative of some function,
which we call G(λ, λ¯) and furthermore that m is a linear function of G and G¯ (the latter
is why the equation is only quasi-linear). In [2], an equation of this form was obtained
by different methods and for special values of c.
∂wG =
1
2
(G+ G¯)∂w lnh (3.23)
The above equation was shown in [2] to be valid for all 3 values of c ∈ {0, 3,−3}(,
although each case was separately derived). This leads one to guess that the equation is
the same for all c. In order for this to be the case, comparing (3.22) with (3.23), we see
that m = (1/2)(G+ G¯)5.
We describe our procedure to integrate the equation in general terms but the algebra
is performed in Mathematica. Before we start, we note that, as can be seen below in
(3.26), the numerical coefficient in front of G+G¯ drops out of the integrability conditions
and one can look for m in the more general form m = constant ∗ (G+ G¯). However, the
procedure picks out a unique coefficient when the final expression for G(λ, λ¯) is plugged
into (3.23) and compared with (3.22). For our case, one finds that the coefficient is indeed
1/2. After multiplying (3.22) by (1/2)(G + G¯) and equating the result with (3.23), one
obtains
∂wG =∂λG∂wλ+ ∂λ¯G∂wλ¯ =
1
2
A2(G+ G¯)∂wλ+
1
2
B2(G+ G¯)∂wλ¯ (3.24)
5More generally, just from demanding linearity, one could try the ansatz m = aG + bG¯ with a and
b arbitrary complex constants. However, this is more complicated and not necessary for the problem
considered here.
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Equating the coefficients of ∂wλ and ∂wλ¯ we obtain the conditions
∂λG =
1
2
(G+ G¯)A2 ∂λ¯G =
1
2
(G+ G¯)B2 (3.25)
The system of equations, (3.25), is an overdetermined system. Similar to the case of
looking for M , once we find G, using the integrability conditions for the system (3.25),
we must check that 2∂wG/(G+ G¯) is actually equal to the right hand side of (3.22). To
derive the integrability conditions, we take the mixed derivative of (3.25) and equate the
second order derivatives. We also note that the first order derivatives are simply related.
∂λ∂λ¯G =
∂
∂λ¯
(A2
1
2
(G+ G¯)) =
∂
∂λ
(B2
1
2
(G+ G¯)) (3.26)
∂λG =
A2
B2
∂λ¯G (3.27)
Note also that both equations can be complex conjugated providing additional equations.
Solving these four equations together, we obtain
∂λG¯ = (G+ G¯)
B¯2(∂λB2 − ∂λ¯A2)
A2A¯2 −B2B¯2 = (G+ G¯)C2
∂λG = (G+ G¯)
A2(∂λ¯B¯2 − ∂λA¯2)
A2A¯2 −B2B¯2 = (G+ G¯)D2 (3.28)
where we have defined new variables C2 and D2. Adding the above equations, we obtain
a simple equation and solution for G+ G¯.
∂
∂λ
(G+ G¯) = (G+ G¯)(C2 +D2)
G+ G¯ = Exp
(∫ (B¯2(∂λB2 − ∂λ¯A2)
A2A¯2 −B2B¯2 +
A2(∂λ¯B¯2 − ∂λA¯2)
A2A¯2 −B2B¯2
)
dλ)
)
f(λ¯)
G+ G¯ =
i(λ4 − λ¯4)(1− λ2λ¯2)
(λ¯(1− λ4) + cλ(λ¯2 − λ2))(λ(1− λ¯4) + cλ¯(λ2 − λ¯2)) (3.29)
where f(λ¯) is an arbitrary function which has appeared as a result of the integration.
Fortunately, we are able to remove this degree of freedom because the expression for
G+ G¯ has to be real. The result of the integration actually has some branch cuts and the
correct choice using this function is just to have the i in the numerator as shown. We still
have the freedom to multiply by an arbitrary real constant but that is just a symmetry
of equation (3.23). To find G− G¯ we must subtract the equations of (3.28) and integrate
again.
∂
∂λ
(G− G¯) = (D2 − C2)(G+ G¯)
G− G¯ = −i(λ
2 − λ¯2)2(1 + 2cλλ¯+ λ2λ¯2)
(λ¯(1− λ4) + cλ(λ¯2 − λ2))(λ(1− λ¯4) + cλ¯(λ2 − λ¯2)) (3.30)
Note that we had the freedom of an additive function of λ¯ in the second equation of (3.30)
coming from the integration, but as before this freedom is reduced to that of adding a
constant because we know that this expression has to be pure imaginary. This constant is
fixed to be i/c and is already included in the above expression. We fixed this constant by
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demanding that the expression has a finite limit as c→ 0 since we know the solution to
be perfectly well behaved at this point from the results of [2]. We also note that equation
(3.23) allows us to add an arbitrary imaginary constant to G. G is given by the following.
G = i
(λ¯+ λ)λ¯(λ− λ¯)
λ+ cλ2λ¯− cλ¯3 − λλ¯4 (3.31)
With this identification we can check that (3.31) inserted into (3.23) exactly reproduces
(3.22). Since this equation is independent of c and identical to what was obtained in [2],
the integration method used there (in section 8) to integrate (3.23) applies to our work
as well. However, the range of G and the expressions of the physical fields in terms of G
do depend on c as is discussed in section 4.2.
3.4 Comparison with previous results and discussion
We would now like to compare our results to those of [2] for the special values of c that
are solved there. To this end, we will express G in terms of the original variables α, β, ρ.
G =
iαβ(α¯β − αβ¯)
α¯α3 − β¯β3 − cαβ(βα¯− αβ¯) = iαβ(α¯β − αβ¯)ρ/κ¯ = iαsβs(α¯sβs − αsβ¯s) (3.32)
where to obtain the second equality we notice that the denominator is κ¯/ρ. We must also
express the G obtained for c = 0 and c = −3 in terms of α, β, ρ. In the case of c = 0 we
get a straight-forward agreement. For the case of c = −3, we find that G appearing in
[2] has the following form as a function of α, β.
Gc=−3,[2] = i
α¯α3 − β¯β3 + αβ(αβ¯ − α¯β)
α¯α3 − β¯β3 + 3αβ(βα¯− αβ¯) = i
(α¯α3 − β¯β3 + αβ(αβ¯ − α¯β))
κ¯/ρ
(3.33)
This expression looks quite different from (3.32) but it is actually equivalent up to a real
multiplicative constant and an imaginary additive constant. As we have already noted,
adding an imaginary constant or multiplying by a real constant is a symmetry of G since
solutions differing in this way are not distinguished by (3.23). (We also note here that
due to branch cuts we can only claim to be able to express G in terms of α, β up to
a multiplicative 4th root of 1. This is also true for the G expression (3.32). However,
once we obtain the metric factor formulas, we will see that the above choice of branch
cut yields AdS7 × S4 and AdS4 × S7.) To show the equivalence of (3.33) and (3.32) we
rewrite (3.33) by adding and subtracting i.
Gc=−3,[2] = i
(α¯α3 − β¯β3 + αβ(αβ¯ − α¯β))− (α¯α3 − β¯β3 + 3αβ(βα¯− αβ¯))
α¯α3 − β¯β3 + 3αβ(βα¯− αβ¯) + i
= −4iαβ(βα¯− αβ¯)ρ/κ¯+ i = −4G+ i (3.34)
We would now like to emphasize that amazingly, not only is G of the form (3.32), which
is rather simple even for general c, but also the dependence on c can be hidden inside of
ρ or inside of the scaled variables αs, βs. It is also interesting to look at the form of M
in terms of α and β.
1
M
=
c(αα¯ + ββ¯)(αα¯− ββ¯)(αβ¯ − α¯β)
2
(
(α¯α3 − β¯β3 − cαβ(α¯β − αβ¯))(αα¯3 − ββ¯3 − cα¯β¯(αβ¯ − α¯β))
) 3
4
(3.35)
=
−icc1c2c3f1f2f3
2(|κ|/ρ) 32 (3.36)
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where to get the last equality we have used the expressions for the metric factors (2.13).
Again, it is remarkable how simple this expression is and again the dependence on c can
be hidden inside of ρ. Now if we remember the relationship between h, M , and ρ, (3.21),
and we insert (3.36) we uncover another constraint.
h =
2
c1 − c2
1
M
( |κ|
ρ
) 3
2
=
icc1c2c3
c1 − c2 f1f2f3 = ic1c2f1f2f3 (3.37)
In [2], it was also noted (for the special c values) that the product of the metric factors
is a harmonic function. However, note that one does not need to find the metric factors
as functions of G to prove this fact. Also note that we can rediscover the definition of κ
and get an independent check of (3.20). If we differentiate h using the second equality of
(3.37) and use only the original equations (2.14-2.16), we recover κ.
∂wh = ∂w(
icc1c2c3
c1 − c2 f1f2f3) = −ρ(αα¯
3 − ββ¯3 − cα¯β¯(αβ¯ − α¯β)) = −κ (3.38)
4 Summary of Solution and Remarks
In this section we give a summary of the general solution. We then give a discussion on
the allowed range of the function G. Finally, we show how AdS4 × S7 and AdS7 × S4 fit
into the framework of this paper and give examples of one parameter deformations as a
function of c for each case.
4.1 Summary of the general solution
The explicit expressions for the metric factors are derived in Appendix A and the cor-
responding formulas for the fluxes are derived in Appendix B. To help simplify the final
expressions, we introduce the real harmonic function hˆ related to the imaginary harmonic
function h by h = ihˆ. The solutions are then specified by the choice of a Riemann surface
Σ and the triple {c,G, hˆ}, where hˆ is a real harmonic function on Σ, and G is a complex
function which satisfies the differential equation
∂wG =
1
2
(G+ G¯)∂w ln hˆ (4.1)
while c is a real constant, which can take any real value. c is related to the ci appearing
in the expressions for the metric factors (2.13) by c = (c1 − c2)/c3. The ci satisfy a
constraint c1 + c2 + c3 = 0, while an overall rescaling of the ci can be absorbed into hˆ so
that one may always fix one of the ci to be one. Therefore specifying the value of c is
sufficient to determine the ci. The differential equation for G can be solved in terms of
an integral after picking hˆ as a local coordinate [2].
In addition to satisfying a differential equation, there is also a restriction on the range
of allowed values for G, which is derived in Appendix A. The constraint is derived and
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expressed most easily in terms of H = G/(1− icG) 6
4|H|4 + (H − H¯)2 ≤ 0
Im(H) ≤ 0 (4.2)
The range of allowed values for G is further discussed in section 4.2.
The metric is given by
ds2 = f 21ds
2
AdS3
+ f 22ds
2
S3 + f
2
1ds
2
S3 + 4ρ
2dwdw¯, (4.3)
where the metric factors are given by
ρ6 =
|∂whˆ|6
c43hˆ
4|1 + icH|6 (1− |H|
2)
(
− 4|H|4 − (H − H¯)2
)
(4.4)
f 61 =
c23
c61
hˆ2(1− |H|2)
(
2|H|2 + i(H − H¯))3(
4|H|4 + (H − H¯)2
)2 (4.5)
f 62 = −
c23
c62
hˆ2(1− |H|2)
(
2|H|2 − i(H − H¯))3(
4|H|4 + (H − H¯)2
)2 (4.6)
f 63 =
hˆ2
c43
(−(H − H¯)2 − 4|H|4
(1− |H|2)2
)
(4.7)
A particularly simple expression is given by the following product of metric factors
f1f2f3 =
hˆ
c1c2
(4.8)
The field strength is given by
F = (db1) ∧ eˆ012 + (db2) ∧ eˆ345 + (db3) ∧ eˆ678 (4.9)
where eˆ012 is the unit volume form on AdS3 and eˆ
345 and eˆ678 are unit volume forms on
S3, while db1, db2 and db3 are given by
∂wb1 =2ν1
c3
c31
ihˆ
[
H¯(−i+ cH)(H − 3H¯ + 4HH¯2)∂wH −HH¯(H − 3H¯ + 4HH¯2)∂wH
− i c
(
(H − H¯)2 −HH¯3 + 3H2H¯2
)
∂wH +H(−i+ cH)(H + H¯)(1− iH)∂wH¯
]
(
(−i+ cH)(H + H¯)
(
2HH¯ − i(H − H¯)
)2)−1
(4.10)
6Alternatively, one may derive the first equation of (4.2) directly from the expression for G in terms
of λ and λ¯ given in (3.31). However, the restriction to imaginary values of H follows from the equations
of motion.
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∂wb2 =− 2ν2 c3
c32
ihˆ
[
H¯(−i+ cH)(H − 3H¯ + 4HH¯2)∂wH +HH¯(H − 3H¯ + 4HH¯2)∂wH
+ i c
(
(H − H¯)2 −HH¯3 + 3H2H¯2
)
∂wH +H(−i+ cH)(H + H¯)(1 + iH)∂wH¯
]
(
(−i+ cH)(H + H¯)
(
2HH¯ + i(H − H¯)
)2)−1
(4.11)
∂wb3 =
ν3
c23
hˆ
[(
8iH2H¯3 + 3cHH¯3 − iH¯3 + 3cH2H¯2 − 15iHH¯2 − 2cH¯2 + 2iH2H¯ − cHH¯
+ 5iH¯ + cH2 − 3iH
)
∂wH + (−i+ cH)(1 +H2)(H + H¯)∂wH¯ +
]
(
(−i+ cH)(H + H¯)(1−HH¯)2
)−1
(4.12)
where νi = ±1. The equations of motion determine the fluxes up to an overall sign. In
order to determine the signs, we must require the fluxes and metric factors to satisfy the
BPS equations. This can be done for the special cases c = {−3, 0, 3} where we take the
geometry to be either AdS4 × S7 (c = −3) or AdS7 × S4 (c = 0, 3). Using the explicit
formula for G and hˆ given in section 5 to compute the fluxes and comparing to the ex-
pressions given in section 3 of [2], we find ν1 = 1, ν2 = −1 and ν3 = −1. Additionally, as
reviewed in section 2, the BPS equations admit a symmetry where one may flip the signs
of any two fluxes. Conversely, when we flip the sign of a single flux, the BPS equations
do not admit any solutions. Thus we conclude that the configurations with {ν1, ν2, ν3} =
{+,+,+}, {+,−,−}, {−,−,+}, {−,+,−} all preserve supersymmetry, while the config-
urations with {ν1, ν2, ν3} = {+,+,−}, {+,−,+}, {−,+,+}, {−,−,−} all spontaneously
break supersymmetry. This way of breaking supersymmetry is similar to the skew-whiffed
solutions of [49, 50]
There are two ways of realizing AdS7 × S4 in the local solution. The first is realized
by the following choice of {c,G, hˆ}
c = 0 G = i
sinh(w − w¯)
sinh(2w¯)
hˆ = −iL
3c23
4
cosh(2w) + c.c. H = G (4.13)
where 0 ≤ Re(w) ≤ ∞ and 0 ≤ Im(w) ≤ pi/2 and L is the radius of the S4. The other
AdS7 × S4 solution is given by taking
c = 3 G = − i
4
sinh(w − w¯)
sinh(2w¯)
− i
4
hˆ = −i(2Lc23) cosh(2w) + c.c. H = −i
sinh(w − w¯) + sinh(2w¯)
sinh(2w¯)− 3 sinh(w − w¯) (4.14)
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The AdS4 × S7 solution is given by
c = −3 G = − i
4
cosh(w + w¯)
cosh(2w¯)
+
i
4
hˆ = i
L3c23
4
sinh(2w) + c.c. H = i
cosh(2w¯)− cosh(w + w¯)
cosh(2w¯) + 3 cosh(w + w¯)
(4.15)
where −∞ ≤ Re(w) ≤ ∞ and 0 ≤ Im(w) ≤ pi/2 and L is the radius of the S7.
An arbitrary choice of {c,G, hˆ} will generically lead to solutions which contain sin-
gularities. It is therefore interesting to ask what types of choices lead to either regular
geometries or geometries with physically allowed singularities, such as those caused by
brane sources. In the case of AdS4×S7 or AdS7×S4, it turns out that Σ has a boundary,
but that boundary does not correspond to a boundary in the 11-dimensional space-time.
Rather one of the S3’s always vanishes on the boundary of Σ, leading to a smooth capping
off of the geometry. Requiring this structure, we find that (4.8) implies that hˆ = 0 on the
boundary of Σ. Furthermore, if we also require f1 to remain finite on the boundary of Σ,
we must then have 4|H|4 + (H − H¯)2 = 0 so that (4.5) can remain finite. In other words,
on the boundary of Σ, H must take values in the boundary of its range. While we have
not shown that these boundary conditions are sufficient to guarantee smoothness of the
geometry, we see that they are necessary. More generally, one may also consider various
types of singularities. We leave both of these issues for future work, but give examples
of novel smooth solutions in section 5.
4.2 Range of G and H
It is interesting to determine the range of the functions G and H. Note that the range
of H, depicted in Fig. 1, is fixed and independent of c (modulo a small technical point
when c = 0, which will be explained shortly). As discussed above (A.15), the range of H
is determined by the condition |H − H¯| ≥ 2|H|2. In general, this allows for two branches
of H, one with Im(H) ≥ 0 and one with Im(H) ≤ 0. However, as discussed in Appendix
B, the Bianchi identity for g3z selects the branch with Im(H) ≤ 0, except in the special
case c = 0.
The reason c = 0 is special, is because the solutions corresponding to the mirror
image range for which i(H− H¯) ≤ 0 are just an automorphism of the old range for which
i(H − H¯) ≥ 0. This can be seen as follows. An equivalent solution is one for which the
solution G to its differential equation (3.23) is the same up to the symmetries discussed
below (3.33) and the expressions for the physical fields are unchanged. Consider the
mapping H → −H which implies G → −G and c → −c. The change of sign in G
is undetected by the differential equation which is also independent of c. However, for
general c the expressions for the metric factors change in two ways: we must pick the
other sign in front of i(H − H¯) and we must exchange c1 ↔ c2 (where the latter is the
only way to map c→ −c). For general c, this new combination differs from the original
and is not a solution. However, for the special case c = 0, we have c1 = c2 and so the
solution is simply mapped into itself. Thus the two branches are equivalent.
We note that the restriction to Im(H) ≤ 0 is consistent with the results of [2]. In
the case of c = −3, corresponding to AdS4 × S7 asymptotics, the range of G consisted
of only a single branch. For the case of c = 0, corresponding to AdS7 × S4, there were
two branches for the range of G, one with Im(G) > 0 and one with Im(G) < 0, which
intersect at G = 0. One might wonder whether there are solutions where G interpolates
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Figure 1: Range of H for any c.
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Figure 2: Range of G for c = −.25 (left), c = −.5 (middle) and c = −1 (right)
between the two allowed regions, which intersect at G = 0. However, the explicit solutions
constructed in [18] indicate that this is not possible.
The quantity H is convenient to work with precisely because its range is independent
of c. However, the differential equation obeyed by H is not linear and depends on c.
Since we will eventually have to impose boundary conditions for the differential equation
of G, it is interesting to consider the range of G as well (which is most easily obtained
from mapping the range of H). For c = 0, we have G = H and the range of G is of course
simply the range of H given in Fig. 1. As c is taken to be more negative, the radius of
the allowed range circle increases until it decompactifies at c = −1 so that any G with
a negative imaginary part is allowed. This sequence is illustrated in Fig. 2. Note that
c = −1 implies that c2 = 0 which means that one of the spheres decompactifies.
Continuing to decrease c from c = −1, the range further increases such that all G are
allowed except a disallowed circle whose radius decreases as c becomes more negative.
This is shown in Fig. 3. Note that the middle figure in Fig. 3 is the range for c = −3
which includes all solutions asymptotic to AdS4 × S7. Our range agrees with the one
depicted in figure 2 of section 8 of [2] if we remember that our G is mapped into that of
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Figure 3: Range of G for c = −1.5 (left), c = −3 (middle) and c = −15 (right).
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Figure 4: Range of G for c = 1 (left), c = 3 (middle) and c = 15 (right).
[2] by Gc=−3,[2] = 4G+ i as discussed in (3.34). As c takes values in the range of {0,−3}
the family of solutions interpolates, as a function of c between solutions asymptotic to
AdS7×S4 and those asymptotic to AdS4×S7. As c→ −∞ the range increases as seen in
Fig. 3 (right) until it includes the entire plane. The case c = −∞ corresponds to c3 = 0
and is therefore the case of the other sphere decompactifying.
We now consider what happens as c increases above 0. As c grows for c > 0, the
range of G decreases as can be seen in Fig. 4. Note that the c = 3 case, show in Fig. 4
(middle), contains solutions which are asymptotic to AdS7×S4 but differs from the c = 0
case in that the roles of the two 3-spheres are interchanged. Setting c = 1 implies c1 = 0,
so this case corresponds to the decompactification of the AdS3 region and is shown in
Fig. 4 (left).
We summarize the special values of c as follows
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c = 3 G ∈ disc AdS7 × S4
c = 1 G ∈ disc AdS3 decompactification
c = 0 G ∈ disc AdS7 × S4
c = −1 G ∈ lower half plane S3 decompactifiaction
c = −3 G ∈ outside of disc AdS4 × S7
We note that in order to interpolate as a function of c between the two solution classes
which asymptote to AdS7 × S4 corresponding to c = 3 or c = 0, one must pass through
solutions with c = 1 for which the AdS3 part of the metric is decompactified. Similarly,
to interpolate between solutions which are asymptotic to AdS4 × S7 with c = −3 and
solutions which are asymptotic to AdS7 × S4 with c = 0, one must pass through the
solutions with c = −1 so that one of the spheres must decompactify.
5 One parameter deformation of AdS7×S4 and AdS4×
S7
Here we give one parameter deformations of both AdS4 × S7 and AdS7 × S4. We start
with AdS7×S4, which is given by the choice of parameters in (4.13). Writing w = x+ iy,
the domain of Σ is given by 0 ≤ x < ∞ and 0 ≤ y ≤ pi/2, with the boundary of AdS7
located at x =∞. One can check that H satisfies the constraint (4.2).7
We now construct a one-parameter deformation of AdS7 × S4 as follows. Keeping hˆ
fixed, we first use the real scale and imaginary shift symmetry of the differential equation
to write a more general G with two real parameters a and b.
G = ia
sinh(w − w¯)
sinh(2w¯)
+ ib (5.1)
Next we construct H for an arbitrary value of c using H = G/(1− icG) with the require-
ment that H satisfies the same boundary conditions as the c = 0 case so that H = 0 when
y = 0 or y = pi/2 and H = −i when x = 0. This leads to the restriction a = 1/(1+c) and
b = 0 with c left as a parameter. Note that for these choices, H satisfies the constraint
(4.2). We leave a fuller discussion of boundary conditions to future work but below we see
that the preceding simple choice of boundary conditions on H gives a regular geometry.
The corresponding metric factors as a function of c are given by
f 61 = L
6 16 cosh
2(x)[1− c+ (1 + c) cosh(2x)][1 + c cos(4y) + (1 + c) cosh(2x)]
(1 + c)(1− c)6
(2ρ)6 = L6
16[1− c+ (1 + c) cosh(2x)][1 + c cos(4y) + (1 + c) cosh(2x)]
(1 + c)4 cosh4(x)
f 62 = L
6 128 cosh
2(x)[1 + c cos(4y) + (1 + c) cosh(2x)] sinh6(x)
(1 + c)4[1− c+ (1 + c) cosh(2x)]2
f 63 = L
6 2 cosh
2(x)[1− c+ (1 + c) cosh(2x)] sin6(2y)
(1 + c)[1 + c cos(4y) + (1 + c) cosh(2x)]2
(5.2)
7We note that the G here is the negative of the G given in [2]. We remind the reader that in the
special case c = 0, there are two equivalent branches of solutions, while only one branch extends to
general values of c.
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One may readily check that the bulk geometry is regular when c is in the range −1 < c <
1. In particular, the S3’s cap off smoothly at the boundary of Σ. When c is in the range
−∞ < c < −1, the geometry will contain a singularity, which can be seen by noting that
f1 will vanish at some value of x and y. The geometry is also smooth for c in the range
1 < c <∞.
We now move onto the AdS4 × S7 case, which is given by the choice of parameters
given in (4.15). Writing w = x + iy, the domain of Σ is given by −∞ ≤ x < ∞ and
0 ≤ y ≤ pi/2, with the boundary of AdS4 located at x = ±∞. In these coordinates
the boundary of AdS4 is split into two halves which are glued together along the AdS3
boundary. One can check that H satisfies the constraint (4.2).
We can construct a one-parameter deformation of AdS4×S7 using the same technique
as before. Keeping hˆ fixed, we first use the real scale and imaginary shift symmetry of
the differential equation to write a more general G with two real parameters a and b.
G = −a i
4
cosh(w + w¯)
cosh(2w¯)
+
i
4
+ ib (5.3)
Next we construct H for an arbitrary value of c using H = G/(1− icG) with the require-
ment that H satisfies the same boundary conditions as the c = 0 case so that H = 0
when y = 0 and H = −i when y = pi/2. This leads to the restriction a = −2/(1 + c) and
b = −(3 + c)/4(1 + c) with c left as a parameter. Again, for this choice one can check
that H satisfies the constraint (4.2). The corresponding metric factors as a function of c
are given by
f 61 = L
6 8 cosh
2(2x)
(1− c)6(−1− c)
[
− 1− c− (3 + c) cos(2y) + 2 cosh(4x)
]
[
2− (3 + c) cos(2y)− (1 + c) cosh(4x)
]
(2ρ)6 = L6
[−1− c− (3 + c) cos(2y) + 2 cosh(4x)][2− (3 + c) cos(2y)− (1 + c) cosh(4x)]
(1 + c)4 cosh4(2x)
f 62 = L
6 64 cosh
2(2x)[2− (3 + c) cos(2y)− (1 + c) cosh(4x)] cos6(y)
(1 + c)4[1 + c+ (3 + c) cos(2y)− 2 cosh(4x)]2
f 63 = L
6 8 cosh
2(2x)[−1− c− (3 + c) cos(2y) + 2 cosh(4x)] sin6(y)
(−1− c)[−2 + (3 + c) cos(2y) + (1 + c) cosh(4x)]2 (5.4)
One may readily check that the bulk geometry is regular when c is in the range −∞ <
c < −1. In particular, the S3’s cap off smoothly at the boundary of Σ. The geometry
contains singularities when c is outside of this range, as can be seen by noting that f1
vanishes for some value of x and y.
There are more solutions one can construct. For example using the same methods as
above we can deform the solutions of [18] or the Janus solutions of [24]. It is also possible
that new types of solutions exist, which carry both M2 and M5 brane charges when c is
away from the special values c ∈ {−3, 0, 3}. Another interesting possibility is to look for
solutions which have AdS3 asymptotics. We leave the constructions of these solutions, as
well as their implications for AdS/CFT to future work.
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A Metric factors
Our first goal is to find the expressions for the metric factors in terms of G and h. It
turns out to be technically difficult to directly express α, β in terms of G, G¯, so we first
express α, β in terms of trigonometric functions of ϕ, ϕ¯ which can be easily expressed in
terms of G, G¯. We define a new variable k which is simply related to κ
k¯ = ρ(α¯α3 − β¯β3) (A.1)
κ¯ = k¯ − cραβ(α¯β − αβ¯)
Furthermore, consider the algebraic constraint given in the first equation of (3.8). The
second term αsβs(α¯sβs − αsβ¯s) is just iG. We then introduce F and rewrite (3.8) as
1 = F − (cG/i) where
F = 1− icG = α¯sα3s − β¯sβ3s
k¯ = κ¯F = κ¯(1− icG) (A.2)
Note that F and k are just 1 and κ for the special case of c = 0. We define ϕ, ϕ¯ so that
the first equation in (A.1) is automatic8
sinh2(ϕ) =
ρ
k
ββ¯3 cosh2(ϕ) =
ρ
k
αα¯3 (A.3)
The complex conjugate expressions are also implied as usual. The convenience of ϕ is
that these expressions are easily invertible and can be solved to obtain the following
α = ρ−
1
4
(
k¯3
k
) 1
8
(
cosh3 ϕ¯
coshϕ
) 1
4
β = ρ−
1
4
(
k¯3
k
) 1
8
(
sinh3 ϕ¯
sinhϕ
) 1
4
(A.4)
Now we express G in terms of ϕ starting from (3.32) and using the above equations
to eliminate α and β. The resulting expression for G is
G = −iF sinh(ϕ− ϕ¯)
(
sinh(2ϕ¯)
sinh(2ϕ)
) 1
2
(A.5)
From the above and its conjugate we obtain
√
−HH¯ =
√
−GG¯
FF¯
= sinh(ϕ− ϕ¯) (A.6)
H
H¯
=
GF¯
G¯F
=
sinh(2ϕ¯)
sinh(2ϕ)
(A.7)
8This is similar to the definition used in [2], however here the function k appears instead of the
holomorphic function κ.
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where we have defined H = G/F . For completeness, we also provide the following easily
derivable but useful formulas
cosh(ϕ− ϕ¯) =
√
1− |H|2
sinh(2(ϕ− ϕ¯)) = 2
√
|H|2(|H|2 − 1) (A.8)
Note that since ϕ− ϕ¯ is pure imaginary then | cosh(ϕ− ϕ¯)| ≤ 1 which implies |H| ≤ 1.
Since G and H are related by H = G/F with F given by (A.2), or equivalently
H =
G
1− icG (A.9)
the restriction on the range of H implies a restriction on the range of G. This is further
discussed in section 4.2.
We will need the expression for sinh(2ϕ), which requires quite a bit of algebra using
the expressions (A.6) and (A.7).
sinh2(2ϕ) =
4H¯2(|H|4 − |H|2)
(H − H¯)2 + 4|H|4 (A.10)
Finally, in the derivation of the currents, we will need sinh(ϕ+ ϕ¯) which can be obtained
from (A.6), (A.8) and (A.10). Once again, branch cut choices are a difficulty and the sign
between the two roots which appears in the expression below is chosen to be negative
since sinh(ϕ+ ϕ¯) vanishes for imaginary ϕ or equivalently imaginary H.
sinh(ϕ+ ϕ¯) =
√
−|H|2(1 + sinh2(2ϕ¯))−
√
(1− |H|2) sinh2(2ϕ¯)
=
|H|(H + H¯)√
−(H − H¯)2 − 4|H|4 (A.11)
We can now obtain ρ from the first line of (3.37), (3.36), and (A.4). Note that in
(3.36), the factor of (|κ|/ρ)3/2 in the denominator is exactly what is needed to write M
entirely in terms of ϕ and ϕ¯ using (A.4). Then ρ is obtained by plugging M(ϕ, ϕ¯) into
the first line of (3.37).
ρ
3
2 =
−|k| 32√
2c3h
sinh(2(ϕ− ϕ¯))
| sinh(2ϕ)| 12 (A.12)
Using (A.2, A.8, A.10) to eliminate ϕ in terms of H we obtain
ρ6 =
|κ|6|F |6
c43h
4
(|H|2 − 1)
(
(H − H¯)2 + 4|H|4
)
(A.13)
Note that the first parenthesis is always negative since as we already argued |H| ≤ 1.
The second parenthesis is also always negative. To see the latter note that we can follow
the logic of [2] once again and say that
(H − H¯)2 + 4|H|4 = −4 sin2(µ) sin2 θ + 4 sin4(µ)
iµ = ϕ− ϕ¯ e−iθ =
(
sinh(2ϕ¯)
sinh(2ϕ)
) 1
2
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From the above definitions of θ and µ in terms of ϕ and ϕ¯ it can be shown that
tan θ tanh(ϕ + ϕ¯) = tanµ. Using also that | tanh(ϕ + ϕ¯)| ≤ 1, the former implies that
| tanµ| ≤ | tan θ| which is equivalent to | sinµ| ≤ | sin θ|, implying that
(H − H¯)2 + 4|H|4 ≤ 0 (A.14)
Now we find f1 by plugging (A.4) into (2.13)
f1 =
1
c1
(|α|2 + |β|2) =
( |Fκ|
c21ρ
) 1
2
(| coshϕ|+ | sinhϕ|) (A.15)
By using the following trig identities
| coshϕ|+ | sinhϕ| =
(
| sinh(2ϕ)| ±
√
| sinh(2ϕ)|2 + cosh2(ϕ− ϕ¯)
) 1
2
(A.16)
| coshϕ| − | sinhϕ| =
(
−| sinh(2ϕ)| ±
√
| sinh(2ϕ)|2 + cosh2(ϕ− ϕ¯)
) 1
2
(A.17)
and plugging in (A.8, A.10) we obtain
| coshϕ|+ | sinhϕ| =
(
(|H|2 − 1)
(H − H¯)2 + 4|H|4
) 1
4
(2|H|2 ± i(H − H¯)) 12 (A.18)
| coshϕ| − | sinhϕ| =
(
(|H|2 − 1)
(H − H¯)2 + 4|H|4
) 1
4
(−2|H|2 ± i(H − H¯)) 12 (A.19)
Finally plugging (A.13, A.18) into (A.15) we get
f 61 =
c23
c61
h2(|H|2 − 1)
(
2|H|2 ± i(H − H¯))3
((H − H¯)2 + 4|H|4)2 (A.20)
The denominator is always positive. The first parenthesis in the numerator is always neg-
ative as has been already discussed and h2 is also always negative since h is an imaginary
function. The sign in the second parenthesis depends on whether the imaginary part of
H is positive or negative and must be chosen such that the paranthesis overall is positive,
in other words, such that the two terms in the parenthesis add. The reason for this is
that this choice of sign exactly picks out | coshϕ|+ | sinhϕ| over | coshϕ|− | sinhϕ| which
picks out f1 as opposed to f2. Also note that although there are no roots appearing in the
expression above, square roots appear during the derivation so there is an overall choice
of sign in the above expression. The positive sign is chosen to give a positive expression.
Similarly, we also have
f2 =
−1
c2
(|α|2 − |β|2) = −
( |Fκ|
c22ρ
) 1
2
(| coshϕ| − | sinhϕ|) (A.21)
Plugging in (A.13, A.18) we get
f 62 = −
c23
c62
h2(|H|2 − 1)
(
2|H|2 ∓ i(H − H¯))3
((H − H¯)2 + 4|H|4)2 (A.22)
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This expression is very similar to above, but here the sign choice in the second paren-
thesis of the numerator is such that the two terms subtract, which is the sign choice
corresponding to | coshϕ| − | sinhϕ|. As we have argued above |Im(H)| ≥ |H|2 so this
parenthesis is negative and the overall expression is positive.
Finally we come to the last metric factor
f3 =
−i
c3
(α¯β − β¯α) = i
c3
( |κF |
ρ
) 1
2 sinh(ϕ− ϕ¯)√
1
2
| sinh(2ϕ)| 12
(A.23)
Plugging in (A.6, A.10, A.13) we get
f 63 =
h2
c43
((H − H¯)2 + 4|H|4)
(|H|2 − 1)2 (A.24)
Note that the sign choices inside the numerators of f1 and f2 are correlated not only
within the numerator but also between f1 and f2 themselves. The sign is chosen such
that ±i(H − H¯) = |H − H¯|. This implies that we can get rid of the sign choice in the
above expressions which are in terms of H and write them with a unique sign using the
absolute value function. In the next section, we shall see that requiring the fluxes to
satisfy the Bianchi identity selects the branch with i(H − H¯) = |H − H¯|, which means
that Im(H) ≤ 0.
Taking c = 0 and G = H in the final expressions for the metric factors (A.13), (A.20),
(A.22) and (A.24), we recover the expressions for the metric factors obtained in section 5
of [2]. Furthermore, if we take c = −3 and G→ −(1/4)G+ (i/4), we recover the metric
factor expressions in section 7 of [2]. As discussed in detail in section 3.4, one needs to
perform a linear transformation on G in order to take into account the difference in G
functions in [2] and our paper.
B Field strength components
Our next goal is to compute the field strength components, giz. We will first compute
g1z and g2z. To do so, we use the first two equations of (3.2) to express g1z and g2z in
terms of ω¯α, ω¯β, αs, βs and their complex conjugates. Next we use the definitions of
ωα and ωβ given above (3.2) and then (A.3) to express ω¯α and ω¯β in terms of F and ϕ¯.
Finally, we eliminate the remaining αs and βs, by first rewriting them in terms of α and
β using (3.1), then the relations between α, β and ϕ given in (A.4) and finally we use
(A.2) to write k in terms of F , with the overall κ dependence now dropping out. Putting
everything together, we obtain
ρg1z =
2
1
2 | sinh(2ϕ)| 12
sinh(ϕ+ ϕ¯)
(∂w log(F cosh
2 ϕ¯)| coshϕ|+ ∂w log(F sinh2 ϕ¯)| sinhϕ|)
ρg2z =
2
1
2 | sinh(2ϕ)| 12
sinh(ϕ+ ϕ¯)
(−∂w log(F cosh2 ϕ¯)| coshϕ|+ ∂w log(F sinh2 ϕ¯)| sinhϕ|)
(B.1)
The various quantities appearing in the above formula are given as follows: | coshϕ| and
| sinhϕ| can be computed using (A.18), sinh(ϕ + ϕ¯) using (A.11) and | sinh(2ϕ)| using
(A.10). To get cosh2 ϕ¯ and sinh2 ϕ¯, we use the double angle formulas to express them in
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terms of cosh(2ϕ), which in turn can be expressed as a root of 1+sinh2(2ϕ) with sinh(2ϕ)
given by (A.10).
We continue the calculation by switching to computing ∂wbi = −ρf 3i giz/2, which are
the quantities appearing directly in the Bianchi identities and equations of motion.9 We
make use of equations (A.20) and (A.22) for the metric factors. It is also necessary to
remember that F can be expressed in terms of H by F = (1 + icH)−1. In deriving the
final formulas, the following algebraic identity is frequently used(
2HH¯ ± i(H − H¯)
)(
2HH¯ ∓ i(H − H¯)
)
= 4H2H¯2 + (H − H¯)2 (B.2)
It is important to note that in the expressions for cosh2 ϕ¯ and sinh2 ϕ¯, a branch cut choice
must be made and can be be determined by demanding that the Bianchi identities are
satisfied. This is also the sign choice for which the expressions reduce to the ones in [2]
for c = 0. Parameterizing, the branch cut choice for ∂wb1 by introducing ν˜ = ±1, we
have
∂wb1 =ic3h(1−HH¯)
(
c31(H + H¯)
(
(H − H¯)2 + 4H2H¯2))−1{− 4c∂wH(2HH¯ + iν(H − H¯))2−i+ cH
+
(
HH¯(HH¯ − 1)(H¯ −H + 2H2H¯)
)−1(
∂wH¯H(H + H¯) + ∂wHH¯(H − 3H¯ + 4HH¯2)
)
[
− 2iν˜(H¯ −H + 2H2H¯)(2HH¯ + iν(H − H¯))
+
2(H¯ −H + 2H2H¯)2(2HH¯ + iν(H − H¯))2
(H − H¯)2 + 4H2H¯2
]}
(B.3)
We have also introduced ν = ±1, which is given by the sign of Im(−H) and parameterizes
the sign choice in the metric factors. Demanding the Binachi identity to hold, one finds
that ν˜ = −ν. The same choice arises in the calculation of ∂wb2 and the sign must be
chosen in the same way. There is another sign ambiguity, since f 31 and f
3
2 are determined
only up to a sign, we parameterize these sign choices by including overall factors ν1 = ±1
and ν2 = ±1. The final expressions for ∂wb1 and ∂wb2 are given in (4.10) and (4.11).
To compute g3z, we first use the second equation in (3.3) to express g3z in terms of
g1z, g2z and α and β. The remaining α and β dependence can be expressed in terms of
ϕ using (A.4). The result is
α2 ± β2
αβ
=
√
2
[sinh(ϕ− ϕ¯) + sinh(ϕ+ ϕ¯) cosh(2ϕ¯)± sinh 32 (2ϕ¯) sinh 12 (2ϕ)] 12
sinh
3
4 (2ϕ¯) sinh
1
4 (2ϕ)
(B.4)
Most of these quantities have already appeared in (B.1). The only new term is sinh(ϕ−ϕ¯)
which is given by (A.6). Again one has to make choices for the signs of branch cuts. The
intermediate steps are messy and we do not include them here. As before demanding
the Bianchi identity to hold for g3z restricts the possible branch choices. In this case
however, one finds that the Bianchi identity for g3z holds only for the branch with ν = 1
or equivalently Im(H) < 0, except in the special case that c = 0. This is discussed further
in section 4.2. The final result for g3z is given in (4.12).
9The factor of a half comes from our conventions for which gz = g8 − ig9 and ∂w = (∂x − i∂y)/2.
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C Bianchi identities and equations of motion
Several theorems exist guaranteeing that under certain conditions, solutions of the BPS
equations are automatically supergravity solutions [47, 48]. More specifically, one needs
to check the Bianchi identities and Maxwell equations, however the Einstein equations
are then either automatic or automatic up to a single equation depending on whether the
Killing spinors yield time-like or null Killing vectors.
In deriving the explicit solutions for the metric factors and fluxes, we have to make
sign choices for various branch cuts. These sign choices must be made consistently with
the BPS equations, which requires checking if the BPS equations enforce additional con-
straints on the sign choices. The simpler alternative which we follow here is to check the
equations of motion. We note that the equations of motion can still leave sign choices for
the fluxes undetermined, with some choices breaking supersymmetry, and one must still
check the BPS equations [49, 50].
In [2], the equations of motion and metric factors were checked for the special case
c = 0 and we use their methods here. We first make a change of notation and exchange
the imaginary harmonic function h for a real harmonic function hˆ with the identification
hˆ = −ih. Next, we note that the metric factors and field strength components define a
solution only for G which satisfies its differential equation (3.23). In order to implement
this constraint in general, we make a conformal transformation on Σ to coordinates
defined by hˆ and its dual harmonic function, h˜.
u = hˆ+ ih˜ u¯ = hˆ− ih˜
∂u(hˆ− ih˜) = 0 ∂u¯(hˆ+ ih˜) = 0
2∂u = ∂hˆ − i∂h˜ 2∂u¯ = ∂hˆ + i∂h˜ (C.1)
Equation (3.23) can be decomposed into its real and imaginary parts.
G(hˆ, h˜) = GR(hˆ, h˜) + iGI(hˆ, h˜)
∂hˆGR + ∂h˜GI =
GR
hˆ
∂hˆGI − ∂h˜GR = 0 (C.2)
The second equation above demands that GR and GI are the derivatives of a single real
function φ and then the first equation is rewritten as a second order equation on φ.
GR = ∂hˆ(φ) GI = ∂h˜(φ)
1
hˆ
(
∂2
h˜
+ ∂2
hˆ
− 1
hˆ
∂hˆ
)
φ = 0 (C.3)
Finally, we use this equation to eliminate all derivatives in hˆ which are of order two or
higher, which implements the differential constraint. To be specific, we eliminate ∂3
hˆ
G,
∂2
hˆ
G and ∂2
hˆ
∂h˜G.
We begin with the Bianchi identity.
dF = 0 ⇒ ∂w[∂w¯bi]− c.c. = 0 i = {1, 2, 3} (C.4)
Using the expressions for ∂w¯bi given in (4.10), (4.11) and (4.12), one finds that the Binachi
identities are automatically satisfied after first expressing G in terms of φ and using (C.3)
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to exclude all second and higher order hˆ derivatives which appear. Next we check the
equation of motion of the field strength.
d ∗ F + 1
2
F ∧ F = 0 (C.5)
Using the anstaz given in section 2 and writing out in components we have10
0 = ∂w¯∂wb1 +
1
2
(
∂w¯b1∂w ln
(
f2f3
f1
)3
+ c.c.
)
+
i
2
(
f1
f2f3
)3
(∂wb2∂w¯b3 − c.c.)
0 = ∂w¯∂wb2 +
1
2
(
∂w¯b2∂w ln
(
f1f3
f2
)3
+ c.c.
)
+
i
2
(
f2
f1f3
)3
(∂wb1∂w¯b3 − c.c.)
0 = ∂w¯∂wb3 +
1
2
(
∂w¯b3∂w ln
(
f1f2
f3
)3
+ c.c.
)
− i
2
(
f3
f1f2
)3
(∂wb1∂w¯b2 − c.c.) (C.6)
Again, one may check that these expressions are automatic after using (4.10), (4.11) and
(4.12) for the fluxes and (A.20), (A.22) and (A.24) for the metric factors. We remind the
reader that the Bianchi identity for g3z selects the branch with i(H − H¯) ≥ 0. We note
that these equations are invariant under b1 → −b1 along with a flip in sign of all of the
metric factors so that f1f2f3 → −f1f2f3. Similar sign flips can be made for b2 and b3,
thus the Maxwell equations determine the fluxes up to an overall sign. We can determine
the signs by considering the special cases c = {−3, 0, 3} where we take the geometry to
be either AdS4 × S7 (c = −3) or AdS7 × S4 (c = 0, 3).
Finally, the Einstein equations can be checked. These are equations (9.19) and (9.20)
of [2]. Some details of the derivation of these equations can be found there as well.
The method for checking these equations is the same as with the Maxwell equations and
Bianchi identities and requires replacing second and third order derivatives using C.3.
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