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Abstract. We show that the P-canonical form of (Ak)k (or simply of the matrix
A) can be written as a sum of two parts, the geometric and the non-geometric
parts of A. We also show that if we plug −k for k in the geometric part of A, we
get the P-canonical form of the Drazin inverse AD of A.
1. Introduction
Let A be a nonsingular matrix over a field F . It is a well known fact that, for many
numerical examples of matrices A, replacing k with −k in certain forms of Ak, one
can obtain The kth power of the inverse A−1 of A. However, this fact is not proven
in general. The problem here is that the kth power of a matrix can be represented
in several forms. In fact, It can happen that in certain forms of Ak it is not even
possible to substitute k = −1 and, in other forms we can substitute k = −1 but we
does not obtain A−1. For example, Let A be an r-circulant matrix. The expressions
of Ak given in Theorem 4.1 of [7] and Theorem 3.1 of [8] do not provide A−1 when
we plug into them k = −1.
In this paper, we consider an arbitrary matrix A, singular or nonsingular, and we
prove that if we plug −k for −k into the geometric part of Ak we get the kth power
of the Drazin inverse of A. In order to avoid any confusion that may arise by using
the plugging-in operation, we begin by showing that the representations of Ak into
them we plug −k for k, are canonical.
Throughout this paper, we use the following notations:
● F denotes a field and CF denotes the set of all sequences s = (sk), k ⩾ 0 over
F . It is well known that CF is an F -algebra under componentwise addition,
multiplication and scalar multiplication.
● S∗ = {λ = (λk)k⩾0/λ ∈ F,λ ≠ 0} be the set of all nonzero geometric sequences.
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● S○ = {0i ∈ CF /i ∈ N,0i(k) = δik}.
● S = S∗ ∪ S○.
● FS denotes the F -vector spaces spanned by S . It is well known that FS is
the set of all linear recurrence sequences in F whose carateristic polynomials
are of the form XmP (X) where P (X) is square-free and split with nonzero
constant terms.
● FS∗ denotes the F -vector spaces spanned by S∗. It is well known that FS∗ is
the set of all linear recurrence sequences in F whose carateristic polynomials
are square-free and split with nonzero constant terms.
● FS○ denotes the F -vector spaces spanned by S○. It is well known that FS○
the set of all linear recurrence sequences in F whose carateristic polynomials
split and have zero as its only root.
It is well known from the general theory of linear recurrence sequences that
● S , S∗ and S○ are basis of FS , FS∗ and FS○ , respectively.
● FS , FS∗ and FS○ are subalgebras of CF . More precisely, the set S∗ is a group,
and hence FS∗ is exactly the group algebra of S∗ over F .
● FS○ and FS∗ are supplementary vector spaces relative to FS , i.e., FS = FS○ ⊕
FS∗.
2. Canonical forms for linear recurrence sequences
Let T = {Λi/i ⩾ 0} be the set of all sequences Λi = ((ki))k≥0 and consider the
F -vector space F ⟨T ⟩ spanned by T . Then we have the following result
Proposition 2.1. Let F be a field. Let T̃ be the set of all sequences Λ̃i = ((−ki ))k≥0
and consider the sequence Γ = (0,1,2, . . .). Then we have
1. F ⟨T ⟩ is a subalgebra of CF and T is a basis of F ⟨T ⟩.
2. T̃ is a basis of F ⟨T ⟩, and the linear automorphism χ of F ⟨T ⟩ which maps Λi to
Λ̃i is an involution of the algebra F ⟨T ⟩.
3. F ⟨T ⟩ and FS∗ are F -linearly disjoint.
4. If F is of characteristic 0, then the sequence Γ is transcendental over the ring
FS∗.
5. FS[T ] = FS○⊕FS∗[T ], where FS[T ] is the subalgebras of CF obtained by adjoining
to FS the set T .
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Proof.
1. Using the following formula (due to Riordan [5])
(k
i
)(k
j
) = i+j∑
m=i
(m
i
)( i
m − j
)( k
m
)
=
i∑
m=0
( i + j −m
m, i −m,j −m
)( k
i + j −m
)
we can easily deduce that ΛiΛj is a linear combinaison of elements of T for all
i, j. Then F ⟨T ⟩ is a subalgebra of CF . More precisely, F ⟨T ⟩ is the set of all linear
recurrence sequences in F with charateristic polynomials split over F and have one
as its only root. It is well known that T is a basis of F ⟨T ⟩.
2. Let i ∈ N. It is clear that Λ̃0 = Λ0 and then Λ̃0 ∈ F ⟨T ⟩. Suppose that i ⩾ 1. Then
we have Λ̃i = (−1)i((k+i−1i )). An easy application of the Vandermonde convolution
shows that
Λ̃i =
i∑
j=1
(−1)i(i − 1
i − j
)Λj.
Then Λ̃i ∈ F ⟨T ⟩ for all i ∈ N. Since the coordinate matrix of the family (Λ̃0, . . . , Λ̃i)
relative to (Λ0, . . . ,Λi) is the involutory lower triangular Pascal matrix of order i+1,
it follows that T̃ is a basis of F ⟨T ⟩ and that χ is an involution.
We note that χ is an F -algebra automorphism is due to the fact that Riordan’s
formula remains true for any negative integer k.
3. Let λ1, . . . ,λn be any family of pairwise distinct elements of S∗ and m be a
positive integer, and set P (X) = n∏
j=1
(X − λj)m+1. From Theorem 1 and Theorem 2
of [4] assure that {Λiλj/1 ⩽ j ⩽ n and 0 ⩽ i ⩽m} is a basis of the F -vector space of all
linear recurrence sequences with characteristic polynomial P . It follows that the set{Λiλ/i ∈ N,λ ∈ S∗} is linearly independent over the field F . The result now follows
from Proposition 11.6.1. of [2] and the fact that S∗ and T are bases of the F -vector
spaces FS∗ and F ⟨T ⟩, respectively.
4. It is well known that when F is of characteristic 0, the family {Γi/i ∈ N}) plays
the same algebraic role as T . By the same argument as in the proof of 3., it turns
that the F -vector spaces FS∗ and F [Γ] are linearly disjoint. It then follows that Γ
is transcendental over the ring FS∗.
5. First note that FS○[T ] = FS○ since 0iΛj = (ij)0i for all integers i and j. Now, since
{00, . . . ,0n′} ∪ {Λiλj/λ0, . . . ,λn ∈ S∗ and 0 ⩽ i ⩽m}
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is linearly independent over the field F , because it is a basis of the F -vector space
of all linear recurrence sequence with characteristic polynomial Xn
′
n∏
j=1
(X − λj)m+1,
the result FS[T ] = FS○ ⊕ FS∗[T ] follows. ∎
Remark 2.2. To be more precise, Proposition 11.6.1. of [2] shows that if A and B
are F -subalgebras of Ω The the following statement are equivalent:
1. A and B are F -linearly disjoint.
2. {uivj}i,j is linearly independent over F whenever {ui}i is a F -basis of A and {vj}j
is a F -basis of B.
However, using this result it is easy to prove that the two following statements are
also equivalent:
1. A and B are F -linearly disjoint.
2. There exists a F -basis {ui}i of A and a F -basis {vj}j of B such that {uivj}i,j is
linearly independent over F .
From Proposition 2.1, it follows that each u ∈ FS[T ] can be written in exactly one
way as u = v +u0Λ0 +⋯+umΛm, in which v ∈ FS○ and u0, . . . ,um ∈ FS∗ and that this
representation is canonical. For ease of reference, let us call
● v +u0Λ0 +⋯ +umΛm the canonical form of u relative to (S∗,T ).
● u0Λ0 +⋯+umΛm the geometric part of u relative to (S∗,T ).
● v the non-geometric part of u.
Before going further let us state the following definition.
Definition 2.3. We say a sequence of FS[T ] to be purely geometric if its non-
geometric part is zero.
Lemma 2.4. Let u a sequence over F . Suppose that there exists a sequence w =
w0Λ0 + ⋯ +wmΛm ∈ FS∗[T ] and a nonnegative integer T such that uk = wk for all
k ≥ T . Then u ∈ FS[T ]; in this case, w0Λ0 +⋯+wmΛm and (u0 −w0)00 +⋯+ (uτ−1 −
wτ−1)0τ−1 are the geometric part and the non-geometric part of u, respectively.
Proof. Follows immediately from the fact that
u = (u0 −w0)00 +⋯+ (uτ−1 −wτ−1)0τ−1 +w.
∎
Remark 2.5. It is easily seen that two sequences u,v ∈ FS[T ] are shift equivalent if
and only if they have the same geometric parts.
3. P-canonical forms of matrices
Let Mq(CF ) be the set of all matrices of order q over CF and let
Mq(FS)T =Mq(FS)⟨T ⟩
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be the subalgebra of Mq(CF ) obtained by adjoining to Mq(FS) the set T . It is
straightforward to check that Mq(FS)T is the set of all sequence matrices of order
q over CF that are linear recurrence sequences with characteristic polynomials split
over F , and that Mq(FS○) is the subset of all Mq(FS)T consisting of all sequence
matrices whose terms vanish from some point onwards. Since
Mq(FS)T =Mq(FS○)⊕Mq(FS∗)T ,
it follows that each U ∈Mq(FS)T can be written in exactly one way as U = V +W ,
in which V ∈Mq(FS○) andW ∈Mq(FS∗)T . Let Uij be the (i, j)-th entrie of U , then
Vij and Wij are the non-geometric part and the geometric part of Uij , respectively.
We say then that V andW are the non-geometric part and the geometric part of U ,
respectively. We note that there exist matrices V0, . . . ,Vn with coefficients in F and
W0, . . . ,Wm with coefficients in FS∗ such that
V = V000 +⋯ + Vn0n is the non-geometric part of U
and
W = W0Λ0 +⋯+WmΛm is the geometric part of U .
We note that, in view of Proposition 2.1, the matrices V0, . . . ,Vn and W0, . . . ,Wm
are uniquely determined by U . We conclude that every matrix U of Mq(FS)T can
be written in the form
U = V000 +⋯+ Vn0n +W0Λ0 +⋯+WmΛm,
where V0, . . . ,Vn ∈Mq(F ) and W0, . . . ,Wm ∈Mq(FS∗), and that these matrices are
uniquely determined by U . Let us call this representation the P-canonical form of
U , and let us abbreviate this with “P-cf”.
Let now A be a matrix over F and let PA be its characteristic polynomial. It is
well known that the entries of A = (Ak)k≥0 are linear recurrence sequences with
characteristic polynomial PA. From this it follows that if PA splits over F , then
A ∈Mq(FS)T =Mq(FS○)⊕Mq(FS∗)T ,
and hence from the discussion above , there exist matrices A0, . . . ,Am with coeffi-
cients in FS∗ and a matrix N(A) with coefficients in FS○ such that
A = N(A) +A0Λ0 +⋯ +AmΛm,
and this representation is the “P-cf” ofA, or simply of A. In the following proposition
we give some properties of the matrices N(A),A0, . . . ,Am.
Proposition 3.1. Let A be a square matrix of order q over F , and suppose that
its minimal polynomial is of the form mA = X t0 ∏pj=1(X − λj)tj with the λj distinct
and belong to F (possibly t0 = 0). Let pi0, . . . , pip be the spectral projections of A at
0, λ1, . . . , λp, respectively. Then we have
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1. Ai =
p∑
j=1
λjλ
−i
j (A − λjIq)ipij, i ⩾ 1, A0 = λ1pi1 +⋯+λppip.
2. N(A) = t0−1∑
i=0
0iA
ipi0 (N(A) = 0 if and only if t0 = 0).
3. A is nilpotent if and only if each Ai is zero, i.e., A = N(A).
4. Ai = 0 if and only if i >m = max{t1 − 1, . . . , tp − 1}.
5. If A is not nilpotent, then no coefficient Ai, 1 ≤ i ≤m, is zero.
6. Ai =
p∑
j=1
λjλ
−i
j (A − λjIq)ipij is a nilpotent matrix, i ⩾ 1.
7. N(A) = 00pi0 +N where N is a nilpotent matrix.
8. A = (N +A1Λ1 +⋯+AmΛm) + (00pi0 +A0Λ0) is the unique decomposition of A as
a sum of commuting nilpotent and diagonalizable matrices.
Proof.
1. and 2. We know that
Iq = pi0 + pi1 +⋯ + pip,
then
A = (Api0)pi0 + (Api1)pi1 +⋯+ (Apip)pip
and hence
Ak = (Api0)kpi0 + (Api1)kpi1 +⋯+ (Apip)kpip
for all k ⩾ 0. But since Apii = (A − λiIq)pii + λipii and (A − λiIq)tipii = 0, we see that
Ak =
t0−1∑
i=0
0k−i(k
i
)Aipi0 + p∑
i=1
( s∑
j=0
λk−ji (A − λiIq)jpii(kj))
for all k ⩾ 0 and s ⩾max{t1 − 1, . . . , tp − 1}. Therefore,
A = N(A) +A0Λ0 +⋯+AsΛs,
where
Ai =
p∑
j=1
λjλ
−i
j (A − λjIq)ipij,1 ⩽ i ⩽ s,
A0 = λ1pi1 +⋯ +λppip
and
N(A) = t0−1∑
i=0
0iA
ipi0.
3. Is evident.
4. Let E1, . . . ,Ep be the generalized eigenspaces corresponding to λ1, . . . , λp, respec-
tively. Let v ∈ Es and suppose Ai = 0. Then we have
p∑
j=1
λjλ
−i
j (A − λjIq)ipij(v) = 0,
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hence λsλ−is (A − λsIq)i(v) = 0. So (A − λsIq)i(v) = 0. Therefore, Es ⊆ ker(A − λsIq)i
and then i ⩾ ts. Consequently, we have i >m = max{t1 − 1, . . . , tp − 1}.
The converse follows immediately from the fact that
At0pi0 = (A − λjIq)tjpij = 0,1 ⩽ j ⩽ p.
5. Is evident.
6. Follows from the fact that if i ⩾ 1 then Ai is a sum of commuting nilpotent
matrices.
7. Is evident.
8. Let A = An +As be the Jordan-Chevalley decomposition of A. Then Ak = (An +
As)k = Bk+Aks where Bk is a matrix which commutes with An and As. More precisely,
Ak = Bk +Aks is the Jordan-Chevalley decomposition of Ak. Since (Aks) = 00pi0 +A0Λ0
it follows that (Bk) = N + A1Λ1 + ⋯ + AmΛm. The fact that the matrices Aks , k ⩾
0 are simultaneously diagonalizable guarantees that the sequence matrix (Aks) is
diagonalizable. ∎
Remark 3.2. The elements 00,λ1, . . . ,λp are the only geometric sequences that are
eigenvalues of the sequence matrix A.
Remark 3.3. A is invertible if and only if N(A) = 0.
Remark 3.4. If we plug k = 0 into (A0Λ0+⋯+AmΛm)k, we get pi1 +⋯+pip = Iq −pi0.
Thus, if we have already determined the geometric part of a matrix A, then we can
easily check whether or not A is nonsingular. For this, it is sufficient to plug k = 0
into the geometric part of A and see if we get the identity matrix or not.
We have the following corollaries
Corollary 3.5. Let A be a square matrix over F and let t0 be its index. Suppose
there exists a purely geometric sequence A(k)k≥0 and a nonnegative integer τ such
that Ak = A(k) for all k ≥ τ . Then we have
1. t0 ≤ τ .
2. t0 is the smallest nonnegative integer for which At0 = A(t0).
Proof. On the one hand, according to Lemma 2.4,
N(A) = (I −A(0))00 + (A −A(1))01 +⋯ + (Aτ−1 −A(τ − 1))0τ−1.
On the other hand, according to Proposition 3.1,
N(A) = t0−1∑
i=0
0iA
ipi0.
Therefore, it follows that t0 ≤ τ Since t0 is the smallest nonnegative integer for which
At0pi0 = 0. Furthermore, the unicity of the representation of N(A) ensures that
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Ai −A(i) = Aipi0 ≠ 0, 0 ≤ i ≤ t0 − 1 and Ai −A(i) = 0, t0 ≤ i ≤ τ . Therefore, t0 is the
smallest nonnegative integer for which At0 = A(t0). This completes the proof of the
corollary. ∎
Corollary 3.6. Let A be a square matrix over F . Then the minimal polynomial of
A is mA(X) =X t0 ∏pj=1(X −λj)tj , where t0 and tj , j ≠ 0, are respectively the greatest
integers such that 0t0−1 and λjΛtj−1 appear in the P-cf of A.
Proof. The proof of the Corollary follows immediately from the fact that t0 and
tj , 1 ≤ j ≤ p are the the smallest nonnegative integer for which At0pi0 = 0 and(A − λjIq)tjpij = 0. ∎
Corollary 3.7. Let A be a square matrix over F such that its characteristic polyno-
mial splits over F . Then A is diagonalizable if and only if the geometric part of A is
an element of Mq(FS∗) and the non-geometric part of A is an element of 00Mq(F ).
Proof. A direct consequence of Proposition 3.1. ∎
The following example is from [6].
Example 3.8. Let
A =
⎛⎜⎜⎜⎝
1 1 1 0
1 1 1 −1
0 0 −1 1
0 0 1 −1
⎞⎟⎟⎟⎠
and let A(k) be the sequence matrix
A(k) =
⎛⎜⎜⎜⎜⎝
2−1+k 2−1+k 1
16
2k((−1)1+k + 5) 1
16
2k((−1)k − 1)
2−1+k 2−1+k 5
16
2k((−1)1+k + 1) 1
16
2k(5(−1)k − 1)
0 0 (−1)k2−1+k (−1)1+k2−1+k
0 0 (−1)1+k2−1+k (−1)k2−1+k
⎞⎟⎟⎟⎟⎠
.
We can verify that Ak = A(k) for all k ≥ 4. We have A(0) ≠ I4, then A is singular.
A(1) ≠ A, A(2) = A2, A(3) = A3.
Then we have
● The non-geometric part of A is (I4 −A(0))00 + (A −A(1))01.
● The geometric part of A is
⎛⎜⎜⎜⎜⎝
2−1(2k) 2−1(2k) 5
16
(2k) − 1
16
((−2)k) −1
16
(2k) + 1
16
((−2)k)
2−1(2k) 2−1(2k) 5
16
(2k) − 5
16
((−2)k) −1
16
(2k) + 5
16
((−2)k)
0 0 2−1((−2)k) −2−1((−2)k)
0 0 −2−1((−2)k) 2−1((−2)k)
⎞⎟⎟⎟⎟⎠
● The minimal polynomial of A is X2(X − 2)(X + 2).
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● pi0 = I4 −A(0) =, pi2 =
⎛⎜⎜⎜⎜⎝
2−1 2−1 5
16
−1
16
2−1 2−1 5
16
−1
16
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎠
and pi−2 =
⎛⎜⎜⎜⎜⎝
0 0 −1
16
1
16
0 0 −5
16
5
16
0 0 2−1 −2−1
0 0 −2−1 2−1
⎞⎟⎟⎟⎟⎠
Consider now the unique linear map
θ ∶ FS∗ Ð→ FS∗
λ z→ λ−1
Obviously, θ(S∗) = S∗ and θ−1 = θ. Since θ(λµ) = θ(λ)θ(µ) for all λ,µ ∈ S∗, it follows
that θ is an F -algebra automorphism of FS∗.
Let
Ψ ∶ FS○ Ð→ FS○
be any F -endomorphism of FS○ and consider
Ψ⊕ θ ∶ FS Ð→ FS
The direct sum of θ and Ψ. It is obvious that θΨ is an F -endomorphism of FS ,
involutory if Ψ is, but it is not an algebra homomorphism; in fact, we have λ0i = λi0i,
then θΨ(λ0i) = λiΨ(0i) which is not always equal to θΨ(λ)θΨ(0i) = λ−1Ψ(0i).
Let us denote by θ̃ the F -algebra automorphism
θ̃ ∶Mq(FS∗)Ð→Mq(FS∗)
(Aij)z→ (θ(Aij))
Note that θ̃ is an involution of Mq(FS∗).
Let θ̃Ψ denotes the linear endomorphism induced by θΨ on Mq(FS)T =Mq(FS○) ⊕
Mq(FS∗)T defined by
θ̃Ψ ∶Mq(FS)T Ð→Mq(FS)T
U z→ V0Ψ(00) +⋯+ VnΨ(0n) + θ̃(W0)Λ̃0 +⋯ + θ̃(Wm)Λ̃m,
where
V000 +⋯ + Vn0n +W0Λ0 +⋯+WmΛm
is the P-cf of U . The map θ̃Ψ is well-defined, since Λ̃i ∈ F ⟨T ⟩ for all non-negative
integer i (see Proposition 2.1).
In the remainder of this section, we will only be interested in the special case when
Ψ is the zero map. Let us denote the map
0⊕ θ ∶ FS Ð→ FS
simply by θ0. It should be noted that the image of a sequence u of FS under θ0 can
be obtained by simply plugging in −k for k in the geometric part of u and neglecting
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its non-geometric part.
Let A be a square matrix of index t0 with characteristic polynomial splits over F .
We may assume that the Jordan canonical form of A has the form as follows
A = P (D 0
0 N
)P −1
where P is a nonsingular matrix, D is a nonsingular matrix of order r = rank(At0),
and N is a nilpotent matrix such that N t0 = 0. Then we can write the matrix A in
the form
A = P (0 0
0 Nk
)
k
P −1 + P (Dk 0
0 0
)
k
P −1.
It is clear that these two matrices are the non-geometric and the geometric parts of
A written in a form other than the P-cf. If we plug −k for k into this form of the
geometric part of A, we get the matrix Ad − pi000. In the theorem below, we show
that the same remains true for the P-cf of A.
Theorem 3.9. Let A be a square matrix of index t0 with coefficients in F such that
its characteristic polynomial splits over F . Then we have Ad = θ̃0(A) + 00pi0, where
Ad = (Akd)k.
Proof. We must proof that
At0+1(θ̃0(A) +00pi0) = At0 (1t0)(θ̃0(A) +00pi0)A(θ̃0(A) +00pi0) = θ̃0(A) +00pi0 (3)
A(θ̃0(A) +00pi0) = (θ̃0(A) +00pi0)A (5)
From Proposition 3.1 it follows that
A =
t0−1∑
i=0
0iA
ipi0 +
m∑
i=0
( p∑
j=1
λjλ
−i
j (A − λjIq)ipij)Λi
and then
θ̃0(A) = m∑
i=0
( p∑
j=1
λ−1j λ
−i
j (A − λjIq)ipij)Λ̃i,
where m = max{t1 − 1, . . . , tp − 1}.
Clearly that θ̃0(A) +00pi0 satisfies (5).
In order to prove that θ̃0(A) +00pi0 satisfies (3), observe first that
AiΛiθ̃0(AlΛl) = p∑
j=1
λ
−(i+l)
j (A − λjIq)i+lpijΛiΛ̃l.
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As (A − λjIq)m+1pij = 0, it follows that
Aθ̃0(A) = p∑
j=1
m∑
i=0
λ−ij (A − λjIq)ipij)( i∑
l=0
ΛlΛ̃i−l).
Furthermore, since
i∑
l=0
(k
l
)( −k
i − l
) = 0 for all positive integer i, we also have
i∑
l=0
ΛlΛ̃i−l = 0.
Therefore,
Aθ̃0(A) = p∑
j=1
pij = Iq − pi0.
Hence
θ̃0(A)Aθ̃0(A) = θ̃0(A) − pi0θ̃0(A) = θ̃0(A)
and because of A02
0
pi2
0
= 00pi0, we conclude that
(θ̃0(A) +00pi0)A(θ̃0(A) +00pi0) = θ̃0(A) +00pi0.
To complete the proof, it remains to show that θ̃0(A) + 00pi0 satisfies (1t0). Since
Aθ̃0(A) = Iq − pi0 and At0pi0 = 00pi0, it follows that
At0+1θ̃0(A) =At0 −At0pi0 =At0 −00pi0.
But since At0+100pi0 = 00pi0, it follows that
At0+1(θ̃0(A) +00pi0) =At0 .
The uniqueness of a {1t0,3,5}-inverse (Bk)k of A follows from the uniqueness of each
Bk which is the unique {1t0 ,3,5}-inverse of Ak, for all positive integer k. We conclude
that θ̃0(A) +00pi0 is the {1t0,3,5}-inverse of A. ∎
Remark 3.10.
1. Although we have specified that the set F is a field and that the characteristic
polynomial of A splits over F , the theorem 3.9 remains true in any integral domain
R and for any square matrix. In this case, Ad is a matrix over the algebraic closure
of the quotient field of R.
2. If F = C is the complex field, then Ad = (Ad)1 = θ̃0(A)1 = p∑
j=1
pij
m∑
i=0
λ−i−1j (A −
λjIq)i)(Λ̃i)1 = p∑
j=1
pij
m∑
i=0
(−1)iλ−i−1j (A − λjIq)i). We find then the well-known result
that Ad = 1z(A) is the matrix function corresponding to the reciprocal f(z) = 1z ,
defined on nonzero eigenvalues (see e.g. Corollary 1. p. 165 of [1]).
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Let now H be a basis of the free FS∗-module FS∗⟨T ⟩. Since H has the same
cardinality as T , it can be indexed by N, i.e., H = {Hi}i∈N.
Proposition 3.11. Let Let F be a field of characteristic 0 and H = {Hi}i∈N be a
basis of the FS∗-module FS∗⟨T ⟩. Assume that H is contained in the F -vector space
spanned by T . Then we have the following:
1. For all nonnegative integer i, there exists a polynomial Pi(X) ∈ F [X] such that
Hi = (Pi(k))k≥0.
2. θ̃(Hi) = (Pi(−k))k≥0 For all nonnegative integer i.
3. Let A be a square matrix over F whose characteristic polynomial splits over F .
Let
A = N(A) + B0(P0(k))k +⋯+ Bm(Pm(k))k
be the representation of A with respect to (S∗,H), which we call the P-cf of A relative
to (S∗,H). Then the sequence matrix obtained by plugging −k for k in the geometric
part
B0(P0(k))k +⋯+ Bm(Pm(k))k
of A is Ad − pi000.
Proof.
1. It is well known that when the characteristic of F is 0, (k
j
) is a polynomial in
k, i.e., there exists Qj(X) ∈ F [X] such that (kj) = Qj(k) and then Λj = (Qj(k))k≥0.
Since H is contained in the F -vector space spanned by T , there exist elements aij
in F , such that
Hi = ∑
finite
aijΛj.
In other words, Hi = (Pi(k))k≥0, where
Pi(k) = ∑
finite
aijQj(k).
2. It is well known that the equality (k
j
) = Qj(k), which is between two different
forms of the same sequence, still valid when we plug in −k for k. Then
θ̃(Hi) = ∑
finite
aij θ̃(Λj)
= ∑
finite
aij((−k
j
))k≥0
= ∑
finite
aij(Qj(−k))k≥0
= (Pi(−k))k≥0.
P-CANONICAL FORMS AND DRAZIN INVERSES 13
3. The result follows immediately from 2. above together with Theorem 3.9. ∎
As a particular consequence of the above proposition, we obtain the following
corollary.
Corollary 3.12. Let F be a field of characteristic 0 and H = (Γi)i⩾0. Let A be
a square matrix over F whose characteristic polynomial splits over F . Then the
sequence matrix obtained by plugging −k for k in the P-cf of A relative to (S∗,H) is
Ad − pi000.
Proof. It is well known that
(Γi)i⩾0 = T (Λi)i⩾0
where T is the infinite invertible lower triangular matrix (m!S(n,m))n,m⩾0 and
S(n,m) is the Stirling number of the second kind (see, e.g. Riordan [5]).
From this result, we deduce on the one hand that H is contained in the F -vector
space spanned by T and on the other hand that H is, as is well known, a basis of the
FS∗-module FS∗⟨T ⟩. The corollary is then a consequence of Proposition 3.11. ∎
Now let us consider the case where F = C the complex field. Consider the following
sets
● S∗ = {λ = (λk)k⩾0/λ ∈ C, λ ≠ 0}
● S̃ = {λ/λ ∈ R, λ ≠ 0}
● S+ = {λ ∈ S∗/Im(λ) > 0}
● S− = {λ ∈ S∗/Im(λ) < 0} = {λ/λ ∈ S+}
● S+
1
= {λ+λ
2
/λ ∈ S+} = {[r, cos(θ)]/0 ≠ r ∈ R+, θ ∈]0, pi[}, where [r, cos(θ)] =(rk cos(kθ))k≥0
● S+
2
= {λ−λ
2i
/λ ∈ S+} = {[r, sin(θ)]/0 ≠ r ∈ R+, θ ∈]0, pi[}, where [r, sin(θ)] =(rk sin(kθ))k≥0
Clearly S̃,S+,S− constitute a partition of S∗, and then the set S = S̃⋃S+1 ⋃S+2 is
C-linearly independent and then is R-linearly independent.
From the the general theory of linear recurrence sequences we have the following:
● RS○⊕RS is the R-vector space of real linear recurrence sequences whose cara-
teristic polynomials are of the form XmP (X) where P (X) ∈ R[X] is square-
free with nonzero constant terms.
● RS○⊕RS[Γ] is the R-vector space of real linear recurrence sequences whose
carateristic polynomials P (X) ∈ R[X].
● If u ∈ RS○⊕RS[Γ] then there exist ρ1, . . . ,ρl ∈ S̃, λ1 = (rk1eiθ1), . . . ,λm =(rkmeiθm) ∈ S+, µ1, . . . , µ1 ∈ R, P1, . . . Pl ∈ R[X] and Q1, . . . Qm ∈ C[X] such
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that, for all k ≥ 0,
uk =
q
∑
i=1
µi0i +
l
∑
i=0
Pi(k)ρki + m∑
j=0
(Qj(k)λkj +Qj(k)λkj )
=
q
∑
i=1
µi0i +
l
∑
i=0
Pi(k)ρki + m∑
i=0
(Qi(k)λki +Qi(k)λki )
=
q
∑
i=1
µi0i +
l
∑
i=0
Pi(k)ρki + m∑
i=0
2R(Qi(k))[ri, cos(θi)]k
−
m
∑
i=0
2I(Qi(k))[ri, sin(θi)]k,
this means that S○⋃{λΓi/0 ≠ λ ∈ R, i ∈ N}⋃{[r, cos(θ)]Γi, [r, sin(θ)]Γi/i ∈
N, 0 ≠ r ∈ R+, θ ∈]0, pi[} spans the R-vector space RS○⊕RS[Γ], and hence is
a basis for it.
● Γ is transcendental over CS∗ and it is so over RS
Proposition 3.13. Let A ∈Mq(R) be a real square matrix. Let
S = {λΓi/0 ≠ λ ∈ R, i ∈ N}⋃{[r, cos(θ)]Γi, [r, sin(θ)]Γi/i ∈ N, 0 ≠ r ∈ R+, θ ∈]0, pi[}.
Let
A = N(A) + B0Γ0 +⋯ +BnΓn
be the representation of A with respect to Then the sequence matrix obtained by
plugging −k for k in the P-cf of A relative to (S,H) is Ad − pi000.
Proof. The proof follows simply from the fact that the equalities
λ +λ = 2[r, cos(θ)]
and
λ −λ = 2i[r, sin(θ)]
still valid when we plug in −k for k. ∎
Proposition 3.14. Let A ∈Mq(R) be a real square matrix. Let
S = {λΓi/0 ≠ λ ∈ R, i ∈ N}⋃{[r, cos(θ)]Γi, [r, sin(θ)]Γi/i ∈ N, 0 ≠ r ∈ R+, θ ∈]0, pi[}.
Let
A = N(A) + B0Λ0 +⋯ +BnΛn
be the representation of A with respect to Then the sequence matrix obtained by
plugging −k for k in the P-cf of A relative to (S,T ) is Ad − pi000.
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Proof. The proof follows immediately from the fact that T is contained in the R-
vector space spanned by H = (Γi)i≥0, since (Λi)i≥0 =D(Γi)i≥0 where
D = (s(n, k)
n!
)n,k⩾0
is the infinite lower triangular matrices with coefficients in R and s(n, k) is the
Stirling number of the first kind (see, e.g. Riordan [5]). ∎
For the purpose of illustration, let us consider the following examples.
Example 3.15. Let
B =
⎛⎜⎜⎜⎝
1 1 0 0
−2 0 1 0
2 0 0 1
−2 −1 −1 −1
⎞⎟⎟⎟⎠
.
We have B(k) =
⎛⎜⎜⎜⎜⎜⎜⎝
cos(kpi
2
) + sin(kpi
2
) 2 sin(kpi2 )−k cos(kpi2 )
2
(1−k) sin(kpi
2
)−k cos(kpi
2
)
2
(1−k) sin(kpi
2
)
2
−2 sin(kpi
2
) (k+2) cos(kpi2 )+(k−1) sin(kpi2 )
2
k sin(kpi
2
) −k cos(kpi2 )+(k−1) sin(kpi2 )
2
2 sin(kpi
2
) −k cos(kpi2 )+(1−k) sin(kpi2 )
2
(1 − k) sin(kpi
2
) + cos(kpi
2
) k cos(kpi2 )+(3−k) sin(kpi2 )
2
−2 sin(kpi
2
) k cos(kpi2 )+(k−3) sin(kpi2 )
2
(k − 2) sin(kpi
2
) (2−k) cos(kpi2 )+(k−3) sin(kpi2 )
2
⎞⎟⎟⎟⎟⎟⎟⎠
Since B(0) = I4, B is nonsingular and
B−1 = B(−1) =
⎛⎜⎜⎜⎝
−1 −1 −1 −1
2 1 1 1
−2 −1 −2 −2
2 2 3 2
⎞⎟⎟⎟⎠
.
Also we have B−k = B(−k).
Example 3.16. Let us take example 3.8. We have
Ad = A(−1) =
⎛⎜⎜⎜⎜⎝
1
4
1
4
3
16
−1
16
1
4
1
4
5
16
−3
16
0 0 −1
4
1
4
0 0 1
4
−1
4
⎞⎟⎟⎟⎟⎠
.
For all k ≥ 1,
Akd = A(−k) =
⎛⎜⎜⎜⎜⎝
2−1−k 2−1−k 1
16
2−k((−1)1+k + 5) 1
16
2−k((−1)k − 1)
2−1−k 2−1−k 5
16
2−k((−1)1+k + 1) 1
16
2−k(5(−1)k − 1)
0 0 (−1)k2−1−k (−1)1+k2−1−k
0 0 (−1)1+k2−1−k (−1)k2−1−k
⎞⎟⎟⎟⎟⎠
.
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Example 3.17. Let x ∈ C and let
E =
⎛⎜⎝
2
√
3 − x − 10 2
√
3 − 2x − 23
√
3 − x − 5
4
√
3 + 9 2
−2
√
3 + 2x + 2 −4
√
3 + 4x + 5 −
√
3 + 2x + 1
⎞⎟⎠
Let
δs(x) = {0 if x = 0
xs if x ≠ 0
and put
E(k) = ⎛⎜⎝
e11(k) e12(k) e13(k)
e21(k) e22(k) e23(k)
e31(k) e32(k) e33(k)
⎞⎟⎠
where
e11(k) = 2k+1(cos(kpi
6
) − 5 sin(kpi
6
)) − δk(x)
e12(k) = 2k+1(cos(kpi
6
) − 23
2
sin(kpi
6
)) − 2δk(x)
e13(k) = 2k(cos(kpi
6
) − 5 sin(kpi
6
)) − δk(x)
e21(k) = 2k+2 sin(kpi
6
)
e22(k) = 2k(cos(kpi
6
) + 9 sin(kpi
6
))
e23(k) = 2k+1 sin(kpi
6
)
e31(k) = −2k+1(cos(kpi
6
) − sin(kpi
6
)) + 2δk(x)
e32(k) = −2k+2(cos(kpi
6
) − 5
4
sin(kpi
6
)) + 4δk(x)
e33(k) = −2k(cos(kpi
6
) − sin(kpi
6
)) + 2δk(x)
We have, for all k ≥ 1, Ek = E(k) and
E(0) = ⎛⎜⎝
2 − δ0(x) 2 − 2δ0(x) 1 − δ0(x)
0 1 0
−2 + 2δ0(x) −4 + 4δ0(x) −1 + 2δ0(x)
⎞⎟⎠
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Then E is nonsingular if and only if x ≠ 0.
Ed =
⎛⎜⎜⎝
√
3+5
2
− δ−1(x) 2√3+234 − 2δ−1(x)
√
3+5
4
− δ−1(x)
−1
√
3−9
4
−1
2
−√3−1
2
+ 2δ−1(x) −4√3−54 + 4δ−1(x) −
√
3−1
4
+ 2δ−1(x)
⎞⎟⎟⎠
and for all k ≥ 1
Ekd =
⎛⎜⎝
a11(k) a12(k) a13(k)
a21(k) a22(k) a23(k)
a31(k) a32(k) a33(k)
⎞⎟⎠
where
a11(k) = 2−k+1(cos(kpi
6
) + 5 sin(kpi
6
)) − δ−k(x)
a12(k) = 2−k+1(cos(kpi
6
) + 23
2
sin(kpi
6
)) − 2δ−k(x)
a13(k) = 2−k(cos(kpi
6
) + 5 sin(kpi
6
)) − δ−k(x)
a21(k) = −2−k+2 sin(kpi
6
)
a22(k) = 2−k cos(kpi
6
) − 9 × 2−k sin(kpi
6
)
a23(k) = −2−k+1 sin(kpi
6
)
a31(k) = −2−k+1(cos(kpi
6
) + sin(kpi
6
)) + 2δ−k(x)
a32(k) = −2−k+2(cos(kpi
6
) − 5
4
sin(kpi
6
)) + 4δ−k(x)
a33(k) = −2−k(cos(kpi
6
) + sin(kpi
6
)) + 2δ−k(x)
Example 3.18. Let p ∈ N, p ⩾ 2 and consider the following circulant matrices over
C
A =
⎛⎜⎝
1 ⋯ 1
⋮ ⋮
1 ⋯ 1
⎞⎟⎠ , B =
1
p − 1
⎛⎜⎝
0 1 ⋯ 1
⋮ ⋮
1 ⋯ 1 0
⎞⎟⎠ C =
1
p
⎛⎜⎝
p − 1 1 ⋯ 1
⋮ ⋮
1 ⋯ 1 p − 1
⎞⎟⎠
where p ∈ N, p ⩾ 2.
It is clear that Ak = pk−1A for all k ⩾ 1. Since B = 1
p−1(A − Ip), it follows that
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Bk = akB + bkIp, k ⩾ 1, where
ak =
p − 1
p
(1)k − p − 1
p
( −1
p − 1
)k and bk = 1
p
(1)k + p − 1
p
( −1
p − 1
)k , k ⩾ 1,
From this last result we deduce the following:
● From Lemma 2.4 it follows that The geometric part of B is aB + bIp, where
a0 = 0 and b0 = 1 are obtained by plugging 0 for k in ak and bk, and that The
non-geometric part of B is (B0 − (a0B + b0Ip))00 = 0.
● The eigenvalues of B are 1 and
−1
p − 1
and the nonzero eigenvalue of A is p.
● The geometric part of A is
1
p
pA and the non-geometric part of A is (A0 −
1
p
A)00 = C00.
● The spectral projections of A and B are pi(A)0 = C,pi(A)p = 1
p
A and pi(B)1 =
p − 1
p
B +
1
p
Ip, pi(B) 1
1−p
=
p − 1
p
(Ip −B).
● From Corollary 3.6 it follows that the minimal polynomials of A and B are
mA(X) = X(X − p) and mB(X) = (X − 1)(X + 1
p − 1
).
● Bk = pi(B)1 + (1 − p)−kpi(B) 1
1−p
, for all k ∈ Z.
● Akd = p−k−1A for all k ⩾ 1.
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