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LINEAR DYNAMICS IN REPRODUCING KERNEL HILBERT SPACES
ANEESH MUNDAYADAN AND JAYDEB SARKAR
Dedicated to Professor Kalyan Bidhan Sinha on the occasion of his 75th birthday
Abstract. Complementing earlier results on dynamics of unilateral weighted shifts,
we obtain a sufficient (but not necessary, with supporting examples) condition for hy-
percyclicity, mixing and chaos for M∗
z
, the adjoint of Mz, on vector-valued analytic
reproducing kernel Hilbert spaces H in terms of the derivatives of kernel functions on
the open unit disc D in C. HereMz denotes the multiplication operator by the coordinate
function z, that is
(Mzf)(w) = wf(w),
for all f ∈ H and w ∈ D. We analyze the special case of quasi-scalar reproducing kernel
Hilbert spaces. We also present a complete characterization of hypercyclicity of M∗
z
on
tridiagonal reproducing kernel Hilbert spaces and some special classes of vector-valued
analytic reproducing kernel Hilbert spaces.
1. Introduction
Motivated by challenges in the dynamics of bounded linear operators on Banach spaces,
in this paper, we initiate the study of dynamics of adjoints of the multiplication operators
on analytic reproducing kernel Hilbert spaces. Here we bring together two sets of ideas -
the Hypercyclicity Criterion and analytic reproducing kernels on the open unit disc D in
C.
More specifically, motivated by Salas’ work [27] on the characterization of hypercyclic-
ity of backward weighted shift operators on lp spaces, 1 ≤ p < ∞, we propose a general
question on hypercyclicity of the adjoints of the multiplication operators on analytic re-
producing kernel Hilbert spaces. In Theorems 4.1 and 4.2, we present sufficient conditions
for testing hypercyclicity, topological mixing and chaoticity of adjoints of the multipli-
cation operators on reproducing kernel Hilbert spaces in terms of derivatives of analytic
kernel functions.
In the special case of scalar-valued analytic kernel functions, our main theorem on
hypercyclicity states the following (see Theorem 5.1): Let k : D× D→ C be an analytic
kernel function and let H(k) denote the reproducing kernel Hilbert space corresponding
to k (see Section 3 for definitions). Suppose that the multiplication operator Mz on H(k)
is bounded. Then M∗z on H(k) is hypercyclic if
lim inf
n
(
1
(n!)2
∂2nk
∂zn∂w¯n
(0, 0)
)
= 0.
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In the Hilbert space setting, this result unifies previous work on sufficient conditions
for hypercyclicity of weighted shift operators (see Gethner and Shapiro [17], Kitai [21],
Rolewicz [26], and Salas [27]).
The sufficient condition for hypercyclicity in Theorem 4.1 is not necessary, in general
(see the example in Subsection 5.3).
For the context of hypercyclicity of translation operators on reproducing kernel Hilbert
spaces of entire functions, we refer the reader to Baranov [4], Chan and Shapiro [13],
Garcia, Hernandez-Medina and Portal [16] and Godefroy and Shapiro [18]. Also see
Bonet [10].
After a preliminary section devoted to fixing the notations and recalling the basic facts
about dynamics of bounded linear operators, in Section 3, we describe the necessary
background of reproducing kernel Hilbert spaces. Some of our results are less standard.
Moreover, it is worth pointing out that the “backward shift” behavior of the adjoints of
multiplication operators on analytic reproducing kernel Hilbert spaces in Theorem 3.3 is
of independent interest.
Section 4 contains the main results on dynamics of M∗z on analytic reproducing kernel
Hilbert spaces. In Section 5, we provide an explicit example of an analytic reproducing
kernel space on which M∗z is hypercyclic but does not satisfy the sufficient condition for
hypercyclicity in Theorem 4.1. The final section deals with the converse of Theorem 4.1
for tridiagonal reproducing kernel Hilbert spaces and a class of vector valued analytic
reproducing kernel Hilbert spaces.
2. Preliminaries
In this section we fix some notation and recall definitions and facts on dynamics of
bounded linear operators. For more details concerning linear dynamics, we refer the
reader to the monographs by F. Bayart and E. Matheron [6] and K.G. Grosse-Erdmann
and A. Peris [20].
Let X be a Banach space and let B(X) be the set of all bounded linear operators on
X . Let T be a bounded linear operator on X . We say that T is:
(i) hypercyclic if there exists x ∈ X such that
{x, Tx, T 2x, . . .}
is dense in X ,
(ii) chaotic if T is hypercyclic and it has a dense set of periodic points (a vector y in X
is called periodic for T if there exists k ∈ N such that T ky = y), and
(iii) topologically transitive, if
∞⋃
m=0
T−m(U),
is dense in X for every non-empty open set U in X .
From the point of view of hypercyclic operators, in this paper, Banach spaces are always
assumed to be separable.
A well known theorem of Birkhoff, known as Birkhoff’s transitivity theorem, states that
(cf. [6]): T in B(X) is hypercyclic if and only if T is topologically transitive.
Another important notion in dynamical systems is topological mixing: T in B(X) is
said to be topologically mixing if, given any two non-empty open subsets U and V of X ,
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there exists N in N such that
T−j(U) ∩ V 6= Ø,
for all j ≥ N .
Classical examples of hypercyclic operators are translation operators [9], differential
operators [23] and commutators of translation operators [18]. The first example of a
hypercyclic backward weighted shift was produced by Rolewicz [26]: for each 1 ≤ p <∞
and |α| > 1, the backward weighted shift αB is hypercyclic on lp, where B on lp is the
unweighted backward shift:
B({c0, c1, c2, . . .}) = {c1, c2, c3 . . .},
for all {c0, c1, c2 . . .} ∈ lp (see also Kitai [21] and Gethner and Shapiro [17]). Salas [27]
provides a further improvement by characterizing hypercyclicity of backward weighted
shifts: Let λ = {λn}n≥1 be a bounded sequence of positive real numbers. Then the
backward weighted shift Bλ on l
p, 1 ≤ p <∞, defined by
Bλ({c0, c1, c2, . . .}) = {λ1c1, λ2c2, λ3c3, . . .},
for all {c0, c1, c2, . . .} ∈ lp, is hypercyclic if and only if
lim sup
n
{λ1λ2 · · ·λn} =∞.
For our purposes, we interpret the p = 2 case from a function Hilbert space [28] point
of view: Given a sequence of positive real numbers β = {βn}n≥0, we write H2(β) for the
Hilbert space of all formal power series
f(z) =
∑
n≥0
anz
n,
such that
‖f‖2H2(β) :=
∑
n≥0
|an|2
β2n
<∞.
Clearly, the set of functions {βnzn} forms an orthonormal basis in H2(β). If, in addition,
we assume that
lim sup
n
βn+1
βn
≤ 1,
then H2(β) ⊆ O(D) (cf. Shields [28]), the space of all analytic functions on D. It also
follows that the multiplication operator Mz on H
2(β) defined by
(Mzf)(w) = wf(w),
for all f ∈ H2(β) and w ∈ D, is bounded if and only if
sup
n
βn
βn+1
<∞.
In this case, Salas’ classification result can be interpreted as follows: M∗z is hypercyclic
on H2(β) if and only if
lim inf
n
βn = 0.
Moreover, the Costakis-Sambarino theorem [15] states that: M∗z is mixing if and only if
lim
n
βn = 0.
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The well-known and useful sufficient conditions for hypercyclicity of operators on Ba-
nach spaces states the following, (see Kitai [21], Gethner and Shapiro [17], Godefroy and
Shapiro [18], and Bes and Peris [8]): Let X be a Banach space, D be a dense set in X ,
and let T ∈ B(X). If there exist a strictly increasing sequence {nk} ⊆ N and a map
S : D → D such that
(i) T nkSnk → ID,
(ii) T nk → 0, and
(iii) Snk → 0,
pointwise in D, then T is hypercyclic. Moreover, if
nk = k,
for all k ∈ N, then T is topologically mixing.
The topological mixing part in the above result is due to Costakis and Sambarino (see
Theorem 1.1, [15]).
For our purposes it is convenient to use the following version of the Hypercyclicity
Criterion (cf. Definition 1.1 in [7] and also see [8]):
Theorem 2.1. (The Hypercyclicity Criterion) Let X be a Banach space, D be a dense set
in X, and let T ∈ B(X). Suppose that {nk} ⊆ N is a strictly increasing sequence. If
(i) T nk → 0 pointwise on D, and
(ii) for each f ∈ D there exists a sequence {fk}k≥1 ⊆ X such that
fk → 0 and T nkfk → f,
then T is hypercyclic. Moreover, if
nk = k,
for all k ∈ N, then T is topologically mixing.
We now proceed to a chaoticity criterion (see Bonilla and Grosse-Erdmann [12], page
386): Let T be an operator on a Banach space X , D be dense in X and S : D → D be a
map. If
(i)
∑
n≥0 T
nx and
∑
n≥0 S
nx are unconditionally convergent, and
(ii) TSx = x,
for all x ∈ D, then T is chaotic on X .
The above conditions are also sufficient for another important notion in linear dynamics,
called frequent hypercyclicity, initiated by F. Bayart and S. Grivaux [5]. We refer the
reader to [6] and [12] for an introductory discussion of the topic.
Recall that a series
∑
n un in a Banach space X is said to be unconditionally convergent
if
∑
n uσ(n) is convergent for all permutations σ on N. It is well known that the uncondi-
tional convergence of
∑
n un is equivalent to the following: for ǫ > 0, there exists N ∈ N
such that ∥∥∥∑
n∈F
un
∥∥∥ < ǫ,
for all finite subsets F of {N,N + 1, N + 2, · · · } (see, for instance [6], page 138).
The following version of the Chaoticity Criterion will be useful in what follows. This
is probably known to experts, though we cannot find an exact reference (however, see
Remark 9.10 in [20] and page 386 in [12]).
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Theorem 2.2. (Chaoticity Criterion) Let X be a Banach space, T ∈ B(X) and D be a
dense set. Then T is chaotic if for each x ∈ D, there exists a sequence {uk}k≥0 in X with
u0 = x such that ∑
n≥0
T nx and
∑
n≥0
un,
are unconditionally convergent, and
T nuk = uk−n,
for all k ≥ n.
Proof. Observe that if x ∈ D, then
T nx→ 0 and fn := un → 0,
as n→∞. Moreover,
T nfn = T
nun = un−n = u0 = x,
for all n ≥ 0, and hence, in particular
T nfn → x,
as n → ∞. This shows that T satisfies the Hypercyclicity Criterion with respect to the
same dense set D and the sequence nk = k for all k ∈ N, and hence T is hypercyclic. It
remains to show that T has a dense set of periodic points in X . Define
xp =
∑
n≥1
T npx+ x+
∑
n≥1
unp,
for all p ≥ 1. By the unconditional convergence of the given series we have that xp → x,
as p→∞. On the other hand
T pxp = (
∑
n≥1
T (n+1)px) + T px+ (
∑
n≥1
T punp)
together with the properties of {un} gives
T p(xp) = xp,
that is, xp is a periodic point for T . The result now follows from the fact that D is dense
in X and {xp} approximates the element x in D. 
For our purposes (cf. Theorem 4.2) it is also relevant to recall the complete character-
ization of chaoticity for backward weighted shifts Bλ on l
p spaces (see Grosse-Erdmann
[19]): Bλ on l
p is chaotic if and only if∑
n
(λ1λ2 · · ·λn)−p <∞.
The case p = 2 yields that M∗z on H
2(β) is chaotic if and only if∑
n
β2n <∞.
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3. Reproducing kernel Hilbert spaces and derivatives
We first recall the basics and constructions of reproducing kernel Hilbert spaces (see
[3] and [25]). Let E be a Hilbert space. An operator-valued function K : D× D → B(E)
is called an analytic kernel if K is analytic in the first variable and
n∑
i,j=1
〈K(zi, zj)ηj , ηi〉E ≥ 0,
for all {zi}ni=1 ⊆ D and {ηi}ni=1 ⊆ E and n ∈ N. In this case there exists a Hilbert space
HE(K) of E-valued analytic functions on D such that
{K(·, w)η : w ∈ D, η ∈ E},
is a total set in HE(K). Here for w ∈ D and η ∈ E , the symbol K(·, w)η represents the
function
(K(·, w)η)(z) = K(z, w)η,
for all z ∈ D. It is easy to verify that
〈f,K(·, w)η〉HE(K) = 〈f(w), η〉E,
for all f ∈ HE(K), w ∈ D and η ∈ E (cf. [22]). In other words
〈evwf, η〉E = 〈f,K(·, w)η〉HE(K), (3.1)
where evw : HE(K)→ E is the (bounded) evaluation map defined by
evwf = f(w),
for all w ∈ D and f ∈ HE(K). We call the Hilbert space HE(K) the analytic reproducing
kernel Hilbert space corresponding to the kernel K.
It also follows from (3.1) that the functions
w 7→ evw ∈ B(HE(K), E),
and
w 7→ K(z, w) ∈ B(E) (z ∈ D),
are analytic and co-analytic on D, respectively, and
K(z, w)∗ = K(w, z),
and
evz ◦ ev∗w = K(z, w),
for all z, w ∈ D. Furthermore, note that
‖K(·, w)η‖2HE(K) = 〈K(·, w)η,K(·, w)η〉HE(K)
= 〈K(w,w)η, η〉E,
that is
‖K(·, w)η‖HE(K) = ‖K(w,w)1/2η‖E , (3.2)
for all w ∈ D and η ∈ E .
Conversely, let H be a Hilbert space of analytic functions on D taking values in E , and
let the evaluation map evw : H → E (defined as above) be continuous for all w ∈ D.
Then H is an analytic reproducing kernel Hilbert space corresponding to the B(E)-valued
analytic kernel K on D where K(z, w) = evz ◦ ev∗w for all z, w ∈ D.
LINEAR DYNAMICS IN REPRODUCING KERNEL HILBERT SPACES 7
Now letHE(K) be an analytic reproducing kernel Hilbert space. Note that the B(HE(K), E)-
valued function z 7→ evz is analytic on D. Indeed, for fixed f ∈ HE(K) and η ∈ E , the
function
z 7→ 〈evz(f), η〉E = 〈f(z), η〉E ,
is analytic on D. Since analyticity in the strong operator topology is equivalent to the
analyticity in operator norm (cf. Chapter 5, Theorem 1.2, [29]), it follows that z 7→ evz
is analytic on D. Now if z0 ∈ D, then we have the following power series (in powers of
(z − z0)) expansion
evz =
∑
n≥0
(z − z0)n∂
nevz
∂zn
∣∣∣
z=z0
,
in the operator norm topology. This implies that ∂
nevz
∂zn
∣∣∣
z=z0
: HE(K) → E is a bounded
linear operator for each z0 ∈ D and n ≥ 0. Moreover, since(evz0+h − evz0
h
)
f =
f(z0 + h)− f(z0)
h
→ f ′(z0),
as h→ 0, we have that
∂evz
∂z
∣∣∣
z=z0
(f) = f ′(z0),
for all f ∈ HE(K) and z0 ∈ D. Similarly
∂nevz
∂zn
∣∣∣
z=z0
(f) = f (n)(z0),
for all f ∈ HE(K) and z0 ∈ D. On the other hand, the same argument as above can
now be used to show that ∂
nev∗w
∂w¯n
∣∣∣
w=w0
: E → HE(K) is a bounded linear operator for each
w0 ∈ D and n ≥ 0. Now using the identity
ev∗λη = K(·, λ)η,
for all λ ∈ D and η ∈ E , we find, for each w0 ∈ D, that(ev∗w0+h − ev∗w0
h
)
η =
K(·, w0 + h)η −K(·, w0)η
h
→
(∂K
∂w¯
(·, w0)
)
η,
as h→ 0. Thus
∂ev∗w
∂w¯
∣∣∣
w=w0
(η) =
(∂K
∂w¯
(·, w0)
)
η,
and, again, we have that
∂nev∗w
∂w¯n
∣∣∣
w=w0
(η) =
(∂nK
∂w¯n
(·, w0)
)
η,
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for all w0 ∈ D, η ∈ E and n ≥ 0. Moreover, we have
∂K(·, w)
∂w¯
∣∣∣
w=w0
(η) = lim
h→0
ev∗w0+h(η)− ev∗w0(η)
h
=
(∂evz
∂z
∣∣∣
z=w0
)∗
η,
and similarly,
∂nK(·, w)
∂w¯n
∣∣∣
w=w0
=
∂nevz
∂zn
∣∣∣∗
z=w0
, (3.3)
for all n ∈ Z+. Furthermore, for all f ∈ HE(K), n ∈ Z+, w ∈ D and η ∈ E , it follows that〈
f,
(∂nK
∂w¯n
(·, w)
∣∣∣
w=w0
)
η
〉
HE (K)
=
∂n
∂wn
(
〈f,K(·, w)η〉HE(K)
)∣∣∣
w=w0
=
∂n
∂wn
(
〈f(w), η〉E
)∣∣∣
w=w0
= 〈f (n)(w0), η〉E ,
that is
〈f (n)(w0), η〉E =
〈
f,
∂nev∗w
∂w¯n
∣∣∣
w=w0
η
〉
HE(K)
.
In particular, if n ∈ Z+ and η ∈ E , then the function
z 7→
(∂nK
∂w¯n
(z, 0)
)
η,
is in HE(K), which follows from (3.3). Therefore, we have proved the following:
Theorem 3.1. Let HE(K) be an analytic reproducing kernel Hilbert space. Let
Kn(z) =
∂nK
∂w¯n
(z, 0),
and let
Kn,η(z) = Kn(z)η,
for all z ∈ D, η ∈ E and n ∈ Z+. Then Kn(z) ∈ B(E) for all z ∈ D, Kn,η ∈ HE(K) and
〈f (n)(0), η〉E = 〈f,Kn,η〉HE (K),
for all f ∈ HE(K), η ∈ E and n ∈ Z+.
The following formulae for the inner product and norm are now immediate:
Corollary 3.2. In the setting of Theorem 3.1, we have
〈Km,ζ , Kn,η〉HE(K) =
〈( ∂n+mK
∂zn∂w¯m
(0, 0)
)
ζ, η
〉
E
,
for all m,n ∈ Z+ and η, ζ ∈ E . In particular, we have
‖Kn,η‖2HE(K) =
〈( ∂2nK
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
.
Proof. By using the identity in Theorem 3.1 with f = Km,ζ , the result follows. 
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For example, in the particular case of a scalar-valued kernel K, we have
K(z, w) =
∑
m,n≥0
amnz
mw¯n,
for some (not necessarily bounded) infinite matrix (amn). Then the inner product and
norm expressions in Corollary 3.2 are given by n!m!amn and (n!)
2ann, respectively.
Theorem 3.1 and Corollary 3.2 should be compared with Lemmas 4.1 and 4.3 in [14]
on generalized Bergman kernels.
Now let Mz denote the multiplication operator on HE(K), that is
(Mzf)(w) = wf(w),
for all f ∈ HE(K) and w ∈ D. If Mz is bounded, w ∈ D, η ∈ E and f ∈ HE(K), then
〈M∗z (K(·, w)η), f〉HE(K) = 〈K(·, w)η, zf〉HE(K)
= 〈η, wf(w)〉E
= 〈w¯η, f(w)〉E
= 〈w¯K(·, w)η, f〉HE(K),
that is
M∗z
(
K(·, w)η) = w¯K(·, w)η. (3.4)
In particular
M∗z (K(·, 0)η) = 0, (3.5)
for all η ∈ E . Now using
K(·, w)η =
∞∑
n=0
1
n!
Kn,ηw¯
n,
it follows from (3.4) that
M∗z (
∞∑
n=0
1
n!
Kn,ηw¯
n) = w¯
∞∑
n=0
1
n!
Kn,ηw¯
n,
for all w ∈ D and η ∈ E . Equating the coefficients of the same powers of w¯ on either side,
we immediately get the following “backward shift” property of M∗z :
Theorem 3.3. Let HE(K) be an analytic reproducing kernel Hilbert space. If the multi-
plication operator Mz is bounded on HE(K), then
M∗z (
1
n!
Kn,η) =
{
1
(n−1)!
Kn−1,η if n ≥ 1
0 if n = 0,
for all η ∈ E .
4. Dynamics of M∗z
In this section we present the main results on dynamics of M∗z on HE(K). Our first
result concerns hypercyclicity and topological mixing. The second result is about the
chaoticity of M∗z .
We begin with the following definition: Let I be a set, and let {un} be a sequence
of complex-valued functions on I. We say that lim inf
n
un(x) = 0 uniformly in x ∈ I, if
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there exists a subsequence {nk} of natural numbers such that lim
k→∞
unk(x) = 0 uniformly
in x ∈ I.
Theorem 4.1. Let E be a Hilbert space, E0 a total subset in E and let HE(K) be an
analytic reproducing kernel Hilbert space. If Mz is bounded on HE(K), then the following
hold:
(1) If
lim inf
n
(
1
(n!)2
〈( ∂2nK
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
)
= 0,
uniformly in η ∈ E0, then M∗z is hypercyclic.
(2) If
lim
n
(
1
(n!)2
〈( ∂2nK
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
)
= 0,
for all η ∈ E0, then M∗z is topologically mixing.
Proof. We apply Theorem 2.1, the Hypercyclicity Criterion, to M∗z . For each η ∈ E0 and
m ∈ Z+, define Kˆm,η ∈ HE(K) (see Theorem 3.1) by
Kˆm,η(z) =
1
m!
(∂mK
∂w¯m
(z, 0)
)
η.
Then the set D is total in HE(K), where
D = span{Kˆm,η : m ∈ Z+, η ∈ E0}.
Indeed, if g ∈ HE(K) is orthogonal to D, then
〈g, Kˆm,η〉 = 0,
and so, by Theorem 3.1, we have
〈g(m)(0), η〉E = 0,
for all m ∈ Z+ and η ∈ E0. Since the span of E0 is dense in E , it follows that
g(m)(0) = 0,
for all m ∈ Z+ and hence
g ≡ 0.
Now note that {Kˆm,η : m ∈ Z+, η ∈ E0} is a generating set for D. If ζ ∈ E , s > t and
s, t ∈ Z+, then by (3.5) and Theorem 3.3, it follows that
M∗sz Kˆt,ζ = 0. (4.1)
Let
f =
p∑
j=1
αjKˆmj ,ηj ∈ D,
for some positive integer p, αj ∈ C, mj ∈ Z+ and ηj ∈ E0, 1 ≤ j ≤ p. Then (4.1) implies,
in particular, that
M∗nz f → 0,
as n→∞. This proves the first condition of the criterion.
LINEAR DYNAMICS IN REPRODUCING KERNEL HILBERT SPACES 11
To prove the second condition of the criterion, let
f =
p∑
j=1
αjKˆmj ,ηj ∈ D,
and first define a sequence {gn} ⊆ D by
gn :=
p∑
j=1
αjKˆmj+n,ηj ,
for all n ∈ N. By Theorem 3.3, it follows that
M∗nz (Kˆmj+n,ηj) = Kˆmj ,ηj ,
for j = 1, . . . , p, and hence
M∗nz gn = f, (4.2)
for n ∈ N. Since
‖Kˆm,η‖2HE (K) =
1
(m!)2
〈( ∂2mK
∂zm∂w¯m
(0, 0)
)
η, η
〉
E
,
for all m ≥ 0, by Corollary 3.2, and
lim inf
n
(
1
(n!)2
〈( ∂2nK
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
)
= 0,
uniformly in η ∈ E0 by assumption, it follows that there exists a sequence of natural
numbers {tk} such that
Kˆtk ,η → 0,
in HE(K), for all η ∈ E0. This implies that
M∗jz (Kˆtk,η)→ 0,
as k →∞ and for all j ≥ 0. Now observe that
Kˆtk−j,η =M
∗j
z (Kˆtk,η),
for all tk ≥ j. Hence
Kˆtk−j,η → 0,
as k →∞ and for all j ≥ 0.
We now use the following lemma (see Lemma 4.2, page 90, [20]): Let (X, d) be a metric
space and let {yk} be a sequence inX . Suppose that {tk} is a sequence of natural numbers.
If the subsequence {ytk−j} converges to a fixed element y for each j, then there exists {nk}
such that {ynk+j} converges to y for each j.
This shows that there exists a strictly increasing sequence of natural numbers {nk}k such
that
Kˆnk+j,η → 0,
for each j and for all η ∈ E0. Set
fk := gnk ,
that is
fk =
p∑
j=1
αjKˆnk+mj ,ηj ,
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for all k ≥ 1. Clearly
fk → 0,
as k →∞. Moreover, by (4.2) we have
M∗nkz fk = f,
for all k ≥ 1. Hence M∗z satisfies the Hypercyclicity Criterion with respect to {nk}. This
proves (1).
For the second part, we proceed with D and f as in the proof of part (1) above. In this
case, however, by assumption, it follows that
Kˆn,η → 0,
as n→∞ and for all η ∈ E0. If we set
fn =
p∑
j=1
αjKˆn+mj ,ηj ,
for all n ≥ 1, then, as in the proof of part (1), it follows that
fn → 0,
as n→∞, and
M∗nz fn = f,
for all n ≥ 1. This concludes the proof. 
We now proceed to the chaos of M∗z on HE(K). A double series
∑
i,j≥0
ui,j in a Hilbert
space H is called F -summable if for ǫ > 0 there exists N ∈ N such that
‖
∑
i,j∈F
ui,j‖ < ǫ,
for all finite sets F ⊂ {N,N + 1, · · · }.
Theorem 4.2. Let E be a Hilbert space, E0 a total subset in E and let HE(K) be an
analytic reproducing kernel Hilbert space. If Mz is bounded on HE(K) and the double
series ∑
n,m≥0
1
n! m!
〈( ∂n+mK
∂zn∂w¯m
(0, 0)
)
η, η
〉
E
,
is F-summable for all η ∈ E0, then M∗z chaotic.
Proof. Here we apply Theorem 2.2, the Chaoticity Criterion, and proceed with the set D
as defined in the proof of Theorem 4.1. Assume that
f :=
p∑
j=1
αjKˆmj ,ηj ∈ D,
and choose
uk :=
p∑
j=1
αjKˆk+mj ,ηj (k ≥ 0).
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From the proof of Theorem 4.1 it follows that for k ≥ n,
M∗nz uk =
p∑
j=1
αjKˆk−n+mj ,ηj = uk−n.
Now using (4.1) we obtain that the series∑
n≥0
M∗nz Kˆm,η,
is unconditionally convergent in HE(K) for each m ∈ Z+ and η ∈ E0, and so∑
n≥0
M∗nz f,
is also unconditionally convergent in HE(K) for all f ∈ D. Now, we verify that the series∑
n≥0
un is unconditionally convergent. It is, however, enough to check the above for
f = Kˆm,η,
where m ∈ Z+ and η ∈ E0, that is, we need to verify that the series∑
n≥0
Kˆm+n,η
is unconditionally convergent in HE(K). This is equivalent to showing that∑
n≥0
Kˆn,η,
is unconditionally convergent for all η ∈ E0. Indeed, for ǫ > 0 and η ∈ E0, by hypothesis,
there exists N ∈ N such that∑
n,m∈F
1
n! m!
〈( ∂n+mK
∂zn∂w¯m
(0, 0)
)
η, η
〉
E
< ǫ,
for all finite sets F ⊂ [N,∞) ∩ N. Then Corollary 3.2 implies that〈∑
n∈F
Kˆn,η,
∑
m∈F
Kˆm,η
〉
< ǫ,
that is ∥∥∥∥∥
∑
n∈F
Kˆn,η
∥∥∥∥∥
HE (K)
<
√
ǫ.
Hence the series
∑
n≥0 Kˆn,η is unconditionally convergent in HE(K) (see the discussion
preceding Theorem 2.2). This completes the proof of the theorem. 
Of particular interest is the case where K is a scalar-valued kernel. Here the sufficient
condition for dynamics ofM∗z involves the diagonal of the kernel function. We will address
this issue in Theorem 5.1.
The converse of Theorem 4.1 is not true in general (see the example in Subsection 5.3
and also Section 6).
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5. Examples and Applications
In this section we give concrete examples and applications of our main results.
5.1. Weighted shifts. We begin by noting that the weighted shift space H2(β), as in-
troduced in Section 2, is an analytic reproducing kernel Hilbert space. In this case, the
scalar-valued reproducing kernel function is given by
K(z, w) =
∑
n≥0
β2nz
nwn,
for all z, w ∈ D. Moreover
∂n+mK
∂znw¯m
(0, 0) =
{
(n!)2β2n if m = n
0 if m 6= n,
and m,n ≥ 0. By Theorem 4.1, it follows that M∗z is hypercyclic on H2(β) if
lim inf
n
βn = 0.
This condition is also necessary for hypercyclicity ofM∗z on H
2(β) (see Salas [27]) but not
in general on HE(K) (see the Subsection 5.3). A similar classification result also holds for
chaoticity and mixing for M∗z on H
2(β) (cf. [20]).
5.2. Quasi-scalar reproducing kernel Hilbert spaces. We say that a kernel function
K : D × D → B(E) is a quasi-scalar kernel if there exists a scalar-valued analytic kernel
k : D× D→ C such that
K(z, w) = k(z, w)IE ,
for all z, w ∈ D. In this case, the general construction of reproducing kernel Hilbert spaces
yields that (for instance, see [22])
HE(K) ∼= H(k)⊗ E ,
where H(k) is the reproducing kernel Hilbert space corresponding to the kernel function
k on D. Quasi-scalar reproducing kernel Hilbert spaces play important roles in function
theory and operator theory, particularly in the study of dilation theory and analytic model
theory (cf. [22]).
As a simple example of the use of Theorems 4.1 and 4.2, we prove the following:
Theorem 5.1. If HK(E) is a quasi-scalar reproducing kernel Hilbert space and Mz on
HK(E) is bounded, then:
(1) M∗z is hypercyclic if
lim inf
n
1
(n!)2
∂2nk
∂zn∂w¯n
(0, 0) = 0.
(2) M∗z is topologically mixing if
lim
n
1
(n!)2
∂2nk
∂zn∂w¯n
(0, 0) = 0.
(3) M∗z is chaotic if the series ∑
n,m≥0
1
n! m!
∂n+mk
∂zn∂w¯m
(0, 0),
LINEAR DYNAMICS IN REPRODUCING KERNEL HILBERT SPACES 15
is F-summable.
Proof. If k : D× D→ C is an analytic kernel on D and
K(z, w) = k(z, w)IE ,
for all z, w ∈ D, then
‖K(·, w)η‖HE(K) = ‖k(·, w)‖H(k)‖η‖E ,
for all η ∈ E . Observe now that〈( ∂n+mK
∂zn∂w¯m
(0, 0)
)
η, η
〉
E
=
( ∂n+mk
∂zn∂w¯m
(0, 0)
)
‖η‖2E ,
for all w ∈ D, η ∈ E and n,m ≥ 0. The result now follows from Theorems 4.1 and 4.2. 
It is worth pointing out that the conclusion of the above theorem is independent of the
choice of the Hilbert space E . More specifically, if k is a scalar kernel and
lim inf
n
1
(n!)2
∂2nk
∂zn∂w¯n
(0, 0) = 0,
then M∗z on HE(K) is hypercyclic where
K(z, w) = k(z, w)IE ,
for all z, w ∈ D and E is a Hilbert space. This observation also should be compared with
the linear dynamics of tensor products of operators (cf. [11] and [24]).
As a concrete application, consider the E-valued Dirichlet space DE on D, where E is
separable Hilbert space. Notice that the kernel function for DE is given by
(z, w) 7→
(∑
n≥0
znw¯n
n + 1
)
IE .
From the above theorem, it then follows that M∗z is mixing on DE .
5.3. A counter-example. Here we present a counterexample to show that the sufficient
condition in Theorem 5.1 for M∗z to be hypercyclic is not a necessary condition.
Consider the Hilbert spaceH2(β) ⊆ O(D), as in Section 2, corresponding to the (diagonal)
kernel
k(z, w) =
∑
n≥0
β2nz
nw¯n (z, w ∈ D),
where {βn} is a sequence of positive real numbers and
lim sup
n
βn+1
βn
≤ 1.
Suppose that Mz,k, the multiplication operator by the coordinate function z, on H
2(β) is
bounded. Let
θ(z) =
1
1− z ,
for all z ∈ D, and set
H = {θf : f ∈ H2(β)}.
Then H is a Hilbert space with the inner product
〈θf, θg〉H := 〈f, g〉H2(β),
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for all f, g ∈ H2(β). Moreover, H is an analytic reproducing kernel Hilbert space corre-
sponding to the kernel
kθ(z, w) = θ(z)
(∑
n≥0
βn
2znw¯n
)
θ(w),
for all z, w ∈ D. Here the reproducing property is given by
〈θf, kθ(·, w)〉H = 〈θf, θ(w)θk(·, w)〉H = θ(w)〈f, k(·, w)〉H2(β) = θ(w)f(w),
for all f ∈ H2(β) and w ∈ D. Since
{βnzn}n≥0,
is an orthonormal basis in H2(β), it follows that
{βnθzn}n≥0,
forms an orthonormal basis in H. Also observe that the multiplication operator Mz on
H is a bounded operator. Moreover, it follows that Mz on H and Mz,k on H2(β) are
unitarily equivalent and hence so are M∗z and M
∗
z,k. Since the condition
lim inf
n
βn = 0,
is necessary and sufficient forM∗z,k to be hypercyclic on H
2(β) [27], under this assumption
we conclude that M∗z is also hypercyclic on H. However, the sufficient condition for
hypercyclicity in Theorem 5.1 (and hence, that of Theorem 4.1) is not satisfied for M∗z on
H. Indeed, observe that
kθ(z, w) = (1 + z + z
2 + · · · ) (β20 + β21zw¯ + β22z2w¯2 + · · · ) (1 + w¯ + w¯2 + · · · ),
for all z, w ∈ D. Then ann, the coefficient of znw¯n in the above expansion, is given by
ann = β
2
0 + β
2
1 + · · ·+ β2n,
for all n ≥ 0, and so
lim inf
n
ann 6= 0.
On the other hand
ann =
1
(n!)2
∂2nkθ
∂zn∂w¯n
(0, 0)
for all n ≥ 0. This shows that the sufficient condition for hypercyclicity in Theorem 4.1
is not necessary.
The construction above also allows us to work with non-zero polynomials instead of θ.
However, in this case, the sufficient condition in Theorem 5.1 for M∗z to be hypercyclic is
also a necessary condition (see Section 6).
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6. Necessary conditions and Concluding remarks
In the setting of analytic reproducing kernel Hilbert spaces many fundamental and basic
questions about dynamics remain unanswered. For instance, the converse of Theorem 4.1
is false in general (see the example in Subsection 5.3). However, we can prove the converse
for analytic tridiagonal reproducing kernel Hilbert spaces.
Choose two sequences of non-zero complex numbers µ = {µn} and ν = {νn} such
that {en}n≥0 is an orthonormal basis of a reproducing kernel Hilbert space (of analytic
functions on D) Hµ,ν (see Theorem 1 in [2]), where
en(z) = µnz
n + νnz
n+1 (z ∈ D, n ≥ 0).
Since kµ,ν(z, w) =
∑
n≥0
en(z)en(w), we get the tridiagonal kernel as (cf. [2])
kµ,ν(z, w) = |µ0|2 +
∑
n≥1
(|µn|2 + |νn−1|2)znw¯n +
∑
n≥0
µnν¯nz
nw¯n+1 +
∑
n≥0
µ¯nνnz
n+1w¯n,
for all z, w ∈ D. The analytic function Hilbert space Hµ,ν is called tridiagonal space (see
Adams and McGuire [2] and Adams, McGuire and Paulsen [1]).
Further, suppose that
sup
n≥0
|µn/µn+1| <∞ , sup
n≥0
|νn/µn+1| < 1. (6.1)
Then Theorem 5 in [2] ensures that Mz is bounded on Hµ,ν . Note also that, as pointed
out in Theorem 4 in [2], forward weighted shifts are not unitarily equivalent to Mz on
Hµ,ν , in general.
Now let M∗z be hypercyclic, and let f := k(·, 0). Notice that
f(z) = a+ bz,
where a = |µ0|2 and b = µ0ν0. Fix n ≥ 0 and set
znf =
∑
j≥0
αjej ,
that is
azn + bzn+1 =
∑
j≥0
αj(µjz
j + νjz
j+1),
for some αj ∈ C. Comparing coefficients of like powers, we have
αj = 0, αn =
a
µn
, αn+1 =
b
µn+1
− a
µn
νn
µn+1
,
for all j < n, and
αn+1+k = − νn+k
µn+1+k
αn+k,
for all k ≥ 1. Set M = max{a, |b|}. Since R := sup
m
|νm|
|µm+1| < 1, it follows that
|αn+1|2 ≤
( 1
|µn+1| +
1
|µn|
)2
M2,
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and so
|αn+1+k|2 ≤
( 1
|µn+1| +
1
|µn|
)2
M2R2k,
for all k ≥ 1. Since
‖znf‖2Hµ,ν =
∑
j≥0
|αj |2,
we have
‖znf‖2Hµ,ν ≤M2
( 1
|µn|2 +
( 1
|µn+1| +
1
|µn|
)2
+
( 1
|µn+1| +
1
|µn|
)2
R2
+
( 1
|µn+1| +
1
|µn|
)2
R4 + · · ·
)
≤M2
( 1
|µn|2 +
(r + 1)2
|µn|2
∑
k≥1
R2k
)
≤ C 1|µn|2 ,
where r = sup
n
(|µn|/|µn+1|) and C = M2
(
1 + (r + 1)2
∑
k
R2k
)
. Now, if possible, let
lim inf
n
|µn| > 0.
Then the sequence {‖znf‖Hµ,ν}n≥0 is bounded. Now let g be a non-zero vector in Hµ,ν .
Since
〈M∗nz g, f〉Hµ,ν = 〈g, znf〉Hµ,ν ,
we deduce that {M∗nz g}n≥0 is a bounded set. This contradicts the fact that M∗z has a
hypercyclic vector, and hence
lim inf
n
|µn| = 0. (6.2)
Finally, since
1
(n!)2
∂2nkµ,ν
∂zn∂w¯n
(0, 0) = |µn|2 + |νn−1|2 = |µn|2(1 + |ν2n−1/µ2n|) ≤ 2|µn|2,
for all n ≥ 1, it follows that
lim inf
n
1
(n!)2
∂2nkµ,ν
∂zn∂w¯n
(0, 0) = 0,
which is equivalent to (6.2).
A similar method applies also to the topological mixing property of M∗z . Here we use
the following fact: If T is a mixing operator on a Banach space X , then lim
n
‖T ∗nx∗‖ =∞
for all non-zero x∗ ∈ X∗, where X∗ is the dual of X (see Lemma 2.2(2), [10]). This
together with the sufficient conditions in Theorem 5.1 yields the following complete char-
acterization:
Theorem 6.1. Consider the space Hµ,ν defined as above, and assume that {µn} and {νn}
satisfies the condition (6.1). Then
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(i) M∗z on Hµ,ν is hypercyclic if and only if
lim inf
n
1
(n!)2
∂2nkµ,ν
∂zn∂w¯n
(0, 0) = 0,
(ii) M∗z on Hµ,ν is topologically mixing if and only if
lim
n
1
(n!)2
∂2nkµ,ν
∂zn∂w¯n
(0, 0) = 0.
We now confine our attention to the (counter-)examples in Subsection 5.3. Here we
again obtain a complete characterization of dynamics by replacing the analytic function
θ (defined by θ(z) = 1
1−z
) by (operator-valued) analytic polynomials.
Let E be a Hilbert space and let P (z) be a B(E)-valued (analytic) polynomial. Suppose
that
P (z) = A0 + A1z + · · ·+ Adzd,
for some Aj ∈ B(E), j = 0, . . . , d. Now we consider a scalar-valued analytic (and diagonal)
kernel k on D:
k(z, w) =
∑
n≥0
β2nz
nw¯n,
where βn are non-negative numbers, and let HE(K) denote the reproducing kernel Hilbert
space corresponding to the kernel
K(z, w) = k(z, w)IE ,
for all z, w ∈ D. Let
KP (z, w) = P (z)K(z, w)P (w)
∗, (6.3)
for all z, w ∈ D. Then KP is a B(E)-valued kernel on D. Set
HP = {Pf : f ∈ HE(K)},
where
(Pf)(z) = P (z)f(z),
for all f ∈ HE(K) and z ∈ D. Clearly HP is a vector space of E-valued analytic functions
on D. Now suppose that A0 is injective. If f =
∑
n≥0
ηnz
n ∈ HE(K) and
P (z)f(z) = 0, (6.4)
for all z ∈ D, then
P (0)f(0) = A0η0 = 0,
implies that η0 = 0. Now differentiating (6.4), one gets
P ′(z)f(z) + P (z)f ′(z) = 0,
and hence
0 = P ′(0)f(0) + P (0)f ′(0) = A0η1.
We have η1 = 0. Continuing in this way we obtain that f ≡ 0. It now follows that H is
a Hilbert space with inner product defined by
〈Pf, Pg〉HP := 〈f, g〉HE(K),
for all f and g in HE(K).
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Now we show that HP is the reproducing kernel Hilbert space corresponding to the
kernel KP . Let {Pfn} ⊆ HP , and let Pfn → 0 in HP as n→∞. Since
‖Pfn‖HP = ‖fn‖HE (K),
for all n ≥ 0, it follows that fn → 0 as n → ∞ in HE(K). Now, since HE(K) is a
reproducing kernel Hilbert space, the evaluation operators are continuous. Therefore
fn(w)→ 0 (w ∈ D),
in E as n→∞. Hence
P (w)fn(w)→ 0 (w ∈ D),
in E as n → ∞. This implies that the evaluation operators on HP are bounded. Hence
HP is a reproducing kernel Hilbert space. Now, for any η ∈ E and w ∈ D we have that
KP (·, w)η = P (k(·, w)P (w)∗η) ∈ HP ,
and
〈Pf, P (k(·, w)P (w)∗η)〉HP = 〈f, k(·, w)P (w)∗η〉HE(K)
= 〈f(w), P (w)∗η〉E
= 〈P (w)f(w), η〉E,
for all f ∈ HE(K). Hence KP is the kernel of HP .
Now, we observe that if Mz,K (the multiplication operator on HE(K) by the coordinate
function z) is bounded, then Mz,K on HE(K) and Mz on HP are unitarily equivalent.
Moreover, since Mz,K on HE(K) and Mz,k ⊗ I on H(k)⊗ E are unitarily equivalent, by a
result of Mart´ınez-Gime´nez and Peris (Proposition 1.14 in [24]) and Salas [27], it follows
that M∗z is hypercyclic on HP if and only if
lim inf
n
βn = 0.
Now equating the coefficients of znw¯n, say Cnn, in the expansion of KP (z, w) in (6.3), we
have (as in Subsection 5.3)
Cnn = A0A
∗
0β
2
n + A1A
∗
1β
2
n−1 + · · ·+ AdA∗dβ2n−d,
for all n ≥ d. Since Mz,k is bounded, it follows that
sup
k
βk
βk+1
<∞,
and hence, there exists M > 0 such that
‖Cnn‖B(E) ≤ M β2n,
for all n ≥ 1. Thus, if M∗z is hypercyclic on HP , then, by the above observation, we see
that
lim inf
n
‖Cnn‖B(E) = 0.
Hence, by
Cnn =
1
(n!)2
∂2nKP
∂zn∂w¯n
(0, 0),
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for all n ≥ 0, it follows that
lim inf
n
(
1
(n!)2
〈( ∂2nKP
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
)
= 0,
uniformly in η ∈ E1, where E1 is the open unit ball in E . This proves the converse of the
hypercyclicity part in Theorem 4.1. We have therefore shown the following result:
Theorem 6.2. Let E be a Hilbert space, k on D be a scalar-valued kernel and
k(z, w) =
∑
n≥0
β2nz
nw¯n,
where βn are non-negative numbers, and
lim sup
n
βn+1
βn
≤ 1.
Let HE(K) denote the reproducing kernel Hilbert space corresponding to the kernel
K(z, w) = k(z, w)IE ,
for all z, w ∈ D. Suppose that {Aj}dj=0 ⊆ B(E), A0 is injective,
P (z) = A0 + A1z + · · ·+ Adzd,
and let HP denote the reproducing kernel Hilbert space corresponding to the kernel function
KP (z, w) = P (z)K(z, w)P (w)
∗ (z, w ∈ D).
If Mz is bounded on HP , then the following are equivalent:
(i) M∗z is hypercyclic.
(ii) lim inf
n
(
1
(n!)2
〈( ∂2nKP
∂zn∂w¯n
(0, 0)
)
η, η
〉
E
)
= 0 uniformly in η ∈ E1, where E1 is the open
unit ball in E .
(iii) lim inf
n
βn = 0.
The same method of proof also applies to the scalar-valued reproducing kernel Hilbert
space HP corresponding to the kernel function
kP (z, w) = P (z)k(z, w)P (w) (z, w ∈ D),
where
P (z) = a0 + a1z + · · ·+ adzd,
is a non-zero scalar polynomial and k is defined as in Theorem 6.2 (observe that kP (z, w)
is not a diagonal kernel in general). Here HP = {Pf : f ∈ H(k)} and the inner product
is given by 〈Pf, Pg〉HP = 〈f, g〉H(k) for all f, g ∈ H(k).
Theorem 6.3. If Mz is bounded on HP , then the following are equivalent:
(i) M∗z is hypercyclic.
(ii) lim inf
n
1
(n!)2
( ∂2nk
∂zn∂w¯n
(0, 0)
)
= 0.
(iii) lim inf
n
βn = 0.
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It would be therefore very interesting to determine the class of vector valued analytic
kernel functions for which the converse of Theorem 4.1 holds.
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