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Abstract 
 
Measuring Electrostatics in Complex Protein Systems Using Vibrational 
Stark Effect Spectroscopy 
 
Elisa Talcott Novelli, Ph.D. 
The University of Texas at Austin, 2019 
 
Supervisor:  Lauren J. Webb 
 
The non-covalent interactions between and within proteins are important because 
of their specificity and their ability to control protein structure and function. The 
measurement of electric fields, which describe these complex interactions, is crucial to 
understanding the physical properties of proteins such as folding, catalysis, and 
multimolecular interactions. Our goal is to understand and ultimately exploit these complex 
interactions for therapeutic value. In particular, our group has been interested in small 
GTPase signaling proteins, such as Ras, because of their known oncogenic properties, 
complex network of binding partner proteins, and their difficulty as a drug target.  In 
particular the highly specific protein-protein interactions inherent in the signaling role of 
Ras and other GTPase proteins are interesting potential drug targets that could avoid the 
toxicity of competitive inhibition at the GTP binding site. To this end, we have made use 
of vibrational Stark effect spectroscopy, a technique that directly reports on electrostatic 
environment, to measure the electric fields in Ras and other GTPases by site-specifically 
incorporating small nitrile vibrational probes into proteins. We have related the quantitative 
field measurements to protein activity to elucidate the role of electric fields in the intrinsic 
 viii 
hydrolysis mechanism of oncogenic Ras mutants. We also designed experiments to 
investigate the role of electrostatics in driving specific protein-protein interactions and their 
inhibition by the small molecule Brefeldin A in the GTPase protein Arf. Finally, we 
developed the Staphylococcus aureus protein staphylococcal nuclease as a robust model 
system for experiments aimed at better understanding how pKa and nitrile probes respond 
to their local electrostatic environment. Together, this work demonstrates the importance 
of electrostatic forces in protein function and highlights how vibrational Stark effect 
spectroscopy can be applied effectively to interesting and relevant protein systems to 
observe and exploit the physical properties of proteins for therapeutic benefit. 
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Chapter 1:  Introduction 
Electrostatic interactions in proteins arise from the complex arrangement of 
thousands of whole and partially charged atoms distributed throughout the structure of the 
protein. The precise magnitude and orientation of these interactions are crucial for complex 
biological functions such as protein folding, stability, docking, substrate binding, and 
membrane association.1 The complex network of these interactions, determined by protein 
structure, can be quantified as an electric field, which describes the direction and magnitude 
of the force experienced by a positive test charge at a specific point in space. The 
measurement of a protein’s electrostatic environment, which is a sum of all of the complex 
fields generated by the distribution of charge throughout the protein structure, has been a 
long-standing challenge, a complete understanding of which could lead to better drug 
design, improved understanding of diseases, and the creation of more efficient engineered 
proteins. 
Towards this goal, one strategy that has been used extensively to estimate 
electrostatic environment in proteins is the perturbation of pKa values. In these 
experiments, the pKa of an ionizable residue or group is measured in a protein and 
compared to the pKa of that residue or group in water.2-6 The electrostatic environment 
around the titratable residue strongly influences the relative stability of the charged side 
chain relative to the neutral side chain. The change in equilibrium between these two states 
is thought to be a good reporter of the average protein environment around the ionizable 
residue.  However, while the electrostatic environment contributes to an observed pKa shift, 
convoluting effects such as solvation free energy, hydrogen bonding, ion pairing, and other 
local effects can also contribute. It is very difficult to quantify or spatially resolve these 
effects. 
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More recently, Stark effect spectroscopy has allowed for the direct measurement of 
electric fields in proteins with high sensitivity and spatial resolution. This method results 
in quantitative parameters that describe the effects of non-covalent interactions that are 
difficult to capture with other bioanalytical methods. This dissertation describes our efforts 
using vibrational Stark effect spectroscopy to measure electric fields in proteins directly, 
relate electrostatic measurements to protein structure and function, and improve 
experimental methodologies for such measurements. This information is necessary to 
begin to modulate biological processes that are dependent on non-covalent interactions, 
such as targeting electrostatically disruptive protein mutants or drugging disease pathways 
that rely on protein-protein interactions. Furthermore, essential to this long-term goal are 
better computational models for predicting electrostatic environments of proteins in silico. 
Robust experimental datasets of electric fields are crucial for benchmarking computational 
electrostatic models, and to that end we compare our experimental measurements of 
electric field with computational models of electrostatics. This introduction provides the 
background information necessary to understand the context of our work. 
1.1: Measuring Electrostatics with Vibrational Stark Effect Spectroscopy 
Central to our work is a useful method for measuring electrostatic effects in 
proteins: vibrational Stark effect (VSE) spectroscopy. The Stark effect, or electrochromic 
effect, is a phenomenon across the entire electromagnetic spectrum that describes the 
sensitivity of spectroscopic transitions to the local electrostatic environment of the 
chromophore. In principle, the change in energy of a chromophore transition in response 
to an electric field can be expressed as a Taylor expansion about the applied field as shown 
in equation 1.1: 
E = - (Δ𝜇• ?⃗? + Δα• ?⃗? • Δα + …)    [Equation 1.1] 
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where E is the absorption energy of the transition, Δ?⃗? is the difference between the ground 
and excited state dipole moments of the chromophore (called the difference dipole moment 
or Stark tuning rate), ?⃗? is the applied electric field, and Δα is the change in polarizability 
due to the spectroscopic transition. Δ𝜇 and Δα are material properties of specific probes 
and can be measured by calibrating the energy of transitions when a known field is 
applied.7, 8 These values have been reported for a wide range of probes whose transitions 
occur over several regions of the electromagnetic spectrum.9-15  
 Small vibrational probes, such as nitrile, carbonyl, and azide groups, are commonly 
used for VSE because they offer several advantages: 1) for these probes, the Taylor series 
describing the Stark effect can be simplified to only the first term because there is a 
negligible change in polarizability,16, 17 and 2) these probes are smaller and more 
biologically compatible with protein systems than larger molecules that experience 
electronic transitions.18 Additionally, by irradiating in the infrared region, we can preserve 
delicate biological samples that could be damaged with the visible or ultraviolet light 
required for Stark probes that undergo higher energy electronic transitions, such as 
fluorescent dyes. Nitriles in particular, which are used in the work presented here, make 
convenient vibrational Stark probes because they: 1) have relatively large Δ?⃗? values (0.4 - 
0.8 cm-1 / MV cm-1) which describe the shift in absorption energy in wavenumbers per unit 
of applied field, 2) have large absorptivities (ϵ ~ 500 M-1 cm-1), and 3) absorb in a 
transparent portion of the protein infrared spectrum (νCN ~ 2100 -2400 cm-1). 19, 20 
 Once the Stark tuning rate is characterized, changes to the absorption energy of the 
transition can be related to field for probes in which Δα is negligible, such as nitriles, 
through the simplified linear Stark equation as shown in equation 1.2: 
ΔE = hcΔv = - Δ𝜇• Δ?⃗?     [Equation 1.2] 
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where ΔE is the change in absorption energy of the vibrational transition and Δ?⃗? is the 
change in electric field. Generally, this relationship is used to describe changes in field due 
to some biological event or perturbation such as an amino acid mutation, ligand binding, 
or protein-protein docking as described in Figure 1.1. The shift between the reference 
spectrum and the perturbed spectrum, Δv, is linearly related to the difference in field 
resulting from the perturbation through Δ𝜇. An important consideration here is the dot 
product relationship between Δ𝜇	and Δ?⃗?. To quantitatively measure field, structural data 
describing the orientation of the nitrile bond axis is necessary and can be estimated through 
a variety of methods. This is typically achieved through MD simulations, though crystal 
structures of probe-containing systems could also be used.  
 Occasionally, protein systems contain a useful native Stark probe.9, 14, 21-23  In the 
absence of a native chromophore, however, VSE spectroscopy requires a non-native 
chromophore to be placed site-specifically in the system of interest. Several strategies are 
available to incorporate vibrational Stark probes into proteins. For carbonyl vibrational 
Stark probes, it is common to use isotope editing strategies to produce an isotope-labeled 
C13=O18 vibrational Stark probe or to label with metal-carbonyl complexes, either of which 
is required to distinguish the desired probe from the many other native carbonyl groups in 
proteins.11, 24 Nitriles, which are not found natively in proteins, do not require isotope 
labeling and can be incorporated in proteins in several ways. Previous work in our group 
has succeeded in placing nitrile probes in proteins and peptides at the time of synthesis, 
either synthetically in the case of peptides or with nonsense suppression strategies in the 
recombinant E. coli expression of proteins.25, 26 Nitrile probes can also be placed after 
proteins are expressed and purified by chemically modifying existing amino acids. 
The work in this dissertation made use of a strategy devised by Fafarman et al. in 
which site-specifically placed cysteine residues were post-translationally modified to 
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thiocyanate groups according to the reaction in Figure 1.2.27 The thiol group of the cysteine 
residue is first reacted with 5,5’-dithiobis-[2-nitrobenzoic acid] (DTNB) in a substitution 
reaction which results in a thionitrobenzoate (TNB-) leaving group attaching to the protein 
with a disulfide bond. The leaving group can then be displaced with potassium cyanide 
resulting in a thiocyanate Stark probe in the location of the cysteine residue. This strategy 
requires only simple modification of the codon of the wild type (WT) residue to the codon 
for a cysteine residue on the gene of a chosen protein with routine mutagenesis 
methodologies. The labeling reaction proceeds completely at room temperature in several 
hours and can be performed on protein that has already been purified. It is, therefore, the 
most expedient way to label cysteines which are solvent exposed in folded protein. 
Constructs in which the cysteine is not completely available to solvent can be labeled by 
first unfolding the protein with urea-containing buffer, performing the labeling reaction, 
and then refolding the protein during buffer exchange or dialysis back into the original 
buffer. For stable proteins, this can be accomplished with minimal loss of protein due to 
misfolding. Thus, the post-translational modification of cysteines to thiocyanates can be 
accomplished for both solvent-accessible and buried probe locations. 
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Figure 1.1: Cartoon of docking VSE experiment in which the reference state is a protein 
monomer and the perturbed state is the protein docked to a downstream 
effector. The shift between the reference spectrum and the perturbed 
spectrum, Δν, is related to Δ?⃗? through eq. 1.2. Figure adapted from ref 20. 
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Figure 1.2:  Scheme describing the labeling of a cysteine residue with a nitrile label 
producing cyanocysteine through two successive SN2 reactions according to 
ref 27.  
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Several notable efforts to measure electric field with the VSE have been made using 
nitrile probes. One of the earliest examples used p-cyanophenylalanine as a label on 
calmodulin binding peptide to observe the vibrational spectra of the nitrile group before 
and after the peptide was bound to calmodulin.28 Much of the previous work involving 
proteins in our group was based on observing electrostatic changes resulting from the 
docking of GTPase proteins with downstream effectors.29-31 This effort is expanded upon 
in Chapter 5 of this dissertation. Nitrile VSE probes have also been used to observe electric 
fields at enzyme active sites. Boxer and coworkers have measured electric fields in the 
active site of human aldose reductase, by using native and synthetic nitrile probes on 
ligands.15  More recent work in our group interrogated the active site of a GTPase protein 
with a nitrile probe positioned on a partner protein across the protein-protein interface 
aimed towards the GTP binding site and observed changes in the electric field due to known 
oncogenic mutations in the active site.32 Aside from its use in proteins, further work in our 
group is concerned with using VSE spectroscopy to interrogate the electric field and 
resulting organization of lipid bilayer membranes.25, 33 
In spite of recent progress made in the development of VSE spectroscopy with 
nitrile probes, the interpretation of changes in nitrile absorption energy in a biological 
system is somewhat complicated by the fact that the nitrogen atom in the nitrile group is 
capable of accepting a hydrogen bond. Hydrogen bonds are not well-described by the Stark 
equation because the hydrogen bond changes the force constant of the nitrile by 
withdrawing electron density from either the bonding or anti-bonding orbitals, which 
changes the bond order and the bond length. This can result in a higher or lower frequency 
(blue or red shift) that is unrelated to the dipole moment of the probe. Thus, any quantitative 
interpretation of a nitrile’s absorption energy shift is convoluted by the presence of 
hydrogen bonding.34-36 There has been considerable debate in the field about the 
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appropriate level of interpretation of nitrile frequency shifts. Arguments include, 1) 
considering hydrogen bonding as an additive effect,37 2) discounting any electrostatic 
interpretation and only interpreting nitrile shifts in proteins as reporters of solvent exposure 
due to their sensitivity to hydrogen bonding and the prevalence of such interactions in 
biological systems,36, 38  and 3) rejecting any use of nitrile probes because of potential 
changes to hydrogen bonding networks upon the incorporation of a non-native probe. 
Previous work in our group has made efforts toward deconvoluting the two effects, and we 
have reported both in vitro and in silico strategies for quantifying hydrogen bonding to 
nitrile probes. We have shown that fixed charge force fields can report hydrogen bonding 
quantitatively through an estimation of solvent accessible surface area (SASA) or a simple 
count of hydrogen bonding interactions through the course of a trajectory. Experimentally, 
Adhikary et al. have demonstrated an empirical relationship between the red-shifting of 
nitrile peaks with increasing temperature and the amount of hydrogen bonding experienced 
by the probe. This is due to the more frequent exchange of hydrogen bonds as the 
temperature of the system increases. Our group has shown that this relationship, the 
frequency temperature line slope (FTLS), can quantitatively report the amount of hydrogen 
bonding experienced by a nitrile probe. These two strategies are instrumental in 
deconvoluting the effects of hydrogen bonding from the Stark effect in vibrational 
spectroscopy. As such, an analysis of hydrogen bonding to the probe, accomplished with 
MD simulations and experimental FTLS, is discussed in many of the systems described in 
this dissertation. 
1.2: Oncogenic GTPase Proteins 
An important protein of interest to us because of its oncogenic properties is H-Ras, 
the canonical member of the Ras superfamily. The Ras superfamily is a collection of more 
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than 150 small (~20kDa) GTPase proteins that function as molecular switches that turn on 
or off cellular signaling processes.39 The superfamily, named for the canonical member 
Ras, contains several subfamilies that are distinguished from one another by structure and 
post-translational modifications, which result in their localization to different organelles.40 
All members of the Ras superfamily contain a conserved set of GTP/GDP binding motifs 
and which reorganize upon conversion from the GTP bound state to the GDP bound state 
and vice versa. This reorganization of protein structure either prevents or allows the protein 
to bind to effectors and perform signaling functions through their interactions with a vast 
network of other proteins in the cell.41 The catalytic cycle is shown in Figure 1.3. Ras 
superfamily GTPase proteins are bound to GTP in the ON state, where their structures are 
oriented so they can interact with other downstream effector proteins which signal for 
specific cellular functions. Upon hydrolysis of GTP to GDP, either by the GTPases alone 
or with the assistance of GTPase activating proteins (GAPs), they undergo a structural 
change to convert to the GDP-bound OFF state, in which no signaling occurs. Partner 
proteins called guanosine nucleotide exchange factors (GEFs) bind to the GTPase to 
disrupt the binding site and remove GDP so that a new GTP molecule can then bind, 
restarting the cycle. A crystal structure (pdb:1LFD)42 of the canonical member, Ras, is 
shown in Figure 1.4. The Switch I (red) and Switch II (blue) regions are reoriented during 
hydrolysis and nucleotide exchange to alter the structure of Ras, which either enables 
further downstream interaction in the ON state or prevents it in the OFF state. Between the 
switch regions is the nucleotide binding site. The nucleotide (shown in purple) is anchored 
by a Mg2+ ion (yellow). 
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Figure 1.3: Catalytic Cycle of Ras Superfamily Proteins.  
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Figure 1.4:  Crystal structure of Ras (pdb: 1LFD) in the GTP-bound state with important 
structural features identified. Switch I is colored in red, switch II is colored 
in blue, the catalytic Mg2+ ion is yellow, and the non-hydrolyzable GTP 
analog GppNHp is purple.  
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Much of the Ras superfamily signaling is regulated by the binding of the GAP and 
GEF partner proteins that promote the formation of either the GTP-bound or GDP-bound 
state depending on the needs of the cell as shown in Figure 1.3.43 GTPases also possess 
much slower intrinsic GTP hydrolysis mechanisms to convert from the ON state to the OFF 
state, which do not require the assistance of GAPs. The intrinsic GTP hydrolysis 
mechanism of Ras and the interactions of a Ras superfamily member with a partner GEF 
protein to execute GDP exchange are the focus of Chapters 3 and 5 of this dissertation, 
respectively.  
Our interest in the Ras superfamily is two-fold: 1) Ras superfamily members 
participate in rich and varied non-covalent interactions including protein-ligand 
interactions, protein-metal cofactor interactions, and protein-protein interactions, all with 
high specificity, and 2) when Ras superfamily members are mutated, the resulting effects 
are diverse and often cancer-causing. Several well-studied mutations which disrupt the 
nucleotide binding and hydrolysis activity in Ras are known to occur with high frequency 
in cancerous tumors. These mutations, discussed in Chapter 3, alter the rates at which Ras 
switches between the ON and OFF state, leading to disrupted signaling in the cell division 
pathway and uncontrolled cell growth. This has ensured that Ras superfamily proteins are 
well-studied in the literature, yet potential drug leads have been elusive.44-46 The elaborate 
non-covalent interactions between the Ras superfamily members, all of their varied protein 
cofactors, and their interactions with the lipid scaffolding of the cell have made a unifying 
inhibition strategy very difficult with present drug development methodologies and 
technology. Detailed electrostatic interrogations of important Ras superfamily proteins and 
both their intrinsic functions and interactions with effector proteins are necessary to 
overcome this significant pharmacological challenge. VSE spectroscopy represents a 
relatively new approach to addressing this challenge. Our goal is to understand the non-
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covalent interactions that allow wild-type GTPase proteins to execute their complex 
signaling roles in the cell and result in mutated GTPase proteins disrupting signaling in 
cells and causing cancer. 
1.3: Model Staphylococcal Nuclease Proteins 
While GTPases and the Ras superfamily are of significant interest to us for their 
diverse interactions and biological relevance, we can better investigate more fundamental 
properties and behavior of nitrile vibrational probes using well-studied model proteins like 
staphylococcal nuclease (SNase), an extracellular nuclease excreted by Staphylococcus 
aureus. SNase has been studied for over 50 years for its catalytic behavior and unusually 
stable structure. More recently, SNase variants have been engineered for specific 
experimental purposes, including increased stability and tolerance to mutation.47, 48  
SNase is a 17 kDa extracellular nuclease of Staphylococcus aureus which contains 
a calcium binding site crucial for catalyzing the hydrolysis of DNA and RNA at the 5’ 
position of the phosphodiester bond, producing mono- and dinucleotides.49 The study of 
SNase goes back to the early work of Anfinsen and coworkers, who characterized two WT 
strains excreted by S. Aureus.49, 50 The protein consists of 3 α-helix strands and a small 
barrel shaped β-sheet structure made up of 5 strands as illustrated by the crystal structure 
(pdb: 3BDC)51 in Figure 1.5. The catalytic function of SNase requires Ca2+ in the active 
site, and it had been demonstrated that exchanging the calcium for other similarly sized 
ions maintains protein structure but completely halts protein function.52 The stability of 
SNase comes from a characteristic oligonucleotide-binding fold (OB-fold) which is a 
common motif in proteins whose function involves cleaving DNA and RNA.53 The 
particular variant used in our work is the Δ+PHS mutant, which denotes a deletion from 
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residues 44-49, and five mutations: P117G, H124L, S128A, G50F, and V51N. This 
particular strain was developed to increase the tolerance to subsequent mutations.48 
Significant effort in the community has been dedicated to observing the properties 
of mutated SNase to investigate the role of charged amino acids buried in the hydrophobic 
core of proteins. SNase is also central to an effort to improve the accuracy of computational 
predictions of electrostatics. Embargoed experimental ΔpKa data for SNase collected by 
the Garcia-Moreno group was used to test computational electrostatic models as part of the 
pKa Cooperative, a collective effort to improve predictions of electrostatic environment in 
proteins.54 VSE spectroscopy represents an alternative strategy for directly measuring 
electric field in proteins, and to test this we synthesized a collection of SNase proteins with 
nitrile probes in the same positions for which there was already pKa shift data. We 
demonstrated that pKa shift and the shift in nitrile frequency were not equivalently 
reporting on the electrostatic environment, and each probe has its own challenges with local 
effects that are not described by the Stark equation. To this end, we are continuing to build 
a large library of data involving specific SNase mutants to establish a reliable interpretation 
of nitrile shift in environments where local effects like hydrogen bonding are significant. 
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Figure 1.5: Crystal structure of the Δ+PHS variant of SNase (pdb: 3BDC). The catalytic 
Ca2+ ion is in yellow. The thymidine diphosphate (THP) inhibitor (purple) is 
bound in the active site, indicating the location of RNA or DNA binding.  
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1.4: Outline of Dissertation 
This dissertation represents a body of work with the unifying goal of measuring and 
interpreting electric field information in proteins with VSE spectroscopy. Chapter 2 
describes the methodologies used to mutate and synthesize proteins, observe the systems 
with a variety of spectroscopic techniques, and assess protein function with kinetic assays.  
Chapter 3 reports on the work we have done using the GTPase H-Ras towards 
understanding how electrostatics regulate function and macromolecular interactions.  
Chapter 4 discusses our work using SNase as a model system to investigate the relationship 
between pKa and nitrile frequency as reporters of electrostatics. We also discuss the non-
Coulombic forces that affect frequency and how they affect interpretation of VSE 
measurements. Chapter 5 discusses our preliminary work expanding VSE spectroscopy to 
protein-protein interactions of Arf, another GTPase, and the inhibition of protein-protein 
interfaces. Finally, Chapter 6 describes recent developments in mass spectrometry and their 
value to our measurements of non-covalent interactions in biological systems.  
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Chapter 2:  Materials and Methods 
2.1: Publication Note 
Portions of the methods outlined in this chapter were adapted from the following 
publications: 
Novelli, Elisa T.; First, Jeremy T.; Webb, Lauren J.; Quantitative Measurement of Intrinsic 
GTP Hydrolysis for Carcinogenic Glutamine 61 Mutants In H-Ras. Biochemistry. 2018, 57 
(44), 6356-6366 [ETN performed all experiments] 
2.2: Mutagenesis, Transformation, and Plasmid Purification 
The gene for His6-tagged WT H-Ras, residues 1-166, was a gift from the Kuriyan 
laboratory. Five pET42a DNA plasmids containing the gene for the Δ+PHS variant of 
Staphylococcal Nuclease and a mutation, either V23C, L38C, T62C, V66C, or I92C, were 
generous gifts from the Garcia-Moreno laboratory. The Δ+PHS variant denotes a deletion 
of residues 44-49, and the mutations P117G, H124L, S128A, G50F, and V51N, as 
previously described.48  Additional mutations were made by reverting the I92C mutant-
containing plasmid to the wild type isoleucine, and then making five additional mutated 
constructs: L25C, A58C, A90C, A109C, and N118C.  
A plasmid containing His6-tagged tobacco etch virus protease (His-TEV) with the 
S219V mutation in E. coli Bl21(DE3)-RIL cells was a gift from David Waugh (Addgene 
plasmid 8827).55 The gene for residues 1-166 of p21 H-Ras was a gift of the Kuriyan 
Laboratory. The 97-residue Ras-Binding Domain of Ralβ was taken from residues 790-886 
of RalGDS and numbered according to the PDB entry 1LFD. The cysteines at positions 16 
and 17 had previously been mutated to alanines, and the isoleucine at position 18 had 
previously been mutated to a cysteine. The genes for Ralb, His6-tagged WT c-Arf-1 (Arf), 
Gea1p (Gea), ARNO, and ARNO4M were synthesized and cloned into pET-15b vectors 
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by Genscript. The pET-15b vector contains an N-terminal His6 tag separated from the 
protein by a thrombin cleavage site. In some genes synthesized by Genscript we included 
a TEV protease cleavage site sequence between the thrombin site sequence and the protein 
sequence so the His6 tag could be cleaved with thrombin or TEV in the protein purification 
procedure. 
Mutations to the glutamine at position 61 in Ras and the mutations in SNase were 
made using the QuikChange Lightning site-directed mutagenesis kit (Agilent) according 
to kit instructions. Short forward (5’-3’) and reverse (3’-5’) primers used for mutagenesis 
were purchased from Sigma. Varying concentrations of template DNA (usually between 
10 and 100 ng/μL) were mixed with 125 ng of each primer, 5 μL of supplied buffer, 100 
ng of nucleotide monomers, 1.5 μL of provided QuikSolution reagent, and high purity 
water to a total reaction volume of 50 μL. Reactions were pipetted up and down to gently 
mix after each step and then centrifuged for 30 s at 13,000 RPM when all reagents were 
added. Following centrifugation, 1 μL of the provided polymerase enzyme was added and 
the reactions were again pipetted and centrifuged to mix. Thermocycling was carried out 
by initially denaturing at 95 ºC for 2 min, followed by 18 cycles of a 20 s denaturing step 
at 95 ºC, a 10 s annealing step at 60 ºC, and an extension step at 68 ºC that lasted 5 min for 
Ras and 6 min 20 s for SNase. Following the 18 cycles, a final extension step at 68 ºC 
lasted for 5 min and then reactions were held at 4 ºC until digestion and transformation 
according to kit instructions. 
The digestion step to degrade the original nonmutated plasmid was then carried out 
by adding 2 μL of the provided Dpn1 restriction enzyme to each reaction, pipetting up and 
down to mix thoroughly, centrifuging for 30 s at 13,000 RPM, and incubating at 37 ºC for 
5 min. Immediately following digestion, the mutagenesis product was transformed into 
XL-10 Gold ultracompetent E. coli cells (Agilent) by combining 45 μL of cells per 
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mutagenesis reaction in pre-chilled culture tubes with 2 μL of β-mercaptoethanol and 
incubating on ice for 2 min. After incubation, 2 μL of mutagenesis product was added to 
the cell solution, and the combined solution was incubated on ice for 30 min. Each tube 
containing cells, β-mercaptoethanol, and mutagenesis product was then heat-shocked in a 
42 ºC water bath for exactly 45 s followed by a 2 min incubation on ice to allow the 
mutagenesis DNA product to diffuse into the cells. After 2 min, 500 μL of Lysogeny Broth 
(LB) growth media was added to each tube and all tubes were incubated at 37 ºC with 
shaking at 250 RPM for 1 hr before plating individually on agar plates containing LB media 
and either 100 μg/mL ampicillin (GoldBio) for Ras mutants or 30 μg/mL kanamycin 
(Sigma) for SNase mutants. The plates were incubated overnight at 37 ºC, after which they 
were wrapped in parafilm and stored at 4 ºC for further use. Mutations to Arf and Gea were 
made using a similar kit, QuikChange II (Agilent), with a similar protocol. 
In cases where no mutations were necessary, existing plasmid was transformed into 
XL-1 Blue supercompetent E. coli cells (Agilent) using the same procedure as above 
(excluding the β-mercaptoethanol), and were plated on agar plates containing LB broth and 
the appropriate antibiotic. For all plasmids, sequences were confirmed by Sanger 
sequencing carried out by the DNA sequencing core facility at the University of Texas at 
Austin. To generate enough DNA for sequencing, single colonies from agar plates 
containing transformed plasmid were used to seed 5 mL of LB media containing the 
appropriate antibiotic and grown overnight at 37 ºC with shaking at 250 RPM, after which 
cells were collected by centrifugation at 3000 RPM for 10 min. DNA plasmids were 
purified from the cell pellet using the Qiagen mini-prep kit exactly as described in the 
manual. The plasmid concentration was estimated using an ATR/UV-Vis nanodrop 
instrument, and the sequences were verified by submitting 11 μL of 45 ng/μL purified DNA 
plus 1 μL of the appropriate sequencing primer to the sequencing facility. All plasmids 
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described here use the T7 primer, except for Ras which uses an M13_Reverse 48-base 
primer. 
Successfully sequenced plasmids were transformed into BL21-DE3 competent E. 
coli cells (New England Biolabs) for recombinant protein expression. 50 μL aliquots of 
cells were pipetted into chilled culture tubes and 2 μL of purified DNA was added before 
gently tapping tubes to mix and incubating on ice for 30 min. Cells were heat-shocked in a 
42 ºC water bath for 45 s and then rested on ice for 2 min. 500 μL of LB media was then 
added, and tubes were incubated at 37 ºC with shaking at 250 RPM for 1 hr. Cells were 
then spread onto warmed agar plates containing LB and the appropriate antibiotic. Plates 
were incubated overnight at 37 ºC and then afterwards wrapped in parafilm and stored at 4 
ºC for up to 1 month. The TEV protease gene was purchased from Addgene already 
transformed into BL21-RIL E. coli cells, so transformation steps were not necessary in that 
case. We streaked an agar plate containing LB media and 100 μg/mL ampicillin and 30 
μg/mL chloramphenicol with the cells purchased from Addgene, which was incubated 
overnight at 37 ºC and then stored at 4 ºC before proceeding directly to protein expression.  
2.3: Protein Expression 
All media used in protein expression were prepared from purchased powdered 
media according to package instructions and autoclaved for 30 min to sterilize before use. 
All GTPases and related proteins (Ras, Ral, Arf, Gea, ARNO, ARNO4M) were expressed 
using the same strategy. A 5 mL culture was prepared by seeding 5 mL of LB broth 
containing 100 μg/mL ampicillin with 1 colony from an agar plate containing BL21-DE3 
cells transformed with the desired plasmid. The 5 mL culture was grown overnight at 37 
ºC with shaking at 250 RPM. The following morning, the 5 mL culture was added to a 
flask containing 2 L of autoclaved Terrific Broth (TB) media and 100 μg/mL ampicillin, 
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and the 2 L culture was incubated at 37 ºC with shaking at 200 RPM for approximately 8 
hr, until the optical density at 600 nm (OD600) reached 1.0. The temperature was then 
lowered to 18 ºC, and 0.5 g of isopropyl β-D-1-thiogalactopyranoside (IPTG) was added 
to initiate induction. Flasks continued to shake at 18 ºC overnight before cells were 
collected by centrifugation.  
SNase was prepared by seeding a culture containing 5 mL of LB broth and 30 
μg/mL kanamycin with a colony from an agar plate containing BL21-DE3 cells 
transformed with the desired plasmid. The 5 mL culture was grown overnight at 37 ºC with 
shaking at 250 RPM. The following morning, the 5 mL culture was added to a flask 
containing 2 L of autoclaved LB media and 30 μg/mL kanamycin. The 2 L culture was 
incubated at 37 ºC with shaking at 200 RPM for approximately 4 hr until OD600 reached 
0.4-0.6. IPTG was then added to a final concentration of 1 mM to induce protein expression 
and shaking at 37 ºC was continued for an additional 4 hr before collecting cells by 
centrifugation. 
TEV protease was prepared by seeding a culture containing 5 mL of LB broth, 100 
μg/mL ampicillin, and 30 μg/mL chloramphenicol from a plate of BL21-RIL cells 
containing the TEV plasmids as provided by Addgene. The 5 mL culture was incubated 
overnight at 37 ºC with shaking at 250 RPM. The 5 mL culture was added to a flask 
containing 2 L of autoclaved LB media and 100 μg/mL ampicillin and 30 μg/mL 
chloramphenicol. The 2 L culture was incubated at 37 ºC with shaking at 200 RPM until 
an OD600 of 0.5 was achieved (approximately 4 hr). At this point the temperature was 
reduced to 30 ºC and IPTG was added to a final concentration of 1 mM. Induction 
proceeded at 30 ºC for 4 hr before cells were collected by centrifugation. 
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All cells were collected by centrifuging at 6000 RPM for 15 min. The supernatant 
was discarded and the cell pellet was collected into a 50 mL Falcon tube. The pellet, either 
dry or resuspended in buffer, was then stored at -80 ºC until use. 
2.4: Protein Purification 
Protein purification strategies varied and, in the case of the GTPase proteins, 
underwent significant optimization over the six years spanned by this work. What follows 
are the final established protocols for each set of proteins, though further optimization of 
the purification of Arf, ARNO, and ARNO4M is likely necessary. All buffer reagents were 
purchased from Sigma unless stated otherwise. The proteins purified in this work were, for 
the most part, purified in gravity columns prepared from chromatography bead resin. In 
some cases, fast protein liquid chromatography (FPLC) instrumentation was used (Akta, 
GE). Generally, either strategy could be used for any of these protein systems with the 
appropriate column resin. 
Cell pellets containing Ras mutants were defrosted and resuspended in loading 
buffer (50 mM Tris-HCl, 250 mM NaCl, 40 mM imidazole, 10% glycerol, pH 7.5) for lysis 
by probe sonication. Cells underwent 3 rounds of sonication on ice in which the probe 
applied 100 W for 1 s followed by 4 s of rest for a total sonication time per round of 1 min. 
Between rounds cells rested on ice for 5 min. Sonication was followed by centrifugation at 
19,000 RPM for 30 min to remove cell debris. The supernatant containing the protein was 
filtered with 10 μm Versapor syringe filters (Pall) before loading onto a nickel immobilized 
metal affinity column (Ni-IMAC, Fisher) equilibrated with 10x column volumes of loading 
buffer. After loading the protein, the column was washed with 8-10x column volumes of 
loading buffer. His6-tagged Ras proteins were then eluted with an elution buffer (50 mM 
Tris-HCl, 250 mM NaCl, 500 mM imidazole, 10% glycerol, pH 7.5). Protein was 
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exchanged into a cleavage buffer (50 mM Tris, 50 mM KCl, 10% glycerol, pH 8) with a 
PD-10 size exclusion column (GE Healthcare) and cleaved with His6-tagged TEV protease 
(His-TEV) at a ratio of approximately 1 mg His-TEV to 100 mg of His6-Ras overnight at 
4 °C. His-TEV and uncleaved Ras were removed by passing the solution through another 
Ni-IMAC column, and the cleaved protein in the flow through was exchanged into final 
buffer (50 mM Tris, 100 mM NaCl, 10% glycerol, pH 7.5) and either used immediately or 
flash frozen and stored at -80 °C for further use.  
Ral, Arf, and Gea were purified with a similar strategy, except that the loading and 
elution buffers contained 50 mM sodium phosphate instead of Tris-HCl and 500 mM NaCl 
instead of 250 mM NaCl. After the first Ni-IMAC column, proteins were instead 
exchanged into a different cleavage buffer containing 20 mM Tris-base, 50 mM KCl, and 
10% glycerol at pH 8. Tag cleavage was performed by thrombin at a concentration of 1-10 
Units per mg of protein overnight at 4 ºC. After tags were cleaved, thrombin was removed 
by passing the solution through an affinity column containing benzamidine sepharose 
beads (GE) and the column was washed with a high salt buffer to remove any adsorbed 
target protein (50 mM Tris-base, 500 mM NaCl, pH 8). The flow through contained the 
target protein and the cleaved tag while thrombin remained bound to the column. Following 
thrombin removal, cleaved His6 tag was removed by passing the solution through another 
Ni-IMAC column under the same conditions as the previous column. The cleaved protein 
eluted with the flow through and the cleaved tag was retained in the column. Purified 
protein was exchanged into storage buffer (50 mM Tris, 100 mM NaCl, 10% Glycerol, pH 
7.5) and flash frozen and stored at -80 ºC until further use. 
Because of stability challenges with Gea, we have used a similar protein, ARNO, 
that also binds to Arf as a guanosine nucleotide exchange factor. Based on purification 
challenges involving thrombin, we added a TEV protease cleavage site to the gene for new 
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plasmids containing Arf, ARNO, and ARNO4M. For these proteins, the TEV cleavage site 
allows for more streamlined purification strategies that put less stress on the protein, which 
is important for proteins that are inherently less stable. The newer Arf, ARNO, and 
ARNO4M genes can therefore also be purified according to the strategy outlined above for 
Ras. 
The gene for SNase did not contain an affinity tag, so the purification strategy 
varied significantly from the previous methods described above. Additionally, because 
SNase is inherently toxic to cells, the E. coli confined the translated SNase protein in the 
cell in an unfolded, aggregated state called an inclusion body, and therefore purification 
was performed while SNase was still in the unfolded state. Cell pellets containing SNase 
were thawed and resuspended in Buffer A containing 6 M urea, 25 mM Tris-base, and 2.5 
mM EDTA at pH8, by stirring together manually with a spatula to dissipate large chunks 
of the pellet before stirring together with a stir bar on a stir plate at 4 ºC for 20 min. This 
step used urea and EDTA to chemically break the E. coli cell walls instead of using 
mechanical methods like sonication. Cell debris and inclusion bodies were then separated 
from the supernatant by centrifugation at 7000 RPM for 25 min. In this case, the pellet 
contained both the cell debris and the inclusion bodies in which the target protein was 
sequestered. The supernatant was discarded and the pellet was resuspended in Buffer B 
containing 6 M urea, 25 mM Tris-base, 2.5 mM EDTA, and 400 mM NaCl, at pH 8. The 
high salt content in the second buffer freed the protein from the inclusion bodies. After 
manually resuspending the pellet with a spatula, the mixture was stirred on a stir plate at 4 
ºC for 40 min. Once the protein was freed from the inclusion bodies, centrifugation was 
performed at 7000 RPM for 25 min to remove the cell debris. At this point, the target 
protein was contained in the supernatant which was poured off and the pellet was discarded. 
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The high stability of SNase allows for selective precipitation as a purification 
strategy, which was performed with two successive ethanol precipitation steps. First, the 
supernatant was combined with an equal volume of cold 100% ethanol and incubated at -20 
ºC for approximately 3-5 hr. The mixture was then centrifuged at 7000 RPM for 30 min 
and the pellet containing unwanted precipitated protein was discarded. The supernatant 
containing SNase was then mixed with another equal volume of ethanol so that the final 
solution was 75% ethanol, and the mixture was incubated at -20 ºC overnight. This ethanol 
content was enough to precipitate SNase, which was collected by centrifuging the mixture 
at 7000 RPM for 30 min, and the supernatant was discarded. To collect the precipitated 
SNase, the centrifuge bottles were inverted to dry the pellet for approximately 5 min, and 
the pellet was transferred to a Falcon tube before resuspending in a small volume (10-20 
mL) of Buffer A. 
Cation-exchange chromatography was used for further purification. The 
resuspended protein was added to a column containing SP sepharose beads (GE) that was 
equilibrated with Buffer A. Once the protein was applied, the column was washed with 10 
column volumes of Buffer A. The protein was then eluted with 15-20 mL of Buffer B. The 
eluent was mixed with 4 volumes of cold 100% ethanol and incubated for 30 min at -20 ºC 
to precipitate the protein. The protein was then collected by centrifugation at 8000 RPM 
for 15 min after which the supernatant was discarded. The protein pellet was resuspended 
in Buffer 2 before refolding.  
Following purification, the protein was refolded by first dialyzing overnight in 4 L 
of 1 M KCl. Next, the dialysis solution was changed to deionized H2O and the protein was 
allowed to dialyze again for 2 hr. After 2 hr, the deionized H2O was replaced and the protein 
continued to dialyze for an additional 2 hr. Finally, the dialysis solution was replaced with 
either fresh deionized H2O or 2 mM CaCl2, and the protein was again dialyzed overnight. 
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The protein solution was then removed from the dialysis setup and transferred to a Falcon 
tube before centrifuging at 3000 RPM for 5 min to remove any aggregates due to 
misfolding of protein. The protein was flash frozen and stored at -80 ºC until further use. 
2.5: Labeling Proteins with Thiocyanate Vibrational Probes 
In many cases, these proteins included mutations from a WT residue to a cysteine 
residue so that nitrile probes could be introduced to purified protein. Except for SNase, all 
proteins were labeled with the following strategy adapted from Fafarman et al.27 after the 
protein had been purified but before flash freezing or storage. The labeling reaction could 
also be carried out after a protein has been frozen and stored by defrosting the protein first. 
In the case of SNase, whose target nitrile locations were buried in the core of the protein, 
the labeling reaction was carried out after purification but just before the protein was 
refolded by dialysis. This reaction can proceed as long as the protein is in a buffer with a 
pH greater than 7. No difference in labeling efficiency was observed when the reaction was 
carried out in the high urea content in SNase Buffer B. 
To label the cysteines in a protein with nitrile probes, the protein solution was 
mixed with a 3-10x molar excess of solid 5,5’-dithio-bis-nitrobenzoic acid (DTNB, Sigma) 
and inverted several times to mix. Generally, the solution turned a vibrant yellow color 
because the TNB- byproduct of the solution absorbs strongly at 412 nm. If no color or only 
a pale yellow color was observed, this suggested an incomplete reaction due to a problem 
with the mutation, poor protein yield, or an inaccessible cysteine residue which resulted in 
inefficient labeling. The reaction was allowed to proceed for at least 2-3 hr at room 
temperature or at 4 ºC overnight. In some cases, the reaction was monitored by measuring 
absorbance at 412 nm (ϵ412 ~ 13600 M-1cm-1). The solution was then buffer exchanged 
(PD-10 column, GE) into fresh buffer to remove as much excess DTNB or TNB- as 
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possible, though the solution was sometimes still pale yellow due to remaining TNB-. At 
this point, approximately 30x molar excess of KCN from a 1 M stock solution was added 
to the reaction which turned the solution a vibrant yellow again as the TNB leaving group 
on the cysteine was displaced by CN- resulting in another yellow TNB- byproduct. This 
reaction was also allowed to proceed for at least 2-3 hr at room temperature or overnight 
at 4 ºC, after which it was buffer exchanged again to remove the TNB- byproduct. In some 
cases, the solution was still slightly yellow because of saturation of the buffer exchange 
column. In those cases, a third buffer exchange was performed to remove any remaining 
reaction byproducts. 
2.6: Substrate Loading and Exchange in Proteins 
Nucleotides were incorporated in the GTPase proteins by incubating the protein in 
its final buffer with 5 mM EDTA, 4 mM dithiothreitol (DTT) and 100x molar excess of 
the desired nucleotide for 90 min on ice. Following the incubation, 10 mM MgCl2 was 
added, and the solution was incubated for an additional 30 min on ice. Following the second 
incubation, excess reagent was removed by buffer exchanging the solution into fresh final 
buffer or a different working buffer before further use. This reaction was generally carried 
out after purification but before flash freezing. In some cases, it was also performed on 
already prepared and frozen protein by first thawing the sample and then proceeding with 
the same procedure. A similar procedure was used to exchange the metal ion in the binding 
site of SNase. In those cases, 5 mM EDTA and 100-1000x molar excess of the desired 
metal salt dissolved in water were incubated with the protein for 90 min, before buffer 
exchanging to fresh final buffer to remove excess reagent. Metal chloride salts were used 
in all cases except where mass spectrometry required the use of metal acetate salts. 
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2.7: Protein Characterization 
Protein purity was assessed qualitatively with SDS polyacrylamide gel 
electrophoresis (SDS-PAGE, BioRad). Protein concentration was estimated by measuring 
absorption at 280 nm in a Cary 5000 UV-Vis Spectrometer in a 1 cm quartz cuvette. Note 
that the absorption of GTP and GDP nucleotides at 280 nm is not negligible (ϵ280 ~ 7765 
M-1cm-1). Thus, the absorptivity of GTP and GDP must be accounted for when calculating 
the extinction coefficients of GTPase proteins. For some experiments with GTPase proteins 
where an accurate concentration was necessary, the RapidGold BCA assay (Pierce) was 
used according to the provided instructions. Protein refolding in SNase was assessed with 
circular dichroism spectroscopy using a Jasco J-815 spectrometer in 1 mm path length 
quartz cells and averaged over 5 scans. Mass spectrometry to confirm a 26 Da increase in 
mass due to the incorporation of the nitrile label was performed by the proteomics core 
facility at the University of Texas at Austin. 
2.8: Fourier-Transform Infrared Spectroscopy 
All FTIR spectra were collected in a Bruker Vertex 70 spectrometer using a liquid 
nitrogen-cooled indium antimonide (InSb) detector. Room temperature measurements 
were collected by injecting samples concentrated to 1-2 mM between two sapphire 
windows (Meller Optics) separated by 125 μm Teflon spacers (Bruker). 250-500 scans 
were collected with a resolution of 0.5 cm-1. Temperature dependent FTIR spectra were 
collected in a similar cell with 100 μM Teflon spacers. 600 scans were collected for these 
samples to generate equivalent signal to noise ratios as the room temperature experiments. 
All spectra were baseline corrected using an in-house fitting program described 
previously.30 All reported values are the average of at least three measurements. 
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2.9: Enzyme Kinetics 
The initial rates of GTP hydrolysis by RasQ61X constructs were measured using a 
malachite green assay to detect the production of inorganic phosphate.56 The hydrolysis 
product, Pi, was detected through the formation of a colorless phosphomolybdate complex 
under acidic conditions, which reacted with malachite green indicator to form a colored 
product that was quantified by UV-Vis absorption at 640 nm according to the reaction in 
Figure 2.1. The assay has a broad dynamic range (typically 1-200 μM) that was tailored to 
the reaction conditions based on the ratio of assay volume to malachite green detection 
reagent volume. A calibration curve is shown in Figure 2.2. The assay has the advantage 
of using GTP as the substrate instead of fluorescently labeled GTP, which introduces 
kinetic artifacts, or radiolabeled GTP, which has associated handling hazards and expenses.  
The malachite green reagent was made by separately dissolving 500 mg of 
ammonium molybdate and 50 mg of malachite green oxalate into 25 mL of 1 N HCl, before 
mixing both aliquots together and vortexing the 50 mL solution for 1-2 min. The solution 
was then centrifuged at 3000 RPM for 5 min and the supernatant filtered through a PES 
filter to remove excess solid, resulting in a malachite green reagent that was stored at room 
temperature in a Falcon tube wrapped in foil for up to eight weeks. A 1 mM phosphate 
standard stock solution was made by drying the highest available purity K3PO4 in an oven 
at 110 °C overnight before dissolving in high purity water. Lower concentration standard 
solutions of K3PO4 for the calibration curve were serially diluted from the stock solution 
in kinetics buffer (50 mM Tris-HCl, 50 mM NaCl, 20 mM EDTA, 5 mM MgCl2, 0.01% 
Triton X-100, pH 7.5) at the time of the experiment. The GTP substrate solution contained 
40 μM GTP and 1 mM DTT in the kinetics buffer. To minimize contamination that 
increased the phosphate background, we used the highest purity GTP available. Each 
reaction was initiated by mixing 20 μL of 8 mM RasQ61X protein in kinetics buffer with 
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20 μL of GTP substrate solution for a final assay reaction solution of 4 μM RasQ61X and 
20 μM GTP. Reactions were incubated at 37 °C from 0-8 hr by initiating the 8 hr reaction 
first and then adding subsequent reactions to the incubator at each time point. All reactions 
were then transferred to a black, optical-bottom 384-well plate (Thermo Scientific) and all 
stopped at the same time through the addition of the malachite green reagent. Reactions 
were performed at least in triplicate and each reaction vial had enough volume for three 
wells, resulting in at least nine measurements for each time point. Each well contained 10 
μL of assay reaction and 30 μL of malachite reagent, and the optical response was linear 
through the entire range of standards (0-25 μM phosphate) as shown in Figure 2.2.  
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Figure 2.1: A) Scheme of the 3-step reaction that detects the phosphate product of 
intrinsic GTP hydrolysis by Ras. B) Structures of the protonated and 
deprotonated malachite green colorimetric reagent.  
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Figure 2.2:  Calibration curve of the malachite green colorimetric assay collected from 
phosphate standards of 0.00, 0.39, 0.78, 1.56, 3.13, 6.25, 12.5, and 25 μM. 
The response is linear over the range of phosphate concentration measured 
in our experiments. 
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Absorption of the colored phosphomolybdate-malachite green complex was measured with 
a BioTek Synergy H4 plate reader at 640 nm using path length correction functionality to 
account for small differences in volume due to pipetting error. 
Kinetics measurements of Arf activity were also measured as a control to ensure 
that individual mutants did not inhibit the Arf/Gea complex. These kinetic measurements 
were performed with a fluorescence assay in which Arf bound to GDP was pre-incubated 
with Gea in kinetics buffer in a black 96-well plate. The assay was initiated by spiking each 
well with varying concentrations of 2'-(or-3')-O-(N-Methylanthraniloyl) Guanosine 5'-
Triphosphate (MANT-GTP), which is a fluorescently tagged GTP analog. The MANT-
GTP was excited at 360 nm and the increase in fluorescence due to uptake was monitored 
at an emission wavelength of 440 nm. 
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Chapter 3: Comparing Vibrational Stark Effect Measurements to 
Protein Function in Oncogenic Ras Q61X Mutants 
3.1: Publication Note 
Portions of this chapter were adapted from the following publication: 
Novelli, Elisa T.; First, Jeremy T.; Webb, Lauren J.; Quantitative Measurement of Intrinsic 
GTP Hydrolysis for Carcinogenic Glutamine 61 Mutants In H-Ras. Biochemistry. 2018, 57 
(44), 6356-6366 [ETN performed all experiments] 
3.2: Introduction 
The Ras superfamily of approximately 150 GTPases consists of signaling proteins 
that hydrolyze guanosine triphosphate (GTP) to guanosine diphosphate (GDP) to switch 
between ON (GTP-bound) and OFF (GDP-bound) states in a variety of signal transduction 
pathways.57 There are multiple inputs and outputs in this catalytic cycle: 1) Ras-like 
GTPases interact with multiple downstream effector proteins to facilitate signaling in the 
ON state and propagate a signaling cascade; 2) GTPase activating proteins (GAPs) bind to 
Ras and facilitate GTP hydrolysis, converting Ras to the OFF state; and 3) exchange factor 
proteins (GEFs) bind to Ras to promote the exchange of GDP for GTP to return Ras to the 
ON state.58, 59 A canonical member of this superfamily, p21H-Ras (hereafter “Ras”), is part 
of a signaling pathway that regulates cell survival and proliferation.44, 60-63 Mutations to 
Ras that slow hydrolysis and leave the protein in an ON state can lead to uncontrolled cell 
growth and tumorigenesis.44 Indeed, a recent survey found mutations to the Ras family of 
genes appear in approximately 16% of cancer tumors, with some specific types such as 
pancreatic tumors showing far greater mutation frequencies.44 Because of its role as a 
molecular switch, the oncogenic properties of Ras are intimately tied to the kinetics of the 
GTP hydrolysis reaction.  
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Since the discovery of Ras in 1964,64 three key residues have been identified that, 
when mutated, are present in the vast majority of Ras induced tumor cells: G12, G13, and 
Q61.44 The effects of mutations to the native glycine residues at positions 12 and 13 have 
been well studied and are largely considered to result from steric effects on the folding and 
dynamics of the enzyme near the active site.65-67 However, the role of Q61 in the hydrolysis 
mechanism is more puzzling and has been debated continuously in the literature.68, 69 In a 
crystal structure solved in 1990, Pai et al. observed a water molecule that was positioned 
for in-line nucleophilic attack on the leaving phosphate group and postulated that Q61 acts 
as a general base to deprotonate the attacking water molecule and activate it for GTP 
hydrolysis.70 However, using theoretical calculations, Langen et al. demonstrated in 1992 
that Q61 cannot act as the general base in such a mechanism because the activation energy 
for proton abstraction is too large to be consistent with the observed rate.71 Further, in 2004, 
Shurki and Warshel72 demonstrated that Q61 plays an indirect but significant role in the 
RasGAP-mediated mechanism of GTP hydrolysis by “pre-organizing” the active site of 
Ras to allow Arg789 of RasGAP (referred to as the “arginine finger”) to insert into the 
active site and stabilize the transition state of the nucleophilic attack by water.73 This 
RasGAP activity increases the hydrolysis reaction rate by a factor of 105.63, 74 This 
mechanism of assisted hydrolysis has been further studied and characterized since.59, 72, 75  
However, the affinity of RasGAP for Ras is three orders of magnitude lower than 
that of Ras and its downstream effectors,76 and so in vivo Ras is primarily docked with a 
downstream effector. Because of this, therapeutic strategies for RasQ61X mutations must 
consider the protein when it is bound to its downstream effector, and thus when GTP 
hydrolysis only occurs through an intrinsic, not assisted, mechanism. The molecular-level 
details of this intrinsic mechanism of hydrolysis, however, have remained elusive. 
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In 2010, Buhrman et al. proposed a new mechanism for intrinsic hydrolysis 
involving two water molecules, in which the catalytic water shuttles a proton to a bridging 
water molecule that is stabilized by hydrogen bonds to Q61 and Y32,77 as illustrated in 
Figure 3.1. This positively charged hydronium ion stabilizes the transition state in the 
intrinsic mechanism, partially fulfilling the role of the “arginine finger” in the RasGAP-
assisted hydrolysis mechanism, although with much lower efficacy. From this perspective, 
the role of Q61 is to stabilize the hydronium ion, which in turn stabilizes the transition 
state. This mechanism was suggested based on the appearance of a crystallographic water 
molecule in the pdb structure 3K8Y,77 but has not been confirmed through other 
experiments. However, it is further supported by the fact that, in separate work, the same 
group found that highly and moderately transforming (cancer causing) mutants of Q61 
tended to be buried and occluded from solvent, while weakly and non-transforming (non-
cancer causing) mutations were more solvent exposed.78 This supports the idea that water 
is crucial to a properly functioning intrinsic hydrolysis mechanism. If this hypothesis is 
correct, then Q61 can be thought of as participating electrostatically, not chemically, in 
GTP hydrolysis, so a careful interrogation of the effects of the electric field in and around 
the active site at steady-state and during hydrolysis are important for proving this 
mechanism. 
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Figure 3.1:  (A) A proposed multi-water mechanism of the intrinsic Ras GTPase 
reaction. The catalytic water (blue) shuttles a proton to a nearby, stabilized 
water (red) from the γ-phosphate. Adapted from ref 32 and 77. (B) A 
snapshot of the Ras/RalβI18CSCN interface. The ribbons in the background 
represent the backbone of the protein. The sticks represent the relevant 
residues in the system: Y32 of Ras, Q61 of Ras, GTP, and RalβI18CSCN. 
The pink sphere is Mg2+ and the small sticks represent water in the active 
site. 
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Previous work in our group has made use of vibrational Stark effect (VSE) 
spectroscopy to interrogate the electric field of the active site of Ras constructs with 
mutations at position 61 (RasQ61X, where X represents a mutation from the native Gln 
residue).32 In that work, a nitrile probe was strategically incorporated at position 18 of the 
Ras binding domain of the downstream effector RalGDS (hereafter, Ralb) generating the 
construct RalbI18CSCN, which denotes that the native isoleucine at position 18 was 
replaced with a cysteine, which was then post-translationally modified to cyanocysteine. 
Though a different protein, c-Raf kinase (Raf), is the primary downstream effector of Ras 
in vivo, Raf has been shown to alter some rates of intrinsic hydrolysis.79 By docking 
RalbI18CSCN with Ras, the nitrile group on RalbI18CSCN was well positioned to report on 
electric field changes due to mutations to Q61 in and around the Ras active site, without 
affecting the intrinsic hydrolysis mechanism. A snapshot of this system based on the crystal 
structure 1LFD is shown in Figure 3.1.  
While nitrile spectra have also been shown to report on solvation environments due 
to quantum mechanical effects of specific hydrogen bonding,37, 80, 81 here we show that the 
solvent exposure and specific hydrogen bonding interactions of the nitrile on RalbI18CSCN 
are identical between the Ras mutants. We therefore interpreted the shifts in vibrational 
frequency of the nitrile probe on Ralb as changes in local electric field caused by mutations 
to Q61 in Ras across the protein-protein interface (~9 Å). Because a  multi-water intrinsic 
hydrolysis mechanism, such as that proposed by Buhrman et al., relies on non-covalent 
stabilization of water in the active site, we compared the shifts in nitrile frequency to 
quantitative measurements of the ability of the side chain to interact with water. We 
observed correlations between the nitrile shifts and both the solvent accessible surface area 
(SASA) and the hydration potential of the residue at position 61.32 Based on these results, 
we hypothesized that the identity of the residue at position 61 affects the rate of intrinsic 
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GTP hydrolysis through the noncovalent and electrostatic stabilization of water molecules 
according to each residue’s affinity for water, supporting a multi-water mechanism, such 
as the hypothesized hydrolysis mechanism proposed in Figure 3.1. 
In spite of the ongoing debate regarding the role of Q61 in the mechanism of 
intrinsic hydrolysis, there has not yet been a comprehensive quantitative examination of 
the role of Q61 mutations on the intrinsic hydrolysis rate. Though the literature has 
suggested that at least 17 Q61X intrinsic hydrolysis rates have been measured, most have 
not been explicitly reported and, to our knowledge, were measured only semi-
quantitatively.82 Fully quantitative intrinsic hydrolysis rate constants of RasQ61X 
mutations have only been reported for WT, E, H, and L.83, 84 The original manuscript 
described in the publication note (Chapter 3.1) includes a significant number of MD 
simulations that were performed by Jeremy First. Those data are not included in this 
dissertation except where directly compared to experimental measurements for the 
purposes of discussion. In those cases, data resulting from those calculations will be 
identified in text and figure captions. 
3.3: Adapting a Phosphate Colorimetric Assay for Ras 
Intrinsic rates were measured using a malachite green colorimetric assay based on 
the binding of malachite green indicator to a phosphomolybdate complex formed from the 
phosphate product of the GTP hydrolysis reaction. This GTPase activity assay is useful 
because it is a sensitive and non-radioactive technique for detecting phosphate and has been 
successfully applied to other GTPase proteins.56 The hypothesized mechanism for intrinsic 
GTP hydrolysis by Ras in Figure 3.1 proposes that the electric field created by the 
arrangement of amino acids at the Ras surface are critically important for enzyme function.  
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To determine the effect that each Q61X mutation had on the local electric field, it 
was necessary to determine the extent to which each mutation changed the rate of enzyme 
hydrolysis, which was not possible to construct from the literature. Various methods used 
previously on different RasQ61X mutants have not been comprehensive or quantitative, 
but generally it has been found that mutations to position 61 result in slower intrinsic GTP 
hydrolysis rates.82, 83 We measured the initial rate of intrinsic hydrolysis of WT Ras and 18 
mutants at position 61 to examine the role of the residue in the electrostatic stabilization of 
the proposed hydronium ion. To do this, we monitored the increase in concentration of 
phosphate over time for each mutant as measured using a malachite green colorimetric 
assay. Because the Ras-GTP complex has a Kd in the picomolar range, the addition of 
excess GTP to initiate the reaction resulted in a single exponential rise in the concentration 
of phosphate. In order to have a quantitative comparison between the mutants in our 
experiment, we used linear regression on the first five measurements of phosphate 
concentration (i.e., 0-80 min) which corresponds to the linear portion of the exponential 
curve. Representative curves are shown in Figure 3.2. We extracted the initial rates from 
the slope of the resulting fits, and all fits are shown in Figure 3.3. Initial rates for all mutants 
are reported in Table 3.1. The error is reported as the standard error of the linear regression. 
In some cases, we obtained a better fit with smaller error by omitting the first data point, 
because of low sensitivity of the zero time-point in colorimetric assays. In all cases, we 
report the fit that yielded the lowest standard error. We chose to measure the initial rate of 
the reaction rather than a fit of the observed rate over the entire exponential curve because 
some mutants do not appear to have reached equilibrium through the course of the 8 hr 
experiment, either because the mutant is too slow, or because the mutant protein no longer 
functions due to denaturation or aggregation. However, it should be noted that only the 
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Q61V construct visibly precipitated after 3 hr at 37 °C, and there was no other visible 
aggregation for any other mutant over the course of the 8 hr experiment.  
Though the most common approach to enzyme kinetics is the Michaelis-Menten 
formalism,85, 86 in this case the mutations at position 61 should affect the turnover rate of 
the enzyme (kcat) and not the overall Michaelis constant (Km). Because of this, measuring 
the initial rate at a single substrate concentration was be sufficient, given the number of 
constructs we investigated. Because initial rates depend on a variety of conditions including 
protein and substrate concentrations, buffer conditions, and temperature, all constructs 
were measured under exactly the same conditions, so they could be compared 
appropriately. 
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Figure 3.2:  Representative kinetic measurements of 4 μM RasQ61X constructs reacted 
with 20 μM GTP over 8 hr; WT (blue), Q61G (black), and Q61K (red). The 
dashed lines represent the linear fit to the first five time points. The slope of 
the linear fit is the initial rate of the intrinsic hydrolysis reaction. The rates 
for each mutant are reported in Table 3.1. 
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Figure 3.3:  The production of inorganic phosphate, Pi, as a function of reaction time for 
all viable RasQ61X constructs. The identity of the amino acid at position 61 
is shown in the upper left corner of each plot. The first five points were fit 
with a linear regression. The slope and standard error of the fit are displayed 
in the bottom-right corner of each window. If a lower standard error was 
obtained by omitting the first time point (0 min), then that fit is reported. 
Such cases are marked with an asterisk in the top-left corner. Blue: polar or 
negatively charged residues; red: positively charged residues; black: 
nonpolar residues.   
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Table 3.1:  Vibrational frequencies of a nearby nitrile on RalβI18CSCN, measured 
intrinsic initial rates of GTP hydrolysis, and computed SASA values of both 
the entire side chain as well as only the side chain polar atoms (N, O, and 
hydrogens bound to N or O) from MD simulation for 18 constructs of 
RasQ61X. Errors in the rate are reported as the standard error of the linear 
fit. Error in the SASA is reported as the standard deviation of the entire 
ensemble of structures. a Taken from ref. 32, b the identity of position 61 in 
wild-type Ras is Q. 
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3.4: GTP Hydrolysis Rates in Ras Q61X Mutants 
In general, our results corroborate previously reported qualitative results that Q61X 
mutants tend to have significantly lower rates of intrinsic GTP hydrolysis with one notable 
exception: Q61Y had a faster initial rate (9.64 ± 1.50 x 10-2 µM min-1) than the WT (7.03 
± 0.49 x 10-2 µM min-1). However, all other Q61X mutant rates were slower than WT. 
Q61V had a moderate hydrolysis rate of 3.51 ± 0.38 x 10-2 µM min-1. However, this 
construct precipitated after 3 hr, suggesting that while the initial rate was faster than other 
mutations, the protein was less stable. The other 14 mutants we measured had initial rates 
of intrinsic GTP hydrolysis of less than 2.00 x 10-2 µM min-1. 
In order to understand these results, we sorted the mutants into categories based on 
the polarity and ionizability of the side chain at position 61, factors which are expected to 
be significant for the ability to interact with and stabilize any catalytically important water 
molecules in and near the active site. Residues with positively charged side chains (K and 
R) had measured initial rates between 0.40 x 10-2 and 0.60 x 10-2 µM min-1, a fifteen-fold 
decrease in intrinsic rate from WT. Residues with negatively charged side chains (D and 
E) had measured initial rates between 0.40 and 0.90 x 10-2 µM min-1, a ten to twenty-fold 
decrease. For the nonpolar residues (A, F, G, I, L, M, and V), we measured initial rates 
between 0.6 x 10-2 and 1.6 x 10-2 µM min-1, with the exception of V for which we measured 
a rate of 3.51 x 10-2 µM min-1. Polar, uncharged residues (H, N, Q, S, T, W, and Y) varied 
much more significantly, the fastest of which were the WT (Q) measured at 7.03 x 10-2 µM 
min-1 and Y measured at 9.64 x 10-2 µM min-1. Two of the larger polar residues (H and W) 
had measured rates of 0.92 x 10-2 µM min-1 and 1.19 x 10-2 µM min-1, respectively. The 
smaller polar residues (S and T) were among the slowest mutants with rates of 0.37 x 10-2 
µM min-1 and 0.18 x 10-2 µM min-1, respectively. The remaining large polar mutant (N) 
which is the most chemically similar to the wild type Q, had a rate of 1.32 x 10-2 min-1, 
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approximately six times slower than the WT rate. Although the few published rate 
constants of intrinsic hydrolysis by RasQ61X mutants reported in the literature have been 
calculated using the Michaelis-Menten formalism, and therefore cannot be compared 
directly to our initial rate measurements, we report them here for convenience. John et al. 
reported rate constants of 2.8 x 10-2 min-1 for the WT Ras, and 0.2 x 10-2 min-1 for 
RasQ61H.87 Krengel et al. reported an observed rate of 0.1 x 10-2 min-1 for RasQ61L.83 
RasQ61E has been reported to have a 10-fold slower hydrolysis rate than the WT;82 
however, Frech et al. reported a 20-fold faster intrinsic hydrolysis rate for RasQ61E when 
controlling for the 100-fold larger Kd values for the RasQ61E-GTP complex.84   
Previously, our group used VSE spectroscopy to measure electric field changes due 
to the change in identity of the residue at RasQ61.32 In those experiments, RasQ61X was 
docked to RalbI18CSCN, which contained a cyanocysteine vibrational probe. The FTIR 
absorption frequencies from the nitrile group on the probe when docked to each Ras mutant 
are listed in Table 3.1. Though Ralb docks to GTP-bound Ras with micromolar Kd, we did 
not expect it to have an effect on the Ras intrinsic hydrolysis rate. To confirm this, and in 
order to compare our rate results with the published VSE data, we measured the intrinsic 
hydrolysis rate of WT Ras alone versus WT Ras docked to RalbI18CSCN and observed no 
differences in the rate of intrinsic hydrolysis whether or not RalbI18CSCN was present 
(Figure 3.4). 
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Figure 3.4: The concentration of the phosphate product of the intrinsic hydrolysis 
reaction for both WT Ras (blue) and WT Ras docked to RalβI18CSCN 
(green) over 8 hr. Linear regression fits are shown to the first five time 
points of each data set, and the slopes are displayed in the corresponding 
color. The intrinsic hydrolysis rate of WT Ras/RalβI18CSCN is within error 
of the intrinsic hydrolysis rate of WT Ras alone (5.9 ± 1.1 x 10-2 μM min-1 
and 7.0 ± 0.5 x 10-2 μM min-1 respectively). 
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3.5: Discussion 
Because the proposed mechanism of intrinsic hydrolysis of GTP in Ras (Figure 3.1) 
relies on electrostatic stabilization of a transient hydronium ion in the active site, we plotted 
the measured vibrational frequencies from Stafford et al. against the measured initial rates 
of intrinsic hydrolysis (Figure 3.5).32 Since hydrolysis rates change by nearly two orders 
of magnitude, it is useful to view these differences in rate on a logarithmic scale. For the 
polar and negatively charged residues, which are capable of stabilizing the proposed 
hydronium ion, the rates increased with increasing nitrile absorption frequency until ~2163 
cm-1, the approximate absorption energies of Ras containing both Q (i.e. WT) and Y at 
position 61, and then rapidly decreased with the continued increase in absorption 
frequency. This correlation was fit to a normal distribution with the residues capable of 
stabilizing the hydronium ion (the polar and negatively charged residues). For these data, 
residues that caused the nitrile absorption frequency to red-shift or blue-shift from ~2163 
cm-1 decreased the rate.  
Because nitrile groups have been shown to report on changes in solvation due to 
hydrogen bonding, we calculated the SASA of the nitrile on RalβI18CSCN and the number 
of waters within a 5 Å sphere of the nitrile. These values were computed from MD 
simulations performed by Jeremy First,88 and they were within error of each other for all 
of the Q61X mutants. Further, because the solvation effect is caused by changes in specific 
hydrogen bonding interactions,89 we calculated the geometries of each observed hydrogen 
bond between the nitrile and solvent. Recently, we have shown that the geometry of these 
interactions can dominate the vibrational frequency.90 In this case, however, the average 
angles and distances of the hydrogen bonding interactions were all within error of each 
other for each of the 18 mutant systems.  
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Figure 3.5: Vibrational frequencies of the nitrile on RalβI18CSCN against the log of the 
measured intrinsic rate of GTP hydrolysis. Blue: polar and negatively 
charged side chains; black: all nonpolar side chains; red: the two positively 
charged side chains. Blue line: normal distribution fit to the polar and the 
negatively charged side chains. All points that were excluded from the fit 
are marked with triangles.    
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Together, these data demonstrate that the perturbation to the solvation environment 
caused by the mutation has relaxed over the ~9 Å distance to the nitrile probe. We have 
previously demonstrated that in cases of similar hydrogen bonding environments, such as 
these systems, shifts in nitrile frequency agree with independent measurements of electric 
field.26, 91 We therefore interpret the shifts in absorption frequency as a measure of change 
in electric field through the Stark equation as described in Chapter 1 of this dissertation. 
The observation in Figure 3.5 supports the hypothesis that the role of Q61 is to 
provide an electrostatic contribution to the stabilization of water near the active site, and 
that Q61X mutants that do not provide the optimal electrostatic potential, i.e. all mutants 
studied besides Q and Y, are less effective at stabilizing the catalytic hydronium ion. 
Mutations that caused a deviation from the optimal field in either direction (measured as a 
red or blue shift in the nitrile vibrational frequency) disrupted the intrinsic mechanism and 
decreased the rate, except for residues that did not stabilize a hydronium ion, resulting in 
rates that are normally distributed about an optimal field. 
 For the residues that would be unable to stabilize the hydronium in the 
active site, no such trend was observed. Two of the uncorrelated residues are R and K, the 
two positively charged amino acids (red data points in Figure 3.5). These two side chains 
are incapable of stabilizing a hydronium ion due to Coulombic repulsion and are thus easily 
explained. The hydrophobic residues at position 61 display more interesting behavior, 
however, with a range of hydrolysis activity depending on the identity of the hydrophobic 
residue (black data points in Figure 3.5). For example, V has an intermediate initial rate of 
intrinsic hydrolysis (3.51 ± 0.38 x10-2 μM min-1), while M has a very low initial rate (0.65 
± 0.19 x10-2 μM min-1). Side chain size alone does not explain this observation; G, A, V, 
and L increase in molecular volume in that order, but the rates of GTP hydrolysis in those 
Q61X mutants do not follow the same trend. 
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In order to investigate the effect of side chain size we plotted the polar atom SASA 
and the side chain SASA for each mutant against the nitrile shift and the initial rate of GTP 
hydrolysis. As observed in Stafford et al., the SASA of the polar atoms are well correlated 
with the measured vibrational frequency of the nearby nitrile on RalbI18CSCN (Figure 
3.6a). With increased sampling and increased accuracy of the SASA calculation, our 
correlation (r = -0.89) is improved compared to the previous result.32 Therefore, the 
measured field observed by the nitrile is a good measure of its ability to interact with water, 
and thus a good metric by which to evaluate the hypothesis of Buhrman et al. No correlation 
was observed between the polar atom SASA and the measured intrinsic rate, and when we 
measured the side chain SASA, we found that it did not correlate to the nitrile shifts 
However, we found that the SASA of the side chain was moderately correlated (Figure 
3.6b, r = 0.81) to the measured initial rate of the side chains capable of stabilizing the 
hydronium ion (the polar and negatively charged residues), with the exception of W. 
Because of the unique chemical structure of W, the side chain SASA was extremely large, 
yet the large SASA of W did not translate to a large number of water molecules in the 
active site of the protein. This prompted us to calculate how many water molecules were 
actually present in the GTP binding site based on the identity of the residue at position 61. 
While SASA is a convenient measure of the ability of a residue to interact with 
water, it lacks molecular level details of the interaction. Specifically, it does not address 
how much solvent is actually interacting with the residue. Instead, it only estimates the area 
of a residue that could interact with solvent. Because of this distinction and the observation 
that W interacted with a small number of waters, we calculated the number of waters that 
are confined to the active site around GTP from the MD simulations performed by Jeremy 
First. All waters that were within 5 Å of GTP’s reactive terminal phosphate oxygen atom 
and within 5 Å of the side chain of Q61 were considered to be in the active site. We have 
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plotted the Boltzmann weighted average number of water molecules that met these criteria 
against the log of the measured intrinsic rate in Figure 3.7. We found that the number of 
waters in the active site was strongly correlated (s = 0.93) to the log of the measured 
intrinsic rate for residues that are capable of stabilizing the proposed hydronium ion, that 
is for polar residues and negatively charged residues. We interpret the observation of this 
strong correlation to mean that the ability of the residue at position 61 to interact with water 
impacts the intrinsic hydrolysis rate. 
The positively charged residues (R and K) and the nonpolar residues (M F, V, L, 
and I) are not included in the linear regression fit. Interestingly, it appears that the three 
branched nonpolar residues I, L, and V do still fit this same trend (including these residues 
in the fit does not change the correlation). However, without a concrete reason to include 
I, L, and V and exclude M and F, we have decided to omit all nonpolar residues from the 
trend. Indeed, if we consider the hydration potential of each residue as reported by 
Wolfenden et al.,92 which quantifies the free energy of the transfer of the side chain from 
the vapor phase to buffered water, this distinction becomes even more interesting. When 
calculated in a vacuum, M and F are the only hydrophobic residues for which the transfer 
from the vapor phase to the solution phase occurs spontaneously, with negative hydration 
potentials (-1.48 and -0.76 kcal mol-1, respectively, at pH = 7), while under the same 
conditions, the other hydrophobic residues I, L, and V had positive hydration potentials 
(2.15, 2.28, and 1.99 kcal mol-1, respectively, at pH = 7). This suggests that these two 
outliers have higher affinities for water and are changing the organization of water in the 
active site in some manner that is different from the other nonpolar residues.   
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Figure 3.6: Boltzmann-weighted polar atom and side chain SASAs compared to 
experimentally measured values of nitrile absorption frequency and initial 
rate of intrinsic hydrolysis in RasQ61X mutants. A: The absorption 
frequency of the nitrile on RalβI18CSCN against the polar atom SASA of 
Q61X from ref 32. B: The initial rate of intrinsic hydrolysis against the side 
chain SASA of Q61X. Blue: polar or negatively charged side chain; red: 
positively charged side chains; black: nonpolar side chains. Triangles: 
residues not included in the linear regression. In panel B, W (cyan) is 
excluded from the polar residue group as discussed in the text. SASA values 
reported here were calculated from MD simulations performed by Jeremy 
First. 
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Figure 3.7: The Boltzmann-weighted average number of waters in the active site per 
frame against the measured intrinsic rate. The number of waters was 
calculated from each MD trajectory performed by Jeremy First. To be 
considered in the active site, each water needed to be within 5 Å of the 
Q61X side chain and within 5 Å of the terminal phosphate oxygen of GTP. 
Blue: all polar or negatively charged side chains. All other points are 
marked as triangles and are excluded from the fit. Red: positively charged 
side chains; black: nonpolar side chains. 
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It is interesting that the positively charged and nonpolar residues had nonzero intrinsic 
hydrolysis rates, despite being unable to stabilize the transient hydronium ion. Without 
more information, it is impossible to determine if the rates are merely shifted from the 
correlation in Figure 3.7, or if these mutants are hydrolyzing GTP through an alternative 
mechanism that does not rely on the stabilization of a hydronium in the transition state. 
 Nevertheless, these results strongly support a multi-water intrinsic hydrolysis 
mechanism, such as the one shown in Figure 3.1, in which Q61 electrostatically stabilizes 
a hydronium ion in the transition state caused by the nucleophilic attack of a basic water 
molecule. In the case of the mechanism proposed by Buhrman et al., the hydronium ion is 
thought to be located between Q61, the bridging oxygen to the γ-phosphate, and a terminal 
oxygen on the γ-phosphate. This location was originally proposed based on observations 
from a crystal structure which, by necessity, were obtained with the non-hydrolyzable GTP 
analog 5’-guanylylimidodiphosphate (GppNHp) in the binding site. It is generally thought 
that the conversion of the bridging oxygen to a nitrogen between the second and third 
phosphate is a fairly conservative change, and it has allowed for the study of GTPases in 
the ON state. In the case of the VSE measurements by Stafford et al., which also relied on 
GppNHp, there should be very little difference in the results between GTP-bound Ras and 
GppNHp-bound Ras because the only observable perturbation at this distance should be 
electrostatic. However, the effect on the hydrogen bonding network caused by the switch 
of an oxygen to a nitrogen in the phosphate region may not be negligible. Indeed, in every 
one of our simulations of Q61X constructs with GTP, the bridging oxygen accepts a 
hydrogen bond from the amide backbone of G12. However, this interaction is not present 
in the crystal structure of Buhrman et al. The replacement of GTP with GppNHp in the 
crystal structure replaces a hydrogen bond accepting oxygen (the bridging oxygen) with a 
hydrogen bond donating nitrogen, which could push G12 farther from the γ-phosphate, 
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providing room for a water to be observed in between G12 and GppNHp. In our 
simulations, however, the hydrogen bond between G12 and GTP brings the protein 
backbone too close to allow for a water in this location. Therefore, while our data supports 
a multi-water mechanism in which Q61 electrostatically stabilizes a hydronium ion, which 
in turn stabilizes the transition state, we hypothesize that the hydronium ion must be 
elsewhere.  
Ultimately, the ability of each of these mutations to slow hydrolysis enough to 
convert Ras into an oncoprotein is based not only on its role in the intrinsic hydrolysis 
reaction, but also on the likelihood that the DNA mutation causing these changes could 
occur. It is therefore not surprising that the oncogenic mutants of RasQ61X are also the 
statistically most likely to occur because they require the mutation of only a single 
nucleotide. The E, K, L, and R codons are only a single base switch away from the WT Q; 
the work described here demonstrates that any one of those changes results in a drastic 
suppression of intrinsic hydrolysis, leading to oncogenic effects which have been cataloged 
elsewhere.44, 67 It has been suggested by Cox et al. that therapeutic strategies targeting the 
intrinsic hydrolysis mechanism of Ras may need to be mutation-specific46 and therefore 
require knowledge of the differences in the electrostatic contributions of these side chains. 
Our data set can be used to validate new computational models and inform future drug 
design efforts towards targeting the oncogenic forms of H-Ras. 
3.6: Conclusions 
We measured initial rates of intrinsic hydrolysis of GTP by WT Ras and 18 
mutants of Q61. We compared the measured rates to previous measurements of nitrile 
probe frequency shift for each construct and found that polar and negatively charged 
residues, which are capable of stabilizing a hydronium ion, have initial rates that were 
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normally distributed around a central nitrile frequency of ~2163 cm-1. Further, we 
compared the initial rates to the average number of waters in the binding site calculated 
from MD simulations and showed that the number of waters in the binding site was 
strongly correlated with the initial rate for residues that can stabilize a hydronium ion. 
These observations support a multi-water mechanism of intrinsic hydrolysis, such as that 
of Buhrman et al. These reported rates will guide pharmacological efforts to drug the 
intrinsic mechanism of Ras. We further postulated that the proposed location of the 
transition state hydronium ion cannot be located at the bridging oxygen based on the 
observation of a hydrogen bond between G12 and GTP that was not present in the crystal 
structures that used the non-hydrolyzable GTP analog, GppNHp. Together, these results 
form a data set that will be useful for validating computational models and potential 
future therapeutic strategies. 
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Chapter 4:  Disagreement Between pKa and Nitrile Vibrational Probes 
of Electrostatics: Experiments and Simulations in Staphylococcal 
Nuclease Reveal the Importance of Local Interactions 
4.1: Introduction 
Electrostatic forces play a critical role in many biological phenomena, and are of 
long-standing interest to the biophysical community. In proteins, for example, many 
biochemical processes such as folding, catalysis, and intramolecular interactions are 
regulated by electric fields, resulting from the arrangement of partial charges on each of 
the many thousands of atoms within the protein structure.1 The understanding of the 
molecular detail of the structure, dynamics, and function of proteins therefore depends on 
accurate, quantitative experiments and calculations of highly heterogeneous electric fields 
inherent in their structure.93 However, because the Coulombic interactions between the 
partially charged atoms decay over relatively long distances compared to other 
intermolecular forces, the complexity of these interactions often make them extremely 
difficult to measure experimentally and predict computationally. 
A common strategy for experimentally assessing the electrostatic environment in 
complex biological systems such as proteins is based on measuring the change in pKa 
(ΔpKa) of ionizable amino acid side chains in a buried, hydrophobic protein interior 
compared to the pKa of the isolated amino acid in water.2-5, 94 The local distribution of 
partial charges in the protein in the immediate area around the ionizable residue can 
electrostatically stabilize or destabilize the charged state of the amino acid relative to the 
neutral state. This electrostatic effect changes the ΔG of the proton transfer process and 
shifts the equilibrium according to eq 4.1: 
ΔΔG = Δ pKa / RT•ln(10)     [Equation 4.1] 
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where ΔΔG is the change in the free energy of the proton transfer reaction, R is the 
ideal gas constant, and T is the temperature. Experimentally, Δ pKa values can be measured 
in a variety of ways, such as with NMR chemical shifts,2, 5 and pH dependent 
thermodynamic stability experiments.95 A large number of pKa shifts of ionizable residues 
in a many proteins have been collected and reported.96 In particular, Garcia-Moreno and 
coworkers systematically mutated several ionizable residues at 25 buried locations into a 
highly stable engineered variant of staphylococcal nuclease (Δ+PHS, hereafter referred to 
simply as “SNase”). Using these pKa probes, the authors measured shifts of up to ~6 pH 
units, favoring the neutral state that reflected the solvent accessibility of the probe in the 
protein environment.6, 94, 95, 97  
This dataset has since been used as a common target to validate different 
computational electrostatic models.98, 99 A notable coordinated effort towards this goal, 
known as the pKa Cooperative,54 compared predicted pKa shifts to the experimental pKa 
shifts measured in SNase by the Garcia-Moreno group. Because of the complexity of the 
electrostatic environment in proteins, accurately modeling the effects of the electric fields 
requires either a prohibitively expensive calculation or a significant oversimplification of 
the physical properties of the system. Consequently, the inability of many of these models 
to accurately reproduce the measured pKa shifts demonstrated the challenge for current 
computational strategies to adequately model electrostatic interactions in proteins. The 
computational results produced by the pKa Cooperative were typically able to predict the 
direction of the pKa shift but not the magnitude, and in some cases were off by several pH 
units, indicating substantial uncertainty in the equilibrium protonation state of the titratable 
residue.98, 100 While these efforts show promise, particularly since they are benchmarked 
against a common experimental database, the measurement of a pKa shift is, in itself, an 
oversimplification of the diverse interactions in a protein interior. One of the most 
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significant issues is that shifts in pKa are not direct measurements of electric field. Instead, 
they represent a change in stability that is dependent on a variety of factors other than 
electrostatic stabilization, such as other interactions in the local protein environment like 
hydrogen bonding or salt-bridge stabilization of a charged state. Further, a measured pKa 
value is a single scalar quantity that represents an ensemble average of a highly dynamic 
electrostatic environment.  
Our laboratory has been interested in building a dataset with spectroscopic 
measurements that are directly correlated to electric field and could serve as an alternative 
benchmark for efforts to design, test, and validate computational models and strategies. 
Along with other laboratories, we have been pursuing the vibrational Stark effect (VSE) 
spectroscopy as an alternative to pKa measurements to measure electric fields in biological 
systems.12, 18-20, 28, 29, 80, 81, 89, 101-103 In particular, we measure the vibrational absorption 
spectra of nitrile moieties. Nitriles are convenient biomolecular probes because they are 
small, absorb in an uncluttered region of the protein vibrational spectrum, have reasonable 
oscillator strength, and can be incorporated virtually anywhere within a biomolecular 
structure.15, 27, 28, 104 These advantages have allowed us to measure vibrational spectra of 
nitriles in lipid membranes, protein interiors, protein-protein interfaces, and protein active 
site.25, 26, 29-33, 102 Shifts in the vibrational energy of nitrile groups can be directly related to 
a local electric field through the linear vibrational Stark equation:105 
ΔE = hcΔν = -Δ?⃗? •Δ?⃗?       [Equation 4.2]   
where ΔE is the change in absorption energy of the chromophore in response to a change 
in local electric field, Δ?⃗?, and Δ𝜇  is the difference dipole moment of the vibrational 
transition. For nitriles in particular, Δ?⃗?  has been well-characterized.16-18 Through this 
equation we can directly interpret differences in vibrational energy as differences in the 
magnitude and direction of the local electric field in the immediate vicinity of the nitrile. 
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Previously, we have shown that, 1) the pKa shifts on the fluorophore of superfolder green 
fluorescent protein (hereafter, GFP), 2) linear electronic Stark shift of the same probe, and 
3) VSE shifts of a nearby nitrile probe all responded similarly to nearby point-mutations.91 
This led us to the conclusion that the vibrational spectra of nitrile probes could be used as 
an orthogonal measurement of electric field to pKa shifts, augmenting the datasets used for 
benchmarking electrostatic models in future computational studies. 
 One major caveat to the above interpretation of nitrile spectra is that nitriles 
can accept hydrogen bonds, which causes frequency shifts that are inherently quantum 
mechanical and thus are not described by eq 4.2.20 Moreover, the specific geometry of the 
hydrogen bonding interaction changes the magnitude and direction of the frequency shift. 
Ab initio calculations by Choi et al. showed that linear, σ-hydrogen bonds blue shift the 
nitrile frequency by withdrawing electron density from an antibonding orbital of the CN 
bond, and perpendicular, π-hydrogen bonds red shift the nitrile frequency by withdrawing 
electron density from a bonding orbital.89 Recently, we demonstrated that these 
contributions from hydrogen bonding can dominate the observed frequency of nitrile 
probes in GFP,90 and therefore interpretations of nitrile frequency according to eq 4.2 
require careful control experiments, often coupled with molecular dynamics (MD) 
simulations, to reveal the extent of potential hydrogen bonding interactions.  
This complication is not unique to nitrile vibrational probes, however, because pKa 
probes are similarly affected by local interactions. The proton transfer process of a pKa 
probe adds or removes a hydrogen that may be involved in hydrogen bonding. Nearby 
hydrogen bond interactions may preferentially stabilize either the charged or neutral state 
of the probe, affecting the observed ΔpKa. Further, since all titratable amino acids have 
multiple potential hydrogen bond donors or acceptors, the stabilization effect of hydrogen 
bonding on either the charged or neutral state of a pKa probe is likely more difficult to 
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predict than for nitriles, which only have one lone pair that may participate in hydrogen 
bonding.  
Because both pKa and nitrile probes are affected by hydrogen bonding interactions, 
it has been suggested that they are mostly measuring changes in the level of solvation.36, 
106, 107 While the level of solvation certainly plays a role in both the ΔpKa measurements 
and vibrational frequencies of nitriles, the effect is likely more complicated for 
measurements of ΔpKa, since the difference in solvation energy between the charged and 
the neutral state can be substantially different. However, the difference in solvation free 
energy between the ground and excited states of a nitrile is negligible. In our recent study 
of hydrogen bonding to nitriles in GFP, we attempted to resolve some of the challenges of 
the local effects. In that work, we demonstrated that the frequency temperature line slope 
(FTLS) of the nitrile absorption energy was a quantitative tool for measuring hydrogen 
bonding, as had been postulated by Adhikary et al.90, 107 Further, we demonstrated the 
necessity of such a tool; in that system, the hydrogen bonding contribution to the nitrile 
frequency dominated the absorption frequency, and every single probe location 
experienced hydrogen bonding. Nevertheless, this work demonstrated that it is possible to 
account for the hydrogen bonding contribution to the nitrile absorption spectra, potentially 
allowing for the nitrile absorption energy to be interpreted according to eq 4.2. 
Both pKa and VSE measurements of electric field require a site-specific molecular 
probe. pKa probes are limited in that they must be titratable and the probe must change its 
charge state during the measurements. Large scale conformational changes of the protein 
around the charged state can convolute the interpretation of the pKa measurement.6, 94, 97 
By contrast, VSE probes are sensitive to more subtle electrostatic perturbations and only 
rely on a vibrational transition. While the dipole moment changes between the ground and 
excited vibrational states, this difference is significantly less perturbative to the protein 
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structure. Further, because nitrile groups are small, the insertion of a nitrile is minimally 
perturbative to the protein structure.108 
Here, we report nitrile absorption measurements of ten nitrile locations in SNase 
(illustrated in Figure 4.1) at sites where previous pKa shift measurements have been 
reported. We show that there is poor correlation between the nitrile absorption frequencies 
and the previously published ΔpKa values at the same locations within the protein, 
indicating the inequality of these two data sets. We hypothesize that the differences 
between the two measurements are due to differences in the response of each molecular 
probe to local interactions. Using MD simulations and temperature-dependent FTIR 
experiments, we provide further evidence that the FTLS is a quantitative measurement of 
the hydrogen bonding status of nitrile probes. Consistent with our previous work,90 we 
show that carefully controlling for hydrogen bonding to any nitrile probe is essential to 
interpreting its mean vibrational frequency. Overall, though we show that ΔpKa and nitrile 
vibrational spectra are not equivalent and both strategies are convoluted by local effects 
such as hydrogen bonding, the information contained in the spectral line shapes of the 
nitrile are nonetheless valuable. Further, in the case of nitrile probes, additional 
experiments such as FTLS provide a diagnostic tool for quantifying the extent of hydrogen 
bonding in situ. The additional information contained in the line shape of nitrile vibrational 
spectra provide a more robust dataset that can be used to benchmark electrostatic models 
and improve the prediction and understanding of complex electric fields in biological 
systems. 
This work includes a significant number of MD simulations that were performed 
by Jeremy First. Those data are not included in this dissertation except where directly 
compared to experimental measurements for the purposes of discussion. In those cases, 
data resulting from those calculations will be identified in text and Figure captions. 
 65 
 
 
Figure 4.1:  Locations of the nitrile probes in Staphylococcal Nuclease (SNase). Each 
location represented by the colored spheres was independently mutated to a 
cysteine, which was cyanylated through post-translational modification to 
cyano-cysteine (CNC). The first letter indicates the one letter code of the 
WT residue that was replaced by CNC, denoted by “X”. The black ribbon 
shows the backbone of SNase, and the white sphere shows the location of 
the native Ca2+ ion. 
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4.2: Selecting and Characterizing Nitrile Probe Locations in SNase 
Measuring the pKa shifts of ionizable residues in vitro has long been a strategy for 
estimating electrostatic effects, such as apparent dielectric, in protein interiors. More 
recently, vibrational spectroscopy of nitriles placed site-specifically in proteins has been 
an alternative method for quantifying electrostatic effects in protein systems. In order to 
compare the merits of the two strategies, we incorporated nitrile probes into 10 separate 
locations in SNase (illustrated in Figure 4.1) for which there are already reported values of 
ΔpKa. These 10 positions were chosen to represent the full range of pKa shifts measured 
by Garcia-Moreno and coworkers, as well as to represent the spatial diversity in the interior 
of SNase. The nitrile-containing protein constructs were assessed with CD spectroscopy to 
ensure that the incorporation of the probe did not alter the overall structure of the protein. 
The resulting CD spectra, shown in Figure 4.2, show that the probe did not change the 
structure of the protein, as expected.  
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Figure 4.2: CD spectra of 11 constructs of SNase in deionized H2O labeled by location 
of CNC probe.  
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4.3: Steady State FTIR Measurements of SNase Mutants 
For each of the ten nitrile containing protein systems, FTIR spectra were collected, 
and representative spectra are shown in Figure 4.3. The mean frequencies for each nitrile 
location are given in Table 4.1. The most red-shifted peak, A90X, had a mean frequency 
of 2156.6 cm-1. V66X was nearly as red-shifted with a mean frequency of 2157.1 cm-1. The 
full width at half maximums (FWHM) of the spectra, which qualitatively describe the 
environmental heterogeneity experienced by a probe, were small: 4.2 cm-1 and 3.6 cm-1, 
respectively. This suggests that the probes were in a homogeneous environment at those 
positions. A109X and T62X were relatively red-shifted with mean frequencies of 2158.6 
cm-1 and 2159.6 cm-1, respectively. The FWHMs of these two probe locations were larger 
than both A90X and V66X and were not well described by single Gaussians. A109X 
showed a broad absorption peak (8.2 cm-1) and indications of multiple populations 
contributing to the overall spectrum. T62X was not quite as broad (5.3 cm-1) but had a red-
shifted shoulder compared to the main peak, suggesting that this probe experienced at least 
two different chemical environments. V23X and L25X had mean frequencies in the middle 
of our data set, at 2160.1 cm-1 and 2161.4 cm-1 respectively, and both peaks were fairly 
narrow with FWHMs of 4.1 cm-1 and 4.8 cm-1, respectively. Interestingly, the top of the 
L25X peak appeared slightly wider than a single Gaussian, suggesting the possibility of 
two very close and equally represented peaks contributing to the overall line shape. L38X 
and I92X had similar mean frequencies (2161.7 cm-1 and 2162.0 cm-1, respectively) but 
different line shapes. L38X had a very broad peak, with FWHM of 8.6 cm-1, indicating 
significant heterogeneity in the environment sampled by the probe. By contrast, I92X had 
a narrow peak (4.5 cm-1) suggesting that the probe experienced a homogeneous 
environment. The most blue-shifted peaks, N118X and A58X (2162.2 cm-1 and 2162.9 
cm-1, respectively) were both very broad (with FWHMs of 15.6 cm-1 and 14.9 cm-1, 
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respectively) and indicate significant heterogeneity in the environment or large movement 
of the probe.   
4.4: Comparing Nitrile Frequencies to pKa Shift of Ionizable Residues 
Because pKa shifts are often used as a proxy for electrostatics to benchmark 
computational methods, we compared ΔpKa values of buried lysine and glutamate residues 
published by Garcia-Moreno and coworkers6, 94 against the measured nitrile frequencies at 
those same locations as illustrated in Figure 4.1. Figure 4.4A compares the nitrile 
frequencies to the reported ΔpKa of lysine incorporated at the same locations. Figure 4.4B 
compares the nitrile frequencies to the reported ΔpKa of glutamate incorporated at the same 
locations. In both plots, the vertical dashed line represents the pKa of the isolated amino 
acid in water, and the horizontal dashed line represents the nitrile frequency of MeSCN 
(the small molecule CNC analog) in water. Therefore, the distance from the dashed line on 
both axes represents the measured perturbation by the two different types of probes. If the 
nitrile probes and the pKa probes measured the same perturbations, we would expect a 
correlation from least perturbed (where the two dashed lines cross) to most perturbed. In 
the case of the lysine probe in Figure 4.4A, there was no such correlation. In the case of 
the glutamate probe in Figure 4.4B, there is a slight trend with several outliers, suggesting 
that the pKa probe and the nitrile probe are responding to the same environment but with 
different contributions from local interactions. This is further supported by the fact that 
lysine and glutamate, though both pKa probes, experienced different ΔpKas in the same 
locations. For reference, the pKa shift of the two different pKa probes are compared in 
Figure 4.4C. Because their charged states are opposite (a positive charge for lysine and a 
negative charge for glutamate), it is likely that in the same protein location they interact 
differently with the surrounding protein structure. Indeed, glutamate and lysine side chains 
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have different size, flexibility, hydrophobicity, hydration, polarity, hydrogen bonding 
potential, and charge density.6, 109 In addition to the difference in charged state, lysine and 
glutamate can participate in different hydrogen bonds. The amine group on the side chain 
of lysine can donate up to three hydrogen bonds, while the carboxylate group of the 
glutamate side chain can accept multiple hydrogen bonds. These differences in possible 
local interactions likely lead to differences in the stability of the charged and neutral states 
between the two different pKa probes, resulting in discrepancies in ΔpKa which are directly 
related to electric field. While hydrogen bonding is difficult to measure in situ for such pKa 
probes, the FTLS of nitrile probes may be used to assess the hydrogen bonding status. 
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Figure 4.3: Representative FTIR absorption spectra of CNC incorporated at each of the 
ten locations shown in Figure 1 at room temperature, arranged from lowest 
mean frequency to highest mean frequency. The maximum absorbance of 
each spectrum was normalized to 1.  
 
 72 
  
 
Table 4.1: Collected nitrile mean vibrational absorption frequency, nitrile spectra 
FWHM, FTLS values, and pKa values for lysine and glutamate residues at 
10 positions in SNase. pKa data adapted from refs 6 and 94.   
Amino acid Nitrile location pKa probe location
position ‹˜ (cm≠1) FWHM (cm≠1 ) FTLS (cm≠1/¶C ) Lysine pKa Glutamate pKa
A90X 2156.6 1.72 ≠0.011± 0.001 8.6 6.4
V66X 2157.0 1.376 ≠0.0083± 0.0025 5.6 8.5
A109X 2159.0 4.155 ≠0.022± 0.002 9.2 7.9
T62X 2159.6 2.252 ≠0.017± 0.003 8.1 7.7
V23X 2160.1 1.731 ≠0.0061± 0.0021 7.3 7.1
L25X 2161.4 1.897 ≠0.011± 0.003 6.3 7.5
L38X 2161.7 3.654 ≠0.027± 0.003 10.4 6.8
I92X 2162.0 1.681 ≠0.017± 0.001 5.3 9
N118X 2162.0 6.31 ≠0.049± 0.014 10.4 4.5
A58X 2162.6 6.262 ≠0.052± 0.010 10.4 7.7
1
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Figure 4.4:   A) Reported values of pKa shift of a Lysine residue at the 10 positions in 
SNase illustrated in Figure 1 compared to the measured vibrational 
frequency of a CNC probe at the same positions. B) Reported Values of pKa 
shift of a Glutamate residue in the same positions compared to the nitrile 
vibrational frequencies. For A and B, the horizontal black dashed lines show 
the pKa of glutamate and lysine free amino acids in water. The vertical 
dashed line shows the mean vibrational frequency of MeSCN in water. C) 
Comparison of pKa shifts in the 10 positions in SNase as measured by lysine 
and glutamate pKa probes. pKa data adapted from refs 6 and 94. 
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4.5: Temperature Dependent FT-IR Measurements 
In order to investigate the hydrogen-bonding environments of the different probe 
locations, we measured the FTLS of the nitrile probe in each location. Adhikary et al. 
postulated an empirical relationship between the ability of a nitrile probe to hydrogen bond 
and the dependence of the nitrile frequency on changes in temperature. This is due to the 
increase in hydrogen bond exchange and an accompanying decrease in hydrogen bond 
lifetime as temperature increases.107 In systems with fewer hydrogen bonds to the nitrile, 
less exchange is observed and the resulting temperature dependence of the frequency shift, 
quantified as the FTLS, is smaller. We have previously shown that FTLS quantitatively 
describes the local hydrogen-bonding environment around a nitrile probe in the β-barrel of 
GFP.90 As in GFP, the probe locations in SNase appear in the crystal structure (3BDC, 
Figure 4.1) to be buried so any contact with water is likely not bulk, but contact could still 
occur with multiple water molecules in a variety of orientations. To investigate this further, 
we measured the nitrile absorption frequency of each probe at 10 °C intervals from 5 °C to 
35 °C. As expected, the change in vibrational frequency at each location was linear, and 
the slope of this linear dependence was taken to be the FTLS of each nitrile probe (Figure 
4.5). The resulting FTLS values are listed in Table 4.1. For reference, we also plotted the 
frequency shift of MeSCN in both H2O and DMSO, which allowed us to compare the 
measured FTLS of the nitriles in protein to the amount of hydrogen bonding the probe 
experiences in protic and aprotic environments, respectively. 
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Figure 4.5: FTLS of each SNase construct. Nitrile frequency was measured at 5, 15, 25, 
and 35 ºC and the shift in the peak was fit to a linear regression. 
Measurements of MeSCN in DMSO (black) and water (grey) are used as 
standards to compare hydrogen bonding environment. 
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In the FTLS experiments, we interpret a more negative slope as more hydrogen 
bonding experienced by the probe and a smaller slope as less hydrogen bonding. Thus, 
V23X, V66X, A90X, and L25X, which have FTLS values of -0.0061, -0.0083, -0.011, and 
-0.0011 cm-1/ºC, respectively, only experienced a small amount of hydrogen bonding. 
T62X and I92X (FTLS values of -0.017 cm-1/ºC) experienced a moderate amount of 
hydrogen bonding. For the nitriles at positions A109X and L38X, the FTLS values were 
larger at -0.022 and -0.027 cm-1/ºC, respectively, indicating more substantial hydrogen 
bonding experienced by the probe. Finally, the nitrile at positions A58X and N118X 
(-0.052 and -0.049 cm-1/ºC) had FTLS values that were larger than that of water, indicating 
more hydrogen bonding than experienced by the probe in water. This is consistent with our 
observations in the previous study with GFP, where some nitrile probes had larger FTLS 
values than in water. In all of these cases, the probe was located in a flexible portion of the 
protein, which we hypothesize can sample more environments as temperature increases. 
This increased flexibility results in more hydrogen bonding exchange than a small 
molecule nitrile in water. 
The FTIR mean vibrational frequency, the FWHM of the nitrile spectra, and the 
FTLS studies offered an experimental, steady-state method for measuring and assessing 
the local environment of the nitriles. Indeed, when plotted against each other, the FTLS 
and FWHM have an excellent correlation (Figure 4.6, r = 0.98) demonstrating that these 
two measurements could be responding to similar interactions. However, to investigate the 
molecular level details in each of these different environments (such as different hydrogen-
bonding environments or different local electric fields), Jeremy First performed 100 ns MD 
simulations on each of the ten nitrile containing proteins systems and on the WT SNase 
protein.  We calculated the geometric profiles of hydrogen bonding interactions present in 
the MD simulations. The nitriles at positions N118X and A58X had a broad distribution of 
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hydrogen bonding geometries that were donated from water molecules, consistent with 
partially solvent-exposed residues or interaction with unstructured water. I92X and V66X 
experienced far fewer hydrogen bonds to solvent (less than 1500 occurrences each out of 
25,000 frames analyzed) that were also broadly distributed. This indicated a low level of 
interaction with unrestrained water. A90X, L25X, A109X, V23X and L38X experienced 
few hydrogen bonds to solvent (less than 600 occurrences each). Finally, T62X 
experienced a significant amount of hydrogen bonding (over 17,000 occurrences) with a 
narrow distribution of θ1. Upon inspection, this population was found to result from a 
structural water that was stabilized by hydrogen bonding to the amide Ns of both I18 and 
D19 and to the carboxyl O of T22. The water molecules in this interaction were found to 
be extremely stable and did not exchange. For example, in one instance the hydrogen-
bound water molecule had a residence time of over 40 ns. 
Likewise, the nitriles experienced a range of hydrogen bonding interactions from 
nearby protein donors. The nitriles at positions L38X, A109X, and N118X experienced a 
significant amount of hydrogen bonding (over 3000 observations) from nearby protein 
donors. The nitrile at positions A58X and L25X experienced a small amount of hydrogen 
bonding from protein (less than 1700 occurrences). The nitriles at positions V23X, A90X, 
V66X, I92X, and T62X experienced almost no hydrogen bonding interactions from protein 
(less than 400 occurrences each). It is important to note that in all probe locations the nitrile 
was observed to be involved in some hydrogen bonding interactions, either with water or 
with the protein itself. This is likely true for pKa probes in these same positions. Crystal 
structures of several pKa probes incorporated into SNase show instances where the probe 
is in a position to accept or donate a hydrogen bond to a nearby residue or crystallized 
water.110 
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As discussed above, the FTLS of the nitrile vibrational energies can be used to 
measure the hydrogen-bonding environment of the nitrile location, providing an 
experimental diagnostic to mitigate this complication. We compared the absolute number 
of hydrogen-bonding observations throughout the 100 ns MD trajectories performed by 
Jeremy First against the experimental FTLS. Note that we did not consider the structural 
hydrogen bond from water for the nitrile at position T62 mentioned above. Because of the 
long-lived nature of these hydrogen bonds, we reasoned that, over the temperature range 
investigated with the FTLS experiments, this hydrogen bond likely does not exchange. 
Excluding this interaction, we observed a strong linear relationship (r = -0.82) between the 
experimental FTLS and the number of hydrogen bonds observed in simulations (Figure 
4.7). While we had previously observed a correlation between the hydrogen bonding 
environment and the FTLS in GFP, here we observed a similar correlation in a different 
protein with different nitrile probes. Further, GFP has a water filled β-barrel structure, 
while SNase has a more compact globular structure. The fact that we observe the same 
relationship in such structurally different proteins provides further evidence of the 
relationship between FTLS and hydrogen bonding and gives us further confidence that 
FTLS may be used as a quantitative diagnostic tool of subtle differences in the hydrogen-
bonding environment in a variety of protein systems.  
Though these probes are all buried in the supposedly hydrophobic interior of the 
protein according to the crystal structure, the FTLS indicated that all of the probes 
experience some amount of hydrogen bonding. More interestingly, a few of the probes 
experienced a significant amount of hydrogen bonding, in which donors were either protein 
atoms or water molecules. This suggests that even in the most buried environments, nitriles 
will accept hydrogen bonds from the best available donor. We hypothesized that, in this 
system, the majority of the heterogeneity experienced by this probe was due to hydrogen 
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bonding. This is further supported by the excellent correlation (r = 0.98) between FWHM 
and FTLS shown previously in Figure 4.6, suggesting that our hypothesis was correct, and 
the line shapes for these nitrile spectra were overwhelmingly determined by hydrogen 
bonding.  
The apparent lack of correlation between the ΔpKa values reported by Garcia-
Moreno and coworkers and the nitrile frequencies in the same positions (Figure 4.4A and 
4.4B), suggests that these two types of probes did not respond equally to the same 
interactions. Given that the lysine and glutamate pKa probes were not related to each other 
for several of the locations studied here (Figure 4.4C), this suggests that local interactions 
play a significant and varied role in how the shifts reported by all three probes can be 
interpreted. In particular, the two different pKa probes were only in good agreement for 
locations that were exposed to bulk-like solvent hydrogen bonding (N118X) or very little 
hydrogen bonding (A190X, V66X, V23X, L25X, and I92X). In these environments, it is 
likely that the glutamate and lysine pKa probes interacted similarly with their surroundings. 
The two different pKa probes were in poor agreement for locations that had significant 
hydrogen bonding, but not to bulk-like solvent (A109X, T62X, L38X, and A58X). In these 
locations, it is likely that glutamate and lysine are interacting differently with their 
surroundings. Though ΔpKa measurements give only a single scalar value, we have 
demonstrated that nitrile spectra have peak widths that reflect local interactions, which our 
MD simulations capture in silico, in a manner that can be quantified through the FTLS. 
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Figure 4.6:  FTLS plotted against the FWHM of the experimental nitrile spectra. The 
dashed line represents a linear regression fit of the data. 
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Figure 4.7:  FTLS vs Hydrogen bond count calculated from 100ns MD simulations 
performed by Jeremy First. The dashed line represents a linear regression.  
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Together, this demonstrates that VSE could be a powerful reporter of electric field 
as long as hydrogen bonding can be quantified and accounted for. It is unclear at this point 
how to quantify a hydrogen bonding component within the parameters of the Stark 
equation. However, the work here demonstrates that hydrogen bonding can be accounted 
for empirically as a control. In systems where there is a single nitrile location reporting on 
different perturbations, it is reasonable to interpret nitrile shifts as reporters of field as long 
as the hydrogen bonding experienced by the probe is consistent in each state. For 
measurements in proteins, this is likely only possible when the nitrile location remains 
constant and perturbations are made around the nitrile probe. We have previously shown 
that this strategy can effectively measure differences in electric field by comparing to an 
independent reporter of field,26 and we have used this strategy to measure electrostatic 
contributions from oncogenic mutations in p21H-Ras.32, 88 In more complex experimental 
simulations, FTLS and MD simulations are convenient methods that can be used to confirm 
the consistency of hydrogen bonding. 
4.6: Conclusions 
The apparent lack of correlation between the ΔpKa values reported by Garcia-
Moreno and colleagues and the nitrile frequencies in the same positions, suggests that these 
two types of probes are not responding equally to the same interactions. Given that the 
lysine pKa probes and the glutamate pKa probes were not correlated to each other suggests 
that these two pKa probes respond to local environment differently; local environment 
clearly plays a significant role in how the shifts reported by all three probes are interpreted. 
Though ΔpKa measurements give only a single scalar value, we have demonstrated that 
nitriles have a line shape that reflects on the local interactions in a manner that can be 
quantified with FTLS. We have also shown that MD simulations performed by Jeremy 
 83 
First capture these local interactions in silico. While nitrile probes and pKa electrostatic 
probes respond differently to local interactions, nitrile vibrational spectra have the distinct 
advantage in that they can, 1) be directly related to electric field through the Stark equation, 
2) offer additional information from the spectral line shape that indicates contributions 
from subpopulations of the probe, and 3) their local interactions can be quantitatively 
accounted for with additional control experiments. This indicates that libraries of nitrile 
spectra are a valuable resource for validating computational models and, when properly 
controlled for, for reporting quantitative information about electric field in proteins. Further 
investigation of decoupling local interactions from overall electronic contributions to the 
nitrile spectra will allow for a greater understanding and increased predictability of the 
complex electric fields that dominate biological systems. 
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Chapter 5:  Development of the Arf/ARNO/Brefeldin-A System for 
Investigating Inhibition of Protein-Protein Interactions 
5.1: Introduction 
ADP Ribosylation Factor 1 (Arf) is a GTPase in the Ras superfamily which contains 
proteins that regulate cell proliferation and vesicle transport.111 Though GTPases are 
relatively small, they bind to multiple effector proteins which control GTPase cycling as 
described in Chapters 1 and 3. Interest in these small GTPases and their various effectors 
began with the discovery of the Ras oncogene, which was quickly followed by work on 
many related proteins in the superfamily. Arf was discovered as part of a study of cholera 
toxin in 1986 in which the authors found that Arf acted as a protein cofactor necessary for 
efficient ADP ribosylation, though Arf is now known for diverse signaling activity. This 
and many other subsequent discoveries of Ras-like GTPases led to the proteins being 
organized into subfamilies, the Arf subfamily being primarily responsible for regulation of 
intracellular traffic. This subfamily of proteins is unique among the Ras superfamily 
because they undergo a much larger conformational change during GDP/GTP exchange 
than any of the other subfamilies, which has implications for future drug discovery 
efforts.58  
 Arf alone cannot execute its many responsibilities in the cell. Instead it binds with 
different protein factors to regulate each task. The interaction of the Arf subfamily proteins 
with their GEFs are the most well understood of the regulatory pathways. Specifically, the 
Arf1 exchange factor Gea1p (Gea) in Saccharomyces cerevisiae (yeast) has been 
successfully crystallized and studied over the past twenty years. The smaller human 
equivalent called ARNO has also been explored in depth more recently. All Arf subfamily 
GEFs contain a conserved Sec7 domain of approximately 200 amino acids, and this domain 
is the portion that interacts directly with Arf subfamily GTPases. GEFs such as Gea bind 
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to Arf in its GDP bound OFF state, and disrupt the nucleotide binding pocket on Arf to 
cause the disassociation of GDP.112 High concentrations of GTP in healthy cells result in 
GTP quickly binding to the site, destabilizing the Arf-GEF interaction thus completing the 
exchange. The catalytic cycle of Arf is illustrated in Figure 5.1. 
The Arf subfamily is responsible for the regulation of intracellular traffic and the 
formation of vesicles used for transport between cellular organelles, particularly the Golgi 
body and the endoplasmic reticulum. The fact that both Arf and Gea proteins each have 
two genes that are functionally redundant highlights their importance for healthy cell 
function. Fluorescence experiments have shown that Arf is located in the Golgi apparatus, 
and mutations to Arf have shown widespread phenotype changes, highlighting its ubiquity. 
The varied biological roles of Arf subfamily proteins include regulating the membrane 
association of coat proteins and the regulation of phospholipid synthesis for membrane 
trafficking. Though each Arf subfamily protein may carry out a slightly different role, the 
overarching purpose of these proteins is to regulate the creation and movement of vesicles 
in cellular organelles. This job is so important that incubation of the Golgi body with 
Brefeldin A (BFA, a known Arf/GEF complex interfacial inhibitor) for less than 10 min 
causes the organelle to entirely disassemble.113  
Arf is a relatively small globular protein of about 160 amino acids consisting of 
multiple α-helix and β-sheet motifs. It has a stable switch I region conserved in Ras 
superfamily proteins that is crucial for interacting with their respective nucleotide exchange 
factor proteins. The Sec7 domain of Gea, the portion of the protein used in our experiments, 
is about 200 amino acids long and the secondary structure consists of only helices and 
random coils. It has been established that the Sec7 domain is the only part of Gea that 
executes exchange activity, though it has been suggested that the remaining domains of 
Gea and other GEFs could directly or indirectly contribute to specificity.114 The binding of 
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these two proteins is accomplished by engaging the switch I and switch II regions of Arf 
by locking them into hydrophobic grooves between helices in the Sec7 domain (Figure 
5.2). There are two mechanisms that this enzyme complex is concerned with in this context: 
1) its nucleotide exchange (removing GDP and allowing new GTP to bind); and 2) its 
inhibition by BFA which prevents the complex from dissociating creating a dead end in 
the catalytic cycle. 
Nucleotide exchange of in vivo Arf that is bound to GDP occurs through a  multistep 
process (shown in Figure 5.2) that begins when the n-terminal helix tail locks the β-strands 
between switch 1 and switch 2, which blocks exchange until the enzyme binds to a 
membrane The N-terminal tail helix is amphipathic which releases the β-strands to bind to 
the membrane.115, 116 As the β-strands shift, they change the conformation of Arf so it can 
bind GTP. GEFs, like Gea and ARNO, bind to Arf to catalyze the removal of the more 
tightly bound GDP, allowing GTP to bind to Arf. The Sec7 domain carries a conserved 
glutamate at the end of a helix that crosses the binding plane. This ‘glutamic finger’ 
dislodges a Mg2+ ion in the nucleotide binding site, disrupting GDP binding and creating a 
free binding site for GTP.117 Arf can then dissociate from the membrane freely and continue 
the cycle. In vitro, the amphipathic helix tail on Arf is often cleaved, as it is in this work, 
so that the regulation of the cycle is not dependent on binding to a membrane. The most 
important residue for nucleotide exchange is not in the Arf binding site, but instead is the 
glutamate (E197 on Gea) that electrostatically disrupts the binding site.117 Studies have 
determined that a charge reversal mutation to lysine at this position prevents nucleotide 
exchange but not the binding of the GEF, and the resulting Arf-GDP-GEF intermediate can 
be trapped. Models of the binding site indicate that the Mg2+ in the binding site interacts 
with the terminal phosphate group of GDP and assists in stabilizing other amino acids at 
the phosphate region of the binding pocket. 
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Figure 5.1:  Catalytic cycle of the interactions of Arf with GAP and GEF binding partner 
proteins. BFA inhibits this cycle by binding to the interface between the Arf 
and GEF and stabilizing the transient protein-protein complex. 
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Figure 5.2: Arf Crystal structure before and after nucleotide (blue) switch, showing 
reorganization of switch I (cyan) and switch II (red). In vivo, an N-terminal 
helix region (orange) that is exposed when the structure converts from the 
OFF state (left) to the ON state (right) allows the protein to associate with 
the cell membrane. 
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Interfacial inhibition occurs when an inhibitor molecule binds selectively to an 
interface between either a protein and DNA or between two proteins. It is analogous to an 
inhibitor that targets a transition state, but in this case the transition state is the transient 
binding of two proteins which come together to perform a specific task and then dissociate. 
The inhibitors trap complexes in a specific state that prevents them from carrying out their 
catalytic purpose.118 They target these interfaces specifically, making use of temporary 
structural motifs and electrostatics to create a drug binding site that otherwise does not 
exist. Interfacial inhibitors represent a relatively new and very interesting set of drug 
targets. Large faces of proteins are typically thought of as being nearly undruggable 
because of their large size and lack of features.118 Instead, drug discovery has largely 
focused on targeting ligand binding sites. This strategy becomes impossible with proteins 
like GTPases. The sheer number of proteins that cleave GTP to GDP all with relatively 
similar binding motifs makes the toxicity of any possible lead or analog unviable. 
Interfacial inhibition represents nature’s solution to targeting a protein interface. The 
specificity the drug requires to bind only to the correct protein and not to other proteins is 
accomplished by the target protein itself binding to another protein. The pocket formed 
when two proteins bind is highly specific, and the natural products that have been found to 
inhibit them are equally as specific. 
BFA inhibits the nucleotide exchange process by stabilizing a hydrophobic pocket 
at the interface of Arf and Gea.119 Two-thirds of BFA is in contact with Arf and one third 
with Gea, and nearly all the interactions are with hydrophobic residues, though there are a 
three hydrogen bonds that orient the molecule.120 A two-dimensional representation of the 
binding site is shown in Figure 5.3. The 5-member ring is sandwiched between two 
aromatic side chains, while its unique 13-member lactone ring undergoes almost no 
conformational change upon binding. BFA binds only to the complex and not to either 
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protein individually, because the two aromatic rings that stabilize the 5-membered rings, 
from a tyrosine and tryptophan residue respectively are only available for binding when 
the inter-switch region is opened and the nucleotide exchange process has started. The 
pocket is closed by hydrophobic coils in both Arf and Gea, suggesting that BFA binds the 
5-membered ring first with polar interactions followed by the pocket closing around it, 
meaning the pocket opens on the opposite side from the aromatic residues.58  
This binding model is supported by systematic mutations to specific binding site 
residues which can confer BFA sensitivity in ARNO or confer BFA resistance in Gea. 
These studies showed that BFA interacts directly with only the aromatic tyrosine and 
tryptophan residues which create both polar contacts and aromatic stabilization of the 5-
membered ring. The rest of the residues form hydrophobic interactions with the larger 13-
membered ring of BFA and to some extent are necessary so that the size of the pocket is 
maintained. Further experiments to modify BFA to determine possible analogs have shown 
that both oxygen atoms that make the hydrogen bonds are necessary to the specificity and 
activity of BFA, and other derivatives that change the shape of the lactone ring are also 
unviable.117 In this case it can be reasonably concluded that the activity and specificity of 
BFA is a result of such an exact structural and chemical fit, and the failure of BFA 
derivatives shows the precision that would be required in rationally designing an interfacial 
inhibitor. 
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Figure 5.3:  Two-dimensional representation of BFA bound to the interface between Arf 
and Gea. The asparagine at position 67 on Arf, the tryptophan at position 78 
on Arf, and the tyrosine at position 256 on Gea form three hydrogen bonds 
on the smaller 5-membered ring of BFA while several residues on both 
proteins form hydrophobic contacts that sandwich the larger 13-membered 
ring of BFA.  
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Though BFA demonstrates the utility of interfacial inhibition, it is not a practical 
drug lead. Yeast Gea is sensitive to BFA, but the human Arf exchange factor ARNO is 
not.119 Understanding which residues are essential for BFA sensitivity is a question that 
has dominated the work on this enzyme system in the last decade. Several residues and 
combinations of residues have been discovered to confer varying amounts of BFA 
sensitivity on ARNO, including the version used here called ARNO4M, which contains 
four BFA-sensitizing mutations, F190Y, A191S, S198D, and P208M. This information 
will be important for targeting not just Arf but the entire Ras superfamily because these 
enzymes regulate cell division. 
The purpose of this work is to use our group’s expertise in VSE spectroscopy to 
interrogate the electrostatic mechanisms of Arf/GEF binding and inhibition with BFA. 
Here, we placed nitrile probes on both sides of the protein-protein interface to measure 
electric field. The nitrile probe’s response to the perturbations of protein docking and 
inhibition can be related to electric field through the Stark equation (equation 1.2). By 
incorporating probes in many locations in the protein area of interest, the combined results 
will contribute to an electrostatic map of the Arf/GEF catalytic cycle which will help 
elucidate the specific interactions and general properties that make BFA an effective 
interfacial inhibitor.  In a broader sense, understanding how the structure and electrostatic 
field of BFA can inhibit a protein interface will yield valuable information about designing 
and validating new interfacial drug candidates to treat difficult diseases that have not 
otherwise been targeted successfully. 
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5.2: Results and Discussion 
Our goal was to place nitrile probes on both sides of the Arf/Gea interface and 
observe the electrostatic effects of protein binding and interfacial inhibition with a nitrile 
vibrational probe. Several probe locations were chosen on Arf and Gea, as shown in Figure 
5.4, which were incorporated into the protein as described in Chapter 2. For each probe, 
we aimed to measure vibrational spectra of the probe-containing protein monomer, the 
docked complex, and the complex inhibited by BFA. First, we measured the vibrational 
frequency of the nitrile probe incorporated into three monomeric Arf constructs as 
described in Chapter 2: Arf F51CSCN, Arf I74CSCN, and Arf L21CSCN (Figure 5.5). All three 
probes have absorption frequencies around 2161.5 cm-1 and peak widths around 14.5 cm-
1, although the spectrum of position 51 is slightly wider or contains a shoulder. All of these 
frequencies are characteristic of a nitrile probe in a solvent exposed environment, which is 
expected for these positions in Arf when the protein is in its monomeric form.  
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Figure 5.4:  Crystal structure of Arf/Gea protein complex (pdb: 1RE0) with the locations 
of nitrile probes labeled. GDP is labeled in the binding site of Arf and BFA 
is labeled at the interface between Arf (blue) and Gea (pink). The dashed 
line shows the interface between the two proteins. 
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Figure 5.5:  FTIR spectra of the nitrile stretching frequency in three constructs of Arf 
labeled with a nitrile probe. The blue line shows the absorption spectrum of 
the nitrile probe at position 51, the orange line shows nitrile at position 74, 
and the green line shows the nitrile at position 21. 
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Next, we aimed to combine Arf and Gea into a complex by incubating the two 
proteins at a 2:1 ratio, in which the more abundant protein (in this case Gea) does not 
contain the probe. This ensures that the equilibrium is sufficiently in favor of the complex 
to avoid inadvertently measuring probe frequencies on unbound Arf. These results for the 
probe at position 51 in Arf are shown in Figure 5.6. Compared to the monomer, the nitrile 
frequency in the docked complex blue-shifted by 2.45 cm-1 and the spectrum broadened by 
4 cm-1. We expected that the peak would narrow and redshift as the probe environment 
went from solvent exposed in the monomeric form to buried in the docked complex. 
Instead, the peak blue shifted and broadened, which are both suggestive of hydrogen 
bonding to the probe. Hydrogen bonds are known to complicate the interpretations of Stark 
shifts, and previous work in our group has demonstrated that shifts due to hydrogen 
bonding can dominate in certain conditions making direct interpretation of electrostatics 
significantly more difficult. Further work characterizing the hydrogen bonding to nitrile 
probes, similar to strategies used with SNase in Chapter 4, are necessary.  
To investigate whether the probes were affecting the structure or docking of the 
proteins, we performed kinetics experiments with a fluorescently labeled nucleotide as 
described in Chapter 2. Figure 5.7 shows a sample time course measurement. We expected 
an increase in fluorescence as Gea catalyzes the removal of GDP from the Arf binding site 
and new, fluorescently labeled GTP is taken up in the binding site, indicating a completed 
catalytic cycle. Fluorescence increases as the labeled GTP moves from a quenching buffer 
environment to the buried non-quenching environment of the protein active site. Table 5.1 
shows the observed rates measured for the WT and three mutant constructs of Arf. For WT 
Arf we measured a turnover rate of 0.82 ± 0.02 x 10-2 s-1. For Arf F51CSCN, Arf I74CSCN, 
and Arf L21CSCN, we measured rates of 2.5 ± 0.6 x10-2 s-1, 1.3 ± 0.1 x10-2 s-1, and 1.08 ± 
0.06 x10-2 s-1, respectively.  
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All three mutated forms of Arf that we measured had faster GDP to GTP exchange 
rates in the presence of Gea than the WT. This was an unexpected result because we 
generally assume that nature has done a better job optimizing a particular cellular process 
than any alternative we engineer. However, there is at least one example from our work 
with Ras where an engineered mutant had a faster measured rate than the WT. Further work 
is necessary to confirm these measurements and measure the rates of additional mutants. 
5.3: Future Directions 
Because of significant experimental challenges related to the instability of Gea, we 
have transitioned from using Gea to using ARNO as the GEF of interest in these systems. 
Originally, Gea was the preferred choice because it is the native target of BFA when 
complexed to Arf. However, Gea was limited by its instability as well as the fact that it 
does not exist in humans, so any detailed understanding might not translate well to human 
GEFs. ARNO is the human GEF that interacts most frequently with Arf, but it is insensitive 
to BFA. However, there are four known mutations to ARNO that confer sensitivity to BFA, 
F190Y, A191S, S198D, andP208M, which results in the ARNO4M construct. We have 
redesigned the genes to contain both a TEV protease cleavage site and a thrombin cleavage 
site to enable a faster and more streamlined purification protocol that puts less stress on the 
proteins. The new genes for both of these proteins are now in routine use in our lab. To 
minimize the instability issues that Gea suffered from, we have made a significant effort 
towards optimizing the expression and purification protocols of these proteins, as described 
in Chapter 2. In spite of these challenges, our group is now well positioned to measure 
electrostatics in this system moving forward. 
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Figure 5.6: Nitrile absorption spectra for Arf at position 51 in monomeric form (blue) 
and in a docked complex with Gea (orange) 
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Figure 5.7: Kinetic trace for the WT Arf reaction with Gea to remove GDP from the 
binding site. 
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Table 5.1: Measured rates for WT Arf and three mutants containing nitrile probes at 
different positions in Arf.  
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5.4: Conclusions 
Repeatedly creating many probe positions on Arf, ARNO, and BFA will result in 
an experimental electrostatic map of the binding process of BFA to the Arf/ARNO 
interface. These data will be coupled with a computational model already developed by our 
laboratory that will both guide and learn from these experiments; information from the MD 
model can predict useful nitrile probe locations, and information from the experiments can 
guide the development of computational electrostatic models of proteins. Further, this 
information is invaluable to the understanding of the interfacial inhibition by Brefeldin A, 
which is currently the best example from nature of the inhibition of the docked complex of 
two proteins. Any information gained about the mechanism of BFA can help guide the 
development of criteria to design interfacial drugs, and lend insight to how we might 
combat diseases that result from atypical interactions between these proteins. Furthermore, 
we can use the information gained from this system and apply it to other systems in the 
Ras superfamily, which collectively are implicated in many diseases. The successful 
completion of these experiments will give insight into the basic chemistry and physics of 
interfacial interactions of proteins, the understanding of which are crucial to designing 
better drugs to modulate their function. 
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Chapter 6:  Exploring Native Mass Spectrometry as a Tool for 
Investigating Non-Covalent Interactions in Proteins 
6.1: Introduction 
 Recently developed techniques in mass spectrometry have enabled the study of 
intact proteins in their native conformations in a manner which preserves electrostatically-
bound species, making it an excellent complimentary tool to VSE spectroscopy and other 
investigations of non-covalent interactions in proteins.121 Native mass spectrometry 
(native-MS) uses native-like aqueous buffers in well-established electrospray ionization 
schemes to transfer whole intact (folded) proteins or complexes into the gas phase. Mass 
analysis for native structures requires tandem MS techniques, and the Brodbelt group at 
UT Austin has pioneered the pairing of Native-MS with Ultraviolet Photodissociation 
(UVPD) techniques to generate robust data from an intact protein.122 They have 
demonstrated that the combination of native electrospray and UVPD is capable of 
identifying and characterizing binding sites of substrates in protein complexes as well as 
determining structural changes in proteins due to mutation. What follows in this chapter 
are two examples of Native mass spectrometry experiments performed in collaboration 
with the Brodbelt group that directly inform our electrostatic experiments, and demonstrate 
the utility of Native MS as a crucial tool in understanding non-covalent interactions from 
a structural perspective. Data reported here were collected by members of the Brodbelt 
group from samples prepared by ETN in close collaboration and are attributed to specific 
individuals in the captions. 
6.2: Assessing Nucleotide Binding Status in GTPase Proteins 
The identity of the nucleotide bound to a GTPase dictates the signaling ON or OFF 
state and is associated with structural changes that affect downstream binding and 
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membrane affinity. Therefore, knowing which nucleotide a GTPase protein is bound to 
during experiments is crucial to correctly interpreting data. Contrary to practices in the 
field, the binding status of a GTPase protein during expression and purification cannot be 
assumed, but in spite of this many protocols proceed without confirming which nucleotide 
is bound at the time of experiment. Central to this issue is the intrinsic hydrolysis rate of 
GTPases. We showed in Chapter 2 that intrinsic rates vary significantly between different 
mutants of the same H-Ras protein.88 Furthermore, intrinsic rates of different types of 
GTPases are not consistent across the Ras-superfamily. This affects nucleotide binding 
because, though GTP is likely more abundant in the E. coli cells in which the proteins are 
expressed, once the cells are lysed and purification begins, there is no consistent source of 
GTP to shift the equilibrium towards the GTP-bound state. For this reason, many published 
protocols have assumed that the purified protein must have then hydrolyzed all available 
GTP and the protein is then bound to GDP.123  
A second challenge arises when a protocol requires exchanging the nucleotide, 
either to incorporate a fluorescent-tagged or radio-labeled GTP or GDP analog, or to 
change the portion of the catalytic cycle being measured (GTP hydrolysis and signaling vs 
nucleotide exchange). A variety of protocols exist to perform this task ranging from simple 
incubation to processing with alkaline phosphatase to remove bound nucleotide and replace 
it with the desired nucleotide.124 
 Because of repeated experimental challenges using published protocols, we 
hypothesized that the assumption of complete GTP hydrolysis during the expression and 
purification process was incorrect for the Arf protein we were working with. Our group 
was also interested in validating published protocols and comparing to our protocol for 
exchanging nucleotides in GTPases.  Because most labeling protocols could only measure 
the labeled nucleotide (with fluorescence, for example) but not the percent of total protein 
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with the proper nucleotide incorporated, there were few protocols available for solving the 
particular issue of ensuring that all of our protein contained the correct nucleotide. 
Published protocols for establishing nucleotide binding status were based on HPLC 
experiments in which the protein was separated from the nucleotide by precipitating protein 
with ethanol, and then analyzing the nucleotide content of the supernatant.124, 125 This 
protocol makes several assumptions, including that ethanol could precipitate all the protein 
in the sample, and that all nucleotide would remain solvated in spite of the strong 
electrostatic interactions holding the nucleotide to the protein. For these reasons we needed 
to design a better, more quantitative approach to addressing these problems.  
With collaborators in the Brodbelt group, we turned to native mass spectrometry 
because it can maintain the non-covalent interactions binding the nucleotide and the protein 
together, it can distinguish between GTP and GDP by mass, and it can be performed on 
existing samples without further processing that could convolute results. The resulting 
mass spectra are shown in Figure 6.1. We demonstrated that after protein expression and 
purification, Arf was still bound almost entirely to GTP, even though many existing 
protocols operate on the assumption that the protein will have hydrolyzed GTP to GDP by 
the time purification is complete. Further we demonstrated that the 3x molar excess of 
nucleotide added in incubation protocols previously used by our group and other groups 
was insufficient to completely exchange all nucleotides in Arf samples. Instead, we showed 
that an excess of 100x molar nucleotide is required to shift the equilibrium enough to 
exchange the nucleotides completely. These results demonstrate the importance of 
confirming the relative nucleotide concentrations in GTPase protein samples, and also 
highlights the value of native mass spectrometry as a companion strategy for investigations 
involving non-covalent interactions. 
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Figure 6.1: Mass spectra of natively sprayed Arf protein incubated with increasing 
amounts of GDP. The A state is the protein bound to GTP and the B state is 
the protein bound to GDP. Mass spectra collected by Ryan Parker in the 
Brodbelt group from samples prepared by ETN. 
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The top panel indicates the relative amounts of bound GTP and GDP after 
expression and purification when no exchange was attempted. The A state which 
corresponds to Arf-GTP has a significantly higher abundance than the Arf-GDP ion. This 
demonstrates that most of the protein after purification was still bound to GTP and 
therefore we cannot assume that the protein will hydrolyze GTP by the time purification is 
complete, contradicting many established practices. The remaining panels show the mass 
spectra of Arf bound to either GTP or GDP after the protein has been incubated with 
EDTA, dithiothreitol, and GDP for 90 min and MgCl2 for an additional 30 min (our 
standard exchange protocol). There is not complete exchange from GTP bound Arf to GDP 
bound Arf until there is 100x molar excess of GDP in solution. This demonstrates that 
previous protocols in our group that used only 3x molar excess GDP were likely not 
completely exchanging the nucleotide as expected. Following this experiment, all 
nucleotide exchange protocols in our group were updated to reflect this new information. 
This conclusion is important because it demonstrates that: 1) The assumption that 
all GTPases will be bound to GDP following purification is invalid, and likely different 
GTPases will hydrolyze GTP during purification at different rates. And 2) native ESI-
UVPD MS can be used in an extremely straightforward manner to assess nucleotide 
binding status in the process of an experiment without separate processing, dramatically 
simplifying the necessary experimental procedure to verify the incorporation of the correct 
nucleotide.  
6.3: Assessing Metal Binding Status in SNase 
The unique capabilities of native-spray ESI-UVPD mass spectrometry and our 
mutual interest in non-covalent interactions led to a productive collaboration between the 
Webb and Brodbelt groups in which we investigated the metal binding status of metal-
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containing proteins with mass spectrometry. Metal ions bound to proteins are crucial to 
many diverse biological processes.126, 127 It is estimated that approximately 30-40% of 
known proteins require metal ions to stabilize their structures in the context of folding and 
substrate binding or to assure proper function.128 Metals play a number of roles: 1) they act 
as Lewis acids, providing reactivity in catalytic processes; 2) they facilitate redox 
chemistry with multiple oxidation states;126 and 3) they may coordinate multiple sites in a 
protein and act as cross-linking agents.129 Deciphering all the diverse roles and identities 
as well as the resulting structures and functions of all metalloproteins in the human 
proteome remains a significant challenge.130 In addition to the fundamental interest in 
understanding the biological diversity of metalloproteins, there has also been growing 
interest in engineered metalloproteins suitable for targeted applications such as cleanup of 
heavy metals from the environment or for improved photosynthetic or catalytic activity.131, 
132 In each of these cases, determining the sequences of metal binding motifs in proteins 
and how they contribute to the selectivity of metal recognition are key problems. 
We analyzed the metal binding of SNase when bound to the native Calcium and 
several trivalent lanthanide atoms. The metal center and surrounding secondary structure 
form the oligonucleotide binding (OB) motif, conserved among many nucleases.133, 134 It 
has been previously shown that the Ca2+ ion can be replaced with several trivalent 
lanthanide ions without changing the structure of the protein, though catalytic activity is 
halted.52 This suggests possible applications in metal capture for environmental cleanup 
applications given the status of certain lanthanide elements as environmental toxins.135, 136 
Additionally, lanthanides are commonly used as luminescent substitutes for calcium ions 
in spectroscopy studies, as lanthanides bind with the same affinity to the same sites in 
proteins as calcium and have similar coordination chemistry.137 Lanthanide ions in 
spectroscopy studies have utility as site-specific probes as well as acting as spectroscopic 
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rulers to determine the distance between lanthanide binding sites.138 In this work we 
demonstrated that native electrospray mass spectrometry coupled with UVPD is capable 
of identifying metal binding sites in proteins in a routine manner that could potentially be 
applied to proteins for which crystal structures are not readily available in order to better 
understand and exploit protein-metal interactions. 
First, we showed that the native calcium ion could be exchanged with trivalent 
lanthanide ions using an incubation strategy described in Chapter 2.6 and in section 6.3 
above, with the exception that we found metal ion switching required 1000x molar excess 
in order to be observed consistently with MS. The resulting mass spectra are shown in 
Figure 6.2. We compared the apo (no metal) protein (panel A) to the native calcium bound 
protein (panel B) and various constructs we generated with metal ion exchange (panels C-
G). The change in mass due to the incorporation of increasingly heavier metal atoms is 
clearly visible on the spectra, and suggests that this strategy will be useful in elucidating 
the identity of bound metals.  
To ensure that the binding of non-native metal species did not alter the protein 
structure, we further validated our system by measuring the CD spectra of each construct. 
The resulting spectra (Figure 6.3) demonstrate that changing the identity of the metal in 
the binding site did not alter the secondary structure of the protein, consistent with 
previously published results. Further work from the Brodbelt group demonstrated that 
fragmentation methods using UVPD were able to deduce the location of the metal binding 
site by identifying residues whose fragmentation was suppressed, which was compared 
against the crystal structures for validation. The resulting forthcoming publication also 
analyzed Azurin and Calmodulin for their interactions to metals, and demonstrated that 
Native ESI coupled to UVPD could be used routinely to identify metal binding sites in 
proteins. This is important for assessing the metal binding capacity of unknown proteins 
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or proteins for which a crystal structure is difficult to obtain. Finding the identity of a bound 
metal can give clues to the function of an unknown protein. Further, there are many proteins 
without a solved crystal structure, such as intrinsically disordered proteins or membrane 
bound proteins, for which this strategy might be beneficial. 
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Figure 6.2:  Mass spectra of SNase either without a metal in the binding site (a), bound 
to a native Ca2+ ion (b), or bound to a series of lanthanide ions (c-g). Mass 
spectra were collected by Dr. Christopher Crittenden in the Brodbelt group 
from samples prepared by ETN. 
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Figure 6.3:  CD spectra of SNase bound to the native calcium, different lanthanide 
metals, and metal-free (apo).  No differences were observed in the CD 
spectra of apo SNase compared to the metal complexes. 
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6.4: Conclusions and Future Work 
These efforts collectively demonstrate the utility of Native ESI-UVPD MS for 
investigations into non-covalent interactions, particularly as complimentary experiments 
for spectroscopic measurements like VSE where structural changes to the system cannot 
be easily measured and controlled for. We showed that this method can easily identify non-
covalently bound GTP or GDP in the active site of GTPases without requiring further 
processing or extra steps to isolate the small molecule. This suggests future experiments 
where it would be possible to quantify changes in the relative concentration of GTP and 
GDP in order to assess hydrolysis or exchange rates in these proteins. Indeed, the use of 
MS for enzyme kinetics is a recent development in the field made possible by 
improvements in MS technology.  
Additionally, we showed that Native ESI-UVPD MS can reliably identify the metal 
binding site in proteins. In addition to the importance of this technique for assessing 
unknown protein structures, this methodology could be used for future experiments to 
evaluate how mutations to proteins alter metal binding and affect protein function. Previous 
work in the Brodbelt group has already demonstrated that structural changes due to 
mutations can be observed with MS. Assessing the electrostatic perturbations caused by 
these mutations and the resulting change in metal binding could be useful for learning to 
engineer better metalloproteins for the capture of toxic metals in the environment. 
Ultimately, the information available from the combination of highly detailed structural 
analysis with MS and the measurement of electrostatic perturbations with VSE is a 
powerful method for relating structure, function, and electric field in a more detailed 
manner than previously possible. 
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