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Abstrat. In the framework of expliit subsitutions there is two termination properties: preservation of
strong normalization (PSN), and strong normalization (SN). Sine there are not easily proved, only one of
them is usually established (and sometimes none). We propose here a onnetion between them whih helps
to get SN when one already has PSN. For this purpose, we formalize a general proof tehnique of SN whih
onsists in expanding substitutions into \pure" -terms and to inherit SN of the whole alulus by SN of
the \pure" alulus and by PSN. We apply it suessfully to a large set of aluli with expliit substitutions,
allowing us to establish SN, or, at least, to trae bak the failure of SN to that of PSN.
1 Introdution
Caluli with expliit substitutions were introdued [1℄ as a bridge between -alulus [7℄
and onrete implementations of funtional programming languages. Those aluli intend
to rene the evaluation proess by proposing redution rules to deal with the substitution
mehanism { a meta-operation in the traditional -alulus. It appears that, with those
new rules, it was muh harder (and sometimes impossible) to get termination properties.
The two main termination properties of aluli with expliit substitutions are:
 Preservation of strong normalization (PSN), whih says that if a pure term (i.e.
without expliit substitutions) is strongly normalizing (i.e. annot be innitely redued)
in the pure alulus (i.e. the alulus without expliit substitutions), then this term is
also strongly normalizing with respet to the alulus with expliit substitutions.
 Strong normalization (SN), whih says that, with respet to a typing system, every
typed term is strongly normalizing in the alulus with expliit substitutions, i.e. every
terms in the subset of typed terms annot be innitely redued.
These two properties are not redundant, and Fig. 1 shows the dierenes between them.
PSN says that the horizontally and diagonally hathed retangle is inluded in the diag-
onally hathed retangle. SN says that the vertially hathed retangle is inluded in the
diagonally hathed retangle. Even if they work on a dierent set of terms, there is a om-
mon part: the vertially and horizontally hathed retangle, wih represent the typed pure
terms.
SN and PSN are both termination properties, although their proofs are not always
learly related: sometimes SN is shown independently of PSN (diretly, by simulation, et.,
see for example [12,11℄), sometimes SN proofs uses PSN (see for example [4℄). We present
here a general proof tehnique of SN via PSN, initially suggested by H. Herbelin, whih
uses that ommon part of typed pure terms.
In setion 2, we formalize the tehnique and in setion 3 we summarize the results we
ahieved by applying it to a set of aluli. This set has been hoosen for the variety of
Terms with
expliit substitutions
Typed terms
Strongly normalizing terms
Pure terms
Typed pure terms
Strongly normalizing pure terms
Fig. 1. Normalization properties of terms with and without expliit substitutions
their denitions: with or without De Bruijn indies, unary or multiple substitutions, with
or without omposition of substitutions, and even a symmetri non-deterministi alulus.
In the last setion, we briey talk about perspetives in this framework.
2 Proof Tehnique
The idea of this tehnique is the following. Let t be a typed term with expliit substitutions
for whih we want to show termination. With the help of its typing judgment, we build a
typed pure term t
0
whih an be redued to t. For that purpose, we expand the substitutions
of t into redexes. We all this expansion Ateb (the opposite of Beta whih is usually the
name of the rule whih reates expliit substitutions). Then, with SN of the pure alulus
and PSN, we an export the strong normalization of t
0
(in the pure alulus) to t (in the
alulus with expliit substitutions).
In pratie, this sketh will only apply in some ases, and some others will require some
adjustment to this tehnique. For our tehnique to work, we need that the Ateb expansion
satises some properties. The rst one is always easily heked.
Property 1 (Preservation of typability). If t is typable, with respet to a typing system T ,
in the alulus with expliit substitution, then Ateb(t) is typable, with respet to a typing
system T
0
(possibly T
0
= T ) in the pure alulus.
Only some aluli an exhibit an Ateb funtion whih satises the seond one.
Property 2 (Initialization). Ateb(t) redues to t in zero or more steps in the alulus with
expliit substitutions.
If we an get it, then we use the diret proof to be presented in setion 2.1. Otherwise,
we need to use the simulation proof to be presented in setion 2.2. In the sequel, SN will be
the set of strongly normalizing pure terms and SN
x
will be the set of strongly normalizing
terms of the alulus with expliit substitutions.
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2.1 Diret proof
We an immediately establish the theorem.
Theorem 1. For all typing systems T and T
0
suh that, in the pure alulus, all typable
terms with respet to T are strongly normalizing, if there exists a funtion Ateb from expliit
substitution terms to pure terms satisfying properties 1 and 2 then PSN implies SN (with
respet to T
0
).
Proof. For every typed term t of the alulus with expliit substitution, Ateb(t) is a pure
typed term (by property 1). By the strong normalization hypothesis of the typed pure
alulus, we have Ateb(t) 2 SN . By hypothesis of PSN we obtain that Ateb(t) is in SN
x
.
By property 2, we get Ateb(t)!

t, whih gives us diretly t 2 SN
x
.
2.2 Simulation proof
We must relax some onstraints on Ateb. We will try to nd an expansion of t to t
0
suh
that t
0
redues to a term u and there exists a relation R with uRt. The hoosen relation
must, in addition, enable a simulation of the redutions of t by the redution of u. If it is
possible, we an infer strong normalization of t from strong normalization of u.
To proeed with the simulation, we rst split the redution rules of the alulus with
expliit substitutions into two disjoints sets. The set R
1
ontains rules whih are trivially
terminating, and R
2
ontains the others. Seondly, we build a relation R whih satises the
following properties.
Property 3 (Initialisation). For every typed term t, there exists a term uRt suh that
Ateb(t) redues in 0 or more steps to u in the alulus with expliit substitutions.
Property 4 (Simulation

). For every term t, if t!
R
1
t
0
then, for every uRt, there exists u
0
suh that u!

u
0
and u
0
Rt
0
.
Property 5 (Simulation
+
). For every term t, if t !
R
2
t
0
then, for every uRt, there exists
u
0
suh that u!
+
u
0
and u
0
Rt
0
.
We display those properties as diagrams :
Initialisation
t
. R
Ateb(t) !

u
Simulation

t !
R
1
t
0
R R
u !

u
0
Simulation
+
t !
R
2
t
0
R R
u !
+
u
0
With this material, we an establish the theorem.
Theorem 2. For all typing systems T and T
0
suh that, in the pure alulus, all typable
terms with respet to T are strongly normalizing, if there exists a funtion Ateb from expliit
substitution terms to pure terms and a relation R on expliit substitutions terms satisfying
properties 1, 3, 4 and 5 then PSN implies SN (with respet to T
0
).
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Proof. We prove it by ontradition. Let t be a typed term with expliit substitutions whih
an be innitly redued. By property 3 there exists a term u suh that Ateb(t)!

u, and
Ateb(t) is a pure typed term (by property 1). By the strong normalization hypothesis of the
typed pure alulus, we have Ateb(t) 2 SN . By hypothesis of PSN we obtain that Ateb(t)
is in SN
x
and it follows that u 2 SN
x
.
By property 3, we also have uRt, and, with properties 4 and 5, we an build an innite
redution from u, ontraditing the strong normalization of u.
3 Results
3.1 x-alulus
The x-alulus [6,5℄ is probably the simplest alulus with expliit substitutions. It only
makes the subtitution expliit. Sine this alulus provides no rules to deal with substitu-
tions omposition, it preserves strong normalization. It is for this alulus that the tehnique
has been originately used by Herbelin. Therefore, we an without surprises apply the diret
proof to get strong normalization.
3.2 -alulus
The -alulus [16,3℄ is the De Bruijn ounterpart of x. As x, it has no omposition
rules, and therefore satises PSN. For this alulus, we must use the simulation proof to
deal with indies modiation operators. We sueed to use it and it is, as far as we know,
the rst proof of SN for a simply typed version of  (see [19℄).
3.3 
ws
-alulus
The 
ws
-alulus [13,9,10℄ introdues an expliit weakening operator, whih allows to pre-
serve strong normalization even with omposition rules. It has already been shown to be
SN [12℄. We fail to apply the tehnique, due to the expliit weakening operator ombined
with the rigidity of the typing environment one usually has in aluli with De Bruijn indies.
3.4 
wsn
-alulus
In [12℄ a named version of 
ws
was proposed. In urrent work, we developed a new version
of this alulus : 
wsn
. We already have a SN proof for this alulus, almost similar to the
original one, and this tehnique an be applied, using the diret proof. We annot onlude
to SN by this way, sine PSN has not yet been shown (see [19℄).
3.5 -alulus
The well known -alulus [1℄ does not have either PSN nor SN, as shown in [17℄. However,
we an suessfully apply our tehnique, using the simulation proof. It does not gives us
SN, but it redues the SN problem to that of PSN. If someone proposes a strategy whih
preseves strong normalization, our work will give immediately a SN proof.
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3.6 
n
-alulus
Introdued in the same work [1℄, the named version of  suers the same problem on-
erning PSN. We an also apply the simulation proof to it, and onlude similarly.
3.7 ~x-alulus
The ~-alulus [8,14℄ is a symmetri version of the -alulus [18℄. As for symmetri
-alulus [2℄, the symmetry raises diÆulties in normalization proofs. We an build an
expliit substitutions version \a la" x : ~x. In [20℄, we apply suessfully the tehnique,
by diret proof, to show its strong normalization.
4 Perspetives
It seems that this tehnique an be used for many aluli with expliit substitutions. Its
appliation on named aluli is easy, in general, and leads to a simple diret proof. For
some others, as for aluli with De Bruijn indies, we must use the simulation proof, whih
tend to be not so easy. Further work inludes its appliation to the 
ws
-alulus and to the
lxr-alulus [15℄.
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