Abstract. In this paper we introduce a new approach for reducing communication in Krylov subspace methods that consists of enlarging the Krylov subspace by a maximum of t vectors per iteration, based on a domain decomposition of the graph of A. The obtained enlarged Krylov subspace K k,t (A, r 0 ) is a superset of the Krylov subspace (A, r 0 ) . Thus, we search for the solution of the system Ax = b in K k,t (A, r 0 ) instead of K k (A, r 0 ) . Moreover, we show in this paper that the enlarged Krylov projection subspace methods lead to faster convergence in terms of iterations and parallelizable algorithms with less communication, with respect to Krylov methods.
1. Introduction. Krylov subspace methods are among the most practical and popular iterative methods today. They are polynomial iterative methods that aim to solve systems of linear equations (Ax = b) by finding a sequence of vectors x 1 , x 2 , x 3 , x 4 , . . . , x k that minimizes some measure of error over the corresponding spaces
where K i (A, r 0 ) = span{r 0 , Ar 0 , A 2 r 0 , . . . , A i−1 r 0 } is the Krylov subspace of dimension i, x 0 is the initial iterate, and r 0 is the initial residual. Conjugate gradient (CG) [18] , generalized minimal residual (GMRES) [29] , bi-conjugate gradient [21, 8] , and bi-conjugate gradient stabilized [31] are some of the most used Krylov subspace methods.
These methods are governed by Blas1 and Blas2 operations as dot products and sparse matrix vector multiplications. Parallelizing dot products is constrained by communication since the performed computation is negligible. If the dot products are performed by one processor, then there is a need for a communication before and after the computation. In both cases, communication is a bottleneck. This problem has been tackled by different approaches. First, block methods that solve systems with multiple right-hand sides AX = B were introduced, as block CG (B-CG) [25] . Then, s-step methods that compute s basis vectors per iteration were proposed, examples are s-step CG [32, 4] and s-step GMRES [33, 7] . Both methods, block and s-step, use Blas2 and Blas3 operations. Recently, communication avoiding methods, based on s-step methods, that aim at avoiding communication at the expense of performing some redundant flops were introduced, as CA-CG, CA-GMRES [23, 19] , and CA-ILU0 preconditioner [12] . Another approach is to hide the cost of communication the introduced methods using different A-orthonormalization and orthonormalization methods and then we compare the most stable versions with CG and other related methods (section 4).
We test our methods on matrices arising from the dicretization of two-dimensional (2D) Poisson equations (Poisson2D), three-dimensional (3D) elasctisity equations (Elasticity3D), and 2D and 3D convection-diffusion equations such as Nh2D, Sky2D, Sky3D, and Ani3D as discussed in section 4. All the methods converge faster than CG in terms of iterations, but LRE-CG and SRE-CG2 converge faster than MSDO-CG, SRE-CG, and truncated SRE-CG2. And the more subdomains are introduced or the larger t is, the faster is the convergence of the enlarged methods with respect to CG in terms of iterations. For example, for t = 64, MSDO-CG, LRE-CG, and SRE-CG2 methods converge in 75% to 89% fewer iterations than CG for the matrices Nh2D, Poisson2D, and Elasticity3D, and 95% to 98% fewer iterations than CG for the matrices Sky2D, Sky3D, and Ani3D. But increasing t also means increasing the memory requirements for the methods MSDO-CG, LRE-CG, and SRE-CG2. Thus, in practice, t should be relatively small, depending on the available memory, on the size of the matrix, and on the number of iterations needed for convergence, as explained in section 4. However, the memory requirements of SRE-CG and truncated SRE-CG2 are fixed and unrelated to t. We briefly discuss the parallel versions of the introduced algorithms along with their expected performance based on the estimated run times in section 5.
Overview of existing CG methods.
The Krylov projection methods find a sequence of approximate solutions x k (k > 0) of the system Ax = b, and are defined by the following two conditions:
1. Subspace condition:
where K k (A, r 0 ) = span{r 0 , Ar 0 , A 2 r 0 , . . . , A k−1 r 0 } is the Krylov subspace of dimension k, x 0 is the initial iterate, r 0 is the initial residual, and L k is a well-defined subspace of dimension k. The classical CG is a Krylov projection method, where
In this section we briefly introduce the CG versions related to our MSDO-CG, LRE-CG, SRE-CG, and SRE-CG2 versions, starting with the 1952 Hestenes and Stiefel version (section 2.1). Since then, many differenet versions of CG have been introduced (refer to [10] for a historical overview of CG till 1976). In 1980 O'Leary introduced a B-CG version [25] that solves a system with multiple right-hand sides AX = B (section 2.2). coop-CG [1] which was recently introduced, solves the system Ax = b by starting with t distinct initial guesses. MSD-CG [16] solves Ax = b by decomposing A's domain into t subdomains and defining a search direction on each of the t subdomains. Unlike CG, B-CG, and coop-CG, MSD-CG does not have the Aorthogonality condition of the search directions. Hence it is not a projection method.
Note that in this paper we use MATLAB notation for matrices and vectors. For example, given a vector p of size n×1 and a set of indices δ, p(δ) is the vector formed by the subset of the entries of p whose indices belong to δ. For a matrix A, A(δ, :) is a submatrix formed by the subset of the rows of A whose indices belong to δ. Similarly, A(: , α), is a submatrix formed by the subset of the columns of A whose indices belong to α. And A(α, β) = [A(α, :)](:, β), is formed by the β columns of the submatrix A(α, :). [18] is an iterative Krylov projection method for SPD matrices of the form t Ax − b t x over the corresponding space x 0 + K k (A, r 0 ), where k > 0, p k ∈ K k (A, r 0 ) is the kth search direction, and α k is the step along the search direction.
CG method. CG
The minimum of φ(x) is given by ∇φ(x) = 0, which is equivalent to ∇φ(x) = Ax − b = 0. Thus, by minimizing φ(x) we are solving the system (2.1). As the name of the method indicates, the gradients ∇φ(x i ) for all i should be conjugate. And since CG is a Krylov projection method, the residual r k = b − Ax k should respect the Petrov-Galerkin condition
where r k is orthogonal to some well-defined subspace L k ⊆ R n (or ⊆ C n ) of dimension k. In CG, the subspace L k is the same as the Krylov subspace K k . Thus, r t k y = 0 for all y ∈ K k . Hence, the residuals form an orthogonal set, r t k r i = 0, for all i < k. Moreover, the Petrov-Galerkin condition r k ⊥ K k (A, r 0 ) is equivalent to the conjugacy of the gradients ∇φ(x k ) t ∇φ(x i ) = 0, for all i = k. Once x k has been chosen, either x k is the required approximate solution of Ax = b or a new search direction p k+1 = 0 must be determined to compute the new approximation x k+1 = x k + α k+1 p k+1 . This procedure is repeated until convergence or untill the maximum number of allowed iterations has been reached without convergence. The convergence criterion is set as ||r k || 2 ≤ ||b|| 2 for some ∈ R,
Proof. Refer to [13] for the proof. This theorem means that the A-orthogonality of the search directions has to be ensured or else the Petrov-Galerkin condition won't be respected. On the other hand, the search direction p k ∈ K k is chosen according to the following recursion relation,
where p 1 is set equal to r 0 since the initial residual is equal to negative the gradient −∇φ(x 0 ) which is the steepest descent from x 0 . But p k is not set to r k−1 , the steepest descent from x k−1 for k > 1, since the residuals are not A-orthogonal. It can be shown that the search directions defined in (2.2) are A-orthogonal, i.e., p
As
Using the definition of α k , then [25] that solves an SPD system with multiple right-hand sides
where A is an n × n matrix, X ∈ R n×t is a block vector, and B is a block vector of size n × t containing the multiple right-hand sides.
Starting with an initial guess X 0 ∈ R n×t , initial residual R 0 = B − AX 0 , P 1 = R 0 γ 1 with γ 1 a t × t full rank freely chosen matrix, the B-CG searches for an approximate solution
Then, for k ≥ 0 the iterates are defined similarly to CG:
where
As for β k , it is chosen to ensure the A-orthogonality of the P k and P k−1 ((P k−1 )
t AP k = 0), whereas γ k is a t × t full rank matrix that can be chosen freely to decrease roundoff errors in the implementation. Moreover, the search direction P k+1 ∈ K k+1 (A, R 0 ) of the B-CG method is A-conjugate, (P k+1 ) t AY = 0 for all Y ∈ K k (A, R 0 ). This leads to the A-orthogonality of the search direction =⇒ (P k+1 ) t AP i = 0 for all i < k + 1.
coop-CG method.
Recently, in 2012, Bhaya et al. presented a parallel version of CG for solving Ax = b, which is based on the B-CG method. The idea of using block methods for solving a system with one right-hand side is not new. For example, in [3] Chapman and Saad proposed the use of block GMRES for improving the convergence of a system with one right-hand side, by defining the block residual R 0 as r 0 = b − Ax 0 and t − 1 random vectors such as approximate eigenvectors. However, the coop-CG [1] solves the system Ax = b by starting with t different initial guesses and solving the same system t times in parallel, where t threads/agents cooperate to find the solution. This is equivalent to solving the system AX = b * ½ t , where X 0 is a block vector containing the t initial guesses, R 0 = AX 0 − b * ½ t is the block residual, P 1 = R 0 is the initial block search direction, and ½ t is a vector of ones of size 1 × t.
Then the derivations and the algorithm of the coop-CG are the same as the B-CG with
2 ), and stopping criteria √ ρ k > ||b|| 2 and k < k max . Once the method has converged, the solution is the ith column of X k corresponding to the ith column of R k with the minimum norm. This method has faster convergence than CG (section 2.3).
MSD-CG method.
The MSD-CG method, introduced by Gu et al. [16] , solves the system Ax = b, and starts by having a decomposed domain and by defining at each iteration k a search direction p k,i on each of the t subdomains (δ i , i = 1, 2, . . . , t) such that p k,i (δ j ) = 0 for all j = i. Then, the approximate solution at the kth iteration is defined as 
Given an initial guess x 0 , the residual is defined as r k = b − Ax k for k ≥ 0. The first set of domain search directions is defined by the initial residual r 0 , such that p 1,i (δ i ) = r 0 (δ i ) for i = 1, 2, . . . , t and zero otherwise. Then, for k > 1 the domain search directions are defined as follows:
where β k,i is a scalar and T i is an operator that projects a vector onto the subdomain
The sparsity pattern of the search directions block for all k is shown in (2.5).
As for
Unlike CG, B-CG, and coop-CG, MSD-CG does not have the A-orthogonality condition of the search directions, i.e., P t k AP i is not equal to zero for all i not equal to k. Thus
As for the convergence, it is shown that the rate of convergence of MSD-CG is at least as fast as that of the steepest descent method. Yet, steepest descent is known for its slow "zig-zagging" convergence. This causes the MSD-CG to have slower convergence than CG, and in some cases it does not converge at all with respect to the given stopping criteria as shown in section 4.
by all the basis vectors as in GMRES, where the basis vectors are orthonormalized. Both methods, MSDO-CG and LRE-CG, require saving at most tk vectors versus one search direction in CG. Yet LRE-CG converges faster than MSDO-CG (section 4) at the expense of solving growing systems of size tk. Several remedies to this problem are discussed in [13] .
Similarly to LRE-CG, SRE-CG computes t new basis vectors at each iteration k. But, as the name indicates, we obtain a short recurrence version, since the t computed basis vectors are A-orthonormalized against the previous 2t vectors. This version requires saving only 3t vectors. However, it is possible to lose the A-orthogonality of the whole basis in finite arithmetics. Thus, in SRE-CG2, the t computed basis vectors are A-orthonormalized against all the previous basis vectors. But we end up storing tk basis vectors. A remedy to this problem would be to have a truncated A-orthonormalization SRE-CG2 version, where the t new basis vectors are Aorthonormalized against the previous ti vectors, and 3 ≤ i ≤ k − 2 is chosen based on the available memory.
3.1. The enlarged Krylov subspace. The enlarged Krylov subspace and methods are based on a partition of the unknowns or, alternatively, the rows of the n × n matrix A. Assume that the index domain δ = {1, 2, . . . , n} is divided into t distinct subdomains δ i , where
We define T i (x) to be the operator that projects the vector x onto the subdomain δ i . Let y = T i (x), then y(δ i ) = x(δ i ) and zero elsewhere. Then, we define T (x) to be an operator that transforms the n × 1 vector x into t vectors of size n × 1 that correspond to the projection of x onto the subdomains δ i for i = 1, 2, . . . , t. Moreover, we define T(x) to be an operator that transforms the n × 1 vector x into an n × t matrix containing the t vectors obtained from 
be an enlarged Krylov subspace of dimension k ≤ z ≤ tk generated by the matrix A and the vector r 0 , and associated with a given partition defined by δ i for i = 1, 2, . . . , t.
The enlarged Krylov subspaces K k,t (A, r 0 ) are increasing subspaces, yet bounded. We denote by k u the upper bound k for which the dimension of the enlarged Krylov subspace K k,t (A, r 0 ) stops increasing. For simplicity, we will denote the enlarged Krylov subspace generated by A and r 0 , K k,t (A, r 0 ), by K k,t , and the Krylov subspace generated by A and r 0 , 
In Theorem 3.3, we do not use the direct sum ⊕ since it is not guaranteed that the intersection of the two subspaces, K k,t and span{A 
Proof. We prove this by induction. Refer to [13] .
then a corollary of Theorem 3.3 is that K k,t = K k+q,t for all q > 0, and k u = k is the upper bound for which the dimension of the enlarged Krylov subspace stops increasing.
Theorem 3.5. Let k u be the smallest integer such that K ku,t = K ku+q,t for all q > 0. Then, for all k < k u the dimension of the enlarged Krylov subspaces K k,t and K k+1,t is strictly increasing by some number i k and i k+1 , respectively, where
Proof. By the definition of k u , we have that for all q > 0
Then for all k < k u , the dimension of the enlarged Krylov subspaces K k,t is strictly increasing by some number i k = 0 with respect to the dimension of 
Then by Theorem 3.4 and its corollary, the t − i k vectors of the form A k+q T i (r 0 ) belong to the subspace
Therefore, we have at least t − i k linearly dependent vectors added to K k+1,t , hence i k+1 can never be greater than i k .
Theorem 3.6. Let p u and k u be such that
. We may assume that there exists at least one α j,i = 0 for j > p u , then this leads to a contradiction. This implies that
Thus by definition of the T () operator and since K p is a subset of 
Suppose that
However, by the definition of k u and since k u ≤ p u , we have that K ku,t = K pu,t . This is a contradiction.
Krylov projection methods.
The Krylov projection methods find a sequence of approximate solutions x k (k > 0) of the system Ax = b from the subspace
We define our new enlarged Krylov projection methods based on CG by the subspace K k,t and the following two conditions:
The minimization property.
The new enlarged CG methods find the new approximate solution by minimizing the function φ(x) over the subspace x 0 +K k,t .
Proof. By the orthogonality condition we have that 
Convergence analysis. The CG method of Hestenes and Stiefel is known to converge in K iterations, where K ≤ n, if the matrix A ∈ R
n,n is SPD. Moreover, the kth error of CG e k = ||x
λmin is the L2-condition number of the SPD matrix A, λ max is the largest eigenvalue of A, and λ min is the smallest eigenvalue of A . Assuming that the kth residual of the new CG methods satisfies the orthogonality condition, r k ⊥ K k,t , then by Theorems 3.8 and 3.9 we have that
Therefore, our methods converge at least as fast as the classical CG method, assuming that the orthogonality condition (r k ⊥ K k,t ) is respected. Hence, the enlarged Krylov subspace CG methods will converge in K iterations, where K ≤ K ≤ n.
MSDO-CG method.
The MSD-CG method introduced by Gu et al. [16] can be viewed as an enlarged Krylov method, where P 0 = T(r 0 ), and
MSDO-CG is an enlarged Krylov projection method that solves the system (2.1) (Ax=b), by approximating the solution at the kth iteration with the vector The minimum of φ(x) is given by ∇φ(x) = 0, which is equivalent to Ax − b = 0. Thus, by minimizing φ(x), we are solving the system (2.1). Note that since φ(
Once x k has been chosen, either x k is the desired solution of Ax = b, or t new domain search direction vectors P k+1 and a new approximation x k+1 = x k + P k+1 α k+1 are computed. Similarly to MSD-CG, we choose to define
But unlike MSD-CG, MSDO-CG is a projection method. Hence, we A-orthonormalize all the search directions, P k+1 , to ensure that r k+1 ⊥ K k+1,t as discussed in section 3.2.2. By imposing the orthogonality condition, r k+1 ⊥ K k+1,t , it is guaranteed that MSDO-CG converges at least as fast as CG as proven in section 3.1.3. This procedure is repeated until convergence. Thus, we need to find the recursion relations of r k , P k ,
t , and
The residual r
As for the recursion relation of r k , we simply replace x k by its expression and obtain the following:
Moreover, if the orthogonality condition, r k ⊥ K k,t , is ensured, then (r k ) t r i = 0 for all i < k. Hence, the residuals form an orthogonal set. Proof. By definition, the column vectors of P i belong to K i,t and K i,t ⊂ K i+1,t . Thus, the column vectors of P i belong to K i+q,t for q ≥ 0. By the orthogonality condition r
and therefore, the A-orthogonality of the search directions.
3.2.2.
The domain search direction P k . Similarly to MSD-CG, we choose to define the domain search direction as
where diag(β k ) is a t × t matrix with the vector β k on the diagonal. Another option would be to define the search directions as
where β k is a t × t matrix. In both cases, the domain search directions defined in (3.2) and (3.3) are not Aorthogonal to each other. To ensure that the orthogonality condition is valid, at each iteration k the block vector P k is A-orthonormalized against all the previous P i , where i = 1, 2, . . . , k − 1. Then the column vectors of P k are A-orthonormalized against each other. Thus, the obtained search directions t A P k = I, where I is the identity matrix, assuming that the column vectors of P k are linearly independant with respect to each other and the previous directions or, alternatively, none of the column vectors of P k are zero. Note that, once P k = T(r k−1 ) + P k−1 diag(β k ) is defined, it is directly A-orthonormalized. Thus, in the sections that follow, we denote by P k the A-orthonormalized search directions and we do not use the P k notation to be consistent with the initial definitions in the previous sections.
There are several A-orthonormalization methods. First, for A-orthonormalizing P k against all the previous P i , where i = 1, 2, . . . , k − 1, one can use classical GramSchmidt (CGS), modified Gram-Schmidt (MGS), or classical Gram-Schmidt with reorthogonalization (CGS2), where the CGS algorithm is applied twice for numerical stability reasons. As for A-orthonormalizing P k , there are many methods that are discussed in [22, 27] , but we will only refer to CGS, CGS2, MGS, A-CholQR, and Pre-CholQR. We seek a combination of both A-orthonormalizations that is stable and parallelizable with reduced communication. For that reason, in section 4 we test the MSDO-CG method with the different combinations of the A-orthonormalization methods and we conclude that the MSDO-CG is numerically most stable when we use MGS+MGS, CGS2+A-CholQR, or CGS2+Pre-CholQR. In section 5, we discuss the parallelization of the MSDO-CG algorithm with the stable A-orthonormalization methods.
Finding the expressions of α
A-orthogonal to P k−1 , similarly to MSD-CG. Moreover, in case P t k−1 AT(r k−1 ) is a diagonal matrix, then our choice of β k implies that P k is A-orthogonal to P k−1 . If t = 1, then MSDO-CG is reduced to the classical CG. Note that in case Definition (3.3) is used to define the search directions, then
Since the vectors of P k are A-orthonormalized (P 
The MSDO-CG algorithm.
After deriving the recurrence relations of x k , r k , P k , α k , and β k , we present the MSDO-CG algorithm in Algorithm 1. We do not specify the A-orthonormalization methods, since this choice will be based first on the numerical stability of the method (section 4), then on its parallelization with the least communication possible (section 5).
Algorithm 1 MSDO-CG algorithm
Flops Input: A, the n × n SPD matrix Input: b, the n × 1 right-hand side; x 0 , the initial guess or iterate Input: , the stopping tolerance; k max , the maximum allowed iterations Output: x k , the approximate solution of the system Ax = b
if k==1 then
5:
A-orthonormalize P 1 and update W 1 not included here 
10:
A-orthonormalize P k against all P i 's and update W k not included here
11:
A-orthonormalize P k and update W k not included here 12: end if 13 :
14:
2n − 1 17:
Thus we present the MSDO-CG algorithm (Algorithm 1) and the computed flops per iteration except for the A-orthonormalization steps. To reduce communication and computation in the A-orthonormalization steps, be it MGS, CGS, CGS2, ACholQR, or Pre-CholQR, we replace
This is discussed in further detail in the technical report [13] , which this article is based on, specifically in Algorithms 14, 15, 18, 21, 25, and 27. Then, the cost of Aorthonormalizing P k against previous vectors using MGS, CGS, or CGS2 methods is (6n − 1)t 2 k + 4nt flops, (6n − 1)t 2 k + 3nt flops, or (12n − 2)t 2 k + 6nt flops, respectively. And the cost of A-orthonormalizing P k using MGS, A-CholQR, or Pre-CholQR is (6n − 1) which is of the order of nnzk + ntk flops, where nnz is the number of nonzero entries in the n × n matrix A and t is the number of search directions computed at each iteration.
It must be noted that since the P i 's are A-orthonormal to each others, then the
SRE-CG method.
In this section, we introduce a class of enlarged Krylov projection CG methods that solves the system Ax = b by approximating the solution at the kth iteration with the vector
We present three versions that differ in the way the basis is constructed. However, the general derivations are the same.
As mentioned earlier, the minimum of φ(x) is given by φ(x) = 0 which is equivalent to Ax − b = 0. Thus, by minimizing φ(x) we are solving the system
Once x k has been chosen, either x k is the exact solution of Ax = b, or t new basis vectors and the new approximation x k+1 = x k + Q k+1 α k+1 are computed. This procedure is repeated until convergence.
Thus, we need to find the recursion relations of r k and α k . By definition, the
. The recursion relation of r k can be simply obtained by replacing x k by its expression as follows:
At each iteration the step α k is chosen such that
The minimum of F (α) is given by F (α) = 0 t r i = 0 for all i < k, and the residuals form an orthogonal set. Then at each iteration k we have
and r k is not orthogonal to K t,k . This contradicts our assumption. Thus x k is the minimum of φ(x).
The monomial basis vectors of K t,k are {T (r 0 ), AT (r 0 ), . . . A k−1 T (r 0 )}. We can either orthonormalize or A-orthonormalize the basis. In case we orthonormalize the basis vectors, then we obtain a long recurrence enlarged CG version, that is expensive in terms of flops since we have to solve, at each iteration k, the system
where Q k is the matrix containing the set of orthonormal basis vectors of K t,k . For a detailed description of the LRE-CG algorithm refer to [13] .
Another alternative is to A-orthonormalize the basis vectors rather than orthonormalizing them. Then we obtain the following. First,
, where W k is the set of t newly computed vectors, and α k is a tk × 1 vector. Hence,
can be summarized as follows: However, in finite arithmetic there might be a loss of A-orthogonality between the last set of computed basis vectors and the first ones. Thus, one can A-orthonormalize W k against all the basis vectors. We call this version SRE-CG2, where we need the last t computed vectors, x k−1 and r k−1 , to define x k and r k . But we still need to save all the tk basis vectors in order to A-orthonormalize W k against Q k−1 . The SRE-CG2 Algorithm 3 is the same as Algorithm 2 except for line 7 where we Aorthonormalize W k against W i for all 1 ≤ i ≤ k − 1 . Note that in case there isn't enough memory to store the tk vectors, it is possible to use a truncated version of the A-orthonormalization against previous vectors, where W k is A-orthonormalized against a subset of {W 1 , W 2 , . . . , W k−3 } along with W k−1 and W k−2 . This truncated SRE-CG2 requires less memory than SRE-CG2 and converges faster than SRE-CG in the number of iterations.
The cost of SRE-CG Algorithm 2 and SRE-CG2 Algorithm 3, except for the A-orthonormalizations in steps 7 and 8, after k iterations is Total Flops = 4nnz + 3n
As for the memory requirements, in SRE-CG Algorithm 2 we have to store the matrix A , 3t + 2 vectors of size n × 1, and a t × 1 vector. Whereas, in SRE-CG2 Algorithm 3, we have to store the matrix A, tk + 2 vectors of size n × 1, and a t × 1 vector, where k ≤ k max is the number of computed iterations. And in the truncated SRE-CG2 algorithm, we have to store the matrix A, tk trunc + 2 vectors of size n × 1, and a t × 1 vector, where k trunc is a fixed number such that 2 < k trunc < k ≤ k max .
Algorithm 2 SRE-CG algorithm
4:
Let W 1 = T(r 0 ), and A-orthonormalize its vectors 2nnz − n + 2nt 5:
A 
Algorithm 3 SRE-CG2 algorithm
4:
A-orthonormalize W 1 = T(r 0 ), and let Q = W 1 2nnz − n + 2nt 5:
A-orthonormalize the vectors of W k against Q not included here 
12:
13:
2n − 1
14:
k = k+1 1 15: end while 4. Convergence results. After introducing the new CG methods, MSDO-CG, LRE-CG, SRE-CG, and SRE-CG2, we compare their convergence behavior with respect to different A-orthonormalization and orthonormalization schemes. Then we compare the convergence behavior of these methods with respect to CG, coop-CG, MSD-CG on several matrices for different numbers of partitions (2, 4, 8, 16, 32 , and 64 partitions) or number of initial guesses (for coop-CG only). The matrices are first reordered using Metis's kway partitioning [20] that defines the subdomains δ i . Then x is chosen randomly using the "rand" function of MATLAB and b = Ax. Note that the Elasticity3D matrix A is first scaled, due to very large values of the order of 10 30 on the diagonal obtained from FreeFem++ [17] , and then b is computed. In Tables 2,  3 , and 5, "Iter" is the number of iterations, k c , needed for convergence and "Err" is the relative error
at convergence. The first matrix Poisson2D is a block tridiagonal matrix obtained from Poisson's equation (sparse) using the MATLAB function, gallery('poisson',100). The matrices referred to as Nh2D, Sky2D, Sky3D, and Ani3D, arise from boundary value problems of the convection diffusion equations jumps of up to four orders of magnitude and an anisotropy ratio of up to 10 3 in each layer. The domain is divided into 10 layers parallel to z = 0, of size 0.1, in which the coefficients are constant. We have κ y = 10κ x and κ z = 1000κ x . The velocity field is zero. Poisson2D, Nh2D, and Sky2D are discretized on a 100 × 100 2D Cartesian grid. Sky3D and Ani3D are discretized on a 20 × 20 × 20 grid.
As for the Elasticity3D matrix, it arises from the linear elasticity problem with Dirichlet and Neumann boundary conditions, defined as follows:
where Ω is a 3D 30 × 10 × 10 parallelepiped, Ω D is the Dirichlet boundary, Ω N is the Neumann boundary, u is the unknown displacement field, f is some body force, σ(u) is the Cauchy stress tensor given by Hooke's law. The Elasticity3D matrix was discretized with P1 finite elements and a triangular mesh using FreeFem++ [17] . For a detailed description of the problem refer to [14] . Table 1 briefly describes the test matrices.
In Table 2 we compare the convergence behavior of the MSDO-CG method (Algorithm 1) with different A-orthonormalization schemes for A-orthonormalizing P k against previous P i 's (MGS, CGS, CGS2) and then A-orthonormalizing P k against itself (MGS, CGS, CGS2, A-CholQR, Pre-CholQR) and for different numbers of partitions t = 2, 4, 8, 16, 32, 64 that correspond to the maximum number of vectors added at each iteration to the enlarged Krylov subspace, K k,t . We have tested different combinations of A-orthonormalizations, but we only show MGS (MGS+MGS), CGS+A-CholQR, CGS+Pre-CholQR, CGS2+A-CholQR, and CGS2+Pre-CholQR. Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Note that MSDO-CG did not converge when one of these A-orthonormalization combinations were used, CGS+CGS, CGS2+CGS2, CGS2+CGS, or CGS+CGS2 Aorthonormalization. The reason is that the seach directions are not A-orthogonal to satisfactory precision. And by Theorem 3.10, this implies that r k ⊥ K k,t . Thus, nothing guarantees convergence since we have shown in section 3.1.3 that MSDO-CG converges faster than CG if r k ⊥ K k,t . Moreover, we did not test combinations of MGS and QR factorizations since MGS is expensive in terms of communication compared to the other methods (section 5). But we tested MSDO-CG with MGS for comparison purposes. Note that when using MGS in Algorithm 1 we solve the
systems. Whereas when using CGS2+CholQR or CGS2+PreCholQR, we use α k = (P t k r k−1 ) and β k = (W t k−1 r k−1 ). As shown in Table 2 , MSDO-CG with MGS A-orthonormalization converges for all the tested matrices and as we increase t, the number of iterations needed for convergence decreases. As we mentioned earlier, MSDO-CG with CGS A-orthonormalization did not converge. Therefore, we replaced CGS+CGS with CGS+A-CholQR and with Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php CGS+Pre-CholQR A-orthonormalization. We notice that MSDO-CG with CGS+A-CholQR A-orthonormalization and MSDO-CG with CGS+Pre-CholQR A-orthonormalization have the same convergence behavior. For the matrices Poisson2D and Nh2D, both methods converge with the same number of iterations as MSDO-CG with MGS A-orthonormalization. However, for the matrix Sky2D, both methods did not converge. As for the matrices Sky3D and Ani3D, both methods converged only for t = 2 partitions, and t = 2, 4, 8 partitions, respectively. The reason for this difference in behavior for different matrices is the condition number (κ = ||A|| 2 ||A −1 || 2 ). The condition number of the matrices Poisson2D and Nh2D is 6 × 10 3 , whereas that of the matrices Sky3D, Ani3D, and Sky2D is 1 × 10 6 , 2 × 10 6 , and 3 × 10 7 , respectively. Although it was shown in [22] that Pre-CholQR A-orthonormalization is more stable than A-CholQR, however, MSDO-CG with CGS+A-CholQR A-orthonormalization and MSDO-CG with CGS+Pre-CholQR A-orthonormalization are both numerically unstable.
Thus, we replace CGS with CGS2, where the A-orthonormalization is performed twice for numerical stability. Then, the MSDO-CG with CGS2+A-CholQR A-orthonormalization and MSDO-CG with CGS2+Pre-CholQR A-orthonormalization converge as fast as MSDO-CG with MGS A-orthonormalization for all t and all the tested matrices. Hence, we conclude that CGS2+A-CholQR and CGS2+Pre-CholQR A-orthonormalizations are stable enough to be used in the MSDO-CG method (Algorithm 1). We exclude MGS A-orthonormaliztion since we have to solve two t × t systems at each iteration unlike when using CGS2+A-CholQR or CGS2+Pre-CholQR A-orthonormalization.
In Table 3 , we compare the convergence behavior of the LRE-CG method with different orthonormalization schemes for orthonormalizing W against the n × tk matrix Q (MGS, CGS) and then orthonormalizing W against itself (MGS, CGS, TSQR (parallelizable tall and skinny QR)) and for different numbers of partitions t = 2, 4, 8, 16, 32, 64 that correspond to the maximum number of vectors added at each iteration to the enlarged Krylov subspace, K k,t . We start by testing the convergence of LRE-CG with MGS (MGS+MGS) orthonormalization. It converges for all the tested matrices since it is numerically stable, and the number of iterations needed for convergence decreases when increasing the number of partitions t. However, as mentioned in section 5, MGS is expensive in terms of communication when executed on t processors; it requires O(tklog(t)) messages for A-orthonormalizing t vectors against the previous tk vectors. Thus, we tested the LRE-CG method with CGS orthogonalization which requires sending O(tlog(t)) messages per iteration. The LRE-CG with CGS converges in the same number of iterations as LRE-CG with MGS for the matrices Poisson2D and Nh2D. However, for the other matrices, it does not converge for the given stopping criteria, except for t = 2 as shown in Table 3 . The matrix C = Q t AQ is becoming close to singular, with rank(C) < tk, as the iterations proceed, and this is due to the loss of orthogonality in the CGS orthogonalization. The number of iterations in parentheses in Table 3 is not the number of iterations to convergence but it denotes the iteration at which the matrix C becomes close to singular.
In CA-GMRES [23] , the authors use a TSQR factorization [5] for orthonormalizing the n×t tall and skinny matrix instead of CGS. They have shown that the combination of CGS for orthonormalizing W against Q and TSQR for orthonormalizing W is stable. We have tested LRE-CG with CGS and TSQR (CGS+TSQR) orthonormalization, and it has the same convergence behavior as LRE-CG with MGS (MGS+MGS) orthonormalization (Table 3) . Thus, we conclude that MGS and CGS+TSQR orthonormalizations are stable enough to be used in the LRE-CG method [13] . Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php We did not test the SRE-CG versions with the different A-orthonormalization techniques. But one could use the CGS2+Pre-CholQR A-orthonormalization or the CGS2+A-CholQR A-orthonormalization, similarly to MSDO-CG. In Table 4 , we compare the convergence of all the introduced enlarged Krylov subspace methods for the different t values with tolerance equal to 10 −8 . We have tested the convergence of the SRE-CG versions with the CGS2+Pre-CholQR A-orthonormalization. And in the truncated SRE-CG2 version we A-orthonormalize W k against the last k trunc sets of t vectors, i.e., W k−ktrunc , . . . , W k−2 , W k−1 , where for testing purposes we set k trunc = 20 and k trunc = 50. But in practice the choice of k trunc depends mainly on the available memory.
For the matrices Poisson2D and Nh2D, all the SRE-CG versions have the same convergence rate. Thus SRE-CG is preferred due to its fixed memory requirements, similarly to CG. However, this is not the case for other matrices. It is clear that for the matrices Sky2D, Sky3D, and Ani3D, the larger k trunc is, the better the convergence of the truncated SRE-CG2 method is. Moreover, truncated SRE-CG2 converges faster Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Moreover, the results may vary depending on the t initial guesses that are used for the different matrices. For the tested matrices, SRE-CG2 has slightly better convergence than MSDO-CG, since it uses the whole basis to define the new approximate solution rather than t search directions. For the matrices Poisson2D and Nh2D, SRE-CG and MSDO-CG have almost the same convergence as CG for t = 2, and then as t is doubled the number of iterations needed for convergence decreases by 20% to 30%. For t = 2, SRE-CG2 requires 35% and 40% fewer iterations than CG for the matrices Elasticity3D and Sky3D, respectively. And as t is doubled, the number of iterations needed for convergence decreases by 25% to 30%, and 32% to 45%, respectively. For t = 2, SRE-CG2 requires 60% and 80% fewer iterations than CG for the matrices Sky2D and Ani3D, respectively. And as t is doubled, the number of iterations needed for convergence decreases by 45% to 50% and 25% to 40%, respectively. Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
As it is clear from the convergence tests, by doubling t, the number of iterations needed for convergence is not always reduced by 50% for all the matrices. However, as shown in the previous sections, the memory requirements for MSDO-CG, LRE-CG, and SRE-CG2, except for the matrix A, are (tk + t + 2)n + 2t, (tk + 2)n + (tk) 2 , and (tk + 2)n, respectively, where n is the size of the matrix, and k is the number of computed iterations. As for the truncated SRE-CG2, SRE-CG, and CG, we only need to store (tk trunc + 2)n, (3t + 2)n, 5n entries, respectively, where 2 < k trunc < k ≤ k max . Thus, by doubling t, the memory requirements for MSDO-CG, LRE-CG, and SRE-CG2 for performing k iterations is at least doubled. But, when t is doubled, k decreases. Thus, the memory requirements increase and at most double, when t is doubled. Hence, t should be relatively small depending on the size of the matrix, on the performed iterations, and on the available memory. However, the memory requirements for truncated SRE-CG2 and SRE-CG are fixed, similarly to CG. Thus there is no memory restrictions on the value of t. In this case, t is chosen to obtain a numerically stable basis that leads to better convergence.
In this paper, we do not discuss preconditioning. But, similarly to the Krylov subspace methods, the main difference between the preconditioned and the unpreconditioned versions of MSDO-CG, LRE-CG, SRE-CG, and SRE-CG2 is that A is replaced by
Then, after finding the solution x of the preconditioned system A x = b, the solution of the original system x is obtained by solving L t x = x. Note that in MSDO-CG, SRE-CG, and SRE-CG2, the A-orthonormalization is replaced by A-orthonormalization, which is discussed in [24] . A detailed description of the preconditioned enlarged CG methods, specifically the preconditioned MSDO-CG and LRE-CG, can be found in the technical report [13] . Tables 6 and 7 in [13] compare the convergence behavior of the block Jacobi preconditioned MSDO-CG and LRE-CG to that of preconditioned CG (PCG). As for the preconditioned SRE-CG, SRE-CG2 (20) , SRE-CG2(50), and SRE-CG2, they converge in exactly the same number of iterations as the preconditioned LRE-CG. In summary, the preconditioned enlarged CG versions converge faster than PCG, but the difference in the number of iterations is fewer than that of the unpreconditioned versions. In addition, for an efficient preconditioner, the preconditioned SRE-CG seems to be the most promising enlarged CG version, since it converges in fewer iterations than PCG and has similar memory requirements.
Parallel model and expected performance.
In this section, we present first the sequential timing of the kernels in the SRE-CG versions. Then, we briefly describe the parallelization of the MSDO-CG method and the SRE-CG methods with computed flops, number of messages and words sent, and the estimated parallel runtime. For a detailed discussion on the parallelization of MSDO-CG and LRE-CG refer to [13] .
The estimated time for computing z flops is γ c z, where γ c is the inverse floatingpoint rate, also called the floating-point throughput (seconds per floating-point operation). The estimated time for sending a message of size k is α c + β c k, where α c is the latency (in seconds) and β c is the inverse bandwidth (seconds per word). Hence, the estimated runtime of an algorithm with a total of z computed flops and s sent messages, each of size k, is the sum of their corresponding estimated times γ c z + α c s + β c .
The SRE-CG algorithms can be divided into four computational kernels or routines. The first routine is the matrix block of vector multiplications, A * W k , which is computed after defining W k at iteration k ≥ 1. The second is the CGS2 ADownloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
The third routine is the A-orthonormalization of W k using either A-CholQR or PreCholQR. And the fourth routine is updating the variables α k , x k , r k , and ρ k . Note that the time required for forming the matrices Q as described above, and W k as W k = AW k−1 for k > 1 and W 1 = T(r 0 ), is not reported.
In Table 6 , we show the total sequential time in seconds for solving the systems using SRE-CG, SRE-CG2 (20) , and SRE-CG2(50) methods with CGS2+A-CholQR A-orthonormalization. In Table 7 , we show the total sequential time in seconds for solving the systems using SRE-CG, SRE-CG2 (20) , and SRE-CG2(50) methods with CGS2+PreCholQR A-orthonormalization. In both tables we show the total sequential time needed for convergence for t = 2, 8, 32, and the total time needed for each of the aforementioned routines (A * W k , CGS2, A-CholQR/PreCholQR), except for update, which is included in the total sequential time. For the matrix Nh2D, update's time is almost constant and takes less than 0.08 seconds. For the matrices Sky3D and Ani3D, update's time decreases as t increases, except in the case of SRE-CG. The Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php most time consuming part in MATLAB is the A-orthonormalization, specifically the CGS2 A-orthonormalization. Thus, as t increases, and as k trunc increases, the Aorthonormalization's sequential time increases, and so does the total runtime. Thus, it is normal in MATLAB that the sequential SRE-CG methods require much more time to converge as compared to the sequential CG. However, it is expected that in parallel, the SRE-CG methods will require much less time to converge, as discussed at the end of this section.
As shown in Table 4 , the different SRE-CG versions with CGS2+Pre-CholQR Aorthonormalization converge in the same number of iterations for the system Nh2D. Moreover, using CGS2+A-CholQR A-orthonormalization does not affect the convergence of the SRE-CG versions for the system Nh2D. Thus it can be used as a reference case. By comparing the MATLAB timing of the A-CholQR and Pre-CholQR in Tables 6 and 7, it is clear that Pre-CholQR requires around double the time of A-CholQR. On the other hand, in SRE-CG2 (20) and SRE-CG2(50), the total flops performed in CGS2 A-orthonormalization, is
times those performed in SRE-CG, assuming that all three methods converge in k iterations with k trunc = 20 or 50. For example, in SRE-CG2 (20) , the flops performed in CGS2 are around 9 times that of SRE-CG, whereas, in SRE-CG2(50), the flops performed in CGS2 range between 18 and 22 times that of SRE-CG, depending on the t value. However, the total sequential time needed for the CGS2 A-orthonormalization throughout the SRE-CG2 (20) and SRE-CG2(50) iterations is at most 4.5 and 9 times that of SRE-CG, respectively, as shown in Tables 6 and 7 . This is due to the communication reduction by performing more operations per memory access.
However, this is not the case for the other matrices, Sky3D, and Ani3D. First, SRE-CG2(50) converges faster than SRE-CG2(20) which converges faster than SRE-CG, as shown in Table 4 . Moreover, in some cases, using CGS2+Pre-CholQR Aorthonormalization produces a numerically more stable basis than when using CGS2+ A-CholQR A-orthonormalization. This implies a faster convergence in terms of iterations. However, performing one Pre-CholQR factorization is more expensive in terms of flops than performing an A-CholQR factorization. This is clear in Table 7 , where CGS2 A-orthonormalization requires less time than that in Table 7 for most t values, but PreCholQR requires more time than A-CholQR. For the Sky2D matrix, the SRE-CG methods with CGS2+Pre-CholQR have a similar runtime to those with CGS2+A-CholQR A-orthonormalization except for SRE-CG2(50) with t = 32. This is not the case for the Ani3D matrix, where the SRE-CG methods with CGS2+Pre-CholQR converge in less time than the corresponding SRE-CG methods with CGS2+A-CholQR, for t = 32. Note that for t = 32, the SRE-CG2(50) method converges in less time than the SRE-CG2 (20) .
For simplicity, we assume that the algorithms are executed on a distributed memory machine formed by t processors, where t corresponds to the number of vectors computed at each iteration. We partition the graph of A into t subdomains using k-way partitioning or another graph partitioning. We denote by δ i for i = 1, 2, . . . , t, the subsets of indices obtained from the partitioning. That is δ i ∩ δ j = φ for all i = j, ∪ However, for performance reasons and due to the multicore nature of most architectures, it is possible to use a number of processors greater than t, preferably a multiple of t. In this case, we start by partitioning the graph of A into t subdomains Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php using k-way partitioning or another graph partitioning, where δ i for i = 1, 2, . . . , t are the subsets of indices obtained from the partitioning. This partitioning is used to define the T (.) operator and eventually the enlarged Krylov subspace. Assuming that we have jt processors, then every j processors are assigned an n t × n rowwise part of the matrix A, A(δ i , :), n t × 1 rowwise part of the vector b (b(δ i )) and the vector x 0 (δ i ), and should output x k (δ i ). In other words, we partition each of our t subdomains into j nonoverlapping subdomains to obtain a total of jt subdomains with set of indices δ i,l , where i = 1, 2, . . . , t, l = 1, 2, . . . , j, and δ i = ∪ j l=1 δ i,l . Then, in the discussion below on the number of messages and words sent, log(t) is replaced by log(jt), and n t is replaced by n jt . In MSDO-CG, SRE-CG, SRE-CG2, and truncated SRE-CG2, we A-orthonormalize the basis. As mentioned in section 4, MGS, CGS2+A-CholQR, and CGS2+Pre-CholQR A-orthonormalizations are numerically the most stable and allow the convergence of MSDO-CG for the matrices in our test set. As discussed in Appendix B of the technical report [13] , the most parallelizable versions of MGS, Algorithms 14 and 15, require sending (tk + 1)log(t) and 2(t − 1)log(t) messages, respectively, whereas CGS2, Algorithm 22 in [13] , requires sending 4log(t) messages. On the other hand, Algorithm 25 from [13] of A-CholQR requires sending log(t) messages, and Pre-CholQR Algorithm 27 requires sending 3log(t) messages. The CGS2+A-CholQR and CGS2+Pre-CholQR A-orthonormalizations can be called communication avoiding since they require sending 5log(t) and 7log(t) messages, respectively, unlike the MGS A-orthonormalization. Since both methods are stable and CGS2+A-CholQR requires less communication, it can be used in the four mentioned CG versions.
In Algorithms 1, 2, and 3, we have two types of communication. The first is an "all reduce" communication that requires synchronization between all the processors and is equivalent to log(t) messages, each of the same size (refer to [30] ). For example, the dot products require "all reduce" communication. The second type of communication is a point-to-point communication between each processor i and its m i neighboring processors for computing a matrix block of vectors muliplication, specifically AT(r). Moreover, several communication steps could be overlapped with other computations. For a detailed description refer to [13] .
The estimated time of k iterations of Algorithm 1 in parallel with t processors is The SRE-CG and SRE-CG2 methods exchange fewer messages than the MSDO-CG method. Moreover, the SRE-CG method sends fewer words and computes fewer Downloaded 06/30/16 to 38.98.219.157. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
