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VIRASORO ACTION ON IMAGINARY VERMA MODULES AND THE
OPERATOR FORM OF THE KZ-EQUATION
BEN L. COX, VYACHESLAV FUTORNY, AND RENATO A. MARTINS
Abstract. We define the Virasoro algebra action on imaginary Verma modules for affine sl(2)
and construct the analogs of Knizhnik-Zamolodchikov equation in the operator form. Both these
results are based on a free field realization of imaginary Verma modules.
1. Introduction
The root system of an affine Kac-Moody algebra has a standard partition into positive and
negative roots. Corresponding to this partition is a standard Borel subalgebra, from which one may
induce the standard Verma modules. However, it is possible to take other closed partitions of the root
system, and form the corresponding non-standard Borel subalgebras. For finite-dimensional simple
Lie algebras, we discover nothing new, but for affine Kac-Moody algebras, the induced Verma-type
modules typically contain both finite and infinite-dimensional weight spaces. The classification of
closed subsets of the root system for affine Kac-Moody algebras was obtained by Jakobsen and Kac
[JK], and by Futorny [F1, F2]. In this paper we are concern with the affine Lie algebra of type A
(1)
1 .
In this case the only non-standard modules of Verma-type are the imaginary Verma modules. Their
structure was fully understood in [C1], [F1], [FS].
In [C2] a free field realization for imaginary Verma modules was constructed for type A. It was
then generalized to other partitions of the root system of type A [CF], [CF05]. These free field
realizations (called imaginary Wakimoto modules) generically are isomorphic to imaginary Verma
modules which resembles the connection between the standard Verma and Wakimoto modules.
In this paper we proceed with the study of the properties of imaginary Wakimoto modules in the
sl(2) case. In particular, we discover a rather unexpected property: these modules admit a Virasoro
algebra action resembling very much a vertex operator algebra structure. This is unexpected as we
do not know how to obtain a Sugawara type construction for the action of the Virasoro algebra on an
imaginary Verma module. Since imaginary Verma modules and imaginary Wakimoto realizations
are generically isomorphic (i.e. when the central charge is not zero), the action of the Virasoro
algebra on the imaginary Wakimoto module can be transported over to an action on the imaginary
Verma module. Furthermore, we construct the intertwining operators from an imaginary Verma
module to the tensor product of an imaginary Verma module with a finite dimensional module and
obtain the analogues of Knizhnik-Zamolodchikov equation in the operator form.
2. Preliminaries
Let e := E12, f := E21 and h := E11 − E22 the usual basis for g = sl(2,C), where Eij is the
standard basis for gl(2,C). We have
(2.1) g = n+ ⊕ h⊕ n−
where n+ = Ce, h = Ch and n− = Cf .
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2Now define
(2.2) gˆ = sˆl(2,C) := (g⊗ C[t, t−1])⊕ Cc = nˆ+ ⊕ hˆ⊕ n˜−
where nˆ+ = n+ ⊗ C[t, t−1] ⊕ h ⊗ tC[t], hˆ = h ⊕ Cc and nˆ− = n− ⊗ C[t, t−1] ⊕ h ⊗ t−1C[t−1]. The
algebra gˆ has generators em, fm, hm, m ∈ Z, and central element c with the product
[Xm, Yn] = [X,Y ]m+n + δm+n,0m(X |Y )c,
where Xm := X ⊗ tm for X,Y ∈ g and m ∈ Z and
(X |Y ) = tr (XY ).
is the Killing form. Now define
(2.3) g˜ := gˆ⊕ Cd = nˆ+ ⊕ h˜⊕ nˆ−,
where h˜ = hˆ⊕ Cd, [d,Xm] = mXm and [d, c] = 0.
A subalgebra bnat = h˜⊕ nˆ+ is the natural Borel subalgebra introduced by Jakobsen and Kac [JK].
In h˜, we have the dual space h˜∗ such that
(2.4) h˜∗ = h∗ ⊕ CΛ0 ⊕ Cδ
where for all h ∈ h we have
Λ0(c) = 1, Λ0(d) = Λ0(h) = 0,
δ(d) = 1, δ(c) = δ(h) = 0.
Let ∆ denote the root system of g˜, and let {α0, α1} be a basis for ∆. Then δ = α0 + α1 is the
indivisable positive imaginary root and
∆ = {±α1 + nδ | n ∈ Z} ∪ {kδ | k ∈ Z \ {0}}.
2.1. Imaginary Verma Modules. Let Λ ∈ h˜∗ be a weight and let CΛ be a one-dimensional
representation of h˜⊕nˆ+ such that CΛ is generated by a vector vΛ, nˆ+ acts by zero and h˜vΛ = Λ(h˜)vΛ,
for all h˜ ∈ h˜.
The imaginary Verma module is defined as follows ([F1], [C1]):
(2.5) VΛ = Ind
g˜
h˜⊕nˆ+
CΛ,
When a representation V of g˜ is generated by a vector vΛ of weight Λ that is annihilated by nˆ
+,
we say that V has the (imaginary) highest weight Λ. For any weight Λ we can write
(2.6) Λ = λ+ κΛ0 −∆δ, λ ∈ h
∗ and κ,∆ ∈ C.
where by (2.4), we have λ(h) = Λ(h), κ = Λ(c) and ∆ = −Λ(d). In the following we will only
consider weights Λ such that
(2.7) ∆ = ∆(λ) =
〈λ, λ+ 2ρ〉
2(k + hv)
and for this Λ we will denote Vλ,κ instead of VΛ. When κ and ∆ are fixed we just call Vλ,κ the
imaginary highest weight module with imaginary highest weight λ.
Let H = (h⊗C[t]t)⊕ (h⊗C[t−1]t−1)⊕Cc be a Heisenberg subalgebra of g˜. Let Vλ be the Verma
H-module generated by vΛ. Then
(2.8) Vλ,κ = Ind
g˜
H+bnat
Vλ,
where d acts on Vλ by multiplication by −∆(λ). In Vλ,κ we have a Z-grading:
Vλ,κ =
⊕
n≥0
Vλ,κ[−n].
3Observe that Vλ,κ[−n] is the eigenspace of d with the eigenvalue −n−∆(λ), each Vλ,κ[−n] is an
H-module and Vλ,κ[0] = Vλ.
Let V be a g-module and fix z ∈ C∗. For any polynomial P (t) ∈ C[t] and x ∈ gˆ, u ∈ V set
(2.9) x⊗ P (t) · u = P (z)xu, cu = 0
This is called the evaluation representation of gˆ and we denote it by V (z). Unfortunately we
can’t extend it to an action of g˜. Let ∆ be a convenient complex number (that we will define in
Proposition 5.2.1) and z a formal variable. Consider the space
z−∆V [z, z−1] = V ⊗ z−∆C[z, z−1].
This space has a module structure for g˜, where d acts by z ∂
∂z
. For any z0 6= 0, we have the evaluation
map
(2.10) ǫz0 : z
−∆V [z, z−1] −→ V (z0)
that is a gˆ-epimorphism. Denote by
(2.11) Vλ,κ⊗ˆV (z0)
the completed tensor product generated by all infinite expressions of the form
∞∑
i=1
wi ⊗ vi, where
wi ∈ Vλ,κ, is a homogeneous vector, {degree(wi)} −→ −∞ and vi ∈ V (z0), ∀i ∈ N∗.
2.2. Formal distributions.
2.2.1. Definition. A formal distribution is an expression of the form
a(z, w, . . . ) =
∑
m1,m2,···∈Z
am1,m2,...z
m1wm2 . . .
where the am1,m2,... lie in some fixed vector space V .
If A(z) is a field, then we set
(2.12) A(z)− :=
∑
m≥0
Amz
−m−1, and A(z)+ :=
∑
m<0
Amz
−m−1.
The normal ordered product of two formal distributions A(z) and B(w) is defined by
: A(z)B(w) :=
∑
m∈Z
∑
n∈Z
: AmBn : z
−m−1w−n−1 = A(z)+B(w) +B(w)A(z)−.
3. Free field realizations
3.1. First free field realization. To get a free field realization of the imaginary Verma module for
sˆl(2) Bernard and Felder used the Borel-Weyl construction [BF]. Let Bˆ− be the Borel subgroup of
the loop group SˆL(2) corresponding to a Borel subalgebra bnat. Then Bˆ− consists of the elements
exp(
∑
n∈Z
xnen) exp(
∑
m>0
ymhm),
where xn, ym are coordinate functions. Consider a one dimensional representation χ : Bˆ− → C,
where c acts by scalar K, h acts by scalar J (J/2 is called the spin) and all other elements act
trivially. Then one can construct a line bundle over SˆL(2)/Bˆ− by taking a fiber product
Lχ = SˆL(2)×Bˆ− C
4and a map g : SˆL(2)×Bˆ− C→ SˆL(2)/Bˆ− such that (x, z) 7→ xBˆ−. Differentiating the action of the
group SˆL(2) acts on the sections of the line bundle to an action of the Lie algebra g and applying
two anti-involutions
en ↔ −f−n, hn ↔ h−n, c↔ c
and
x−n ↔ ∂xn, yk ↔ −∂yk.
we obtain the following free field realization of g in the Fock space C[xm,m ∈ Z]⊗ C[yn, n > 0]:
fn 7→ xn, hn 7→ −2
∑
m∈Z
xm+n∂xm + δn<0y−n + δn>02nK∂yn + δn,0J,
en 7→ −
∑
m,k∈Z
xk+m+n∂xk∂xm +
∑
k>0
yk∂x−k−n + 2K
∑
m>0
m∂ym∂xm−n + (Kn+ J)∂x−n.
This module is irreducible if and only if K 6= 0. If we let K = 0 and quotient out the submodule
generated by ym,m > 0 then we obtain what is usually called the first free field realization of sˆl(2).
This quotient is irreducible if and only if J 6= 0 (cf. [F1]). This has been generalized for all affine
Lie algebras in [C2].
3.2. Wakimoto modules. We recall the second free field realization of sˆl(2), that is Wakimoto
module construction [Wak86].
Set
a∗(z) :=
∑
m∈Z
a∗mz
−m, a(z) :=
∑
m∈Z
amz
−m−1, b(z) :=
∑
m∈Z
bmz
−m−1.
Let now
an = {
xn, n < 0
∂xn, n ≥ 0,
a∗n = {
x−n, n ≤ 0
−∂x−n, n > 0,
bm = {
m∂ym, m ≥ 0
y−m, m < 0.
Here [an, a
∗
m] = δn+m,0 and [bn, bm] = nδn+m,0.
3.2.1. Theorem. ([Wak86]). The formulas
c 7→ K, e(z) 7→ a(z), h(z) 7→ −2 : a∗(z)a(z) : +b(z),
f(z) 7→ − : a∗(z)2a(z) : +K∂za
∗(z) + a∗(z)b(z)
define the second free field realization of the affine sl(2) acting on the space
C[xn, n ∈ Z]⊗ C[ym,m > 0].
These modules are celebrated Wakimoto modules. They were defined for an arbitrary affine Lie
algebra by Feigin and Frenkel [FF1], [FF2]. Generically Wakimoto modules are isomorphic to Verma
modules.
53.3. Imaginary Verma modules revisited. We will re-write the first free field realization in
terms of the “fields”.
Let aˆ be the infinite dimensional Heisenberg algebra with generators am, a
∗
m, and 1, m ∈ Z,
subject to the relations
[am, an] = [a
∗
m, a
∗
n] = 0,
[am, a
∗
n] = δm+n,01,
[am,1] = [a
∗
m,1] = 0.
This algebra acts on C[xm|m ∈ Z] by
am 7→ xm, a
∗
m 7→ −∂/∂x−m
and 1 acts as an identity. Hence we have an aˆ-module generated by v such that
a∗mv = 0,m ∈ Z.
Observe that a(z) is not a field whereas a∗(z) is a field. We will call a(z) (resp. a∗(z)) a pure
creation (resp. annihilation) operator. Set
a(z)+ = a(z), a(z)− = 0,
a∗(z)+ = 0, a
∗(z)− = a
∗(z).
Define
e(z) =
∑
n∈Z
enz
−n−1, f(z) =
∑
n∈Z
fnz
−n−1, h(z) =
∑
n∈Z
hnz
−n−1.
3.3.1. Theorem. ([CF05]). Let λ ∈ H∗, γ ∈ C. The generating functions
(3.1)
f(z) 7→ a(z),
h(z) 7→ 2 : a(z)a∗(z) : +b(z),
e(z) 7→: a∗(z)2a(z) : −a∗(z)b(z)−
(
1− γ2
)
∂za
∗(z),
c 7→ γ2 − 1,
define a representation ρ : sˆl(2)→ gl(C[x]⊗C[y]), where C[x] = C[xm,m ∈ Z], C[y] = C[yn, n > 0].
In other words, the first and the second free field realizations can be obtained from the same
(Wakimoto) formulas by taking different representations of the Heisenberg algebra aˆ.
We will denote this sˆl(2)-module by Wλ,κ, where κ = γ
2 − 1 and call it imaginary Wakimoto
module. We can make Wλ,κ into a s˜l(2,C)-module by defining
d · an1 · · ·ankb−m1 · · · b−ml · 1 =

 k∑
j=1
nk −
l∑
i=1
mi −∆(λ)

 an1 · · · ankb−m1 · · · b−ml · 1
so that in particular d · 1 = −∆(λ) · 1. From now one we will let wλ,κ denote the generator 1 in
Wλ,κ.
3.3.2. Theorem ([CF05]). Fix Λ as in (2.6). For κ = γ2 − 1 6= 0, the map Ψλ,κ : Vλ,κ −→ Wλ,κ
given by
Ψλ,κ(fn1 · · · fnkh−m1 · · ·h−ml · vλ,κ) = an1 · · · ankb−m1 · · · b−ml · wλ,κ
is an isomorphism of s˜l(2,C)-modules.
64. The Virasoro action
Our first goal is to define an action of the Virasoro algebra on imaginary Verma module. We
follow the construction done in [KR87]. The Virasoro algebra is defined to have basis Ln, n ∈ Z and
center spanned by c with relations
[Lm, Ln] := (m− n)Lm+n +
1
12
(m3 −m)δm+n,0c.
Define
L¯k :=
∑
j∈Z
(j − k)aja
∗
k−j
which is to be viewed as acting on the imaginary Wakimoto module. Now we have
4.0.3. Lemma.
(4.1) [ak, L¯n] = kak+n, [a
∗
k, L¯n] = (k + n)a
∗
k+n
Define ψ : R→ {0, 1} by
ψ(x) :=
{
1 if |x| ≤ 1;
0 if |x| > 1.
Then set
L¯k(ǫ) :=
∑
j∈Z
(j − k)aja
∗
k−jψ(ǫj)
Now L¯n(ǫ) has only a finite number of summands and as ǫ→ 0, L¯n(ǫ)→ L¯n.
Proof.
[ak, L¯n(ǫ)] =
∑
j∈Z
(j − n)[ak, aja
∗
n−j]ψ(ǫj) = kak+nψ(ǫ(n+ k))
[a∗k, L¯n(ǫ)] =
∑
j∈Z
(j − n)[a∗k, aja
∗
n−j]ψ(ǫj) = (k + n)a
∗
k+nψ(ǫ(−k))

4.0.4. Lemma. [L¯m, L¯n] = (m− n)L¯m+n.
Proof.
[L¯m(ǫ), L¯n] =
∑
j∈Z
(j −m)[aja
∗
m−j , L¯n]ψ(ǫj)
=
∑
j∈Z
(j −m)[aj , L¯n]a
∗
m−jψ(ǫj) +
∑
j∈Z
(j −m)aj [a
∗
m−j, L¯n]ψ(ǫj)
=
∑
j∈Z
(j −m)jaj+na
∗
m−jψ(ǫj) +
∑
j∈Z
(j −m)(m+ n− j)aja
∗
m+n−jψ(ǫj)
=
∑
j∈Z
(j − n−m)(j − n)aja
∗
m+n−jψ(ǫ(j − n)) +
∑
j∈Z
(j −m)(m+ n− j)aja
∗
m+n−jψ(ǫj)
=
∑
j∈Z
((j − n−m)(j − n)ψ(ǫ(j − n)) + (j −m)(m+ n− j)ψ(ǫj)) aja
∗
m+n−j
Now for ǫ small enough and for j fixed we have
(j − n−m)(j − n)ψ(ǫ(j − n)) + (j −m)(m+ n− j)ψ(ǫj)
= (j − n−m)(j − n) + (j −m)(m+ n− j) = (m− n)(j −m− n)
7Hence
[L¯m, L¯n] = (m− n)L¯m+n

Let L¯(z) =
∑
n∈Z
L¯nz
−n−2. We have
[L¯(z), L¯(w)] =
∑
k∈Z
∑
q∈Z
[L¯k, L¯q]z
−k−2w−q−2
=
∑
k∈Z
∑
q∈Z
(k − q)L¯k+qz
−k−2w−q−2
=
∑
l∈Z
∑
q∈Z
(l − 2q)L¯lz
−l+q−2w−q−2
=
(∑
l∈Z
(l + 2)L¯lz
−l−3
)(∑
q∈Z
zq+1w−q−2
)
+
(∑
l∈Z
L¯lz
−l−2
)(∑
q∈Z
(−2q − 2)zqw−q−2
)
= −∂zL¯(z)δ(z/w) + 2L¯(z)∂wδ(z/w)
= ∂wL¯(w)δ(z/w) + 2L¯(w)∂wδ(z/w).
Let µ ∈ C be fixed. Now define Lk by
L(z) : =
∑
k∈Z
Lkz
−k−2 = L¯(z) +
1
4
: b(z)2 : +
µ
2
∂zb(z)(4.2)
=
∑
k∈Z

∑
j∈Z
(j − k)aja
∗
k−j +
1
4
∑
j∈Z
: bjbk−j : −
µ
2
(k + 1)bk

 z−k−2(4.3)
where
∑
n∈Z
: bnbm−n :=
∑
n>m
bm−nbn +
∑
n≤m
bnbm−n because
: b(z)b(z) := b(z)+b(z) + b(z)b(z)− =
∑
m<0,n∈Z
bmbnz
−m−n−2 +
∑
m≥0,n∈Z
bnbmz
−m−n−2
=
∑
m′<n,n∈Z
bm′−nbnz
−m′−2 +
∑
m′≥n,n∈Z
bnbm′−nz
−m′−2
and then as we shall see below, the center of the Virasoro acts by the scalar /c = 6 − 6µ2 ∈ C. We
have bi satisfying the relation
[bm, bp] = 2mδm+p,0,
so that
[b(z), b(w)] = 2∂wδ(z/w),
b(z)b(w) =: b(z)b(w) : +
2
(z − w)2
.
4.0.5. Proposition. Take b0v = λv, cv = /cv where v = wλ,κ is the vacuum vector. Then
(4.4) [L(z), L(w)] =
c
12
∂3wδ(z/w) + 2L(w)∂wδ(z/w) + ∂wL(w)δ(z/w).
8Proof. We first calculate using Kac’s Theorem, Wick’s Theorem and Taylor’s Theorem
: b(z)2 :: b(w)2 =: b(z)2b(w)2 : +
8
(z − w)2
: b(z)b(w) : +
8
(z − w)4
=: b(z)2b(w)2 : +
8
(z − w)2
: b(w)b(w) : +
8
(z − w)
: b(w)∂wb(w) : +
8
(z − w)4
Hence
[ 14 : b(z)
2 :, 14 : b(w)
2 :] = 2
(
1
4
)
: b(w)b(w) : ∂wδ(z/w) +
1
2 : b(w)∂wb(w) : +
1
2∂
3
wδ(z/w).
Next we have
: b(z)2 : b(w) =: b(z)2b(w) : +
4
(z − w)2
b(w) +
4
z − w
∂wb(w)
so that[1
4
: b(z)2 :,
µ
2
∂wb(w)
]
+
[µ
2
∂zb(z),
1
4
: b(w)2 :
]
= ∂w
(µ
2
b(w)∂wδ(z/w) +
µ
2
∂wb(w)δ(z/w)
)
+ ∂z
(µ
2
b(z)∂zδ(z/w) +
µ
2
∂zb(z)δ(z/w)
)
=
2µ
2
∂wb(w)∂wδ(z/w) +
µ
2
∂2wb(w)δ(z/w) +
µ
2
b(w)∂2wδ(z/w)−
µ
2
∂2z (b(z)δ(z/w))
= µ∂wb(w)∂wδ(z/w) +
µ
2
∂2wb(w)δ(z/w) +
µ
2
b(w)∂2wδ(z/w)−
µ
2
∂2z (b(w)δ(z/w))
= µ∂wb(w)∂wδ(z/w) +
µ
2
∂2wb(w)δ(z/w) +
µ
2
b(w)∂2wδ(z/w)−
µ
2
b(w)∂2z δ(z/w)
= µ∂wb(w)∂wδ(z/w) +
µ
2
∂2wb(w)δ(z/w) +
µ
2
b(w)∂2wδ(z/w)−
µ
2
b(w)∂2wδ(z/w)
Lastly we compute [µ2 ∂zb(z),
µ
2∂wb(w)] = −
µ2
2 ∂
3
wδ(z/w).
Putting all these calculations together we get
[L(z), L(w)] = ∂wL¯(w)δ(z/w) + 2L¯(w)∂wδ(z/w) +
1
2
: b(w)b(w) : ∂wδ(z/w)
+
1
2
: b(w)∂wb(w) : +
1
2
∂3wδ(z/w) + µ∂wb(w)∂wδ(z/w) +
µ
2
∂2wb(w)δ(z/w)
+
µ
2
b(w)∂2wδ(z/w)−
µ
2
b(w)∂2wδ(z/w)−
µ2
2
∂3wδ(z/w)
=
(
∂wL¯(w) +
1
2
: b(w)∂wb(w) : +
µ
2
∂2wb(w)
)
δ(z/w)
+
(
2L¯(w) +
1
2
: b(w)2 : +
µ
2
∂wb(w)
)
∂wδ(z/w) +
(1
2
−
µ2
2
)
∂3wδ(z/w)
= ∂wL(w)δ(z/w) + 2L(w)∂wδ(z/w) +
c
12
∂3wδ(z/w)

Next we have
94.0.6. Proposition.
[a(z), L(w)] = a(w)∂wδ(z/w),
[a∗(z), L(w)] = −∂wa
∗(w)δ(z/w),
[b(z), L(w)] = b(w)∂wδ(z/w) + µ∂
2
wδ(z/w).
Proof. We have
[a(z), L(w)] = [a(z), L¯(w)] =
∑
k,n∈Z
[ak, L¯n]z
−k−1w−n−2 =
∑
k,n∈Z
kak+nz
−k−1w−n−2
=
∑
k,n∈Z
kak+nz
−k−1wk−1w−n−k−1 =
∑
k,n∈Z
kan−kz
k−1w−k−1w−n+k−1
= a(w)∂wδ(z/w),
[a∗(z), L(w)] = [a∗(z), L¯(w)] =
∑
k,n∈Z
[a∗k, L¯n]z
−kw−n−2 =
∑
k,n∈Z
(k + n)a∗k+nz
−kw−n−2
=
∑
k,n∈Z
(k + n)a∗k+nz
−kwkw−1w−n−k−1
= −∂wa
∗(w)δ(z/w)
and using calculations from Proposition 4.0.5 we have
[b(z), L(w)] = [b(z),
1
4
: b(w)2 : +
µ
2
∂wb(w)]
=
1
4
(−4∂zb(z)δ(z/w)− 4b(z)∂zδ(z/w)) + µ∂
2
wδ(z/w)
= −∂wb(w)δ(z/w) + b(z)∂wδ(z/w) + µ∂
2
wδ(z/w)
= b(w)∂wδ(z/w) + µ∂
2
wδ(z/w).

Note that the above implies
[L−1, a(z)] = ∂za(z), [L−1, a
∗(z)] = ∂za
∗(z), [L−1, b(z)] = ∂zb(z),(4.5)
[L0, a(z)] = a(z) + z∂za(z), [L0, a
∗(z)] = z∂za
∗(z), [L0, b(z)] = b(z) + z∂zb(z).(4.6)
Indeed for example from the proof we have
[L−1, a
∗(z)] = −
∑
k∈Z
(k − 1)a∗k−1z
−k = −
∑
s∈Z
sa∗sz
−s−1 = ∂za
∗(z).
Note also that
(4.7) L(z) = a(z)∂za
∗(z) +
1
2
: b(z)2 : +µ∂zb(z).
4.0.7. Proposition.
[ρ(f(z)), L(w)] = ρ(f(w))∂wδ(z/w)
[ρ(h(z)), L(w)] = ρ(h(w))∂wδ(z/w) + µ∂
2
wδ(z/w)
[ρ(e(z)), L(w)] = ρ(e(w))∂wδ(z/w)− µ∂
2
w (a
∗(w)δ(z/w))
Proof. Here are the calculations:
[ρ(f(z)), L(w)] = [a(z), L(w)] = a(w)∂wδ(z/w) = ρ(f(w))∂wδ(z/w)
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[ρ(h(z)), L(w)] = [2a(z)a∗(z) + b(z), L(w)]
= −2a(z)(∂wa
∗(w))δ(z/w) + 2a(w)a∗(w)∂zδ(z/w) + [b(z), L(w)]
= 2a(w)(−∂wa
∗(w)δ(z/w) + ∂w(a
∗(w)δ(z/w)) + [b(z), L(w)]
= 2a(w)a∗(w)∂wδ(z/w) + b(w)∂wδ(z/w) + µ∂
2
wδ(z/w)
= ρ(h(w))∂wδ(z/w) + µ∂
2
wδ(z/w)
[ρ(e(z)), L(w)] = −[a(z)a∗(z)2 + a∗(z)b(z) + (1 − γ2)∂za
∗(z), L(w)]
= −a(w)a∗(z)2∂wδ(z/w) + 2a(z)a
∗(z)∂wa
∗(w)δ(z/w)
− (b(w)∂wδ(z/w) + µ∂
2
wδ(z/w))a
∗(z) + b(z)∂wa
∗(w)δ(z/w)
+ (1 − γ2)∂z(∂wa
∗(w)δ(z/w))
= −a(w)a∗(w)2∂wδ(z/w)− b(w)a
∗(w)∂wδ(z/w)
− µ∂2wδ(z/w)a
∗(z) + (1− γ2)∂wa
∗(w)∂zδ(z/w)
= −a(w)a∗(w)2∂wδ(z/w)− b(w)a
∗(z)∂wδ(z/w)
− µ
(
a∗(w)∂2wδ(z/w) + 2∂wa
∗(w)∂wδ(z/w) + ∂
2
wa
∗(z)δ(z/w)
)
− (1 − γ2)∂wa
∗(w)∂wδ(z/w)
= ρ(e(w))∂wδ(z/w)− µ
(
a∗(w)∂2wδ(z/w) + 2∂wa
∗(w)∂wδ(z/w) + ∂
2
wa
∗(z)δ(z/w)
)
= ρ(e(w))∂wδ(z/w)− µ∂
2
w (a
∗(w)δ(z/w))

4.0.8. Corollary.
[L−1, ρ(f(z))] = ∂zρ(f(z)), [L−1, ρ(e(z))] = ∂zρ(e(z)),
[L−1, ρ(h(z))] = ∂zρ(h(z)), [L−1, b(z)] = ∂zb(z),
[L0, ρ(f(z))] = z∂zρ(f(z)) + ρ(f(z)), [L0, ρ(e(z))] = z∂zρ(e(z)) + ρ(e(z)),
[L0, ρ(h(z))] = z∂zρ(h(z)) + ρ(h(z)), [L0, b(z)] = z∂zb(z) + b(z),
as operators on any imaginary Wakimoto module.
5. Intertwining operators
5.1. Topological modules. Following definitions given in [War] page 22, we have:
5.1.1.Definition. A setN of subsets of a set S is called a filter on S if S ∈ N , ∅ 6∈ N , the intersection
of two elements of N is again in N , and any subset of S containing a set in N is again in N . Suppose
B is a collection of subsets of a given set S and consider the set N = {F ⊆ S | ∃B ∈ B, B ⊆ F}. If
N is a filter on S, then B is called a filter base on S. A fundamental system of neighborhoods of
zero in a vector space is any filter base generating the neighborhoods of zero.
5.1.2. Theorem ([War], Theorem 3.5). Suppose A is a ring. If N is a filter base of neighborhoods
of zero for A, then N satisfies the following conditions :
(TRN1) For each N ∈ N there exists U ∈ N such that U + U ⊆ N .
(TRN2) N ∈ N implies there exists U ∈ N such that U ⊆ −N .
(TRN3) For each N ∈ N there exists U ∈ N such that UU ⊆ N .
(TRN4) For each N ∈ N , b ∈ A there exists U ∈ N such that bU ⊆ N and Ub ⊆ N .
Conversely if N is a filter base on A satisfying (TRN1)-(TRN4), then there is a unique ring topology
on A for which N is a fundamental system of neighborhoods of zero.
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Now to define topological modules M for a topological ring A we need a collection of neighbor-
hoods of zero n of subsets N of M such that
(M1) For each N ∈ n there exists U ∈ n such that U + U ⊆ N .
(M2) For each N ∈ n there exists U ∈ n such that U ⊆ −N .
(M3) For each N ∈ n there exists a neighborhood T of zero in A and U ∈ n such that TU ⊆ N .
(M4) For each N ∈ n and each b ∈ N there exists a neighborhood T of zero in A such that Tb ⊆ N .
(M5) For each N ∈ n and each β ∈ A there exists U ∈ n such that βU ⊆ n.
The set {N} satisfying the above (M1)-(M5) forms a base for a topological module M .
We want to find a completion of M = U(gˆ−) · 1 ⊆ Vλ−m and Wλ−m such that
fm1 · · · fmk
(∑
n∈N
∑
π∈Pn
απhπ1
)
∈ Vˆλ−m.
Let
Un = span〈hn1 · · ·hnk |n 6
k∑
i=1
ni〉 ⊆ A, n = {Un|n ∈ N}
be a fundamental system of neighborhoods of zero for A,
n′ = {Un · 1|n ∈ N} topology for M,
Un ⊆ U(gˆ−) = A, Mn = Un · 1, M = U(g) · 1,
(5.1) Mˆ := lim
←−
n
M/Mn
completion of M . So we have:
(M1) If N = Mn ∈ n, then U =Mn satisfies Mn +Mn ⊆Mn.
(M2) If N = Mn ∈ n, then U =Mn satisfies M = Mn ⊆ −N .
(M3) If N =Mn ∈ n, then for T = Un and U =Mn ∈ n we have TM = UnUn ·1 ⊆ U2n ·1 ⊆ Un ·1 =
Mn.
(M4) For N = Mk ∈ n, b =
∑
n∈N
∑
π∈Pn
απhπ · 1, then take T = Uk and then we have Ukb ⊆Mk.
(M5) For N = Mk ∈ n, β =
∑
n∈N
∑
π∈Pn
απhπ ∈ A, take U =Mk and we have bMk ⊆Mk.
We need to make sure Mˆ can be made into an nˆ− ⊕ hˆ-module. Now we have to check left multi-
plication by hn, n ∈ N is continuous: hnMm ⊆Mn+m.
So hn extends to a map hn : Mˆ −→ Mˆ .
5.1.3. Definition. Define Vˆλ,κ = lim←−
n
Vλ,κ/(Vλ,κ)n and similar to Wˆλ,κ.
5.1.4. Definition. Let Fm be the finite dimensional sl(2,C)-module with highest weight m ∈ N and
highest weight vector um.
Observe that the definitions of Fm(z) and Vλ−m,κ⊗ˆFm(z) are similar to the definitions given
in (2.9) and (2.11). Set umk = u
m ⊗ zk ∈ Fm(z) for k ∈ Z.
5.1.5. Definition. Define Pn := {(−n1,−n2, · · · ,−np)|n1 + · · · + np = n} and for a fixed π =
(−n1, · · · ,−np) ∈ Pn, define hπ := hn1 · · ·hnp .
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5.1.6. Proposition. Suppose κ 6= 0 and fix β(1) ∈ C. Let m ∈ N, Vλ−m,κ the imaginary Verma
module for gˆ and vλ−m,κ ∈ Vλ−m,κ be an imaginary highest weight vector of highest weight λ−m.
For (n1, n2, . . . , nr) = (n1, n2, . . . , nr, 0, 0, . . . ) with ni ∈ N define
β(n1,...,nr) =
mnr+···+n1−1
(−κ)nr+···+n1−1(rnr · · · · · 2n2) · nr! . . . n1!
· β(1)
For a partition
π = (−1,−1, . . . ,−1︸ ︷︷ ︸
n1
,−2,−2, . . . ,−2︸ ︷︷ ︸
n2
, . . . ,−r,−r, . . . ,−r︸ ︷︷ ︸
nr
)
of −n (so
r∑
l=1
lnl = n) define
α(−1,−1, . . . ,−1
︸ ︷︷ ︸
n1
,−2,−2, . . . ,−2
︸ ︷︷ ︸
n2
,...,−r,−r, . . . ,−r
︸ ︷︷ ︸
nr
) = β(n1,n2,...,nr)
and
hπ := h
n1
−1h
n2
−2 · · ·h
nr
−r
The vector
v♯λ,κ :=
∑
n∈N
∑
π∈Pn
απhπvλ−m,κ ⊗ u
m
n ∈ Vλ−m,κ⊗ˆFm(z)
is an imaginary highest weight vector of weight λ. Hence there is a nonzero gˆ-module homomorphism
ΦV (z) : Vλ,κ → Vλ−m,κ⊗ˆFm(z) such that ΦV (z)(vλ,κ) = v
♯
λ,κ.
Proof. We write out an indication of the calculation in the case of the action of h1:
h1
(
α0vλ−m,κ ⊗ u
m
0 + α(−1)h−1vλ−m,κ ⊗ u
m
1 +
(
α(−1,−1)h
2
−1 + α(−2)h−2
)
vλ−m,κ ⊗ u
m
2
+
(
α(−1,−1,−1)h
3
−1 + α(−2,−1)h−1h−2 + α(−3)h−3
)
vλ−m,κ ⊗ u
m
3
+
(
α(−1,−1,−1,−1)h
4
−1 + α(−2,−1,−1)h
2
−1h−2 + α(−2,−2)h
2
−2
+ α(−3,−1)h−1h−3 + α(−4)h−4
)
vλ−m,κ ⊗ u
m
4 + · · ·
)
= 0 +mα0vλ−m,κ ⊗ u
m
1 + α(−1)κvλ−m,κ ⊗ u
m
1 +mα(−1)h−1vλ−m,κ ⊗ u
m
2
+ 2α(−1,−1)κh−1vλ−m,κ ⊗ u
m
2 +mα(−1,−1)h
2
−1vλ−m,κ ⊗ u
m
3 +mα(−2)h−2vλ−m,κ ⊗ u
m
3
+ 3α(−1,−1,−1)κh
2
−1vλ−m,κ ⊗ u
m
3 +mα(−1,−1,−1)h
3
−1vλ−m,κ ⊗ u
m
4
+ α(−2,−1)κh−2vλ−m,κ ⊗ u
m
3 +mα(−2,−1)h−1h−2vλ−m,κ ⊗ u
m
4 +mα(−3)h−3vλ−m,κ ⊗ u
m
4 +
+ κ
(
4α(−1,−1,−1,−1)h
3
−1 + 2α(−2,−1,−1)h−1h−2 + α(−3,−1)h−3
)
vλ−m,κ ⊗ u
m
4 + · · ·
For 1 6 k 6 r, we have
hk
(
β(n1,n2,...,nr)h
n1
−1 . . . h
nk
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n
)
= k.nk.κ.β(n1,...,nk,...,nr)h
n1
−1 . . . h
nk−1
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n
+mβ(n1,...,nk,...,nr)h
n1
−1 . . . h
nk
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n+k
For this reason we want in general to have
(5.2) mβ(n1,...,nk−1,...,nr) + k.nk.κβ(n1,...,nk,...,nr) = 0.
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In this case when we apply hk, the coefficient of h
n1
−1 . . . h
nk−1
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n , where n =∑r
i=1 ini, is mβ(n1,...,nk−1,...,nr) + k.nk.κβ(n1,...,nk,...,nr) and we want it to be zero. Then we can fix
β(1) and find all the others using this condition:
mβ(1) + l.κβ(1,0,...,0,1) = 0 =⇒ β(1,0,...,0,1) =
−m
l · κ
β(1)
mβ(0,...,0,1) + 1.κβ(1,0,...,0,1) = 0 =⇒ β(0,0,...,0,1) =
1
l
β(1),
where 1 occurs in the (last) l-entry of (1, 0, . . . , 0, 1) and (0, . . . , 0, 1). Similarly by applying hk
repeatedly we need to require
mnkβ(n1,...,nk−1,0,nk+1,...,nr) = (−1)
nk · knk · κnk · nk!β(n1,...,nk,...,nr)
Without lost of generality, we can assume n1 6= 0 and require
β(1) =
(−κ)nr+···+n1−1 · (rnr . . . 2n2) · nr! . . . n1!
mnr+···+n1−1
· β(n1,...,nr)
So under the hypothesis κ 6= 0,
β(n1,...,nr) =
mnr+···+n1−1
(−κ)nr+···+n1−1(rnr . . . 2n2) · nr! . . . n1!
· β(1)
is well defined and forces v♯λ,κ to be annihilated by the hk for all k ≥ 1.
Now we have
hm(v
♯
λ,κ) = 0,
em(v
♯
λ,κ) =
∑
n∈N∗
∑
π∈Pn
απ(emhπvλ−m,κ)⊗ u
m
n +
∑
n∈N∗
∑
π∈Pn
απhπvλ−m,κ ⊗ emu
m
n
= 0
for all m > 0 (because emhk = −2em+k + hkem, ∀k). Thus v
♯
λ,κ is an imaginary highest weight
vector of weight λ + κΛ0. By the universal mapping property of imaginary Verma modules, there
exists a gˆ-module homomorphism ϕ : Vλ,κ −→ Vλ−m,κ⊗ˆFm(z), for κ 6= 0, sending vλ,κ to v
♯
λ,κ.

5.1.7. Corollary.
((zh(z))− ⊗ 1)Φˆ
V (z)(vλ,κ) = −mΦˆ
V (z)(vλ,κ).(5.3)
Proof. By (5.2) we have
(hk ⊗ 1)
(
β(n1,n2,...,nr)h
n1
−1 . . . h
nk
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n
)
= k.nk.κ.β(n1,...,nk,...,nr)h
n1
−1 . . . h
nk−1
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n
= −mβ(n1,...,nk−1,...,nr)h
n1
−1 . . . h
nk−1
−k . . . h
nr
−rvλ−m,κ ⊗ u
m
n
and hence
((zh(z))− ⊗ 1)Φˆ
V (z)(vλ,κ) =
∑
k>0
∑
n∈N
∑
π∈Pn
απ[hk, hπ]vλ−m,κ ⊗ z
−∆umn z
−k
= −m
∑
k>0
∑
n∈N
∑
π∈Pn
απhπvλ−m,κ ⊗ z
−∆−kumn+k
= −mz−∆
∑
n∈N
∑
π∈Pn
απhπvλ−m,κ ⊗ u
m
n
= −mΦˆV (z)(vλ,κ).
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
In particular note the intertwining property of ΦV (z): If we let ∗ denote the tensor product
action, then
(5.4) ΦV (z)xn = xn ∗ Φ(z) = (xn ⊗ 1 + z
n(1 ⊗ x))ΦV (z)
for x ∈ sl(2,C).
5.2. Operator Form of the KZ Equation. We define ΦW (z) :Wλ,κ →Wλ−m,κ⊗ˆFm(z) through
the diagram
Wλ,κ
ΦW (z)
−−−−→ Wλ−m,κ⊗ˆFm(z)
Ψ−1
λ,κ
y Ψλ−m,κ⊗1x
Vλ,κ
ΦV (z)
−−−−→ Vλ−m,κ⊗ˆFm(z)
where Ψλ,κ : Vλ,κ →Wλ,κ is the canonical isomorphism given in Theorem 3.3.2 and
(Ψλ−m,κ ⊗ 1)(v1 ⊗ v2) := Ψλ−m,κ(v1)⊗ v2.
Then
(5.5) ΦW (z) := (Ψλ−m,κ ⊗ 1) ◦ Φ
V (z) ◦Ψ−1λ,κ.
Now consider z as a formal variable and set
Fm ⊗ z
−∆
C[z, z−1] = z−∆Fm[z1, z
−1
1 ].
This space is an infinite dimensional representation of gˆ with a basis v ⊗ zn−∆, n ∈ Z, v ∈ Fm.
5.2.1. Proposition. The gˆ-module map z−∆ΦW (z) :Wλ,κ −→Wλ−m,κ⊗ˆz−∆Fm[z, z−1] such that
z−∆ΦW (z)(wλ,κ) =
∑
n∈N∗
∑
π∈Pn
απbπwλ−m,κ ⊗ z
−∆umn ,
is a g˜-module homomorphism (here d acts by z ∂
∂z
on the second factor)
if and only if
(5.6) ∆ = ∆(λ) −∆(λ−m).
Proof. By the definition we have d·wλ,κ = −∆(λ)·wλ,κ, for wλ,κ ∈Wλ,κ (see (2.8)). Now z−∆ΦW (z)
is a g˜-intertwiner if and only if it satisfies
(5.7) z−∆ΦW (z)d− (d⊗ 1)z−∆ΦW (z) =
(
1⊗ z
∂
∂z
)
z−∆ΦW (z).
We will apply both sides of this equality to the imaginary highest weight vector wλ,κ and see that
they agree if and only if the condition (5.6) is satisfied. Then since Wλ,κ is generated by this vector
the two sides agree on all of Wλ,κ if and only if (5.6) is satisfied.
The left hand side of (5.7) applied to wλ,κ gives us
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(
z−∆ΦW (z)d− (d⊗ 1)z−∆ΦW (z)
)
(wλ,κ) = −∆(λ)
∑
n∈N∗
∑
π∈Pn
απbπwλ−m,κ ⊗ u
m
n z
−∆
−
∑
n∈N∗
∑
π∈Pn
απ(−n−∆(λ−m))bπwλ−m,κ ⊗ u
m
n z
−∆
= − (∆(λ)−∆(λ −m))
∑
n∈N∗
∑
π∈Pn
απbπwλ−m,κ ⊗ u
m
n z
−∆
+
∑
n∈N∗
∑
π∈Pn
nαπbπwλ−m,κ ⊗ u
m
n z
−∆
while the right hand side is(
1⊗ z
∂
∂z
)
z−∆ΦW (z)(wλ,κ) =
∑
π∈Pn
απbπwλ−m,κ ⊗ z
∂
∂z
umn z
−∆
= −∆
∑
π∈Pn
απbπwλ−m,κ ⊗ u
m
n z
−∆
+
∑
π∈Pn
nαπbπwλ−m,κ ⊗ u
m
n z
−∆.
To finish the proof we recall (5.5) and note that Ψλ,κ is a g˜-module homomorphism.

For x ∈ F∗m, define Φ
V
x (z) : Vλ,κ −→ Vˆλ−m,κ by
(5.8) ΦVx (z)(w) = x(Φ
V (z)(w)).
For example
(5.9) ΦVx (z)(vλ,κ) =
∑
n∈N∗
∑
π∈Pn
απhπvλ−m,κx(u
m
n ),
where xumn = (xu
m)zn. We similarly define ΦWx (z) :Wλ → Wˆλ−m,κ. The intertwining property (5.4)
for x = f becomes
ΦWx (z)am = Φ
W
x (z)fm = fm ∗ Φ
W
x (z) = (fm ⊗ 1)Φ
W
x (z) + z
m(1⊗ f)ΦVx (z)
= (am ⊗ 1)Φ
W
x (z)− z
mΦWfx(z).
where fx means the action of f on an element in the dual space F∗m. Thus
(5.10) [am,Φ
W
x (z)] = z
mΦWfx(z).
A similar computation shows
(5.11) [bm,Φ
W
x (z)] = z
mΦWhx(z).
The equations (5.10) and (5.11) tell us
(5.12)
[b(ζ)+,Φ
W
x (z)] =
1
z − ζ
ΦWhx(z), [b(ζ)−,Φ
W
x (z)] =
1
ζ − z
ΦWhx(z), [a(ζ),Φ
W
x (z)] = Φ
W
fx(z)δ(ζ/z).
For x ∈ F∗m and ∆ = ∆(λ) −∆(λ−m) set Φ˜
W
x (z) := z
−∆ΦWx (z).
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5.2.2. Theorem (Operator form of the KZ-Equations). For x ∈ F∗m of weight α ∈ C, set
∆(α, µ) :=
α(α − 2µ)
4
and ΦˆWx (z) := z
−∆(µ,α)Φ˜Wx (z),
where µ is fixed (see §4). The operator ΦˆWx (z) : Wλ,κ −→ Wλ−m,κ⊗ˆFm[z, z
−1] · z−∆ satisfies the
differential equation
(5.13)
d
dz
ΦˆWx (z) = Φˆ
W
fx(z)∂za
∗(z) +
α
2
: b(z)ΦˆWx (z) :
Proof. We have
ΦˆWx (z) ◦ a
∗
n(an1 · · · ankb−m1 · · · b−ml · wλ,κ)
= −
k∑
i=1
δn+ni,0Φˆ
W
x (z)
(
an1 · · · ani−1ani+1 · · ·ankb−m1 · · · b−ml · wλ,κ)
)
,
while
a∗n◦Φˆ
W (z)(an1 · · · ankb−m1 · · · b−ml · wλ,κ)
= a∗n ◦ (an1 ∗ · · · ∗ ank ∗ b−m1 ∗ · · · ∗ b−ml ∗ Φˆ
W (z)(wλ,κ))
= a∗n((an1 ⊗ 1 + z
n1 ⊗ f) · · · (ank ⊗ 1 + z
nk ⊗ f)
× (b−m1 ⊗ 1 + z
−m1 ⊗ h) · · · (b−ml ⊗ 1 + z
−ml ⊗ h))ΦˆW (z)(wλ,κ)
= −
k∑
i=1
δn+ni,0(an1 ⊗ 1 + z
n1 ⊗ f) · · · (ani−1 ⊗ 1 + z
ni−1 ⊗ f)(ani+1 ⊗ 1 + z
ni+1 ⊗ f) · · · (ank ⊗ 1 + z
nk ⊗ f)
· (b−m1 ⊗ 1 + z
−m1 ⊗ h) · · · (b−ml ⊗ 1 + z
−ml ⊗ h) · ΦˆW (z)(wλ,κ)
+ an1 ∗ · · · ∗ ank ∗ b−m1 ∗ · · · ∗ b−ml ∗ (a
∗
n ⊗ 1)Φˆ
W (z)(wλ,κ))
= −
k∑
i=1
δn+ni,0Φˆ
W (z)(an1 · · · ani−1ani+1 · · ·ankb−m1 · · · b−ml · wλ,κ)
+ an1 ∗ · · · ∗ ank ∗ b−m1 ∗ · · · ∗ b−ml ∗ (a
∗
n ⊗ 1)Φˆ
W (z)(wλ,κ)).
On the other hand
a∗nΦˆ
W (z)(wλ,κ) =
∑
n∈N
∑
π∈Pn
απa
∗
nbπwλ−m,κ ⊗ z
−∆umn = 0,
so that
(a∗n ⊗ 1)◦Φˆ
W
x (z)(an1 · · · ankb−m1 · · · b−ml · wλ,κ)
= (1⊗ x) ◦ (a∗n ⊗ 1) ◦ Φˆ
W (z)(an1 · · ·ankb−m1 · · · b−ml · wλ,κ)
= −
k∑
i=1
δn+ni,0(1⊗ x)Φˆ
W (z)(an1 · · · ani−1ani+1 · · · ankb−m1 · · · b−ml · wλ,κ)
= −
k∑
i=1
δn+ni,0Φˆ
W
x (z)(an1 · · · ani−1ani+1 · · · ankb−m1 · · · b−ml · wλ,κ).
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Thus [a∗n, Φˆ
W
x (z)] = 0. We have
z
d
dz
ΦˆWx (z) = −[d, Φ˜
W
x (z)]−∆(µ, α)Φˆ
W
x (z).
Replace d by −L0 and use (4.3):
z
d
dz
ΦˆWx (z) = [L0, Φˆ
W
x (z)]−∆(µ, α)Φˆ
W
x (z)
=
[∑
n∈Z
nana
∗
−n +
1
4
(∑
n∈Z
: bnb−n :
)
−
µ
2
b0, Φˆ
W
x (z)
]
−∆(µ, α)ΦˆWx (z)
=
∑
n∈Z
n
[
an, Φˆ
W
x (z)
]
a∗−n
+
[
1
4
(∑
n>0
b−nbn
)
+
1
4
(∑
n<0
bnb−n
)
+
1
4
b20 −
µ
2
b0, Φˆ
W
x (z)
]
−∆(µ, α)ΦˆWx (z)
= ΦˆWfx(z)
∑
n∈Z
na∗−nz
n
+
1
2
(∑
n>0
[
b−n, Φˆ
W
x (z)
]
bn
)
+
1
2
(∑
n>0
b−n
[
bn, Φˆ
W
x (z)
])
+
1
4
([
b0, Φˆ
W
x (z)
]
b0 + b0
[
b0, Φˆ
W
x (z)
])
−
µ
2
[
b0, Φˆ
W
x (z)
]
−∆(µ, α)ΦˆWx (z)
= ΦˆWfx(z)z∂za
∗(z)
+
1
2
(∑
n>0
ΦˆWhx(z)bnz
−n
)
+
1
2
(∑
n>0
b−nΦ
W
hx(z)z
n
)
+
1
4
(
ΦˆWhx(z)b0 + b0Φˆ
W
hx(z)
)
−
µ
2
ΦˆWhx(z)−∆(µ, α)Φˆ
W
x (z)
= ΦˆWfx(z)z∂za
∗(z)
+
z
2
: b(z)ΦˆWhx(z) : +
1
4
(
−ΦˆWhx(z)b0 + b0Φˆ
W
hx(z)
)
−
µ
2
ΦˆWhx(z)−∆(µ, α)Φˆ
W
x (z)
= ΦˆWfx(z)z∂za
∗(z) +
z
2
: b(z)ΦˆWhx(z) : +
1
4
ΦˆWh2x(z)−
µ
2
ΦˆWhx(z)−∆(µ, α)Φˆ
W
x (z)
= ΦˆWfx(z)z∂za
∗(z) +
αz
2
: b(z)ΦˆWx (z) : .

5.2.3. Theorem.
[Lm, Φˆ
W
x (z)] = Φˆ
W
fx(z)z
m+1∂za
∗(z) +
α
2
zm+1 : b(z)ΦˆWx (z) : +(m+ 1)∆(µ, α)z
mΦˆWx (z).
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Proof. We have
[Lm, Φˆ
W
x (z)] =
[∑
n∈Z
(n−m)ana
∗
m−n +
1
4
(∑
n∈Z
: bnbm−n :
)
−
µ
2
(m+ 1)bm, Φˆ
W
x (z)
]
=
∑
n∈Z
(n−m)
([
an, Φˆ
W
x (z)
]
a∗m−n + an
[
a∗m−n, Φˆ
W
x (z)
])
+
1
4
[∑
n∈Z
: bnbm−n :, Φˆ
W
x (z)
]
−
µ
2
(m+ 1)
[
bm, Φˆ
W
x (z)
]
= ΦˆWfx(z)
∑
n∈Z
(n−m)a∗m−nz
n −
µ
2
(m+ 1)
[
bm, Φˆ
W
x (z)
]
+
1
4
[∑
n∈Z
: bnbm−n :, Φˆ
W
x (z)
]
= ΦˆWfx(z)z
m+1∂za
∗(z)−
µ
2
(m+ 1)zmΦˆWhx(z) +
1
4
[∑
n∈Z
: bnbm−n :, Φˆ
W
x (z)
]
= ΦˆWfx(z)z
m+1∂za
∗(z)−
µα
2
(m+ 1)zmΦˆWx (z) +
1
4
[∑
n∈Z
: bnbm−n :, Φˆ
W
x (z)
]
.
So we only need to calculate
[∑
n∈Z
: bnbm−n :, Φˆ
W
x (z)
]
. Then we have
∑
n∈Z
[
: bnbm−n :, Φˆ
W
x (z)
]
= 2
∑
n>m
[
bm−nbn, Φˆ
W
x (z)
]
+
m∑
i=0
[
bm−ibi, Φˆ
W
x (z)
]
= 2
∑
n>m
bm−n
[
bn, Φˆ
W
x (z)
]
+ 2
∑
n>m
[
bm−n, Φˆ
W
x (z)
]
bn
+
m∑
i=0
bm−i
[
bi, Φˆ
W
x (z)
]
+
m∑
i=0
[
bm−i, Φˆ
W
x (z)
]
bi
= 2zm+1
( ∑
n>m
bm−nz
n−m−1ΦˆWhx(z) + Φˆ
W
hx(z)
∑
n>m
bnz
−n−1
)
+
( m∑
i=0
bm−iz
iΦˆWhx(z) + Φˆ
W
hx(z)
m∑
i=0
biz
m−i
)
= 2zm+1
(∑
n<0
bnz
−n−1ΦˆWhx(z) + Φˆ
W
hx(z)
∑
n≥0
bnz
−n−1
)
− 2zm+1ΦˆWhx(z)
m∑
n=0
bnz
−n−1
+ zm+1
m∑
i=0
bm−iz
−i−1ΦˆWhx(z) + z
m+1ΦˆWhx(z)
m∑
i=0
biz
−i−1
= 2zm+1 : b(z)ΦˆWhx(z) : +
m∑
i=0
bm−iz
m−iΦˆWhx(z)− Φˆ
W
hx(z)
m∑
i=0
biz
m−i
= 2zm+1 : b(z)ΦˆWhx(z) : +
m∑
i=0
zm−i[bi, Φˆ
W
hx(z)]
= 2zm+1 : b(z)ΦˆWhx(z) : +
m∑
i=0
zmΦˆWh2x(z)
= 2zm+1 : b(z)ΦˆWhx(z) : +(m+ 1)z
mΦˆWh2x(z)
= 2αzm+1 : b(z)ΦˆWx (z) : +(m+ 1)α
2zmΦˆWx (z).
Hence
[Lm, Φˆ
W
x (z)] = Φˆ
W
fx(z)z
m+1∂za
∗(z) +
α
2
zm+1 : b(z)ΦˆWx (z) : +(m+ 1)∆(µ, α)z
mΦˆWx (z).

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