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Abstract: This work focuses on recent advances on the way general structural testing
procedures can be constructed in regression on functional variable. Our test statistic is
constructed from a specific estimator adapted to the specific model to be checked and
uses recent advances concerning kernel smoothing methods for functional data. A general
theoretical result states the asymptotic normality of our statistic under the null hypoth-
esis and diverges under the local alternatives. This result opens interesting prospects
about tests for no-effect, for linearity, or for reduction dimension of the covariate. Boot-
strap methods are then proposed to compute the threshold value of our test. Finally, we
present some applications to spectrometric datasets and discuss interesting prospects for
the future.
Mots-cle´s: test de structure, re´gression, variable fonctionnelle, re´e´chantillonnage, non-
effet, line´aire, multivarie´, spectrome´trie.
1 Introduction
Certains phe´nome`nes e´voluent au cours du temps ou des conditions du milieu dans lequel
l’expe´rience est re´alise´e. Il n’est donc pas rare d’eˆtre amene´ a` prendre en compte des
observations discre´tise´es de leur e´volution (pouvant eˆtre mode´lise´e par une courbe) afin
d’e´tudier de manie`re plus pertinente un proble`me concret. Les re´cents progre`s tech-
nologiques permettent fre´quemment de disposer de donne´es discre´tise´es sur des grilles
assez fines qui refle`tent de manie`re approprie´e la nature fonctionnelle de ces phe´nome`nes.
De nombreuses me´thodes ont e´te´ propose´es afin de se´lectionner parmi l’ensemble de ces
observations discre´tise´es un petit nombre de points permettant de re´pondre aussi bien que
possible au proble`me pose´. Cependant, il est souvent inte´ressant d’attacher e´galement de
l’importance a` la dynamique de ce type de phe´nome`nes ainsi qu’a` leur structure parti-
culie`re. Une manie`re adapte´e d’y parvenir consiste a` mode´liser les donne´es dont nous
disposons comme la discre´tisation d’une variable fonctionnelle (c’est a` dire de dimension
infinie). C’est une manie`re de ge´ne´raliser l’approche multivarie´e qui permet d’obtenir une
repre´sentation plus synthe´tique des donne´es prenant en compte la re´gularite´ et la nature
intrinse`que du phe´nome`ne dont proviennent nos observations.
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La branche de la statistique consacre´e a` l’e´tude de donne´es fonctionnelles est actuelle-
ment en plein essor en raison des perspectives pratiques et the´oriques qu’elle propose.
De nombreux mode`les et me´thodes de statistique multivarie´e ont e´te´ ge´ne´ralise´es afin de
s’adapter a` ce nouveau type de mode´lisation. On pourra notamment consulter les ouvrages
de re´fe´rences de Ramsay et Silverman (1997, 2002, 2005), Bosq (2000), Ferraty et Vieu
(2006), ainsi que Ferraty et Romain (2010) . Nous nous inte´ressons plus particulie`rement
dans ce travail a` l’e´tude de proble`mes de re´gression sur variable fonctionnelle:
Y = r(X ) + ǫ,
ou` Y est une varable ale´atoire re´elle, X une variable ale´atoire a` valeurs dans un espace
semi-me´trique (E , d) et E[ǫ|X ] = 0.
De nombreux auteurs ont de´ja` conside´re´ l’estimation de l’ope´rateur de re´gression r au
travers de variantes de ce mode`le correspondant a` diffe´rentes hypothe`ses sur la structure
de l’ope´rateur r. On peut notamment e´voquer le mode`le line´aire fonctionnel introduit par
Ramsay et Dalzell (1991):
Y = α0+ < α,X >L2([0;1]) +ǫ, (α0, α) ∈ R× L
2([0; 1]).
Ce mode`le a e´te´ abondamment e´tudie´ au cours des dernie`res anne´es comme en te´moignent
notamment les travaux de Cardot et al. (1999,2000,2007), Ramsay et Silverman (1997,
2005), Preda et Saporta (2005), Hall et Cai (2006), Crambes et al. (2009) ainsi que Fer-
raty et Romain (2010, Chapitre 2).
Divers autres mode`les base´s sur une certaine structure de r ont e´te´ conside´re´s comme on
peut notamment le voir dans les travaux de Sood et al. (2009) concernant un mode`le
additif multivarie´ base´ sur les premiers coefficients d’une A.C.P. fonctionnelle, Ait Saidi
et al. (2008) a` propos du mode`le a` indice simple fonctionnel, ou Aneiros-Perez et Vieu
(2009) pour le mode`le partiellement line´aire fonctionnel. Cela illustre la grande diversite´
des mode´lisations que l’on peut proposer, d’autant plus qu’il est vraisemblable que de
nouveaux exemples de mode`les “structurels” soient conside´re´s dans les anne´es a` venir
(mode`les additifs fonctionnels, partiellement fonctionnel, ...).
D’autre part, Ferraty et Vieu (2000) ont conside´re´ un mode`le non-pararame´trique fonc-
tionnel dans lequel aucune hypothe`se n’est faite sur la structure de r, mais simplement
sur sa re´gularite´ (de type Ho¨lder). De nombreuses re´fe´rences sont donne´es a` ce propos
dans les travaux de Ferraty et al. (2002), Masry (2005), Ferraty et Vieu (2006), Delsol
(2007,2009) ainsi que Ferraty et Romain (2010, Chapitres 1, 4, et 5).
2 Tests de structure
2.1 Ge´ne´ralite´s
Comme nous venons de le voir, la litte´rature concernant les me´thodes d’estimation en
re´gression sur variable fonctionnelle est assez conse´quente. L’objectif de cet expose´ est
2
sensiblement diffe´rent puisque l’on ne de´sire pas estimer l’ope´rateur r mais construire
des outils statistiques permettant de tester si il a une certaine structure (e.g. constant,
line´aire, multivarie´, . . . ). La litte´rature consacre´e a` ce type de proble`mes se limite, autant
que nous le sachions, aux travaux de Cardot et al. (2003,2004) dans le cas particulier du
mode`le line´aire, Gadiaga et Ignaccolo (2005) qui proposent des tests de non effet base´s
sur des me´thodes de projections ainsi que Chiou et Mu¨ller (2007) qui introduisent une
approche heuristique pour construire un test d’ade´quation. Il semble donc qu’il n’existe
pas de me´thode ge´ne´rale permettant de tester la validite´ des diffe´rents mode`les e´voque´s
au paragraphe pre´ce´dant. Notons dans ce qui suit R une famille d’ope´rateurs de carre´
inte´grables et w une fonction de poids. Au travers de cet expose´ nous souhaitons pre´senter
une approche ge´ne´rale permettant de tester l’hypothe`se nulle
H0 : {∃r0 ∈ R, P (r(X ) = r0(X )) = 1}
contre des alternatives locales de la forme
H1,n : { inf
r0∈R
‖r − r0‖L2(wdPX ) ≥ ηn}.
Notre statistique de test est construite, de manie`re similaire a` l’approche utilise´e par
Ha¨rdle et Mammen (1993), a` partir d’un estimateur rˆ spe´cifique au mode`le que l’on veut
tester (donc a` la famille R) et de me´thodes d’estimation a` noyau (note´ K):
Tn =
∫
(
n∑
i=1
(Yi − rˆ(Xi))K
(
d(Xi, x)
hn
)
)2w(x)dPX (x).
Pour des raisons techniques, on fait l’hypothe`se que l’estimateur rˆ est construit sur un
e´chantillonD1 inde´pendant deD = (X , Yi)1≤i≤n Un re´sultat donne´ par Delsol et al. (2010)
montre la normalite´ asymptotique de Tn sous l’hypothe`se nulle et sa divergence sous
l’alternative sous des hypothe`ses ge´ne´rales. Ce re´sultat permet d’envisager l’utilisation
de ce type de statistique de test dans un gand nombre de situations pour lesquelles les
hypothe`ses peuvent eˆtre ve´rifie´es comme par exemple:
• test d’un mode`le a priori: R = {r0}, rˆ = r0.
• test de non effet: R = {r : ∃C ∈ R, r ≡ C}, rˆ = Y n.
• test de mode`le multivarie´: R = {r : r = g ◦ V, V : E → Rp connu, g : Rp → R}, rˆ
estimateur multivarie´ a` noyau construit a` partir de (Yi, V (Xi))1≤i≤n.
• test de line´arite´: R = {r : r = α0+ < α, . >, (α0, α) ∈ R × L
2[0; 1]}, rˆ estimateur
fonctionnel spline (voir Crambes et al. 2009).
• test de mode`le a` indice simple fonctionnel: R = {r : r = g(< α, . >), α ∈ E , g :
R → R}, rˆ estimateur propose´ par Ait Saidi et al. (2008).
D’autres situations peuvent e´galement eˆtre conside´re´es de`s lors que l’on est en mesure de
fournir un estimateur rˆ ayant de bonnes proprie´te´s.
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2.2 Utilisation concre`te
La mise en oeuvre de la proce´dure de test de´crite plus haut ne´cessite de calculer la valeur
seuil du test. On pourrait penser l’estimer a` partir de la loi asymptotique. Cependant,
les termes dominants du bias et de la variance sont difficiles a` estimer, c’est pourquoi
on pre´fe`re utiliser des me´thodes de re´e´chantillonnage. L’ide´e est de ge´ne´rer, a` partir de
l’e´chantillon original, B e´chantillons pour lesquels l’hypothe`se nulle est approximativement
ve´rifie´e. Ensuite, on calcule sur chacun de ces e´chantillons la valeurs de la statistique de
test et on prend comme valeur seuil la quantile empirique d’ordre 1 − α des valeurs
obtenues.
Nous proposons la proce´dure de re´e´chantillonnage suivante dans laquelle les e´tapes
1-4 sont re´alise´es se´pare´ment sur les e´chantillons D : (Xi, Yi)1≤i≤n et D1 : (Xi, Yi)n+1≤i≤N .
Dans les lignes suivantes rˆK repre´sente l’estimateur a` noyau fonctionnel de l’ope´rateur de
re´gression calcule´ a` partir de l’e´chantillon conside´re´ (D or D1).
Proce´dure de re´e´chantillonnage:
Pre´-traitement:
1. ǫˆi = Yi − rˆK (Xi)
2. ǫ˜i = ǫˆi − ¯ˆǫ
Re´pe´ter B fois les e´tapes 3-5:
3. Ge´ne´rer les re´sidus (3 me´thodes diffe´rentes NB, SNB ou WB)
•NB (ǫbi)1≤i≤n tire´s avec remise parmi (ǫ˜i)1≤i≤n
•SNB (ǫbi)1≤i≤n ge´ne´re´s a` partir d’une version lisse´e F˜n de la fonction de re´partition
empirique de (ǫ˜i)1≤i≤n (ǫ
b
i = F˜
−1
n (Ui) , Ui ∼ U (0, 1))
•WB (ǫbi) = ǫ˜iVi ou` Vi ∼ PW ve´rifie les conditions suivantes: E [Vi] = 0, E [V
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i ] = 1
et E [V 3i ] = 1.
4. Ge´ne´rer des re´ponses “correspondant” a` H0
Y bi = rˆ (Xi) + ǫ
b
i
5. Calculer la statistique de test T bn a` partir de l’e´chantillon ge´ne´re´ (Xi, Y
b
i )1≤i≤N
Calculer la valeur empirique du seuil
6. Pour un test de niveau α, prendre comme valeur le quantile empirique d’ordre 1−α
de la famille (T bn)1≤b≤B.
On conside`rere notamment trois exemples de lois PW donne´es par Mammen (1993).
Les diffe´rentes me´thodes utilise´es pour ge´ne´rer les re´sidus ont des proprie´te´s diffe´rentes.
Au vu des simulations il semble inte´ressant d’utiliser des me´thodes de type “bootstrap
sauvage” (WB) qui produisent des tests plus puissants et sont par nature plus robustes a`
l’he´te´rosce´dasticite´ des re´sidus.
Enfin, l’inte´grale par rapport a` PX qui apparait dans la de´finition de Tn est approche´e
par une moyenne empirique sur un troisie`me e´chantillon inde´pendant de D1 et D2.
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2.3 Application en spectrome´trie
Les courbes spectrome´triques constituent un exemple inte´ressant de donne´es de nature
fonctionnelle. Elles correspondent a` la mesure de l’absorption d’une lumie`re e´mise en
direction d’un produit en fonction de sa longeur d’onde. Les courbes spectrome´triques
peuvent notamment eˆtre utilise´es pour connaˆıtre le contenu d’un produit sans avoir besoin
de re´aliser une analyse chimique (voir par exemple Borggaard et Thodberg, 1992). Il est
courant, en chimie quantitative, de faire une transformation des courbes originales (cor-
respondant en quelque sorte a` des de´rivations). L’approche que nous venons de pre´senter
peut eˆtre applique´e dans ce contexte pour apporter des e´le´ments de re´ponse a` des ques-
tions portant sur
• la validite´ d’un mode`le propose´ par des spe´cialistes.
• l’existence d’un lien entre une des de´rive´es de la courbe spectrome´trique et la quan-
tite´ que l’on cherche a` pre´dire.
• la nature du lien reliant les de´rive´es de la courbe spectrome´trique et le contenu
chimique du produit
• la validite´ d’un mode`le ne prenant en compte que certaines portions ou points de
la courbe spectrome´trique (ou de ses de´rive´es) dont on suppose qu’ils re´sument
l’information apporte´e par la courbe spectrome´trique.
Nous illustrerons brie`vement la manie`re dont ces questions peuvent eˆtre addre´sse´es en
e´tudiant des jeux de donne´es concrets.
3 Discussion
L’approche ge´ne´rale que nous venons de pre´senter constitue une premie`re me´thode pour
construire des tests de structure de nature assez varie´e en re´gression sur variable fonction-
nelle (se rapporter a` Delsol (2008) pour une discussion plus comple`te). L’utilisation de
ces tests sur des donne´es spectrome´triques nous fournit des informations pertinentes sur
la structure du lien entre la courbe spectrome´trique et le contenu chimique du produit.
De tels outils peuvent e´galement s’ave´rer inte´ressants lorsque l’on cherche a` extraire les
informations pertinentes de la courbe explicative, ce qui permet souvent d’ame´liorer la
qualite´ d’estimations. Il semble toutefois inte´ressant d’essayer d’ame´liorer notre approche
et de proposer d’autres statistiques de test. Il serait notamment important de proposer
une alternative qui ne ne´cessite pas de de´couper notre e´chantillon original en trois sous-
e´chantillons, ce qui peut se re´ve´ler ge´nant en pratique. Toutefois, il est a` noter que notres
approche offre un large spectre d’applications possibles. Elle pourrait eˆtre utilise´e de
manie`re inte´ressante dans un algorithme permettant de se´lectionner les portions ou les
points informatifs de la variable explicative fonctionnelle. Elle pourrait aussi se re´ve´ler
inte´ressante dans le cadre du choix de la semi-me´trique car elle peut permettre de tester la
re´gularite´ de r par rapport a` une semi-me´trique d1 contre la re´gularite´ de r par rapport a`
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une semi-me´trique d2 ve´rifiant d1 ≤ d2. Nous discuterons les e´ventuelles ame´liorations qui
peuvent eˆtre effectue´es pour ame´liorer notre approche et conclurons sur les perspectives
a` venir.
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