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We present a systematic, top-down, thermodynamic parametrization scheme for dissipative parti-
cle dynamics (DPD) using water-octanol partition coefficients, supplemented by water-octanol phase
equilibria and pure liquid phase density data. We demonstrate the feasibility of computing the re-
quired partition coefficients in DPD using brute-force simulation, within an adaptive semi-automatic
staged optimization scheme. We test the methodology by fitting to experimental partition coefficient
data for twenty one small molecules in five classes comprising alcohols and poly-alcohols, amines,
ethers and simple aromatics, and alkanes (i. e. hexane). Finally, we illustrate the transferability of
a subset of the determined parameters by calculating the critical micelle concentrations of selected
alkyl ethoxylate surfactants, in good agreement with reported experimental values.
I. INTRODUCTION
In this work we describe a systematic, top-down
parametrization scheme for dissipative particle dynamics
(DPD) based on matching water-octanol partition coef-
ficients, water-octanol phase equilibria, and pure liquid
phase density data. Apart from water, the DPD ‘beads’
in the model represent molecular fragments, and as such
can be assembled to cover a wide range of organic ma-
terials such as polymers, surfactants, oils, and so on.
The resulting DPD parameter set can be used for an
equally wide range of applications, and we give the ex-
ample of calculating the critical micelle concentrations
of alkyl ethoxylate surfactants. Our approach is exten-
sible in the sense that it is easy to broaden the molec-
ular ‘palette’, and flexible in the sense that the calcula-
tions can be re-run semi-automatically if it is necessary to
make different changes to the coarse-graining or include
extra moieties or interactions. The remaining manual as-
pects would be potentially amenable to machine learning
approaches. Finally, turned around, our approach offers
a potential novel way of calculating partition coefficients
for new molecules.
We organize the paper by first describing the partition
coefficients that we use as the principal parametrization
target. We then explain the coarse-grained DPD model
and parametrization strategy. We finally analyze and dis-
cuss the results. Technical details of the computational
approach are given in a ‘methods’ Appendix, and a fur-
ther short Appendix discusses compressibility matching
in DPD.
∗ richard.anderson@stfc.ac.uk
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II. PARTITION COEFFICIENTS
The partition coefficient of an uncharged solute
molecule is the ratio of the molar concentrations in a
pair of coexisting bulk phases, at equilibrium. The bulk
phases themselves are typically made up from a pair of
(near) immiscible solvents, and the corresponding parti-
tion coefficient is usually reported as a base 10 logarithm,
logPA/B = log10
[S]A
[S]B
(1)
where [S]A and [S]B are the molar concentrations of a
solute molecule in the two phases, A and B.
By far the most commonly studied partition coefficient
is for the water/octanol system (where octanol means 1-
octanol in the present work); hereafter we shall denote
this specific partition coefficient as simply logP . The
partition coefficient is a measure of the propensity of a
solute to partition between hydrophobic and hydrophilic
environments, and is widely used across numerous ap-
plication areas such as toxicology, pharmaceutical drug
delivery (pharmacokinetics), and so on [1, 2]. For ex-
ample, hydrophobic molecules with 1 <∼ logP <∼ 5 are
generally considered to be cytotoxic since they are able
to cross hydrophobic cell membranes whilst retaining suf-
ficient water solubility to be active [3].
Given the diverse range of applications, it is not sur-
prising that a large amount of experimental logP data
is available both in the primary literature and in cu-
rated databases, for a wide variety of solute molecules
[2, 4, 5]. Moreover, diverse numerical methods with vary-
ing degrees of sophistication and accuracy have been de-
veloped to calculate logP values, to augment the exist-
ing experimental data. These methods include quantita-
tive structure-property relationships (QSPR) [6, 7]; and
atom-based [8], and quantum chemistry motivated meth-
ods such as COSMOtherm/COSMO-RS [9–11].
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2TABLE I. Coarse-grained (CG) representations of molecules considered in the present work. The CG bead content is denoted
by the contents of square brackets.
molecule smiles code # beads CG mapping
hexane cccccc 4 [CH3][CH2CH2]2[CH3]
octane cccccccc 5 [CH3][CH2CH2]3[CH3]
decane cccccccccc 6 [CH3][CH2CH2]4[CH3]
dodecane cccccccccccc 7 [CH3][CH2CH2]5[CH3]
tetradecane cccccccccccccc 8 [CH3][CH2CH2]6[CH3]
benzene c1ccccc1 3 [aCHCH]1[aCHCH][aCHCH]1
ethanol cco 2 [CH3][CH2OH]
1-butanol cccco 3 [CH3][CH2CH2][CH2OH]
1-hexanol cccccco 4 [CH3][CH2CH2]2[CH2OH]
1-octanol cccccccco 5 [CH3][CH2CH2]3[CH2OH]
butan-1,4-diol occcco 3 [CH2OH][CH2CH2][CH2OH]
glycerol c(c(co)o)o 3 [CH2OH]3
tetritol occ(c(co)o)o 4 [CH2OH]4
ethylamine ccn 2 [CH3][CH2NH2]
butylamine ccccn 3 [CH3][CH2CH2][CH2NH2]
ethanolamine occn 2 [CH2OH][CH2NH2]
diethyl ether ccocc 3 [CH3][CH2OCH2][CH3]
glyme coccoc 2 [CH2OCH3] [CH2OCH3]
diglyme coccoccoc 3 [CH3OCH2][CH2OCH2][CH3OCH2]
tetraglyme coccoccoccoccoc 5 [CH3OCH2][CH2OCH2]3[CH3OCH2]
2-hexyloxyethanol ccccccocco 5 [CH3][CH2CH2]2[CH2OCH2][CH2OH]
ethyl diglyme ccoccoccocc 5 [CH3][CH2OCH2][CH2OCH2][CH2OCH2][CH3]
phenylmethylether cocc1ccccc1 4 [CH3OCH2][aCHCH]1[aCHCH][aCHCH]1
phenylpropanol occcc1ccccc1 5 [CH2OH][CH2CH2][aCHCH]1[aCHCH][aCHCH]1
phenylpropylamine ncccc1ccccc1 5 [CH2NH2][CH2CH2][aCHCH]1[aCHCH][aCHCH]1
CnEm [c]n[occ]m[o]
1
2
n+m+ 1 [CH3][CH2CH2]n/2−1[CH2OCH2]m[CH2OH]
Computer simulations, e. g. molecular dynamics (MD)
or Monte Carlo (MC) methods using atom-based poten-
tial functions or coarse-grained force-fields such as the
MARTINI force field [12], provide an additional route
to the prediction of logP for small or medium size so-
lute molecules [13–29]. There have also been attempts
to use multiscale simulation methods mixing atomistic
and coarse-grained potentials [13, 30]. To our knowl-
edge, all published results to date using these meth-
ods resort to the thermodynamically equivalent definition
logP = − log10 e × ∆Gtransfer/RT where ∆Gtransfer is
the Gibbs free energy to transfer one mole of solute from
phase A to phase B, and RT is the product of the gas
constant R and the temperature T . The transfer free en-
ergy can be formally resolved into the difference between
solvation free energies for which thermodynamic pertur-
bation and thermodynamic integration methods are typ-
ically employed [14–16, 19–26, 31–34].
It is important to note that a direct application of
MC methods such as Widom insertion are not usually
viable for atomistic and coarse grained simulation meth-
ods based on hard core or Lennard-Jones potentials at
liquid densities [35, 36]. Also determination of the trans-
fer free energy as the difference in solvation free energies
may require computing the latter with a high degree of
precision and accuracy. This makes these methods very
demanding.
In carrying out simulations one could employ pure sol-
vent boxes (i. e. pure water and pure octanol), but it is
known that the results for ‘dry’ octanol (i. e. pure oc-
tanol) may be drastically different from ‘wet’ octanol,
since the solubility of water in octanol is considerable and
wet octanol better represents the experimental situation
[28]. More realistically therefore, one should equilibrate
the solvent boxes, and to address this problem one can
turn to Gibbs ensemble methods in which MC solvent
molecule exchange moves are allowed between two sepa-
rate simulation boxes. With a Gibbs ensemble method,
one can in principle include solute molecules, and directly
evaluate logP as the ratio of solute concentrations using
the definition in Eq. (1).
Finally we note that the definition of logP can be ex-
tended to include the molecular components of the sol-
vents themselves. This is because we can imagine la-
belling a small fraction of a given solvent molecule, and
defining its partition coefficient using Eq. (1) where the
ratio [S]A/[S]B can be replaced by the ratio of the molar
compositions in the coexisting phases. For example, in
the water-octanol system we can define water and octanol
partition coefficients, and use them interchangeably with
the mutual solubilities. Obviously this only makes sense
for the equilibrated system (i. e. ‘wet’ octanol as defined
above).
3III. COARSE GRAINED MODEL DEFINITION
In our approach the DPD beads represent molecular
fragments comprising 1–3 ‘heavy atoms’ (i. e. C, O, N
in this work), with the exception of water (H2O) which
is treated super-molecularly. This means that a wide
variety of both aqueous and non-aqueous systems can
be modelled by combining these fragments as a kind of
molecular ‘Lego’ game. It also means the approach is
extensible, since the molecular palette is easily enlarged.
To establish the basis for the above coarse-graining
scheme, we first follow Groot and Rabone in defining
a water mapping number, in our case Nm = 2 so that
each water bead corresponds, on average, to two water
molecules. Following well established protocols we also
assert that the density of water in our model corresponds
to ρr3c = 3 in DPD units. We can then use the map-
ping number tautology ρNmvm ≡ 1, where vm ≈ 30 A˚3
is the molecular volume of liquid water (corresponding
to a molar volume ≈ 36.0 cm3 mol−1), to determine that
rc ≈ 5.65 A˚. This underpins the conversion of all lengths
and molecular densities in the model.
In our model, alkane molecules are constructed
from connected (bonded) beads comprising (i) CH2CH2
groups of atoms and (ii) CH3, a terminal methyl group.
Similarly alcohol molecules are constructed by bonding
together alkane beads and a specific bead containing
an alcohol functionality, e. g. comprised of the CH2OH
group of atoms. Amine molecules follow the same model
definition where the amine functionality is captured in
a bead comprised of CH2NH2 atoms. Benzene rings are
constructed from a total of three beads, each comprising
CHCH groups, bonded together in a triangle. We name
the corresponding DPD beads aCHCH, to remind that
they are part of an aromatic ring. Ether beads are des-
ignated as being formed from CH2OCH2 or CH3OCH2
groups, depending on the location of the bead (central
or terminal). Using two bead types for the ethers is es-
sential for reproducing the correct log P for diglyme, for
example. Atom to beaded structures are given in detail
in Table I.
Having decided on the level of coarse graining, the next
part of the model definition is to specify the bonded and
non-bonded interactions between beads. For the non-
bonded interactions we take the usual DPD pairwise soft
repulsion, φ = 12Aij(1 − r/Rij)2 for r ≤ Rij and φ = 0
for r > Rij . The values of Aij and Rij are set by the
bead types, and the determination of these interaction
parameter matrices is the central problem addressed in
the present work. Note that unlike much of the existing
literature we allow the repulsion ranges to differ from
the canonical Rij ≡ rc. As a baseline though we set
Rii = rc and A = 25 for the water bead self-repulsion
(see discussion in Apendix B).
For the bonded interactions we take an approach mo-
tivated by previous work and our own experience. A
simple harmonic potential φb =
1
2kb(r − r0)2 was cho-
sen to represent bonds between connected DPD beads.
The nominal bond length in this (i. e. r0) could be ad-
justed to reproduce the true experimental distances be-
tween groups, and our ambition in future is to do this,
however in the present work we adopt a pragmatic ap-
proach in which r0 = 0.1× (Ni +Nj) (units of rc) where
Ni and Nj are the number of heavy atoms in beads i
and j, respectively (see Table II). A single bond constant
kb = 150 was adopted throughout (in units of kBT ). Note
that, contrary to the usual practice in MD, we (and oth-
ers) do not exclude the non-bonded interaction between
two bonded DPD beads.
Finally, in our model we explicitly introduce an ele-
ment of rigidity by including a harmonic angular poten-
tial between pairs of bonds. This appears to be essential
for the correctness of molecular models at the level of
coarse graining used here: rigidity has been shown to be
important in a number of DPD studies of small molecules
(surfactants and lipids), for example surfactant tail stiff-
ness directly controls the surfactant effective length and
area-per-molecule [37], and both quantities affect surfac-
tant packing and self-assembly [38]. We here adopt the
same three-body angular potential used by Smit and col-
laborators [37, 39], viz. φa =
1
2ka(θ − θ0)2 where θ is
the angle between the bonds. In the present work we set
θ0 = 180
◦ and ka = 5 (in units of kBT ) for everything ex-
cept benzene rings, where instead θ0 = 60
◦ (and ka = 5)
is used. In this current study we consider only linear or
ring (in the case of benzene) molecules.
IV. STAGED PARAMETRIZATION SCHEME
Having specified the model as above, we now turn to
the critical task of determining a suitable set of inter-
action parameters. Here we adopt a staged approach,
in which space of undetermined parameters is sequen-
tially refined until we have a single consistent set. This
reduces the problem to a manageable sequence of ‘unit
operations’.
A. Cutoff distances
In the first step we focus mainly on the cutoff distances
Rij . Note that DPD is an example of a ‘mean-field fluid’
and thus there is an element of trade-off between Aij
and Rij since the properties are expected to be largely
determined by AijR
3
ij [40]. On this basis one could set
Rij ≡ rc for all bead types and attempt to accommodate
variation in ‘bead size’ within the Aij matrix. However
under the chosen mapping the beads contain different
numbers of atoms and do contribute slightly unequally
to the total molar volume of the molecules under consid-
eration. As already mentioned therefore, we allow our-
selves the flexibility of separately specifying Aij and Rij
and use the self repulsion cutoffs Rii to capture, at ‘ze-
roth order’ as it were, the contribution of the molecular
fragments to the overall molar volumes.
4TABLE II. Coarse grained (CG) bead content, number of
heavy atoms, and molar volumes (cm3 mol−1) calculated from
Durschlag and Zipper [41]. For water, Nm = 2 is the mapping
number used to define the DPD length scale rc.
CG bead Ni (# heavy atoms) molar volume
[H2O]2 2 ( ≡ Nm) 36.0
[CH3] 1 31.4
[CH2CH2] 2 44.6
[CH2OH] 2 33.9
[aCHCH] 2 32.8
[CH2NH2] 2 38.7
[CH2OCH2] 3 50.1
[CH3OCH2] 3 53.2
To do this we used the rules developed by Durschlag
and Zipper (DZ) for individual atom contributions to mo-
lar volume [41]. We then define Rii such that R
3
ii is
proportional to the molar volume of the fragment, with
the constant of proportionality being set by the water
bead mapping. To deal with the cutoff between dissimilar
bead types, we adopt the simple arithmetic ‘mixing rule’
Rij =
1
2 (Rii+Rjj). (The observant reader will notice this
is equivalent to assigning an effective radius Ri = Rii/2
to individual beads, and asserting that Rij = Ri + Rj .)
Table II presents the molecular fragments used as DPD
beads and their corresponding volumes determined by
the DZ method and Table III shows the resulting cut-
offs. With this first step the cutoffs are now specified
(note that no DPD simulations have been undertaken
thus far).
B. Self-repulsion
We now turn to the repulsion amplitude matrix Aij .
Again taking a pragmatic approach we deal with the self-
interaction parameters first, before turning to the repul-
sion amplitudes between dissimilar bead types. In the
second parametrization step therefore we make the ini-
tial assumption that Aij =
1
2 (Aii + Ajj) and adjust the
self-repulsion Aii to fit the experimental densities (at
atmospheric pressure and 25◦C) of a number of simple
molecular liquids containing these beads, computed us-
ing the methodology described in Apendix A. With this
second step the self-repulsion amplitudes are now fixed.
C. Off-diagonal repulsions
Finally, in the third parametrization step we turn to
the repulsion amplitudes between dissimilar bead types
(the off-diagonal Aij matrix entries). Here for the first
time we target the experimental logP values, using the
computational methodology described in Apendix A. We
divide the target molecules into a training set of size
eight, with a further thirteen used for testing the model.
FIG. 1. Experimental versus calculated liquid phase densities.
Errors in each calculated result are smaller than the symbols.
Units are g cm−3.
As optimization targets we used a combination of water-
octanol mutual solubilities and the training set logP val-
ues.
Table IV lists the molecules considered in our
logP study and highlights test versus training solute
molecules. The parameters represent the closest fit
achieved in terms of the minimum value for root-mean-
square error (RMSE) in a manual fitting procedure with
a target of 0.3 log units for the training set. Note
that the mutual solubilities of water with octanol were
both included in the training set. In order to obtain
our training set parameters we first optimized Aij for
the alcohol molecules to achieve the minimum RMSE
for these molecules (note that the self-interactions were
held constant at the values determined in the previ-
ous, liquid-phase-density-matching step). Following this,
whilst holding the alcohol parameters fixed, the amine
beads parameters were optimized. The ethers and ben-
zene were dealt with similarly. Table III gives the final
set of Aij values resulting from this procedure. In combi-
nation with the bonded interaction parameters, this fully
specifies the DPD model.
V. RESULTS
Figure 1 compares the calculated densities to the ex-
perimental densities for the species used to parametrize
self-interaction parameters. The foundation for the
fitting of the self-interactions was chosen to be the
alkane bead types (CH2CH2 and CH3) as these are
present in most solute molecules considered in our work.
Hence, multiple alkane molecules were sampled in the
parametrization of the self-interaction parameters. Our
results for all molecules are in excellent agreement with
literature values. The deviations for the alkanes are
within 1.5% of the reported values. The trend reproduced
by our model slightly over estimates the shorter alkanes
5FIG. 2. Experimental versus calculated logP values. The
model has a root-mean-square error (RMSE) of 0.20 log units
for the training set (red triangles) and 0.45 log units for the
test set (blue circles). Dashed lines represent ±1 log units.
densities and slightly underestimates at the longer alkane
chain lengths. Table V lists the calculated density versus
experimental values.
Table IV compares the experimental and calculated
logP values for the solute molecules considered in this
study. Overall the calculated logP values are in good
agreement with experimentally determined values, all be-
ing within 0.6 log units with the exception of diethyl
ether from the test set. Considering the coarseness of
the model adopted (manual optimization of parameters,
simple model for specifying bond lengths, single angular
rigidity), is perhaps a better-than-expected result. The
agreement between calculated and experimental logP
values can be observed clearly in Fig. 2. Our model
produces a RMSE for of 0.20 and 0.45 log units for our
training and test set of molecules, respectively. This is
excellent when compared with other predictions of en-
sembles of solutes (albeit with a small data set in this
case).
In setting out an appropriate model for reproducing
logP the most important results to get correct are those
of octanol and water themselves (i. e. the mutual solu-
bilities). These are therefore very important molecules
in our training set. All other calculated results depend
upon these values. For example, if there is too much
water in the octanol bulk phase then that whole bulk
region is too hydrophilic. As a consequence, logP for
other solutes will be skewed. The interaction parameters
listed in Table III gives values of 3.2 and −1.1 for octanol
and water (logarithm of solubility and inverse solubility,
respectively). Experimental values are 3.1 and −1.3 de-
rived from the mutual solubilities reported in Dallos and
Liszi [42]. Our results here are the best that were possi-
ble with our adopted coarse grained model. Attempts to
improve the value for water resulted in poorer values for
octanol.
Our hexane model presented a reasonable match to
TABLE III. Repulsion amplitudes (Aij) and cut-off distances
(Rij) between all bead pairs in the model (note the letter ‘a’
in ‘aCHCH’ indicates this bead is from an aromatic ring).
bead i bead j Aij Rij
H2O H2O 25.0 1.0000
H2O CH2OH 14.5 0.9900
H2O CH2CH2 45.0 1.0370
H2O CH3 45.0 0.9775
H2O aCHCH 45.0 0.9850
H2O CH2NH2 14.5 1.0120
H2O CH2OCH2 24.0 1.0580
H2O CH3OCH2 32.0 1.0695
CH2OH CH2OH 14.0 0.9800
CH2OH CH2CH2 26.0 1.0270
CH2OH CH3 26.0 0.9675
CH2OH aCHCH 27.0 0.9750
CH2OH CH2NH2 18.0 1.0020
CH2OH CH2OCH2 25.0 1.0480
CH2OH CH3OCH2 25.0 1.0595
CH2CH2 CH2CH2 22.0 1.0740
CH2CH2 CH3 23.0 1.0145
CH2CH2 aCHCH 27.0 1.0220
CH2CH2 CH2NH2 22.5 1.0490
CH2CH2 CH2OCH2 28.5 1.0950
CH2CH2 CH3OCH2 28.5 1.1065
CH3 CH3 24.0 0.9550
CH3 aCHCH 27.0 0.9625
CH3 CH2NH2 24.0 0.9895
CH3 CH2OCH2 28.5 1.0355
CH3 CH3OCH2 28.5 1.0470
aCHCH aCHCH 27.0 0.9700
aCHCH CH2NH2 27.0 0.9970
CH2NH2 CH2NH2 21.5 1.0240
CH2OCH2 CH2OCH2 25.5 1.1160
CH2OCH2 CH3OCH2 25.5 1.1275
CH3OCH2 CH3OCH2 25.5 1.1390
literature logP values, and in benzene we achieved a
slightly better match. For the alcohol molecules stud-
ied, there is mixed agreement between reported and cal-
culated values. Generally there is good agreement with
the longer and di-, tri- and tetra-alcohols fitting the best;
this is by construction since in our optimization efforts
we focused on the longer molecules for the alcohol func-
tionality. Butanol carries a 0.5 log unit difference. The
most notable exception is ethanol with a difference of 0.6
log units, however. Our model presents ethanol as be-
ing slightly favoured in the octanol phase as opposed to
the water phase. This behaviour could be attributed to
an unrealistically favorable interaction between the al-
cohol functionality bead CH2OH and the alkane group
CH2CH2, or, possibly, to increased solubility of water in
octanol in our model. This could in turn allow a greater
proportion of ethanol to reside in the octanol rich phase.
It would appear a potential solution to this could be to
make the H2O/CH2OH interaction more favorable or the
CH2OH/alkane less favourable. However, both of these
approaches has the counter effect of reducing the quality
of the fit for the other, longer alcohols (and indeed the
all important octanol and water values).
We have sampled six solute molecules that contain
ether groups. Whilst our model gives a good fit for
6TABLE IV. Experimental versus calculated logP values for
considered solute molecules (in log10 units). The category dis-
tinguishes training set molecules (A) from test set molecules
(B). The error (defined as standard deviation in the sample
mean for logP ) in the calculated values is < 10% of the cal-
culated mean value.
solute category logP ∆ logP
(expt) (calc)
octanol A 3.1 3.2 0.1
water A 1.3 1.1 −0.2
hexane A 3.8 4.1 0.3
ethanol B −0.3 0.3 0.6
1-butanol B 0.8 1.3 0.5
1-hexanol A 2.0 2.2 0.2
butan-1,4-diol B −0.8 −0.4 0.4
glycerol A −1.8 −2.0 −0.2
tetritol B −3.0 −3.2 −0.2
ethylamine B −0.1 0.1 0.2
1-butylamine A 1.0 1.2 0.2
benzene A 2.1 2.1 0.0
ethanolamine B −1.3 −1.8 −0.5
3-phenyl-1-propanol B 1.9 1.8 −0.1
3-phenyl-1-propylamine B 1.8 1.6 −0.2
diethyl ether B 0.9 1.8 0.9
glyme B −0.2 0.2 0.4
diglyme A −0.4 −0.5 −0.1
2-(hexyloxy)ethanol B 1.9 1.6 −0.3
ethyl diglyme B 0.4 0.8 0.4
benzylmethyl ether B 1.9 1.9 0.0
TABLE V. Experimental versus calculated densities (g cm−3)
for some pure liquids at atmospheric pressure and 25◦C. Sta-
tistical errors in the calculated values are all in the third dec-
imal place.
species expt calc relative deviation
hexane 0.66 0.67 +1.5 %
octane 0.70 0.70 < 1 %
decane 0.73 0.72 −1.4 %
dodecane 0.75 0.74 −1.3 %
tetradecane 0.76 0.75 −1.3 %
ethanol 0.79 0.78 −1.0 %
octanol 0.82 0.80 −2.5 %
butan-1,4-diol 1.02 0.99 −3.9 %
glycerol 1.26 1.25 −0.7 %
diethyl ether 0.71 0.72 +1.4 %
tetraglyme 1.01 1.04 +3.0 %
ethylamine 0.69 0.69 < 1 %
butylamine 0.74 0.76 +2.7 %
benzene 0.86 0.86 < 1 %
diglyme, 2-(hexyloxy)ethanol and ethyl diglyme, diethyl
ether proves to be a poor fit—in fact the poorest fit of
all molecules we have considered. This trend of poorer
agreement for short molecules and better for long one is
again likely due to the fact that we have chosen to fit
the ether functionality to a longer molecule (diglyme),
for better transferability to longer chains. The fact that
our model for diethyl ether is predicted to be much more
hydrophobic than in reality, is due to the lower accu-
racy of our coarse grained model for smaller molecules or
is related to some physics we are neglecting in our sim-
plified model for ethoxylated groups. For diethyl ether
our model of a linear molecule may be to blame. It is
possible that a better representation of the average con-
formation is given by a bent trimer, possibly with shorter
bonds, which would make it more soluble in water. For
the case of glyme, we end up in a situation similar to
that of ethanol, in which the DPD determined logP is
of the opposite sign (although the difference from the
experimental value is small at 0.4 log units).
In a larger parametrization effort it would be pru-
dent to take into consideration the conformation of the
ethoxylated chains. It is known that different conforma-
tions of chains, with different relative orientation of the
dipole moment centered on the oxygen between adjacent
monomers, result in considerably different solvation free
energies for the molecule. In particular, a recent com-
bined Raman and density functional theory study [43],
has shown that indeed the trans-gauche-trans (tgt) con-
formation of the molecule has a much larger solvation free
energy than the trans-trans-trans (ttt) (which we used to
represent the geometry of the coarse-grained dimer), and
that population of the (tgt) conformation in water is 79%.
It is unclear to us currently whether the simple shorten-
ing of the bond length will be enough to represent better
glyme, or if instead a better transferability is only possi-
ble by including more detailed physics, e. g. in the form
of an internal degree of freedom for the ether bead or the
explicit representation of the ether bead dipole together
with a polar model for the coarse-grained water.
Again a trend of better reproduction of the solubility
of longer molecules versus shorter ones can be seen for
the case of the amines. Butylamine is in good agreement
with reported values, and while the difference between
reported and calculated for ethylamine is only small,
the sign is incorrect. Again, a simple solution might
perhaps be to make the amine-water interaction more
favourable, but, like in the alcohol case this has further
reaching consequences for other solutes. For example,
ethanolamine whose logP is already calculated as too
negative by our model. With this latter case we see an-
other short molecule that shows a large deviation from
experimental values. Three solutes have been explored
that combine benzene functionality in addition to alco-
hols, amines and ether functionality. All three molecules
have reported logP values in the region of 1.8–1.9 [4, 5].
Our model does a good job are reproducing these values
of the three solutes.
Finally, to address the transferability of the model
and parameters developed above, the critical micelle con-
centrations (CMCs) of seven non-ionic surfactants of
the CnEm family have been calculated as outlined in
Apendix A. There is good general agreement between
calculated and experimental values across all surfactant
molecules explored. These results are pleasing indeed
and provide a indication that fitting interaction param-
eters to logP values may allow additional properties to
be calculated where relative solubility of chemical species
7TABLE VI. Experimental versus calculated critical micellisa-
tion concentrations (CMCs) (units of wgt %) for seven sur-
factants of the CnEm family. Experimental values have been
extracted from several literature sources [44–47]. Number in
brackets after calculated result denotes error estimate.
surfactant CMC (expt) CMC (calc)
C6E4 2 0.8(3)
C8E4 0.2 0.2(1)
C8E8 0.5 0.3(1)
C10E6 0.04 0.04(2)
C10E9 0.07 0.05(2)
C12E6 0.003 0.008(4)
C12E7 0.003 0.009(5)
play an important role, such as self assembly (micelle for-
mation), phase separation or degree of mixing, and could
provide a good basis for larger scale parametrization ef-
forts of models with application to surfactant systems.
VI. DISCUSSION
In this work we have demonstrated that the DPD
method can be used to for direct (i. e. brute-force) cal-
culation of logP values for small molecules, and thereby
used to parametrize the underlying coarse grained model.
We have also shown how to optimize self-interaction pa-
rameters and cutoff distances based on bead volumes to
give good agreement with experimental liquid phase den-
sities. We stress that we do not expect the interaction
parameters to remain valid if the choice of bond length is
altered, however. In carrying out the work it has become
apparent how to make optimal use of simulation setup for
rapid equilibration and to achieve reliable results. The
good agreement we have observed between experimental
and calculated partition coefficients, and critical micelle
concentrations for alkyl ethoxylate surfactants, give us
confidence in the resulting parameter set and its trans-
ferability. An application to the whole phase diagram of
the non-ionic surfactants will be the subject of a forth-
coming communication.
Recent work by, for example Lee et al., has focused on
parametrizing DPD models by limiting activity coeffi-
cients [48]. This should in principle give the same results
as the present brute-force method, under the assumption
that the force field recovers the same water-octanol phase
coexistence compositions. However the equivalence of
the two approached depends crucially upon reproducing
exactly the experimental solubility of water in octanol.
Even with our very good result (−1.1 vs −1.3 for the
logarithm of the mutual solubility of water in octanol),
this amounts to ≈ 30% error. Hence the ratio of the
mutual limiting activity coefficients of water and octanol
bears the same level of error. In practice it appears that
for current DPD potential models the two approaches are
not exactly equivalent and one has to make a choice on
FIG. 3. Experimental versus calculated critical micelle con-
centrations, CMC, (logarithmic scale, base 10) for selected
alkyl ethoxylate surfactants (CnEm family). Top right cor-
responds to molecules with high CMC values, bottom left to
low CMC values.
which method to use for parametrization.
We have also determined the limitations of the brute-
force calculation of logP , and as such one can envisage
extending the approach to incorporate methods inspired
by the molecular dynamics studies discussed in the intro-
duction. In particular Monte Carlo methods like Widom
insertion could be employed to calculate the transfer free
energies, and these are likely to be successful, even for
short molecules, for the soft interactions that underpin
the DPD model [49]. Also, Gibbs ensemble methods
could be employed to generate equilibrated water and
octanol phases eliminating the need to control for the
presence of an interface. Perhaps most intriguingly, stan-
dard Ornstein-Zernike integral equation closures appear
to be very accurate for DPD, and perhaps methods devel-
oped for molecular liquids such as RISM or SAFT could
be applied to calculate phase equilibria and solute par-
titioning directly for the coarse-grained model [50, 51],
provided the appropriate wet octanol model is used to
compare with experimental data (correct experimental
concentration of water in octanol).
We should also remark that whilst the present ap-
proach is presented as a case study in DPD parametriza-
tion, it offers a route to calculate de novo logP values.
As such it may not be competitive in terms of speed com-
pared to the rapid empirical methods listed in the intro-
duction, but it does appear to be competitive in terms of
accuracy [34].
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Appendix A: Methods
We performed DPD simulations using the dl meso
simulation package [52]. Reduced units are used in which
all DPD beads have unit mass, the temperature kBT = 1,
and the base length rc = 1 (i. e. cutoff for the water bead
self interaction). For all simulations a DPD time step of
0.01 (in reduced units) was adopted and trajectory data
was collected every 10 DPD time units (1000 time steps).
For an up to date perspective on the DPD methodology
see the recent work of Espan˜ol and Warren [53].
1. Liquid phase densities
In the second optimization step described in the main
text, we performed constant pressure (NPT) simulations
using the Langevin piston implementation of Jakobsen
[54]. The pressure was set to match that of pure water in
the model, which corresponds to the pressure in a pure
DPD fluid at reduced density ρ = 3 and repulsion am-
plitude A = 25. This was determined separately to be
P = 23.7± 0.1 (in DPD units).
The NPT simulations were carried out for molecules
containing alkane, alcohol, amine, ether and benzene
moieties, and the self-interaction parameters were varied
as described in the main text to reproduce experimen-
tal densities of the species investigated (where multiple
bead types were present in a test molecule, the arith-
metic mixing rule Aij =
1
2 (Aii +Ajj) was used as a first
approximation). Simulations were run for 300 DPD time
units and data collected after the initial 150 DPD time
units.
2. Water-octanol partition coefficients
In contrast to the simulations carried out to fit self-
interactions to experimental densities, for measuring
logP we carried out constant volume (NVT) simulations.
As such initial simulation boxes were constructed so that
half of the volume of the simulation cell water filled with
water and the other half with octanol. Numbers of beads
of each type were selected in order to achieve the desired
system-wide target pressure of P = 23.7. This is impor-
tant to maintain the correct density of the two solvent
phases.
Four simulation box sizes were adopted in the calcu-
lation of logP , where each was a multiple of a basic
60 × 20 × 20 box. These are listed in Table VII. The
largest of these (‘huge’) corresponds to 1.2 × 106 beads
in total. For the ‘small’ simulations, the left part of the
box (the region 0 < x < 30) was populated by 36 000
water beads and the right part (30 < x < 60) by 7800
octanol molecules (39 000 beads). The total number of
beads therefore being 75 000. For the larger boxes the
small box was replicated in the y and z dimensions as re-
quired. Therefore, the simulation begins with water and
octanol partitioned into their respective pure phases. So-
lute molecules were added by random insertion into the
simulation box. The number of water molecules and oc-
tanol molecules are correspondingly adjusted to account
for the presence of solute molecules. By following this
approach all of our simulations were performed within
2% of the target pressure with the exception of glycerol
and tetritol which had pressures within 5% of the target
value. The initial configurations were created using the
packmol package [55].
Different box sizes are required to cover different logP
ranges. A simple estimate suggests the maximum achiev-
able logP range, for a given simulation box size. For
example, in a ‘small’ box containing 5% solute beads,
there are a total of 3750 solute beads. Assuming a solute
molecule comprises of 3 beads, and supposing that of or-
der one molecule should be present in the disfavourable
phase at all times, this corresponds to a maximum achiev-
able range of logP = ± log10(3750/3) ≈ ±3. However,
we have found in practice this overestimates the acces-
sible logP range. Our empirically determined limits for
a reliable logP calculation (with 5% solute beads) are
given as the second column in Table VII. With these
limitations sampling errors can be kept at a sensible level
(< 10% of the calculated mean solute concentration).
The effect of the solute concentration upon calculated
logP quality and equilibration time was also explored.
Trial simulations of 1–5% solute were carried out. Given
that the number of solute molecules present in the box
defines the maximum limit for logP (as discussed above)
it is preferential to have a large as possible value for the
solute concentration in the simulation. In addition, with
larger solute concentrations, shorter simulations can be
carried out. However, a too high value may adversely ef-
fect the integrity of the bulk phases (e. g. by spontaneous
phase separation of the solute) making any calculated
logP worthless.
A number of different options were trialled for ini-
tial solute molecule placement: completely random (with
50 : 50 mix in both solvents), all in octanol, or all in wa-
ter. In all cases particles were randomly spread within
the specified region. Positioning solute molecules close to
the interface was also trialled. We have found that the
ideal initial positioning of the solute depends upon the
target logP . Whilst unsurprising, there are important
consequences to this. If, for example, glycerol is placed in
any reasonably large concentration in the octanol phase
(supposing that the solute is randomly distributed), it
will spontaneously phase separate in this phase. This
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FIG. 4. Evaluating the region of interface and two bulk
phases. The left subplot shows 1D number density profile
for water (solid line) and octanol (dashed-line). The right
subplot shows the gradient in number density for the equiv-
alent profiles. A bulk phase is defined where the gradient
varies by no more the ± over more than one sample point
(where  = 0.05), with two such highlighted here by the dotted
boxes. Regions that lie outside this are assumed to represent
interfaces.
has a big impact on the calculated logP value because
the system does not equilibrate over a feasible time scale.
In our trials for example we found the glycerol logP
value fluctuates wildly if the solute molecules are not
initially positioned in the bulk water region. Obviously
if a simulation is allowed to run long enough then the
problem resolves itself, however, this is not efficient for
high throughput simulations for parametrization.
Throughout the course of our study, it was found that
simulations only needed to be run for a maximum of
20 000 DPD time units to meet the criteria for equili-
bration and data collection of logP values for the ‘small’
and ‘medium’ box sizes. Larger boxes are used for higher
logP values and as such the actual number of steps to
reach equilibrium was larger and typically took around
30 000 DPD time units. Indicative run times for the typ-
ical logP calculations are given in the final columns of
Table VII.
We turn now to the methodology of extracting logP
values from simulation data. In this work we calculate
the value of logP for a molecule by direct application
of Eq. (1), using computed values of the solute concen-
trations in octanol and water phases. For each case we
undertook the following procedure:
1. Calculate the 1D number density profile running
along the x-axis (i. e. normal to the interface), see
left pane of Fig. 4.
2. Determine where the interface lies along x.
TABLE VII. Simulation box sizes used in logP calculations.
The second column indicates the range of logP values ac-
cessible to brute-force simulation. The indicative run times
correspond to the given resource allocation (cores) on an IBM
NextScale system (2 × 12 core Intel Xeon processors; Ivy
Bridge E5-2697v2 2.7 GHz; 64 GB RAM).
box size logP run time cores
60× 20× 20 (small) ±2.0 2 hrs 96
60× 40× 40 (medium) ±2.5 3 hrs 144
60× 60× 60 (large) ±3.5 5 hrs 240
60× 80× 80 (huge) ±4.0 6 hrs 512
3. Determine the bulk solvent boundary x-positions
and corresponding length of the bulk phase of water
and octanol excluding the transitioning interface.
These regions should be mutually exclusive.
4. Calculate the average number of solute molecules
within these two bulk regions. These provide our
estimates of the mean number density of solute
within the water and octanol phases.
5. Calculate the ratio of these number densities to ob-
tain logP from Eq. (1).
In calculating the mean solute concentrations the in-
terface region between octanol and water was excluded to
ensure only the bulk phase concentrations should be con-
sidered, analogous to experiment. To facilitate this the
following algorithm was developed to automatically iden-
tify the interface region. We first take the time-averaged
1D number density profiles of water and of octanol and
calculate the gradient of these (see right pane of Fig. 4).
The regions where the gradient fluctuates around zero
define the bulk phases. The interface region can be iden-
tified by looking for a spike (positive or negative) in the
gradient that is an order of magnitude greater than the
fluctuations seen in the bulk regions. This spike defines
the interface region to be excluded from number density
calculations. The left-hand pane of Fig. 4 shows how
the number density of the two bulk solvents varies along
the x-axis. The regions over which the solute concen-
tration value can be calculated is highlighted for each
bulk solvent. Estimates for the number density of solute
within bulk phase were calculated by taking the mean
value within the boundaries of each bulk region (labelled
Sample 1 and Sample 2 in Fig. 4).
To estimate the error in logP calculated in this way, we
use block averaging of the time series of logP obtained
from the instantaneous mean solute concentrations from
the recorded trajectory (i. e. every 10 DPD time units).
The block size is 100 DPD time units (10 measurements),
and we average over 100 blocks to obtain a sample mean
value for the block. The reported errors represent the
standard deviation in the calculated sample means over
the whole data collection period.
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There are three important considerations in tuning our
methods for calculating logP : handling poor parameter
choice, poor equilibration, and poor sampling of solute
concentrations. We discuss each of these in turn.
Handling poor parameter choice — During the tuning
of the model interaction parameters to fit the logP of our
test set there was the potential for the bulk water-octanol
phases to break down due to poorly chosen model pa-
rameters. If the parameters were good then there would
be only two bulk phases (corresponding to how we con-
structed the initial systems). If the parameters were poor
then either a single phase would be found, which suggests
that water and octanol had completely mixed, or more
than two bulk phases would be identified which suggested
that some kind of microphase separation might be hap-
pening. Only when two distinct bulk phases are present
can the logP calculation be estimated with confidence
using our methodology.
Poor equilibration — Simulations were started with
molecular configurations that may be far from equilib-
rium with respect to logP , such as uniformly dispersed
solute molecules for example. Over time, the solute
molecules migrate to their preferred phase and during
that period the estimated value of logP value will change.
Obviously for obtaining thermodynamic averages, data
should not be used until the system has equilibrated. In
this work systems were considered equilibrated after the
estimated value of logP remained stable over 100 blocks
of time (where as above each block is 100 DPD time
units). The choice of 100 blocks was determined some-
what arbitrarily, but seems to represents a good choice
for the systems and system sizes considered in this work.
Data was collected for 10000 DPD time units following
equilibration (with particle data collected once every 10
DPD time units) in order to determine the average (sam-
ple mean) logP value for a particular system. If the
standard deviation of a particular logP was > 10% of
the mean value we considered the value to be void and
sampled the system in a larger simulation box to reduce
error. We discuss typical equilibration times in the re-
sults section for each of the simulation box sizes con-
sidered. As discussed in the previous section, when the
simulation box is comparably small relative to the true
logP , all the solute could tend to accumulate in one of
the solvents. In these cases we rejected the results of the
calculations and re-ran the simulation in a larger simula-
tion box.
Poor sampling — To calculate logP reliably from our
simulations it is important to ensure good sampling, and
therefore get good estimates, of the mean solute con-
centrations. This is essentially a problem of counting
statistics, and critically depends on the number of solute
molecules in the disfavourable phase. It provides practi-
cal limits on the overall solute concentration, and on the
logP range that can be measured for a given simulation
box size. Pragmatically we found that reliable estimates
can be obtained for logP using the above block averaging
scheme (over 100 blocks of 10 DPD time units), using 5%
solute concentration, provided that we specify if the stan-
dard deviation is greater than 10% of the sample mean
of the logP we reject the measurement and re-do the cal-
culation in the next larger simulation box. A 5% solute
concentration (i. e. 5% of beads in the box comprise the
solute molecules) equates to a mole fraction of 0.025 for
the smallest molecule we consider (2 beads) and 0.01 for
the largest (5 beads). Should large molecules be sam-
pled, which comprise a large number of beads, there may
be insufficient solute material to achieve good sampling.
We recommend that mole fraction values be in the range
of that specified above for further fitting.
3. Critical micelle concentrations
Constant pressure simulations were performed to cal-
culate the CMC of seven non-ionic surfactants of the
CnEm family. Specifically, C6E4, C8E4, C8E8, C10E6,
C10E9, C12E6 and C12E7 surfactants were explored. Sim-
ulation boxes contained 325 000 DPD beads and were run
for 30 000 DPD time units. The initial 1/3 of simulation
time was used for equilibration and the subsequent 2/3
for data collection. The CMC was extracted adopting
the method outlined in Johnston et al. [56].
Appendix B: Note on compressibility matching
The baseline choice A = 25 for the water bead repul-
sion amplitude originated in the seminal work of Groot
and Warren [57], who attempted to match the compress-
ibility of DPD water to that of ‘real’ water. It was later
found that there was a missing factor of the mapping
number Nm, so that for a correct compressibility match-
ing one should use A ≈ 26Nm (see below) [58]. Since
our preference is not to do this, a few words of explana-
tion are warranted. We first note that a large value of
the baseline repulsion leads to increased solvent structur-
ing, which can be regarded as a discretization artifact of
the coarse grained model. Indeed, if A >∼ 200 the DPD
solvent ‘freezes’ (most likely into a BCC structure) [59].
Thus we should prefer to use a small baseline repulsion
amplitude; the question is: how small?
To answer this, recall that from statistical mechanics
the relative mean square density fluctuations in a volume
V are 〈∆ρ2〉/ρ2 = κT kBT/V where κ−1T = ρ ∂p/∂ρ is the
(inverse) isothermal compressibility. Thus relative den-
sity fluctuations are inversely proportional to the sam-
ple volume, and for liquid water at room temperature
the coefficient of proportionality κT kBT ≈ 1.9 A˚3. For
DPD the same quantity is also well defined. Assuming
the equation of state p ≈ αAρ2 with α ≈ 0.101 [57]
(i. e. neglecting the ideal contribution which is small),
one has κT kBT ≈ 1/(2αAρ2), in DPD units. Recall-
ing that ρNmvm ≡ 1 one finally has the formal mapping
κT kBT = Nmvm/(2αAρr
3
c ). Making the standard choice
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ρr3c = 3 and inserting the actual numbers for water ar-
rives at A ≈ 26Nm as claimed.
The argument could obviously be extended to match
compressibility, and hence density fluctuations, for other
molecular liquids. However, rather than insisting that
the compressibility be exactly matched as in earlier
works, we here argue what really matters is that density
fluctuations should be relatively insignificant above the
DPD length scale. For example in water 〈∆ρ2〉/ρ2 <∼ 0.01
for V >∼ r3c ≈ 180 A˚3. To ensure that the relative den-
sity fluctuations in the DPD water model are bounded
by 〈∆ρ2〉/ρ2 <∼ 0.05 (for example), requires only that
1/2αAρ2 <∼ 0.05, or A >∼ 10 for standard DPD. This is
satisfied for our purposes for all our bead types.
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