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Vortex forcesWave–current interaction over the Texas–Louisiana shelf, and its effects on the dispersal and mixing of
the Mississippi–Atchafalaya river plume, have been investigated using the Coupled Ocean–Atmo-
sphere–Wave–Sediment Transport (COAWST) Modeling System. The modeling system is driven by real-
istic wave and current conditions at the open boundaries and high frequency1-D wind measured from a
nearby meteorological station. Skill analysis demonstrates that the model reproduces the wave and salin-
ity ﬁelds reasonably well. Waves over the Texas–Louisiana shelf are dominated by locally forced wind
seas, and generally propagate in the same direction as the winds. Investigation into the spatial differences
in the effect of waves reveals two distinct dynamical regions: the Chenier shelf, the shelf region extending
roughly offshore from Sabine Lake to Vermilion Bay, and the Louisiana Bight, the region between the Mis-
sissippi Delta and Terrebonne Bay. A variety of model runs are performed, where speciﬁc wave processes
are either included or excluded, in order to isolate the processes acting in different regions. The Chenier
shelf is mainly affected by wave enhanced bottom stress, whereas the Louisiana Bight is mostly affected
by the surface wave induced mixing and 3-D wave forces. The wave enhanced bottom stress suppresses
cross-shore exchange, and acts to trap more freshwater in the nearshore regions shallower than 50 m
over the Chenier shelf. Wave enhanced bottom stress plays only a minor role in the Louisiana Bight,
where the surface-trapped Mississippi plume rarely feels the bottom. The surface intensiﬁed wave mix-
ing and 3-D wave forces reduce the surface salinity and weaken the stratiﬁcation in the region associated
with the thin recirculating Mississippi plume in the Louisiana Bight. Model results indicate that the sur-
face wave mixing, the 3-D wave forces, and the wave bottom stress exhibit little interaction over the
Texas–Louisiana shelf. Finally, we have demonstrated that the one-way coupling is capable of resolving
the majority of wave effects over the entire shelf if the seasonal scale is of interest.
 2014 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/3.0/).1. Introduction
Wave–current interaction is of prime importance in coastal
water and nearshore regions (e.g. Lentz and Fewings, 2012;
Prandle et al., 2000; Wolf and Prandle, 1999). Waves can be
affected by the presence currents due to refraction, modiﬁcation
of bottom drag, and blocking (e.g., Vincent, 1979; Kudryavtsev
et al., 1995; Ris et al., 1999). An impact of currents on waves mod-
iﬁes the wave frequency through Doppler shift, accompanied with
a change in phase speed. Also, the water level has an inﬂuence on
waves, by changing the depth felt by waves (e.g. Pleskachevsky and
Kapitza, 2009). Conversely, the currents can be strongly forced andmodiﬁed by waves. The effect of waves on mean ﬂow are mani-
fested through additional momentum and mass ﬂuxes. Waves
entering a shallow water region increase in amplitude and steep-
ness, and ﬁnally break, resulting in onshore mass ﬂux and changes
of mean surface elevations called wave setup and setdown
(Longuet-Higgins and Stewart, 1962). In the cross-shore direction,
the vertical imbalance between the depth-uniform pressure gradi-
ent due to wave setup and the depth-varying momentum ﬂux gen-
erates a near-bed seaward current, the undertow (Svendsen, 1984).
While in the long-shore direction, the spatially non-uniform wave
momentum ﬂux provides a new forcing of a wave-driven long-
shore current (Longuet-Higgins, 1970).
The importance of different wave processes on a given coastal
environment has also been identiﬁed in many previous studies.
For example, wave set-up during hurricanes could make signiﬁcant
contributions to the total storm surge and inundation area, a study
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wave effects were included (Beardsley et al., 2013). Wave–current
interaction increase the bottom friction felt by currents and thus
increase bottom stress. Xu et al. (2011) showed that the enhance-
ment of bottom stress due to waves plays a key role in sediment
suspension dynamics over the Texas–Louisiana shelf. By including
the wave breaking mixing to a circulation model, Carniel et al.
(2009) showed that the observed surface drifter tracks were more
accurately reproduced than models that did not include wave
breaking in the Adriatic Sea. Also, studies in the Yellow Sea demon-
strated that models including mixing due to wave breaking
improve the simulation of surface boundary layer thickness
(Zhang et al., 2011).
Given the importance of wave’s effects on oceanic currents and
turbulence, great effort has been dedicated to the theory and
robust numerical simulation of wave–current interactions
(McWilliams et al., 2004; Ardhuin et al., 2008; Mellor, 2008;
Warner et al., 2008; Uchiyama et al., 2010; Kumar et al., 2012;
Bennis et al., 2011, and many others). In order to provide a com-
plete view of wave–current interactions, the three dimensional
primitive equation are modiﬁed to account for waves. The difﬁ-
culty in 3-D wave–current models is properly describing the wave
forces and vertically distributing them (Bennis et al., 2011). Pio-
neering work done during the past decade represents wave forces
either in a gradient stress tensor (Mellor, 2003, 2008) or in vortex
force formalism (McWilliams et al., 2004); both have been applied
to the Regional Ocean Modeling System (ROMS, Warner et al.,
2008; Kumar et al., 2012; Uchiyama et al., 2010) and other models
(CH3D: Sheng and Liu, 2011; FVCOM:Wang and Shen, 2010). Since
the development of 3-D coupled wave–current models is relatively
new, we need to systematically investigate the numerical approach
to wave coupling and the dynamical inﬂuences of waves in our
speciﬁc model domain.
The Texas–Louisiana shelf is a broad continental shelf with
strong buoyancy forcing from the Mississippi–Atchafalaya river
system. The Mississippi river is the 7th largest river system in
the world, exporting about 530 km3 yr1 freshwater into the shelf.
This huge input of fresh water greatly enhances stratiﬁcation over
the shelf (DiMarco et al., 2010; Schiller et al., 2011; Zhang et al.,
2012). The circulation over the Texas–Louisiana shelf can be
viewed as a bottom-trapped buoyancy-driven ﬂow modulated by
seasonal winds (Zhang et al., 2014). During non-summer when
winds are generally from the east, downwelling favorable, the
buoyant plume water hugs the coastline and moves downcoast.
In summertime, upwelling favorable winds push the plume
upcoast, and the plume is trapped over the Louisiana shelf and fur-
ther offshore, increasing stratiﬁcation there. Numerous observa-
tion and modeling studies have been conducted in this region (e.
g., Cho et al., 1998; Morey et al., 2003; Etter et al., 2004; Schiller
et al., 2011; Hetland and DiMarco, 2008; Zhang et al., 2012). Some
previous studies have included wave effects. Sheng et al. (2010)
applied a coupled ocean-wave model to study the surge level and
coastal inundation in the Northeastern Gulf of Mexico and empha-
sized the importance of wave effects in the 3-D model than the 2-D
model. Xu et al. (2011) recognize the importance of wave enhanced
bottom stress and focus on its effects on sediment transport. How-
ever, none of these studies deal directly with wave–current effects
in relation to currents and tracer distributions over the shelf.
Waves have the potential to affect river plume dynamics.
Recently, using an idealized model, Gerbi et al. (2013) studied
the effects of surface wave mixing on river plume dynamics during
upwelling favorable winds, with the wave breaking parameterized
in the two equation turbulence sub-model (Craig and Banner,
1994). Both the plume structure and the response time were mod-
iﬁed when breaking wave mixing was included (Gerbi et al., 2013).
In addition to surface gravity wave breaking, waves might alsoalter the plume dynamics through enhanced bottom stress or wave
vortex forces; these processes have not yet been addressed for the
Mississippi–Atchafalaya river plume system.
This study takes advantage of the newly developed modeling
system COAWST (Warner et al., 2008, 2010) to study the wave–
current interaction over the Texas–Louisiana shelf. The goals of this
study are to identify how waves and currents interact in the pres-
ence of a large river plume, and how waves alter the fresh water
distribution and stratiﬁcation within the plume on the shelf scale.
The surf zone dynamics are not included, since this speciﬁc study
focus more on shelf processes and interactions between the inner-
and mid-shelf. In this paper, we demonstrate that the fully
resolved wave dynamics in the coupled model signiﬁcantly modi-
ﬁes the plume structure and thus the stratiﬁcation, not only during
extreme weather conditions but also in fair weather conditions.
Also, we ﬁnd that different wave effects are dominant in different
regions of the plume. Finally, we ﬁnd that if seasonal scale is of
interest, it is not necessary to include two-way coupling for our
large domain, it is sufﬁcient to specify the wave ﬁeld through an
independent simulation, and then apply those wave effects to the
hydrodynamic model.2. Methodology
The COAWST modeling system (Warner et al., 2008, 2010) is
used in this study. The system couples the three-dimensional
ROMS hydrodynamic model with the SWANwind-wave generation
and propagation model. Coupling with the Weather Research and
Forecasting (WRF) model is deactivated in order to simplify the
analysis and focus on wave–current interactions.2.1. ROMS ocean model
The oceanic circulation model used in COAWST is the Regional
Ocean Modeling System (ROMS) (Haidvogel et al., 2000;
Shchepetkin and McWilliams, 2005). ROMS is a hydrostatic, prim-
itive equation ocean model that solves the Reynolds averaged form
of the Navier Stokes equations. We use a model domain that covers
much of the Mississippi and Atchafalaya river plume region, ini-
tially developed by Hetland and DiMarco (2008). An orthogonal
curvilinear coordinate system is designed to follow the coastline
(Fig. 1). High resolution is placed in the inner shelf region to
resolve the river plume, with the highest between the Mississippi
Delta and the mouth of Atchafalaya Bay. The grid spacing is less
than 1 km in the cross-shelf direction and 2–3 km in the along-
shelf direction over the inner shelf region but increases to as coarse
as 20 km offshore near the open boundaries. The total number of
grid points is 128  63. The model has 30 layers in the vertical with
the minimum depth setting to 3 m. We use the Generic Length
Scale (GLS, k–e) turbulence closure scheme to calculate the vertical
eddy viscosity and diffusivity (Umlauf and Burchard, 2003; Warner
et al., 2005). In the absence of waves, a quadratic stress is exerted
at the bed, assuming that a logarithmic velocity proﬁle in the
bottom boundary layer. The drag coefﬁcient is determined by
Cd = max(Cz, 0.0025) where Cz ¼ j2= ln ðDzz0Þ
2, j = 0.4 is von Karman’s
constant, and the bottom roughness parameter z0 is chosen to be
1 mm (Hetland and DiMarco, 2012; Marta-Almeida et al., 2013).
The open ocean boundary condition for the barotropic compo-
nent consists of a Chapman/Flather boundary condition for depth
averaged ﬂow and sea surface elevation (Chapman, 1985; Flather,
1976). The open boundary condition for the baroclinic component
is Orlanski-type radiation condition (Orlanski, 1976). A nudging
region is speciﬁed along the six outer cells of the model domain,
where the ROMS model is nudged toward HYCOM daily data. The
nudging time scale used is eight hours at the boundaries with a
Fig. 1. ROMS model domain and the bathymetry map. The NDBC buoys are marked as solid circles and the WAVCIS buoys are marked as stars. The BURL 1 C-MAN
meteorological station is marked as a solid square.
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used for the incoming and outgoing information. The advantage
of this nesting approach has been discussed in Barth et al. (2008)
and Marta-Almeida et al. (2013). Freshwater inputs from the Mis-
sissippi and Atchafalaya rivers are speciﬁed using daily measure-
ments of the U. S. Army Corps of Engineers. At surface, the short
wave radiation, air temperature, humidity and atmosphere pres-
sure are speciﬁed using climatological measurements (da Silva
et al., 1994). Wind forcing is provided with 10 min periodicity from
the weather station BURL 1 C-MAN (89.428W  28.905 N), close to
the mouth of the Southwest Pass. The Coupled Ocean Atmosphere
Response Experiment (COARE) 3.0 bulk ﬂux algorithms are used to
estimate the wind stress and the heat ﬂux in ROMS. In COARE, the
default Charnock-type relationship (Charnock, 1955) is used to
parameterize the surface roughness in bulk ﬂuxes. The horizontally
uniform wind is a reasonable approximation, due to the large, O
(400 km), horizontal spatial scales of the wind ﬁeld in the study
region (see Wang et al., 1998). Usage of real wind with very high
temporal resolution is an advantage since the inclusion of wind
peaks and the sea breeze is essential to wind mixing and wave gen-
eration. There are several previous modeling studies using the
same single point wind and these studies show that the idea of sin-
gle point wind forcing works out ﬁne in terms of model skills
(Hetland and DiMarco, 2012; Marta-Almeida et al., 2013; Zhang
et al., submitted for publication). Further details of the model con-
ﬁguration can be found in Marta-Almeida et al. (2013).2.2. SWAN spectral wave model
The wave model is SimulatingWaves Nearshore (SWAN). SWAN
is the third generation shallow water spectral wave model that
includes wave propagation, refraction due to currents and depth,
generation by wind, dissipation (white-capping, bottom friction,
depth induced breaking), and nonlinear wave–wave interactions
(Booij et al., 1999). In the coupled system, the free surface eleva-
tions and currents are provided to SWAN by ROMS. There are
two ways that currents affect waves: ﬁrst, the effective wind of
generating waves is modiﬁed by the ocean current, and the effec-
tive fetch also changes in the presence of current (for example as
in Kara et al., 2007); second, the current modiﬁes the wave action
balance equation through changes in propagation velocity of wave
energy (see for example, Fan et al., 2009; Benetazzo et al., 2013).
The currents were computed according to the formulation pre-
sented by Kirby and Chen (1989), in which the vertical distributionof the current proﬁle is taken into account, as well as the relative
water depth of the surface waves.
In the present application, the SWAN model is run and coupled
to the same grid as the ROMS model. Twenty-ﬁve frequencies
(0.01–1 Hz) and thirty-six directional bands are used. The SWAN
model boundary is provided by the output of the 10 arc minute
Northern Atlantic regional wave spectral model WAVEWATCH III,
which is nested to a global wave model (ftp://polar.ncep.noaa.
gov/pub/history/waves/). The data output is every 3 h. Local wave
generation is speciﬁed by applying wind from the BURL 1 C-MAN
station uniformly over the grid, consistent with ROMS. Wave
growth by wind is computed with the exponential term of
Komen et al. (1984) with default coefﬁcients. The SWAN model
then provides wave properties – such as signiﬁcant wave height,
mean wave direction, surface peak wave period, mean wave
length, wave energy dissipation, percent of breaking waves, etc. –
as input to ROMS for the estimation of bottom shear stress, vortex
forces, and wave mixing.
2.3. COAWST system setup
The effects of surface waves on the circulation model are cou-
pled mainly through three physical mechanisms:
(i) Wave enhanced bottom shear stress. The presence of waves
increase the effective bottom roughness felt by the mean
ﬂow (e.g. Grant and Madsen, 1978). The bottom boundary
layer determines the stress exerted on the ﬂow by the bot-
tom, which is used in the Reynolds-averaged Navier–Stokes
equations as boundary conditions for momentum. COAWST
has implemented a number of choices for wave–current bot-
tom boundary layer models (Warner et al., 2008) and has
coupled them with calculations of bottom roughness. In
the present study, the wave–current bottom boundary layer
model of Madsen (1994) named as SSW_BBL in COAWST is
used (Warner et al., 2008).
(ii) Wave enhanced mixing. Wave breaking leads to mixing of
momentum in the upper water column (Kitaigorodskii
et al., 1983; Terray et al., 1996). This effect is considered as
a surface ﬂux of turbulent kinetic energy (Carniel et al.,
2009; Kumar et al., 2012). In the absence of wave breaking,
the surface boundary condition for turbulent kinetic energy
is no ﬂux through the boundary, and the boundary condition
for the turbulent length scale is set to the surface roughness
length. When wave breaking is included, however, changes
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surface and the surface roughness length (Carniel et al.,
2009; Kumar et al., 2012). Kumar et al. (2012) suggest usage
of Carniel et al. (2009) kind of deep water wave breaking for
deep water applications and the formalism of Feddersen and
Trowbridge (2005) in the surf zone. In the present study, the
Carniel et al. (2009) option, CRAIG_BANNER in COAWST, is
used, together with a Charnock-type relationship to deﬁne
the surface roughness length (Charnock, 1955).
(iii) Excessive momentum ﬂux within the circulation due to the
presence of waves. Additional wave forces can be exerted as
either a gradient stress tensor or as a vortex force depending
on the decomposition method used in the nonlinear advec-
tion terms. In the present application, we use the vortex
force method which was proposed by McWilliams et al.
(2004) and then implemented to ROMS-UCLA by Uchiyama
et al. (2010) and COAWST by Kumar et al. (2012). The vortex
force formalism introduces several additional forces in the
Reynolds-averaged Navier–Stokes equations: the Bernoulli
head, the Stokes–Coriolis forces, the vortex forces and the
non-conservative wave forcing. The non-conservative wave
forcing is further decomposed into the surface and bottom
streaming terms, and wave breaking terms (Kumar et al.,
2012).
The coupled modeling system is applied to assess the impact of
waves on simulation of stratiﬁcation and to identify the dominant
processes acting in wave–current interactions. To achieve this, a
series of different cases were run, including two-way fully cou-
pling, one-way coupling, and process-oriented cases. The pro-
cess-oriented cases examine particular wave processes in
isolation by neglecting the other forces within the modeling frame-
work. Table 1 summarizes the conﬁgurations for all the model
runs. The model was initialized on January 1, 2004, with the addi-
tion of waves on February 1, 2005 when WAVEWATCH III wave
data were available and ran to December, 31, 2009. Different time
steps were used for ROMS and SWAN. In ROMS a 20 s baroclinic
time step was used with a model-splitting ratio of 30. SWAN was
run in non-stationary mode with a time step of 300 s. The coupling
between ROMS and SWAN was done synchronously with 10 min
time interval. The long term run has the advantage to reveal the
common quality and the essential features, with the multiple years
acting as an ensemble. Without a long term average, our simula-
tions would be dominated by the small-scale chaotic features
reported by Marta-Almeida et al. (2013).3. Model assessment
3.1. Wave assessment
Wave heights from the One-Way-Couple wave model are com-
pared with three NDBC buoys (Fig. 1). Effects of the circulation
model on waves are not considered in this run (Table 1). The NDBC
buoys are located close to the open boundary, so that model results
at the NDBC buoy sites are affected by both the WAVEWATCH III
boundary condition and the internal SWAN model. Year 2008 isTable 1
Model conﬁgurations for all numerical experiments.
Ctrl Two-Way-Couple One-Way-Co
ROMS ROMS () SWAN ROMS<=SWA
Surface TKE N/A On On
3-D wave force N/A On On
Wave BBL N/A On On
No couple Two-Way Fully Couple One-Way Coselected for comparison because the most wave data are available
for this year. As shown in Fig. 2, the model simulation follows the
observations closely; the model skill is higher than 0.94 at buoys
42,007 and 42,040. The relatively lower model skill at buoy
42,035 could either be due to the limitation of WAVEWATCH III
in resolving shallow water waves or due to the bulk wave bound-
ary used by SWAN. The fairly good consistency between the simu-
lation and observations indicates that our open boundary is doing
well and the WAVEWATCH III results are able to provide reason-
able wave estimates at the boundaries.
In addition to the NDBC buoys, model simulated signiﬁcant
wave heights are also compared to four WAVCIS buoys (http://
wavcis.csi.lsu.edu/), managed by the Louisiana State University
(Fig. 3). The WAVCIS buoys are located relatively far from the
boundary, in the nearshore region (Fig. 1). The simulated wave
ﬁeld is in fairly good agreement with the observations. The aver-
aged RMS error, correlation coefﬁcient and skill are 16 cm, 0.88
and 0.91, respectively (see Zhong and Li, 2006 for deﬁnitions).
We conclude that the wave model is capable of resolving the basic
wave characteristics over the Texas–Louisiana shelf.
Given the reasonable ability of the model to predict the wave
ﬁeld, we now investigate the relationship between winds and
waves over the shelf. Fig. 4 shows the wind and wave rose in four
selected months of 2008, February, May, August and November,
representing winter, spring, summer and fall, respectively. The
wind vectors are observations at the weather station BURL 1
C-MAN, the same as the model forcing, while the wave vectors
are model predictions. The colored sectors in Fig. 4 indicate wave
direction or direction the wind vector is directed towards, colors
show the wind speed and the peak wave period, respectively. As
shown in Fig. 4, waves propagate generally northeastward in Feb-
ruary and May, the same direction as the wind vectors. In August,
the wind switches to upwelling favorable and the wave propaga-
tion turns to match the wind (Fig. 4e and f). In the transition season
of fall, both the wind and the wave are relatively dispersed but
again show similar patterns (Fig. 4g and h). The consistency
between wind and waves reveals the importance of local wind in
generating waves over the Texas–Louisiana shelf. The wave ﬁeld
is dominated by locally generated wind seas with periods generally
less than 8 s, but could reach as much as 14 s, indicating swell from
the outer shelf might be occasionally important.
Wave characteristics will be altered when propagating in an
ambient current. Wave period will become longer (shorter) when
propagating following (opposing) the direction of the current.
The corresponding wave frequency and wave length will change
accordingly. Changes in water depth also lead to changes in wave
propagation, producing shoaling, refraction or wave breaking,
which in turn, leading to changes in wave characteristics. Typically
regions with strong currents identify regions of signiﬁcant wave–
current interaction. The effects of the circulation model on the
wave ﬁeld are examined by a selected location of C-09 (Fig. 1), in
the recirculating bulge region, with particularly strong current.
Including currents from the circulation model does have some
inﬂuence on the wave ﬁeld, especially for the wave direction and
wave length (Fig. 5), but generally less than 10 and 3 m, respec-
tively. Changes to the signiﬁcant wave height are relatively small.
Even during hurricane Ike, signiﬁcant wave height changes byuple Couple-TKE Couple-BBL Couple-VF
N ROMS() SWAN ROMS() SWAN ROMS() SWN
On Off Off
Off Off On
Off On Off
uple Two-Way Partly Couple
Fig. 2. Comparison of time series between model-simulated (black dashed) and observed (gray solid) signiﬁcant wave height at three NDBC buoys (their locations given in
Fig. 1). Note that the range of the y-axis is different for the three sub-panels.
Fig. 3. Comparison of time series between model-simulated (black dashed) and observed (gray solid) signiﬁcant wave height at four WAVCIS buoys (their locations given in
Fig. 1). Note that the range of the y-axis is different for the four sub-panels.
Z. Rong et al. / Ocean Modelling 84 (2014) 67–83 71about 0.4 m compared to the highest value of about 6 m. The RMS
and relative difference of signiﬁcant height (8 cm, 9%), surface peak
wave period (0.7 s, 11%), mean wave direction (10, 8%) and meanwave length (3 m, 11%) reveal that the inﬂuence of currents is
generally small (Fig. 5). The spatial distribution of the relative
differences shows that the largest differences occurs near the
Fig. 4. Direction frequency of wind (left column) and waves (right column) at (a, b) February, (c, d) May, (e, f) August and (g, h) November. Sectors indicate the wave direction
or the direction the wind vector is directed towards. Colors are the wind speed and the peak wave period, respectively. The wind vectors are observed at the weather station
BURL 1 C-MAN, the same as the model forcing, while the waves are model predictions.
72 Z. Rong et al. / Ocean Modelling 84 (2014) 67–83Mississippi Delta and in shallow regions with water depth less
than 30 m, with the differences between the coupled and uncou-pled run being generally less than 10 percent (not shown here).
The current over the Texas–Louisiana shelf is typically less than
Z. Rong et al. / Ocean Modelling 84 (2014) 67–83 7350 cm/s, and so currents are weaker than other regions with strong
wave–current interaction (Ardhuin et al., 2012), so that our ﬁnding
that circulation has a relatively weak effect on the wave ﬁeld is
reasonable.
3.2. Ocean model assessment
The present ocean model was initially developed by Hetland
and DiMarco (2008) to investigate the mechanisms controlling
hypoxia over the Texas–Louisiana shelf. It was originally forced
by climatological WOA boundaries. Comparison with hydrographic
and moored observations of temperature, salinity, and current
velocity conﬁrmed that it was able to reproduce the broad-scale
plume structure and seasonal patterns (Hetland and DiMarco,
2012). The same model and conﬁguration then acted as the ocean
module to study the phytoplankton variability (Fennel et al., 2011)
and sediment transport processes (Xu et al., 2011) over the Texas–
Louisiana shelf and produced plausible results when comparing
with observations. Using the same base model, Marta-Almeida
et al. (2013) showed that nesting this shelf-scale model to a parent
circulation model, e.g. HYCOM, improved the salinity skill com-
pared to the samemodel using climatological boundary conditions.
A recent study by Zhang et al. (submitted for publication) further
showed that the nested model reproduced the stratiﬁcation rea-
sonably well. We use the same model conﬁguration as Marta-
Almeida et al. (2013) except that the turbulence closure scheme
has been switched from Mellor–Yamada 2.5 to Generic Length
Scale (GLS, k–e) turbulence closure scheme. As will be shown
below, this improves the salinity skill slightly.
Here we mainly assess the model capability in simulating a
realistic salinity ﬁeld. We use salinity proﬁles collected from the
Mechanisms Controlling Hypoxia (MCH) project to assess theFig. 5. . Comparison of (a) signiﬁcant wave height, (b) surface peak wave period, (c) mean
Way-Couple, gray solid) and the one way coupled run (One-Way-Couple, black dashed)
feedback from the circulation model. Detailed conﬁgurations are summarized in Table 1model skill. MCH collected vertical proﬁles of salinity, temperature
and dissolved oxygen concentration data from March to August for
Year 2004 though 2009 except 2006 (see Marta-Almeida et al.,
2013 for details). A total of 840 proﬁles from 11 cruises over
2005–2009 were employed in this study. The model skill is deﬁned
as
skill ¼ 1
PN
i¼1ðoi miÞ2PN
i¼1ðoi  ciÞ2
ð1Þ
where oi are the observations,mi the model results at the same loca-
tion and times, ci is the climatological data, and N is the total num-
ber of observations (Hetland, 2006). This model skill evaluates
model performance based on climatology. If the variance of model
error is smaller than the variance of observations, then the model
skill is positive. A higher model skill indicates that the model can
reproduce the observations more closely, while a lower model skill
suggests the model might be more dynamically active. Fig. 6 shows
the model skill in predicting salinity based on all MCH salinity pro-
ﬁles. For this skill assessment, data through the whole water col-
umn are used, and the error presented for each proﬁle is the
vertically averaged value normalized by the standard deviation of
the observed salinity relative to the climatological salinity. The
overall model skill is 0.62, indicating that the model reproduces
about 60% more variance beyond that already described by the sea-
sonal climatology. The errors are generally randomly distributed in
space, with predicted salinity higher at some stations and lower at
others, indicating the active sub-mesoscale eddies on the shelf
(Hetland and DiMarco, 2012). A comparison with the former run
shows that switching the turbulence closure scheme from Mellor–
Yamada 2.5 to k–e (GLS) increases the salinity skill by about 0.09
for this speciﬁc comparison.wave direction and (d) mean wave length between the two way coupled run (Two-
at the selected station C-09 (Fig. 1). The one way coupled run does not consider the
.
Fig. 6. Errors between the model simulated salinity and the MCH measurements
averaged over the upper 50 m of water column and normalized by the standard
deviation of the difference between the MCHmeasurements and climatology values
for runs (a) without (Control) and (b) with (Two-Way-Couple) wave. Positive
indicates the model overestimate the salinity. The standard deviation of the
difference between the observed and climatological values and model skills are
provided for each panel. 840 salinity proﬁles from 11 MCH cruises during 2005–
2009 are used to estimate the model skill.
Fig. 7. (a) Comparison between model simulated surface salinity and the MCH
observed surface salinity for 11 MCH collection periods during 2005–2009; (b) The
probability distribution function of the errors between model simulated surface
salinity and MCH measurements. The model error have been normalized by the
stand deviation of the difference between the observed salinity and the climato-
logical salinity.
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ity is shown in Fig. 7a. In general, the model simulation follows the
observation relatively well, with the correlation of about 0.78 and
the model skill of 0.52. Fig. 7b shows the error histograms for sur-
face salinity simulation. The histogram represents point-by-point
model error, normalized by the standard deviation of the observa-
tion relative to the climatology. The model error is nearly normally
distributed. About 90% of the points have an error less than a stan-
dard deviation of the observations. Coupling waves to the ocean
model lowers the salinity skill slightly (Figs. 6b and 7a) and
spreads the error histograms to a broader space (Fig. 7b), but is sta-
tistically indistinguishable. A detailed discussion of wave effects on
improvement of model skills is presented in Section 5.2.
The comparisons between model-simulated and observed salin-
ity indicate the model simulates a realistic salinity ﬁeld on the
Texas–Louisiana shelf. Further validations of the hydrodynamic
model are reported in Marta-Almeida et al. (2013) and Zhang
et al. (submitted for publication). We conclude that the model
can be used to identify wave effects on the dispersal of the Missis-
sippi–Atchafalaya river plume.4. Wave effects on stratiﬁcation
Previous studies of wave effects on circulation have mainly
focused on the modiﬁcation of water level and mean currents by
waves during extreme weather conditions, when the wave–current
interactions are expected to be the strongest (e.g. Olabarrieta et al.,
2012; Beardsley et al., 2013). However, we will show that the waveeffects could also redistribute the freshwater and thus affect the
stratiﬁcation on seasonal cycles.
4.1. Wave effects on sea surface salinity
Wave effects on the circulation model are examined by plotting
the difference of annual mean sea surface salinity between runs
with (Two-Way-Couple) and without (Ctrl) wave effects (Fig. 8).
As shown in Fig. 8, waves are apt to retain more freshwater to
the inner shelf region, especially areas west of Terrebonne Bay
and in the Chandeleur Sound. The annual mean surface salinity
decreases by about 2 psu in the nearshore region in the case with
waves, with the difference reducing offshore. The surface salinity
west of the Mississippi Delta, i.e. salinity in the Louisiana Bight,
is distinct from other regions. In contrast to the decreased surface
salinity seen in the west, salinity in the Louisiana Bight increases
by about 1 psu in the presence of waves. A small increase in sea
surface salinity is also detected in the offshore side of the Louisiana
shelf, i.e. region deeper than about 50 m, in water typically along
the outer edge of the Mississippi–Atchafalaya plume. This pattern
is consistent from year to year, with some modiﬁcation due to
interannual changes in river discharge and the wind ﬁeld.
Wind-driven currents on the Texas–Louisiana shelf have dis-
tinct seasonal patterns and waves propagate in different directions
during summer compared to non-summer periods (Fig. 4). The
annual mean analysis does not consider the seasonal differences
in plume position, that will be altered by interannual differences
in wind and river discharge. Given the strong seasonal cycle that
includes the reversal of the prevailing winds, seasonal patterns of
surface salinity are analyzed. Fig. 9 shows the seasonal surface
Fig. 8. Comparison of annual mean surface salinity difference between runs with (Two-Way-Couple) and without (Ctrl) waves at (a) 2006, (b) 2007, (c) 2008 and (d) 2009.
Positive values indicate that the presence of waves has increased surface salinity.
Fig. 9. Comparison of seasonal mean surface salinity difference between runs with (Two-Way-Couple) and without (Ctrl) waves at (a) December–January–February and (b)
June–July–August during 2007. The thick solid lines in Fig. 9a mark the cross-sections analyzed in Fig. 10.
Z. Rong et al. / Ocean Modelling 84 (2014) 67–83 75salinity difference between runs with and without waves in winter
(December–January–February) and summer (June–July–August),
2007. The annual means are composites of the summer and winter
patterns. In winter, the shelf is generally divided to western and
eastern part approximately by the 91 W meridional line, with
fresher water in the western part and saltier water in the eastern
part in the case with waves. We will refer the western region asthe Chenier shelf, extending roughly offshore from Sabine Lake to
Vermilion Bay along the Gulf coast; the eastern part is referred
to as the Louisiana Bight. Both regions are marked in Fig. 1. During
summer when winds are upwelling favorable, the wind driven cur-
rents push the freshwater offshore. At the same time, wind induced
mixing will entrain more saline water to the plume and reduce the
salinity difference between the plume water and the ambient
76 Z. Rong et al. / Ocean Modelling 84 (2014) 67–83water. In summer, the salinity difference between runs with and
without waves in the nearshore region remains negative, meaning
the case with waves is fresher, but the difference compared to win-
ter in this same region is reduced considerably. The positive salin-
ity anomalies in the Louisiana Bight also extend to a larger area in
summer. The surface salinity in the middle shelf in winter (Fig. 9a)
has switched from a negative to a positive difference, meaning that
including waves tends to reduce surface salinity in winter and
increase it in summer. We expect that this difference is caused
by a complex interaction between the surface gravity wave ﬁeld,
summer wind forcing, and the active sub-mesoscale eddies.4.2. Wave effects on stratiﬁcation
As demonstrated in the previous section, wave processes cause
a horizontal modiﬁcation of the plume structure; there is a corre-
sponding alteration of the vertical stratiﬁcation. Fig. 10 shows the
distribution of salinity differences between runs with (Two-Way-
Couple) and without waves (Ctrl) in two cross-shelf proﬁles. The
locations of the sections are shown in Fig. 9a, one across the Loui-
siana Bight, the other across the Chenier shelf. As shown in Fig. 10a,
the annual mean salinity over the Chenier shelf decrease in regions
shallower than 30 m, and exhibits an increase in near-surface
waters offshore. Further comparisons are constructed for Decem-
ber–January–February and June–July–August. In winter, more
freshwater is conﬁned to the near coast region in the case with
waves, and the salinity has decreased through the whole water col-
umn, with the maximum decrease near the coastline (Fig. 10c).
During summer, fresher water is also trapped in the nearshore
region, but to a lesser extent. The seawater becomes much saltier
along the offshore front, by about 1 psu. Wave effects signiﬁcantly
reduce the summer stratiﬁcation in the offshore region (Fig. 10e).Fig. 10. Distributions of salinity difference between the coupled run (Two-Way-Couple)
year, (c, d) DJF and (e, f) JJA during 2007. The left (right) panel is the west (east) sectionThe eastern cross-section is located in the recirculating bugle
region of the Mississippi river plume. The isohalines are nearly hor-
izontal, especially in summer, unlike the horizontally stratiﬁed
plume across the Chenier shelf. The annual mean salinity in a
cross-shelf section shows an increase of salinity near the surface
and a decrease beneath (Fig 10b), i.e., a decrease in vertical strati-
ﬁcation. However, the seasonal patterns are quite different. In win-
ter there is an increase in salinity through the whole water column,
indicating that the freshwater is horizontally redistributed. In sum-
mer, the vertical salinity structure associated with the recirculating
plume is much more pronounced. The surface salinity increases
while the lower layer decreases, in the same sense as the annual
mean, when wave effects are included, again suggesting the fresh-
water is vertically redistributed.
The seasonal stratiﬁcation is represented by surface to bottom
salinity differences, and is plotted as a function of total water
depth (Fig. 11). The shelf is again divided roughly into the Louisi-
ana Bight and the Chenier shelf by the 91 W meridional line,
and the stratiﬁcation corresponding to different depths is averaged
in each region separately. Data east of the Mississippi Delta is not
considered when averaging. As shown in Fig. 11, the Louisiana
Bight has the largest surface-bottom salinity difference of about
15 psu in spring (Fig. 11b) and lowest of about 3 psu in fall
(Fig. 11d). The stratiﬁcation on Chenier shelf is weaker than the
bulge region, with the maximum of about 6 psu in spring
(Fig. 11b) and 1.5 psu in other seasons. With the inclusion of
wave effects, the stratiﬁcation in the inner shelf (<20 m) is weak-
ened all through the year over both the Louisiana Bight and Che-
nier shelf. That is to say, although waves trap more freshwater to
the inner shelf region, enhanced bottom friction and wave mixing
continue to reduce stratiﬁcation there. Stratiﬁcation over the mid-
shelf (20–50 m) is different between the Louisiana Bight and the
Chenier shelf. The mid-shelf stratiﬁcation on the Chenier shelf isand the control run (Ctrl) in two cross-shelf sections averaged over (a, b) a whole
shown in Fig. 9a.
Fig. 11. Stratiﬁcation representing by the surface-bottom salinity difference (upper panel) in the control run (Ctrl) and its difference (lower panel) to the run with waves
(Two-Way-Couple) as a function of depth at (a) February, (b) May, (c) August and (d) November during 2007. The shelf is divided to the Louisiana Bight and the Chenier Shelf
by approximately the 91meridional line, and stratiﬁcation corresponding to different depth is averaged in each region. Note that the range of the y-axis is different for the
four sub-panels.
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through fall and winter (Fig. 11). As revealed by the cross-shelf dis-
tribution of salinity in Fig. 10c and e, the surface salinity of the
mid-shelf on Chenier shelf decreases in winter and increases in
summer, which is the cause for the varied stratiﬁcation. In the Lou-
isiana Bight, waves reduce the stratiﬁcation through the whole
year; the increased surface salinity (Fig. 10b and d) is responsible
for the weakened stratiﬁcation there.
4.3. Circulation pattern modiﬁcation by waves
One of the primary drivers for tracer ﬁeld modiﬁcation is advec-
tive tracer ﬂuxes depending on the circulation pattern. This circu-
lation pattern gets modiﬁed due to the presence of wave forcing in
the form of enhanced bottom stress, surface mixing and additional
momentum ﬂux through vortex force. Fig. 12a shows the differ-
ence of the annual mean depth-averaged Lagrangian mean ﬂow
between runs with (Two-Way-Couple) and without (Ctrl) waves.
As shown in Fig. 12a, the Louisiana Bight and the inner part of Che-
nier shelf identify two regions with strong circulation modiﬁca-
tions, indicating strong wave–current interactions there. Coupling
waves to the ocean model retards the Lagrangian mean ﬂow on
the inner part of Chenier shelf by about 0.02–0.04 m/s, 10–20% of
its original value. Changes in Louisiana Bight are also remarkable
but are relatively chaotic, with strengthened and weakened cur-
rent accompanied each other. Such modiﬁcations to the circulation
pattern are apt to trap more freshwater to the inner part of Chenier
shelf and arrest its offshore dispersal, consistent with modiﬁca-
tions to the surface salinity (Fig. 8). However, it is important to
point out that changes in salinity ﬁeld cannot be attributed tochanges in circulation pattern directly, since changes in the tracer
ﬁeld will feedback on the ﬂow ﬁeld, especially in the presence of
river plumes where the river buoyancy is one of the primary driv-
ers of the current.
There are previous studies showing that surface waves can
decrease the ocean current by enhancing the bed stress (e.g.
Davies and Lawrence, 1995; Signell and List, 1997) and increase
the ocean current by transferring wave momentum (e.g. Perrie
et al., 2003). To gain some insights, we have conducted three addi-
tional runs to investigate the effects of different wave processes
(see Table 1 for conﬁguration). As shown in Fig. 12b–d, the weak-
ened mean ﬂow in the inner shelf is mainly due to the enhanced
bottom stress, which tends to retard the current (Fig. 12c). Changes
in Louisiana Bight are relatively chaotic, however, are mainly
caused by the excessive wave mixing and wave vortex forces
(Fig. 12b and d). The difference on the mid- and outer-shelf in all
three cases looks like random noises. It is expected since these
are areas where nonlinear instability exists due to interaction of
the Mississippi–Atchafalaya river plume front and the offshore
eddies (Hetland and DiMarco, 2012; Marta-Almeida et al., 2013).
The nonlinearity renders the ﬂow ﬁeld chaotic through the role
of eddies.
In the absence of wave–current interactions, the dominant
momentum balance in both the cross- and alongshore direction
occurs between the pressure gradient, the Coriolis force and the
vertical stress divergence; the horizontal and vertical advections
tend to cancel each other and play a secondary role (not shown).
This is consistent with a previous view of inner-shelf momentum
balance over the Texas–Louisiana shelf (Zhang et al., 2014). Adding
waves change all momentum terms accordingly, especially in the
Fig. 12. Difference of annual mean depth-averaged Lagrangian mean ﬂows (m/s) between runs (a) Two-Way-Couple, (b) Couple TKE, (c) Couple-BBL, (d) Couple-VF and the
control run during 2007. Arrows show changes in the mean current vector. Colors show changes in the magnitude of the mean current, with positive value indicating the
current is strengthened and vice versa.
Fig. 13. Difference of annual mean surface salinity between runs (a) Two-Way-Couple, (b) Couple-TKE, (c) Couple-BBL, (d) Couple-VF and the control run (Ctrl) during 2007.
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pressure gradient, the Coriolis force and the vertical stress diver-
gence. The maximum changes are to the pressure gradient and
the Coriolis force, suggesting the changes in stratiﬁcation, surface
elevation and current velocity, as is indicated by the modiﬁcation
to the circulation pattern (Fig. 12). The momentum balance pre-
sented here is different from the balance in the surf zone, which
is not resolved in the present model, where the wave forcing terms
are dominant (see e.g. Uchiyama et al., 2010).
4.4. Role of wave enhanced bottom stress
Given the distinct effects of different wave processes on circula-
tions, it is useful to show how different wave processes affect theplume structure. In addition to surface salinity, the freshwater
thickness is also investigated, which contains the vertical informa-
tion of the plume. The freshwater thickness is deﬁned as the inte-
gral of the fresh water anomaly over the vertical water column:
hf ¼
Z g
H
S0  S
S0
dz ð2Þ
The reference salinity, S0, used in the calculation of the freshwa-
ter thickness is 36 psu. Different reference salinity could be used
but that makes no difference to the analysis results since we are
focusing on the changes in freshwater thickness.
Fig. 13 shows the annual mean surface salinity difference
between the fully- and partly-coupled runs as compared with the
control run without waves. The composite of the three partly cou-
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gesting there is little interaction between the three wave effects.
The decrease in surface salinity in the inner and middle shelf is
mainly due to the enhanced bottom stress. The enhancement of
the bottom roughness and the resultant bottom stress is conﬁned
to regions shallower than 50 m (Fig. 15a and c). Its effects are dom-
inant over the Chenier shelf and the Chandeleur Sound, but play
only a minor role in the Louisiana Bight, where the bottom slope
is steeper (Fig. 13c).
The Mississippi river plume disperses over a steep narrow shelf
and behaves as a surface-trapped plume in the Louisiana Bight, and
is not strongly inﬂuenced by interaction with the bottom
(Yankovsky and Chapman, 1997). Thus the surface salinity shows
little difference between runs with and without wave bottom
boundary in the Louisiana Bight (Fig. 13c). Fig. 14 shows the differ-
ence of annual mean freshwater thickness between the fully- and
partly-coupled runs as compared with the control run. As
expected, the freshwater thickness of run Couple-BBL reveals only
slight variations in the Louisiana Bight (Fig. 14c).
In contrast to the steep Louisiana Bight, the buoyancy driven
current over the Chenier shelf interacts strongly with the bathym-
etry (Zhang et al., 2014). Such an interaction might be altered by
the presence of waves. As revealed by the model simulation, pres-
ence of waves increases the effective bottom roughness felt by the
mean ﬂow; the bottom roughness length in the presence of wave
increases by a factor of 2–20 compared to 0.001 m (Fig. 15a). Tak-
ing a reference height of 0.1 m (z = 0.1 m), this corresponds to an
increase in the drag coefﬁcient by a factor of about 1.5–8. In
response to the increased bottom drag, however, the simulated
bottom currents are reduced in the inner shelf region by about
20–60 percent (Fig. 15b). Since the bottom stress is proportional
to the bottom drag and the square of the bottom velocity, the bot-
tom stress increases by about 20–60% instead of factor of 1.5–8
(Fig. 15c).
In fact, wave induced enhancement of the bottom stress
encountered by currents has been studied both theoretically
(Christoffersen and Jonsson, 1985) and experimentally (Gross
et al., 1992; Mathisen and Madsen, 1996). Its effects in retarding
the bottom current have also been addressed by many previous
studies (e.g., Davies and Lawrence, 1995; Signell and List, 1997).Fig. 14. Difference of annual mean freshwater thickness (m) between runs (a) Two-Wa
during 2007.However, few of them linked it to the tracer dynamics. Chao and
Boicourt (1986) pointed out that the development of buoyancy
current could be trapped by enhanced bottom friction. In the
absence of bottom friction, the intrusion speed of a buoyancy-dri-
ven bore is signiﬁcantly accelerated and highly nonlinear, which is
consistent to our results here. The wave enhanced bottom stress
dominates the redistribution of the freshwater in the shelf region
with a gentler bottom slope, where the Mississippi–Atchafalaya
plume intersects the bottom. Inclusion of waves in the bottom
boundary layer is apt to retard the currents (Fig. 15c) and retain
more freshwater to the nearshore region (Fig. 13c). The accumula-
tion of freshwater increases the freshwater thickness correspond-
ingly (Fig. 14c). In general, with water depth more than 50 m the
effect of wave enhanced friction is not signiﬁcant.
4.5. Roles of wave mixing and 3-D wave forces
The increase of surface salinity in the Louisiana Bight is mainly
due to the surface enhanced mixing and the 3-D wave momentum
(Fig. 13b and d). Wave breaking induced dissipation leads to mix-
ing of momentum in the water column (Carniel et al., 2009). If
injection of TKE due to breaking waves is considered, the TKE pro-
ﬁle is modiﬁed in the surface layer to a depth proportional to the
wave height. The vertical eddy viscosity keeps a parabolic proﬁle,
but it is greatly enhanced near the surface (not shown). The
enhanced vertical eddy viscosity will increase mixing with the
ambient water. The plume in the Louisiana Bight is thin compared
with other regions of the plume; therefore the effects due to wave
mixing there are largest.
The effects of surface wave mixing and the excessive 3-D wave
forces have similar patterns with each other (Fig. 13b and d), how-
ever, the intrinsic physical processes are different. Wave mixing
causes an exchange of turbulence vertically and its effects are then
spread out by the lateral mixing and advection. The 3-D wave
forces, on the other hand, could redistribute the momentum
directly, both horizontally and vertically. These different effects
can be seen in the distribution of freshwater thickness (Fig. 14).
The increased surface salinity in the Louisiana Bight in the run Cou-
ple-TKE (Fig. 13b) corresponds to an increase of freshwater thick-
ness (Fig. 14b). Conversely, the increased surface salinity of runy-Couple, (b) Couple-TKE, (c) Couple-BBL, (d) Couple-VF and the control run (Ctrl)
Fig. 15. The ratio of model simulated (a) bottom roughness length scale enhance-
ment due to waves; (b) bottom current reduction due to waves; and (c) bottom
stress enhancement due to waves between runs with (Two-Way Couple) and
without (Ctrl) wave bottom boundary layer during 2007.
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ness (Fig. 14d) in the Louisiana Bight. That is to say, wave mixing in
the run Couple-TKE deepens the surface mixed layer, increasing
the salinity near the surface and decreasing the salinity beneath
it, and the overall freshwater thickness increases as more freshwa-
ter is introduced. The increased surface salinity in run Couple-VF
(Fig. 13d), on the other hand, is mainly due to the redistribution
of freshwater horizontally, thus the increased surface salinity cor-
responds to decreased freshwater thickness (Fig. 14d). These dif-
ferent effects can also be seen in cross shelf salinity distributions
in the fully coupled run (Fig. 10d and f). The winter season is char-
acterized by a net water column increase in salinity (Fig. 10d),
while in summer the increased surface salinity is accompanied
by a decrease in salinity below (Fig. 10f).5. Discussion
5.1. Different wave effects dominate different plume regions
One notable result from the fully- and partly-coupled runs is the
relatively weak interaction between three different wave effects.
This is reasonable considering their original sources. The wave bot-
tom stress, originating from the bottom boundary layer, occurs pri-
marily in shallow waters. The surface wave mixing and the 3-D
wave forces, on the other hand, are generally surface intensiﬁed.
The interaction between them can only be signiﬁcant when the sur-
face and bottom boundary layers overlap. Thus, the shallow inner-
and mid-shelf regions might be identiﬁed as potential regions
where the various wave effects interact. However, the shallow
regions are generally well-mixed, by both wind and shear mixing.Therefore, the altering of the water column stratiﬁcation by addi-
tional wave mixing may be less pronounced, as the water column
has already been mixed. The different wave effects thus tend to
divide the Texas–Louisiana shelf into two dynamically distinct
regions: the Louisiana Bight and the Chenier shelf, which are dom-
inated by different wave processes, respectively (Figs. 8 and 13).
Previous studies have also identiﬁed differences in these two
regions. Hetland and DiMarco (2008) found the mechanisms con-
trolling the hypoxia over the Louisiana Bight and the Chenier shelf
were distinct and attributed them to different dynamically charac-
teristics of the Mississippi and Atchafalaya river plume. Salisbury
et al. (2004) found that while optical properties were correlated
with the river discharge in the Louisiana Bight, they were corre-
lated with the wind over the Chenier shelf. Addition of waves fur-
ther identiﬁes these two dynamically distinct regions, which will
in turn affect the formation and evolution of stratiﬁcation over
the Texas–Louisiana shelf.
The Louisiana Bight is dominated by the additional 3-D wave
forces and wave mixing. Heavy freshwater imported from the Mis-
sissippi river forms a thin recirculating bulge in the Louisiana
Bight. This recirculating bulge is associated with relatively strong
currents (Zhang et al., 2012), and thus a potential area of strong
wave–current interaction. Correspondingly, excessive wave
momentum generates salient salinity difference in the Louisiana
Bight compared to other regions (Fig. 13d), as the circulation there
is altered by the excessive wave forces (Fig. 12d). The parameter-
ized wave mixing is proportional to the signiﬁcant wave height,
which is comparable to the plume thickness in Louisiana Bight.
Thus mixing may be more efﬁcient in the Louisiana Bight com-
pared to the Chenier shelf, where the plume is much thicker.
In contrast to the Louisiana Bight, the Chenier shelf is domi-
nated by the enhanced bottom stress; the surface intensiﬁed wave
turbulence and 3-D wave momentum have lower efﬁciency in this
area. The wave enhanced bottom stress retains more freshwater in
the inner shelf by decreasing currents, potentially increasing the
ﬁlling and ﬂushing time of fresh water over the Texas–Louisiana
shelf. We have estimated the changes of freshwater volume in
the whole model domain with the inclusion of wave enhanced bot-
tom friction. More freshwater is conﬁned within the model domain
compared to the run without waves. Estimation shows that the ﬁll-
ing time (dVfreshwater/Qriver) is about 2–6 days longer with waves
included, depending on the river discharge.
The idea of different regions being affected by different process
may be useful in simplifying the process of including waves in a
hydrodynamic model, because it may only be necessary to include
a subset of the three wave–current processes. For example, when
simulating shelf dynamics on a broad-slope shelf, the effects of
wave bottom stress should be considered the ﬁrst priority. Inclu-
sion of wave mixing will be essential in many surface trapped
plumes, e.g. the Columbia River, the Merrimack River, during high
river discharge seasons, or any time the injection depth of wave
mixing is similar to the plume thickness. Also, future observations
of wave mixing would be more useful in the Louisiana Bight, where
the effect of wave mixing can be measured, otherwise wave mixing
effects might be obscured by other processes. The results pre-
sented here might also be helpful in understanding many phenom-
ena over the Texas–Louisiana shelf. For example, the sediment
plume over the Mississippi river bulge region is more likely due
to advection and re-entrainment, while the bottom erosion and
re-suspension would be dominant around the Atchafalaya Bay,
consistent with the ﬁndings of Salisbury et al. (2004).
5.2. Wave effects on model skill
As revealed in Section 4, including of wave effects alters the
stratiﬁcation and distribution of freshwater over the shelf. Stratiﬁ-
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Chenier inner-shelf corresponds to an enhanced stratiﬁcation dur-
ing fall and winter (Fig. 11a and d). When winds are stronger or
persist longer during summer, other processes like wave mixing
dominate over the horizontal redistribution of freshwater. The
stratiﬁcation, instead of being strengthened, is weakened
(Fig. 11b and c). With the addition of wave mixing, Gerbi et al.
(2013) also showed that the stratiﬁcation is enhanced in the plume
center, which is counter-intuitive. This may be because the addi-
tion of waves has modiﬁed the freshwater ﬁlling and ﬂushing time
and thus the plume structure, which is consistent with our results
here.
Though changes to stratiﬁcation are pronounced in terms of
monthly and annual means, the coupled model shows no improve-
ment in terms of salinity skill. As shown in Fig. 6b, the model skill
in the coupled run is even slightly lower than the control run. This
is mainly because the RMS error of the coupled run increases
slightly compared to the run without waves, indicating the system
is more energetic. The comparison of the surface salinity shows
that the model has a tendency to overestimate the low salinity
class and underestimate the high salinity class (Fig. 7a). Coupling
waves to the ocean model was expected to improve this since more
freshwater was arrested to the nearshore region, i.e. low salinity
classes; but we saw no evidence from Fig. 7a. The error histograms
show no systemic bias when adding waves (Fig. 7b). However, the
histogram is broadened when coupling waves, suggesting the
model with waves included is more dynamically active, but not
distinguishably better or worse than the model without waves
based on available observations.
Hetland and Dimarco (2012) assessed model skill over the
Texas–Louisiana shelf and found that the model, without waves,
is able to reproduce the broad-scale features of salinity distribu-
tions over the shelf faithfully. However, the model has difﬁculty
in reproducing the small spatial and temporal scale energetic fea-
tures. These features are chaotic, with a variability of a similar
magnitude to the broader-scale changes to salinity over the shelf
(Marta-Almeida et al., 2013). As such, it is not surprising that we
are not able to determine if including waves improves the simula-
tion based on a comparison with observations. The wave-induced
modiﬁcations to the salinity ﬁeld are smaller than the noise inher-
ent in the observations due to the small-scale, energetic features
over the shelf. In addition, the absence of detailed wind structure
might mis-place the small-scale eddies, which might obscure the
skill analysis. Sclavo et al. (2013) found that the coupled wave-
ocean models reproduced better small-scale characteristics in
Adriatic Sea than the ocean model itself, by adopting high resolu-
tion wind. The performance of the coupled modeling system driven
by high temporal and spatial resolution wind ﬁeld will be evalu-
ated over the Texas–Louisiana shelf in future studies.
5.3. Feasibility of one way coupling on seasonal scale
We have demonstrated that the effects of the circulation model
on the wave ﬁeld are relatively weak in Section 3.1. The effects of
the altered wave ﬁeld due to including a varied current ﬁeld and
water level are less than 10% of the effects due to the wave ﬁeld
simulated without the effects of shelf currents. We have compared
the difference of the annual mean surface salinity distribution
between the one-way and two way coupled simulations. The dif-
ferences are generally less than 0.2 psu, 5% less than its seasonal
variation (not shown). More importantly, the differences are ran-
domly distributed. This means that although the maximum
instantaneous difference between the one-way and two way cou-
pled simulations might be large, for example, a tiny shift in the
plume front cause a large salinity bias nearby, its cumulative effect
introduce no system bias to the seasonal salinity distribution. Thetemporal average acts as a ﬁlter to smooth out the small-scale var-
iability both temporally and spatially. So if the broad-spatial scale
and seasonal temporal scale are of interest, the two-way coupling
effects might be neglected. This generally allows using a simpliﬁed
one-way coupled model to simulate the wave effects on the sea-
sonal shelf-scale circulation and stratiﬁcation. If a simulation of
wave conditions already exists on this scale, the wave parameters
could be used to estimate the wave effects on the ocean current
model without running an expensive coupled wave–current
model. Also, as discussed above, if the seasonal shelf-scale is of
interest, it may be possible to only include certain wave effects.
Thus some properties of the wave ﬁeld may not need to be calcu-
lated; certain parameterization could be used to examine the wave
effects in terms of wave mixing (e.g. Craig and Banner, 1994) and
wave bottom stress (e.g. Signell and List, 1997). However, if we
are interested in instantaneous results in extreme weather condi-
tions rather than the seasonal means, the detailed wind structure
and the two-way coupled current–wave interactions may need to
be considered.6. Conclusion
We have conﬁgured the COAWST modeling system to study
wave–current interactions over the Texas–Louisiana shelf. The
modeling system is driven by realistic wave and current conditions
at the open boundaries and 1-D wind measured from a nearby
meteorological station, taking advantage of its high temporal reso-
lution. Comparison with observations demonstrates that the mod-
eling system is able to reproduce the wave and salinity ﬁelds.
Wave characteristics are ﬁrst investigated from the SWAN wave
model. Winds and waves over the Texas–Louisiana shelf have good
correspondence with each other, indicating that waves over the
Texas–Louisiana shelf are dominated by locally generated wind
seas with periods mostly less than 8 s, that propagate in the same
direction as the wind. Comparative runs with and without shelf
currents provided from the circulation model have been conducted
to discern the effects of water level and currents on wave ﬁelds.
Relatively weak effects were found for the circulation model on
the wave ﬁelds and the relative differences are generally less than
10%. Such changes in wave characteristics play a minor role when
investigating the seasonal salinity distribution. Given this, if sea-
sonal scale is of interest, one way coupled models could be adopted
to study the wave effects on the circulation model, taking advan-
tage of existing wave products. A recent study in Adriatic Sea
showed that the effects of wave–current interaction on waves
might be small even during a strong storm event, depending on
the wind direction and current velocity (Benetazzo et al., 2013).
The feasibility of one-way coupling to other temporal and spatial
scales remains an open question for future studies.
Including the effects of waves redistributes the freshwater both
vertically and horizontally. Two dynamically distinct regions are
identiﬁed: the Chenier shelf and the Louisiana Bight. Including
waves in the simulation causes more freshwater to be trapped in
the inner part of Chenier shelf, decreasing the surface salinity
and increasing the freshwater thickness. Wave enhanced bottom
stress dominates the redistribution of freshwater in this area. Bot-
tom roughness and wave–current velocities determine the bottom
stress, which retards the currents. Stratiﬁcation on Chenier shelf
could either be intensiﬁed or weakened, depending on the compe-
tition between the horizontal advection and the vertical mixing
processes.
The Louisiana Bight is identiﬁed as another dynamical region.
The recirculating plume is thin there and is associated with rela-
tively strong currents. Mixing due to wave breaking and the 3-D
wave vortex forces are dominant in this area; both are effective
82 Z. Rong et al. / Ocean Modelling 84 (2014) 67–83in decreasing the surface salinity and weakening the stratiﬁcation.
However, the two forces work differently; wave breaking mixes
the water column – a vertical process, while the 3-D wave force
mainly redistributes the plume laterally – a horizontal process.
The interaction of three different wave effects is relatively
weak. The composite of the process-oriented runs resembles the
fully coupled runs very well. This allows studying the wave effects
separately and potentially only including a subset of the wave pro-
cesses in a domain known to be primarily affected by one wave
process.
Although wave induced exchange between the surf zone and
the inner shelf also affects the plume dynamics, this paper has
focused on the shelf scale processes and interactions between the
inner- and outer-shelf. In the future it would be interesting to iden-
tify the physical processes controlling the exchange between the
surf zone and the inner shelf, as well as the internal circulation
and dynamics. It would also be interesting to show how waves
affect the circulation and tracer dynamics at the event time scale.
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