the particle losses from the observed energy range are caused by the Io plasma torus rather than Io itself since measurements of the plasma in the torus showed sharp decreases in plasma density just inside the peak densities at L --5.7 inbound (peak #2 at day 64, 0924 UT) and 5.6 outbound (day 64, 1420 UT) [Bagenal and Sullivan, 1981] , whereas Io is never inside L --5.8. Also, it was observed on the Voyager 1 inbound pass that the electromagnetic wave activity associated with the torus stopped abruptly at ~5.6 R• [Scarf et al., 1979] . This abrupt decrease of the wave activity inside ~5.6 R• may be the direct cause of the inbound particle flux minimum since the particle losses are likely due to wave-particle interactions. Note that minirna in flux measurements above a fixed energy threshold do not necessarily correspond to m'mima in the phase space densities of the particles. As will be shown, the flux minima near Io correspond to a change in the radial gradient rather than a minimum in the phase space density profile. The two decreases at ~9.4 R• inbound and outbound were caused by Europa. In contrast, the large scale structure in the Voyager 2 plot is due to varying distance of the spacecraft from the magnetic equatorial plane. The peaks at day 190, 1400 UT, 2200-2400 UT, and day 191, 0900 UT are at times when the spacecraft crossed this plane. The fine scale structure in this flux is not yet understood. The inbound Z • 2 flux is compared for the two spacecraft as a function of radial distance from Jupiter in Figure 3 . Inside 18 R•, the Voyager 1 and 2 fluxes were the same to within a factor of ~2. There is therefore no evidence for major temporal variations in the heavy ion fluxes in this region between the two encounters, and in the analysis that follows, we will consider both sets of measurements to be of the same stable population. Oxygen energy spectra have been calculated for the six periods indicated in Figure 2 and listed in Table 2 A plot of all three-detector events (L 1 ß L2' L3) which were pulse-height analyzed by LET B in regions 1, 2, and 3 is shown in Figure 4 . The two tracks on the plot are dueto oxygen and suffur events that penetrated L 1 and L2 and Stopped in L3. The events along the left edge of the plot are predominantly oxygen and suffur events that penetrated L 1 and stopped in L2 and, in addition, had a small pulse in L3, most likely due to an accidentally coincident proton (or several electrons). These events are identified by the tracks they produced on an E1 versus E2 plot. In general, different livetime corrections were required for the different types of events, as discussed in the appendix.
The differential energy spectra of the oxygen events in regions 2 and 4 are shown in Figure 5 . A striking feature in the region 2 spectrum is the peak at ~5.5 MeV/nuc. In order to extend these spectra to lower energies, we convert to integral spectra and add a point at ~ 1.2 MeV/nuc (energy of particle incident on the telescope window) calculated from the Z • 2 rate. Since the Z • 2 rate is made up of both oxygen and sulfur (and traces of other elements) in the inner magnetosphere, one must measure or estimate the suffur to oxygen ratio in order to obtain an integral flux of either species alone. In regions 1, 2, and 3, a pulse-height histogram from the L1 detector reveals two distinct maxima as shown in Figure 6 . The maximum at ~30 MeV can be understood as the energy loss of 5-6 MeV/nuc oxygen ions penetrating the detector. This identification is reasonable since the differential oxygen spectrum is peaked at ~6 MeV/nuc. Similarly, a differential suffur spectrum peaked at ~5 MeV/nuc would produce th e feature at ~ 110 MeV. Therefore, in these regions, the sulfur to oxygen Figure 1 ) has been added to the detector threshold to give the incident energy of the particle. Table 2 ). Note that the vertical scale is linear. ratio in the Z > 2 rate can be directly determined. In regions The oxygen integral energy spectra in regions 2 and 4, in-4, 5, and 6, the L1 pulse height histograms do not have sepa-eluding the Z > 2 points, are shown in Figure 7 . The fiatrate oxygen and sulfur maxima, so the ratio cannot be mea-tening of the spectrum in region 2 below •5.5 MeV/nuc corsured directly. In these regions the ratio was estimated using responds to the decrease in differential intensity seen in L1 ß L2 data. Table 3 lists the values of the oxygen fraction of Figure 5 . The spectrum remains fiat between 3.5 and 1.4 the Z > 2 rate used for the different regions. Note that, since the oxygen and sulfur energy thresholds for this rate are different, the numbers are not equal energy-per-nucleon abundance fractions. The exact oxygen threshold energy for the Z > 2 rate must also be determined in order to use the Z > 2 flux as a point in the integral spectrum. The threshold level varies between 1.1 and 1.4 MeV/nuc due to discriminator threshold shifts caused by high flux levels, and was measured during the calibration of the spare CRS instrument (see the appendix). The results are listed for each region in Table 3 .
MeV/nuc, which implies that in this interval the differential intensity remains below the peak value of ~300 (cm 2 sr s MeV/nuc)-'. A likely cause of this flattening in the integral spectrum is that particle loss mechanisms near Io are more efficient for lower energy particles. Pioneer 10 observations showed such a preferential loss of lower energy protons near Io between 1 and 20 MeV [Trainor et al., 1974] . To use the two spectra presented in this section, as well as spectra from other regions, for gradient and flow direction determinations, and thus restrict the region where the energetic ions are acceler- ated, it is useful to relate the intensity measurements to a diffusion theory.
COMPARISON OF SPECTRA AND GRADIENT

DETERMINATION
The radial diffusion theory that will be adopted for the present analysis assumes that particles conserve their first and second adiabatic invariants but not their third in the diffusion process [see e.g., Schulz and Lanzerotti, 1974] . Conservation of the first invariant or magnetic moment, M --pff/2mB where rn is the particle mass, B is the magnetic field strength, and p i is the momentum perpendicular to the B field direction, gives a linear scaling of energy with magnetic field strength, E --MB (nonrelativistic), for the special case of mirroring particles (pitch angle, a --90ø). For these particles, p --p• and the second adiabatic invariant, which is the integral of the particle's momentum along the guiding field line, is identically zero for particles mirroring at the magnetic equatorial plane.
Since particle energies change in the diffusion process, the radial diffusion theory deals with particle phase space densities at constant first adiabatic invariant rather than three-dimensional space densities at constant energy. The radial diffu- give reasonable fits to the data, this data set alone cannot be used to choose between them. The reason for this inadequacy is that the data set has been restricted to magnetic equatorial crossings to simplify the analysis, and therefore does not have the necessary radial resolution to further specify the extent of the lossy region. More information can be obtained about the particle losses by an analysis that includes the nonequatorial data (work in progress) and by direct comparison with plasma and electromagnetic wave data. However, the present analysis does demonstrate the inward flow of the energetic ions and does show that the measurements can be described by a diffusion model with diffusion coefficients similar to those derived by others for electrons, protons, and plasma. Therefore, a reasonable value for the diffusion coefficient can be chosen for the source strength analysis that follows.
DISCUSSION
Having established the inward diffusive flow of the energetic oxygen ions, we can now use the measured ion number densities (as determined from the spectra), the measured phase space density gradients, and the calculated diffusion coefficients to estimate the inward diffusive flow rate of energetic oxygen ions across a given radius. This can then be compared with the Io source strength of oxygen and sulfur ions.
The The observations suggest that plasma ions diffuse outward from the Io toms, are nonadiabatically accelerated in some region outside 17 R j, and then diffuse inward and outward from the acceleration region. The radial diffusion process will change particle energies but is assumed to conserve magnetic moments. The LECP measurements just described and the CRS measurements reported here both require an acceleration mechanism that is capable of increasing particle magnetic moments from that of the plasma near Io, -• 10 -n MeV/nuc-G, up to -• 10 n MeV/nuc-G. 
APPENDIX
The high radiation levels of Jupiter's inner magnetosphere cause three instrumental effects in the LET system that must be corrected for before absolute particle fluxes and energies can be determined:
1. Discriminator retrigger times. Finite retrigger times for discriminator circuits cause a dead time in the circuits that results in observed rates that are lower than the true rates. For the CRS instrument, the effect becomes significant above rates of 10 n s -•.
2. Discriminator threshold shifts. High counting rates cause shifts in the baseline voltage level at the output of the detector amplifiers. Since discriminator thresholds are set for a specified level above the nominal baseline, the baseline shift produces an increase in the effective threshold, so that, for instance, at high counting rates it takes a larger energy deposit to trigger a given threshold than at low counting rates. counting rate of large pulses, and the effective resolving time, *PH^, for pulse height analysis is -20/•s. Therefore, for example, in regions 1, 2, and 3 the Z > 2 rate (large pulses) of -1.4 x 104 s -1 (Figure 2a ; Table 3 ) will cause -30% of the oxygen pulse heights in the front detector (L1) to be displaced by up to -100 MeV.
In order to correct for the discriminator retrigger time and threshold shifts, a spare CRS instrument was calibrated by using light pulses from light emitting diodes (LEDs) situated above the detectors. As far as the detector amplifiers and electronics are concerned, the detector pulse output is the same for ionization created by the photons as that created by a charged particle, assuming the light pulse is short in comparison with the amplifier shaping time. In our case, the amplifier shaping time is approximately 2/•s and the light pulses were always shorter than 100 ns. The counting rate in the detector was controlled by the frequency of the random pulse generator driving the LED, and the pulse height was controlled by the intensity and duration of the light pulse. The effect of different particle species, energies, and fluxes incident at the same time on a detector was simulated by having several independent LEDs above it. 
where z is the retrigger time of the discriminators, often assumed to be a constant. The calibration showed, however, that r is a function both of rate and pulse height distribution in the detector and ranges from -12 to -19/•s in the six regions of interest (Table 2) . Therefore rate corrections were de- Table 5 . The first line of each region is for L 1 ß L2 events and the second line is for L 1 ß L2-L3 events. Only particles stopping in L3 were used in region 4. In regions 1, 2, and 3, the instrument was in its L1. L2 command state, which means that a particle is required to trigger L1 and L2 in order to be counted in the coincidence rate; no requirement is made on L3. In regions 5 and 6 the instrument was configured in a L1. L2. L3 command state to maximize background rejection. In this state, a coincident pulse is also required in L3. In order for a Z > 2 particle stopping in L2 to be analyzed in this command state, there must be a pulse in L3 due to, say, an accidentally coincident proton. There is therefore an additional livetime correction factor for particles stopping in L2 in regions 5 and 6, which depends on the L3 counting rate. All particles stopping in L3 were analyzed by using their L2 and L3 pulse height information. The maximum counting rate, of large oxygen and sulfur pulses in these two detectors is on the order of 103 s -1 (L2 in regions 1, 2, and 3), so that pulse pileup affects <2% of the Z > 2 particles stopping in L3. For particles stopping in L2, however, the L1 pulse height is required for elemental identification. The counting rate of large pulses in L1 is the Z > 2 rate, which is on the order of 104 s -l in regions 1, 2, 3, and 5 (particles stopping in L2 were not used in region 4). The resulting amount of pulse pileup can be determined from the data by comparing a spectrum for particles stopping in L3 using L 1 in the elemental identification process with one in which only L2 and L3 were used. The ratio between the resulting spectra is fairly energy independent over this energy range and indicates what fraction of the events in L 1 are displaced out of the oxygen distribution. The ratio was therefore used as a correction factor for the L 1 ß L2 part of the spectrum. The pulse pileup correction factor is listed in Table  5 . It was found that no correction factors were required in regions 5 and 6, even though the Z > 2 rate in region 5 was -1.7 x 10 4 s -l. The reason is that the Z > 2 rate in this region was dominated by -10 MeV pulses which do not seriously contaminate oxygen signals.
