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Abstract
High quality digital images have become pervasive in modern scientific and everyday life —
in areas from photography to astronomy, CCTV, microscopy, and medical imaging. However
there are always limits to the quality of these images due to uncertainty and imprecision in the
measurement systems. Modern signal processing methods offer the promise of overcoming
some of these problems by post-processing these blurred and noisy images. In this thesis,
novel methods using nonstationary statistical models are developed for the removal of blurs
from out of focus and other types of degraded photographic images.
The work tackles the fundamental problem blind image deconvolution (BID); its goal is
to restore a sharp image from a blurred observation when the blur itself is completely un-
known. This is a “doubly ill-posed” problem — extreme lack of information must be coun-
tered by strong prior constraints about sensible types of solution. In this work, the hierarchical
Bayesian methodology is used as a robust and versatile framework to impart the required prior
knowledge.
The thesis is arranged in two parts. In the first part, the BID problem is reviewed, along
with techniques and models for its solution. Observation models are developed, with an
emphasis on photographic restoration, concluding with a discussion of how these are reduced
to the common linear spatially-invariant (LSI) convolutional model. Classical methods for the
solution of ill-posed problems are summarised to provide a foundation for the main theoretical
ideas that will be used under the Bayesian framework. This is followed by an in-depth review
and discussion of the various prior image and blur models appearing in the literature, and then
their applications to solving the problem with both Bayesian and non-Bayesian techniques.
The second part covers novel restoration methods, making use of the theory presented in Part I.
Firstly, two new nonstationary image models are presented. The first models local variance in
the image, and the second extends this with locally adaptive non-causal autoregressive (AR)
texture estimation and local mean components. These models allow for recovery of image
details including edges and texture, whilst preserving smooth regions. Most existing methods
do not model the boundary conditions correctly for deblurring of natural photographs, and a
Chapter is devoted to exploring Bayesian solutions to this topic.
Due to the complexity of the models used and the problem itself, there are many challenges
which must be overcome for tractable inference. Using the new models, three different in-
ference strategies are investigated: firstly using the Bayesian maximum marginalised a posteri-
ori (MMAP) method with deterministic optimisation; proceeding with the stochastic methods
of variational Bayesian (VB) distribution approximation, and simulation of the posterior dis-
tribution using the Gibbs sampler. Of these, we find the Gibbs sampler to be the most effective
way to deal with a variety of different types of unknown blurs. Along the way, details are given
of the numerical strategies developed to give accurate results and to accelerate performance.
Finally, the thesis demonstrates state-of-the-art results in blind restoration of synthetic and real
degraded images, such as recovering details in out of focus photographs.
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Introduction and Problem Overview
Images are ubiquitous and indispensable in modern science and everyday life. Mirroring the
abilities of our own human visual system, it is natural to display observations of the world in
graphical form. Images are obtained in areas ranging from everyday photography to astron-
omy, remote sensing, medical imaging and microscopy. In each case, there is an underlying
object or scene we wish to observe; the image is a visual representation of these observations.
Yet imaging, just as any other observation process, is never perfect: uncertainty creeps into
the measurements, occurring as blur, noise, and other degradations in the recorded images.
The image is a projection of the real world onto the lower-dimensional imaging medium, a
procedure that intrinsically discards information. Sometimes the information lost may contain
things we are interested in: it can be beneficial to try to recover these hidden details, to infer
what the underlying scene that generated these observations really was.1
Recent signal processing techniques can provide a means to overcome some of the problems
of the imperfect observation process, by post-processing these blurred and noisy images. By
representing the observation process mathematically, and applying prior knowledge of the
types of images we expect to see, restoration methods such as BID can be performed to recover
detail and reduce image noise.
The rest of this chapter will consider the background to this problem, how and why we wish
to restore blurred images, and several fields in which the techniques will be useful, as well as a
brief history and outlook for the future. A more detailed survey will be given in the following
chapters once the required formalisms for specifying the problem and solution methodologies
have been introduced. This chapter concludes with an outline of the rest of the thesis.
1That there actually exists some fundamental exact representation of the world is an argument proposed by
the Frequentist school of thought. As will be seen, the Bayesian approach extends the notion of the measurement
process being responsible for the uncertainty to the concept that there is no one true reality, only a likely one that
we can predict with a particular degree of uncertainty according to our observations and existing knowledge.
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1.1 The Photographic Deblurring Problem
Blurry photographs are a frustratingly common sight to anyone who has tried taking pictures
of friends on holiday or at a dimly lit social gathering. Despite recent advances in technology,
users can often be disappointed that a significant proportion of these photos may end up being
blurred; this can be due to motion of the subject, camera shake, or the subject being out of
focus (see Fig. 1.1).
(a) A blurred photographic image (b) What we really want to see
Figure 1.1: Blurred and sharp images: example representing motion blur due to camera shake
The amount of available light restricts the clarity of the image, resulting in a trade-off between
observation noise and sharpness: we can choose either a grainy but sharp image, or a smooth
one but with motion blur; a longer exposure time permits more light to enter the camera
giving a higher signal-to-noise ratio (SNR), but camera shake and movement in the scene
blur details. This can pose a problem trying to image moving targets in dimly lit conditions.
Using larger cameras and lenses can help, but often this is neither practical nor cost effective,
and further physical limits such as diffraction and quantum noise are still met as resolution is
pushed ever higher.
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Of course, sometimes these images could be retaken in the hope that the next exposure will
not be blurred, but frequently they are of some unique event that could only be captured once.
It would be beneficial if these fleeting moments could be recovered and their details revealed.
1.2 Image Restoration and Blind Deconvolution
The field of digital image restoration is a signal processing discipline that attempts to restore
the blurred and noisy observed image to give a better representation of the original scene. In
doing so, the uncertainties in the observation process that have been described must be taken
into account. The task of image restoration is termed an ill-posed inverse problem — this will
be further discussed in §3.1. The key to being able to solve these types of problem is proper
incorporation of prior knowledge about the original image and type of degradation into the
restoration process.
Classical image restoration seeks an estimate of the true image assuming the blur is known.
In contrast, blind image restoration tackles the much more difficult, but realistic, problem
where the degradation is unknown. It is more difficult because there are a larger space of
possible solutions: there are many blur and image combinations which could have resulted
in something close to the observed image. The problem is to find reasonable ones that make
sense according to some criteria. In general, the complete degradation in a observed blurred
photograph is non-linear (including, for example, saturation, quantisation, compression) and
spatially varying (non-uniform motion, imperfect optics); however in most work, it is assumed
that the observed image is the output of a LSI system, representing convolution of the image
and blur, to which noise is added. Therefore it becomes a BID problem, with the unknown
blur represented as a PSF.
The BID problem represents one of the toughest challenges in image processing: the difficulty
in correctly determining the “true” image that lies behind a blurry one is not inconsiderable;
due to the fact that both the image and blur are unknown in the convolutive mixture, the
degree of uncertainty is even higher, and the problem is doubly-ill-posed. The problem has
received a considerable amount of research attention in recent years, yet no method has been
proposed that can conclusively claim to have solved it.
Classical restoration has matured since its inception, in the context of space-exploration in
the 1960’s, where any attempt to digitally enhance the data was cheaper than the enormous
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costs of re-imaging. Numerous techniques can be found in the literature (for recent reviews
see [12, 106]). These differ primarily in the prior information about the image they include
to perform the restoration task. The earliest algorithms to tackle the BID problem appeared
as long ago as the mid 1970’s [42, 208], attempting to identify known patterns in the blur; a
small but dedicated effort followed through the late 80’s (see for instance [7, 122, 126, 127,
210]), and a resurgence was seen in the 90’s (see the reviews from this period in [115, 116]).
Since then, the area has been extensively explored by the signal processing, astronomical, and
optics communities. Many of the BID algorithms have their roots in estimation theory, linear
algebra, and numerical analysis. As can be seen, the topic of BID spans a variety of areas and
is very much a multi-disciplinary subject. This is also supported by the number and variety of
areas in which the work may be applied, described in the following section.
1.3 Applications
The problem of photographic restoration has already been commented upon, and is one of
the main motivations for the present work. In terms of the commercial potential, it is worth
considering that the market for consumer digital photography has exploded over recent years,
especially the camera phone industry which now accounts for the largest proportion of con-
sumer imaging products sold. These products are driving a demand for miniaturisation and
for higher quality pictures at reduced prices, which in turn puts a strain on hardware design,
where cheap optics and small sensors must be used. In addition to the types of noise and blur
already described that can plague small cameras, their cheaper optical elements often suffer
from distortions and aberrations that introduce extra blur into the recorded images. Clearly to
facilitate the desired miniaturisation, and overcome the problems of blurring, image restora-
tion is a useful tool.
Aside from the application to improving the quality of everyday consumer photographs, there
exist many other areas that can derive benefit from the application of BID techniques. Also
concerning photographic images, there is much archive material sitting in picture libraries,
news agencies, or private collections. Some of these images may pertain to newsworthy events,
may represent items of historical interest, or merely hold sentimental value — faded old pho-
tographs of relatives for example. If they are partly or fully out-of-focus then restoration of
these unique events will be valuable. In sporting events, a picture of an epic moment may
have been captured, but it could be slightly mis-focussed. A somewhat controversial historical
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example is the restoration of amateur footage from the assassination of the U.S. president John
F Kennedy. Nowadays, it has become common for members of the public to send in pictures
to news teams, who could derive value from enhancing these images if they are shot by an
unsteady hand or do not show the subject clearly.
Along related lines, forensics is another key area where the recovery of details from blurred
photographs is important. CCTV images are often inherently noisy and of low quality, cap-
tured in poorly lit areas. To correctly identify someone’s face at the scene of a crime, it may be
essential to make use of image restoration to restore the degraded image. Reading the letters
on a motion blurred number-plate is another classic example where image deblurring can help.
Turning to more scientific applications, astronomical observations have been one of the fields
that initiated and have most pushed the development of image restoration algorithms. The
case of the Hubble space telescope (HST) is a good example, where spherical aberration de-
fects in the main mirror of the multi-billion dollar orbiting observatory meant that the initial
images (prior to an expensive repair) were not correctly formed. Consequently the image pro-
cessing community was provided with an abundant supply of real-world data that astronomers
wished to be restored, and this provided impetus for development of many restoration meth-
ods targeted for star-field images [114].
In both terrestrial based space-imaging, and remote sensing of the earth from satellites, the
attainable resolution is usually limited by atmospheric effects. These effects include wavefront
perturbation due to changes in refractive index through the turbid media, and light scattering
from aerosols [97]. This results in a time-varying PSF at short durations, or a Gaussian-like
blur when averaged over a longer exposure. When a series of short exposures with random
PSFs are available, multichannel BID techniques are particularly appropriate [195].
Medical imaging is another field where image restoration has been essential for reconstruction
of images from distorted projections. In fact, many medical images require the use of tomo-
graphic reconstruction techniques to view the data in the first place. This may be regarded
though as just a different type of observation model. In images such as X-rays, and computed
tomography (CT) scans, the degradations are unavoidable because of the low doses of radi-
ation that can be used in order to protect the patients health. In modalities such as single
photon emission computed tomography (SPECT), blurs may be due to radiation scattering
and absorption within the patient, and collimation in the gamma camera [142]. Optical mi-
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croscopy faces limits to resolving power, due for instance to diffraction. Although standard
image restoration using PSF measurements taken using fluorescent beads is possible, these
methods are not always accurate and blind restoration techniques have become popular in
confocal microscopy. Ultrasound is another application where deconvolution methods can
help restore images blurred, in this case, due to dispersive attenuation and aberrations in the
tissue, as well as the finite spatial and frequency responses of the imaging system [141].
Related industrial applications that use reconstruction methods to image inside solid objects,
such as non-destructive testing and geoscientific exploration using ground penetrating radar
(GPR), can stand to benefit in a similar way from BID. Other important applications in
science and industry include pre-processing of images for computer vision techniques; for
example in optical character recognition (OCR), automatic face recognition, or the tracking
of moving targets where motion blurring may be present [59].
In some cases the types of constraints available greatly simplify the problem: consider the
OCR example; if the correct letter in the observed image can be recognised exactly from a
database, there is no need to use complicated restoration techniques, as once recognised it may
be reproduced to an arbitrary accuracy. However so-called “recogstruction” methods that fall
between the two extremes, combining image restoration and recognition using a database of
examples, have been also been proposed recently [10]).
Of course each of the fields described above have different types of requirements, and the
algorithms that were originally developed for restoring astronomical or medical data may im-
pose constraints such as availability of point sources in the image, or that the object has finite
support — i.e. it is completely contained within the image, on a uniform black background.
These constraints may not be so suitable for a more general class of photographic images, with
which the work in this thesis is mainly concerned, hence the methods that will be considered
need to be capable of modelling a more arbitrary range of images.
1.4 Philosophy of Restoration
An important question one may ask is “why restore” — why is BID useful? Could we not
simply use a better observation procedure in the first place? Perhaps, but there always exist
physical limits, such as photonic noise, diffraction or an observation channel outwith our
control, and often images must be captured in sub-optimal conditions.
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There are many existing images of unique events that cannot be retaken that we would like to
be able to recover (for instance with forensics or archive footage); furthermore in these cases it
is often infeasible to measure properties of the imaging system directly, because it is no longer
available. Again this issue arises in medical imaging: it is preferable to avoid retaking a blurred
x-ray, in order to safeguard the patient’s health. Therefore in these cases, restoration procedures
to enhance the existing images are the only feasible option to obtain a satisfactory image.
In terms of improving the observation process, there are hardware solutions to some of the
problems in low-light photography: use of more expensive cameras, with larger lenses and
sensors allows for faster shutter speeds and smaller apertures giving sharper images; optical
image stabilisers can compensate to an extent for motion of the camera; but there are cases
when even these can be ineffective, and they do not assist when the subject moves. In low-light
photography, flash may be used to provide extra illumination to freeze motion, but built-in
flash gives an unnatural and washed out appearance due to the location of the light source, and
may be distracting or impossible to use in certain scenarios. Therefore to give natural looking
photographs with compact cameras, some other solution is required.
Somewhat similarly to image stabilisation for regular cameras, adaptive optics using deformable
mirrors are one solution to combat the problems of atmospheric turbulence in astronomy.
These function by measuring and counteracting the distortions induced by the atmosphere
in real-time. However they also have limitations, such as necessity of a guide star to act as
a reference, and will not always be able to exactly cancel out the distortions. Therefore BID
methods provide an alternative to improve image quality without requiring complicated real-
time calibrations; alternatively BID may be used as a subsequent processing stage to further
enhance the available resolving power.
Cost is another argument for using restoration for many applications. High quality optics,
sensing equipment, and hardware corrections are expensive. However, processing power is
abundant today and opens the door to the application of increasingly sophisticated models.
In the introduction, the nature of the imperfect imaging process was mentioned. The sugges-
tion that signal processing offers a good way to gain the maximum useful information from the
available signals is a sound one; however there exists an alternative argument that will be put
forward further in the final chapter of this thesis. This is the suggestion that the restoration
algorithm may become part of the imaging device itself, or that by designing both together
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in a harmonious fashion, the types of measurements that we are really interested in obtain-
ing can be acquired with greater expediency. This is a break from the traditional view that
the measurement device is designed to gather the required information and signal processing
is something of an afterthought to compensate for flaws in the measurement process. It is
thought that this change in thinking could provide many advantages to the future of imaging.
1.5 Objectives of the Thesis
The central objective of the thesis will be to investigate algorithms for the blind restoration
of blurred photographs2. An emphasis will be put on using Bayesian methods: as will be
seen, these provide a robust and natural estimation framework for solving ill-posed problems,
and allow prior information to be incorporated in a consistent manner. Furthermore, a key
objective is to survey some of the diverse techniques that have been proposed previously for
BID, and to illustrate the connections between them. The use of the Bayesian approach
facilitates these comparisons in a straightforward way.
The hierarchical Bayesian paradigm will be used to develop the extended models that will be
presented and investigated as part of the novel work in this thesis. This approach models the
uncertainty in the model parameters as well as the observation model, and permits some of
the difficulty in specifying their values to be transferred to providing a more detailed model.
To make use of the Bayesian framework, it will be necessary to develop appropriate models
to represent the types of images and blurs that will be encountered in practice, and this will
constitute one of the major investigative undertakings of the thesis. Statistical models will
be developed in particular for natural images, although they are also capable of representing
various types of blurs. These models are capable of preserving not only sharp edge transitions,
as has been a common theme in may recent models, but also texture and fine detail in the
restored images.
Finally, a number of different estimation procedures are possible for a given model under the
Bayesian framework. Several of these will be considered, and the trade-offs they offer will be
2However, the results of the work should be transferable to other applications. For example, medical or astro-
nomical images can easily be tackled using the developed methodologies through suitable changes in the observa-
tion model, to take account of the different types of observation noise. The reverse may not always hold though,
because, as has already been mentioned, some limitations that apply to existing methods may not be suitable to
generalise to the wider class of photographic images of natural scenes.
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discussed. Along the way, potential hurdles that are faced when restoring real images, such as
boundary modelling and computational challenges, will be addressed; ultimately the goal is to
derive an algorithm that can be applied to deblur a naturally blurred photographic image.
1.6 Contributions
Several novel contributions are made in the work in this thesis. A new nonstationary image
(and blur) model is developed in Chapter 6. Three different BID methods are presented,
making use of subsets of this model, in Chapters 7, 9 and 10. A new approach to dealing with
boundary conditions is proposed in Chapter 8. A comprehensive review of BID methods is
also given, using the Bayesian framework to describe their differences and similarities.
Of the new methods developed, it is felt by the author that the Gibbs sampler method using
the full new model, described in Chapter 10 provides a major step forward in restoration
quality compared to other published work on BID, especially when dealing with particularly
complicated blurs that fail to be estimated correctly with simpler methods. Some examples of
the results obtained in Chapter 10 with this method are shown in fig. 1.2.
1.7 Outline of Thesis
In this section the contents of each chapter are summarised, and we give suggestions about
the recommended reading order. The first part of the thesis represents mainly background
material, and an in depth review of both models and methods in the literature. The second
part presents the new models that will be used, and several inference methods for solving the
BID problem are investigated.
Chapter 2 looks at the commonly used point-spread function (PSF) model of the blurring
process, and gives a mathematical formulation of the problem to be solved.
Chapter 3 describes why BID is a difficult task, due to it being an ill-posed problem. Some
of the classical image restoration methods and regularisation theory are discussed, including
iterative solutions to the deconvolution problem. Some links with other image processing tasks
are also mentioned.
Chapter 4 introduces the Bayesian paradigm, upon which this work is built, and surveys the
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(a) Photographed out-of-focus image (b) Restored image (c) Actual in-focus image for compari-
son
(d) Simulated blurred image (e) Restored image (f ) Estimated blur
Figure 1.2: Examples of blind deconvolution using the proposed MCMC method in Chapter 10:
(a) – (c) Blind restoration of a real defocused photo; (d) – (f ) Blind restoration of an
image blurred with a complicated (multi-modal) simulated motion blur.
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prior models for images and blurs. It discusses how inverse problems such as BID naturally
fall into the Bayesian framework, and how prior modelling provides a way to incorporate
extra available knowledge into the process to get around the ill-posedness of the solution. The
hierarchical framework provides a way to extend this to unknowns in the model, and this
is discussed, along with other key ideas such as marginalisation and conjugate priors. The
various blur and image models that have appeared in the literature which have been used for
the solution of BID are then reviewed. Of particular importance are the Markov random
field (MRF) image models, as many models can be compared under this representation.
Chapter 5 discusses Bayesian inference techniques and presents a comprehensive review of
methods that have appeared in the literature for solving the BID problem. After first con-
sidering how to classify these methods in §5.1, the review proceeds by discussing many of
the approaches that fall into the Bayesian framework, including some methods which weren’t
originally presented in this way, but may be reinterpreted as such. This provides a unifying
way to draw conclusions about the differences between methods (other methods which cannot
be classed in this way are then discussed in Appendix C).
Chapter 6 begins the second part of the thesis, where most of the novel contributions are
contained. It takes another look at autoregressive moving average (ARMA) models that have
been used in maximum likelihood (ML) blur estimation methods, and uses these concepts
to introduce the new nonstationary models that are proposed in this thesis. It shows these
models schematically as generative processes, and demonstrates how they can obtain a better
fit to the data of a real image than stationary methods. The specification of these probabilistic
models based on local AR processes is then given, beginning with a model for zero-mean
images in §6.3, then a revised version of this including local means is presented in §6.4. All
the additional priors that are used in the hierarchical framework are then specified in the
remainder of the chapter, including a model for the blur which takes the same form as the
image model.
Chapter 7 presents the first novel method for BID. As an introductory study to the prob-
lem and the new models, it considers a simplified version of the full prior model that enables
analytic marginalisation of model parameters to be performed. This results in a probabilistic
expression for the blur parameters which may be maximised. The marginalisation process re-
duces the parameter space that has to be searched over. Several experiments using this method
are illustrated in §7.2, showing not only the performance of this method with synthetic and
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real images, but also how the image model affects the results. Some conclusions are then drawn
about why this method is nice in theory but has some difficulties when used with real image
degradations.
Chapter 8 takes a slight detour from the path of blind restoration, to deal with Bayesian
modelling of the boundary conditions in non-blind image restoration. This is an important
topic to consider for any method which aims to deconvolve real blurred images, as errors in
the observation model can disastrously affect the results. The methods that are presented are
compared experimentally; it is useful to have these methods available to use in the remaining
topics of the thesis.
Chapter 9 presents the variational Bayesian (VB) approach to BID, based around approximat-
ing the posterior distribution. After reviewing an example based on stationary models for the
image and blur, the VB approach using the first new model, which is a simplification of the
full model from Chapter 6, using only local modelling of the image variances, is presented in
§9.4. While there is some improvement over the stationary model, some problems using this
model are shown in §9.4.2. These problems are avoided when also incorporating the local AR
model into the estimation procedure in §9.5. Results for blind restoration of Gaussian blurs
are shown, and also non-blind restoration in several different conditions helps to validate the
quality of the results attainable with this model.
Chapter 10 provides the final novel method, using full simulation of the posterior distribution
via the Markov chain Monte Carlo (MCMC) approach of the Gibbs sampler. This is the first
time we are aware of this approach having been used to solve the BID problem, partly due to its
computational complexity, however in Chapter 10 it is shown that it is able to provide results
of impressively high quality. The chapter presents several techniques that had to be combined
to ensure reasonably rapid convergence of the simulations. The examples show restorations of
several different types of simulated blurs, as well as a real defocused photograph.
There are also several Appendices. The first three provide additional background material
for the interested reader, while the remaining four provide derivations and additional material
related to the novel methods in this thesis. Appendix A begins in §A.1 by discussing the notion
of the true image, which we wish to restore, and takes a look at models of the photographic
imaging process, discussing the various processes which can lead to different types of blur that
have to be estimated. In Appendix B a more detailed review of the topic of Markov random
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fields (MRFs) is given, discussing differences between several variations of the models, followed
by a summary of other types of image models. Appendix C provides a literature review of non-
Bayesian BID methods. Appendix D and Appendix E contain derivations of results that are
used for the MMAP method and boundary models in Chapter 7 and Chapter 8 respectively,
while Appendix F and Appendix G describe derivations that are used for the distribution
approximations in Chapter 9. Finally Appendix H lists the contents of the included DVD,
which contains video clips showing the progress of the restorations from Chapters 9 and 10.
The reader who is familiar with the BID topic, image modelling and Bayesian methods, may
skip directly to Part II. Otherwise it is suggested to at least read §2.1 to be familiar with the
problem, and Chapter 4 and §5.2 on prerequisites for the use of Bayesian methods. Chapter 3
may also be useful for the reader without knowledge of inverse problems or image restoration.
In Part II, it is advisable to begin with Chapter 6 which describes the models used in later






Before we begin trying to solve the problem of BID, we should examine what types of degrada-
tions we are likely to encounter in practice. In other words, we should model the photographic
observation process. A detailed analysis is presented in Appendix A, however we begin here by
assuming that we can approximate all these effects using a linear system.
2.1 Basic Mathematical formulation of BID
The model that is most commonly used to represent the observation process in the BID prob-
lem is a discrete linear spatially-varying (LSV) or LSI convolution model. The images are
defined here as discrete 2D signals. We begin by denoting by f (s) the true or original image
(the terms will be used interchangeably, see §A.1 for further discussion), which is the main
quantity of interest. The observed image will be denoted g (x), and the kernel function de-
scribing the blur as h (x, s). The indices x = (x1, x2) and s = (s1, s2) represent pixel locations
on the infinite regular 2D lattices, or canvases, Ωs ≡ Z2 and Ωx ≡ Z2. It is useful to think
of s and x as lying in two distinct co-ordinate spaces, in the input and output planes to the
imaging system, respectively (fig. 2.1).
The discrete image f is defined at pixel locations s contained within a support region Sf ⊂
Ωs, and similarly g has pixels defined within valid region of support Sg ⊂ Ωx; outwith
these regions the signals are assumed to be equal to zero. This notation will be elaborated
upon when discussing MRF models in Appendix B and boundary conditions in §8.2. The
support regions will be assumed to be rectangular, with Sf = {1 · · ·mf} × {1 · · ·nf} and Sg =
{1 · · ·mg}× {1 · · ·ng}.
The LSV observation model is now stated mathematically as:





h(x, s)f(s) + w(x), x ∈ Sg. (2.2)
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Figure 2.1: Kernel representation of the LSV observation model. The observed response at point x
to a point source at s in the input image is weighted according to the kernel h(x, s).
The symbol ? denotes (generalised) convolution. The term w(x) represents additive noise
that corrupts the observations. The kernel, or spatially-varying PSF, h(x, s), parameterises
the imaging system, relating points in the input space to the observation space. It is the 2D
equivalent of an impulse response, describing the response of the system at position x in the
output space to an impulse or point source at location s in the input space.
Thus h(x, s) may be defined in the domain Ωx ×Ωs, for all combinations of x and s within
the support regions Sg and Sf; though in practice it may be zero for many combinations where
r = |s − x| is sufficiently large, indicating that f(s) does not influence g(x) at this location.
Then the summation may be reduced to exclude these points and include only those pairs of
points (x, s) within the support SH of the kernel h(x, s).
2.1.1 Spatially Invariant model
In practice, the general spatially varying (SV) form is often too complicated to handle com-
putationally, and also results in an overwhelming number of parameters, so the simplification
of a spatially invariant (SI) blur is often used (methods for addressing the SV problem are
considered in §C.8). This assumes that the response at x to a point at s only depends on their
relative displacement r = x − s, or equivalently, a PSF h(r) may be introduced. This PSF is
a function defined in a domain Ωr ≡ Z2, with a support Sh = {1 · · ·mh} × {1 · · ·nh}, and is
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independent of position in the image. The LSI model using this notation is then written as










f(x − r)h(r) + w(x), x ∈ Sg. (2.5)




Figure 2.2: Basic LSI observation model
2.1.2 Matrix-vector formulation
More commonly, the images and PSF are represented by rearranging their pixels into 1D
vectors. This may be via lexicographic ordering (see fig. 2.3) or some other suitable ordering
of the pixel indices x, s, and r (e.g. in §6.3.4 we use a blockwise scan). Lexicographic ordering
will be denoted as, for instance, f = vec(f(s)), and the reverse process as f(x) = unvec(f).
(2.4) and (2.5) may then be rewritten in a compact matrix-vector form:
g = Hf + w, or equivalently, (2.6)
g = Fh + w. (2.7)
With the spatially-invariant degradation model that is assumed above, and lexicographic order-
ing of the images, the matrices F and H acquire a special structured block form, termed block
Toeplitz with Toeplitz blocks (BTTB) (also known as Doubly Block Toeplitz in [96]). This
form has constant block entries on each block diagonal and constant diagonals within each
block, such that Hx,s = h(x − s) and Fx,r = f(x − r).1 Note that for unequal support sizes Sf
and Sg of the images, F and H will be non-square. We will use the notation Lf = |Sf| = mfnf,
1The following subscript notation for indexing entries in a matrix representing a 2D convolution operation
between lexicographically ordered vectors will be used for simplicity: Hx,s , H(ng−1)x1+x2 ,(nf−1)s1+s2 , i.e. the
entry of the matrix at row (ng − 1)x1 + x2 and column (nf − 1)s1 + s2.
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Figure 2.3: Lexicographic ordering, or raster scanning of the image. The 8× 8 image f(s) on the
left is reordered to give the vector f on the right.
Lg = |Sg| = mgng, and Lh = |Sh| = mhnh to denote the length of the relevant vectors.
The spatially varying case with the kernel representation described in (2.2) can also be rewrit-
ten in matrix form as (2.6). Again we let f = vec(f(s)) and g = vec(g(x)), but now H is no
longer BTTB. Instead it is defined with entries Hx,s = h(x, s).
2.1.3 Interpretation and visualisation of 2D convolution
In order to visualise what is happening in the convolution operation more clearly (especially
in the SV case), two alternative representations of the model will be described. These are
essentially different manners in which to interpret (2.6). We will introduce the spatially varying
PSF, hs(rs), and the spatially varying PIF, hx(rx). The vector rs(x) , x − s defines a co-
ordinate system in Ωx centred at the pixel s as a function of x, and likewise rx(s) , s − x =
−rs(x) one in Ωs centred on a particular pixel x as a function of s. In these co-ordinate
systems, the functions hs(rs) and hx(rx) are defined within supports of Sh(s) and Sh(x)
respectively.










hs(x − s)f(s) + w(x), x ∈ Sg. (2.8b)
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 Sh(x) but 
not in Sg 
Figure 2.4: The point-influence function (PIF) representation of the convolution process. The
points within the region Sh(x) on the left are weighted according to the function
hx(−rx), and summed to give the response at x in the observed image.
Observe the similarity to the LSI form in (2.6), which is recovered if the dependencies on x
and s of h and Sh are dropped. In general, hx(rx) 6= hs(rs), but in the SI case we have that
h(r) = hs(rs) = hx(−rx). In this case also Sh is stationary, and we assume a rectangular
support of size mh × nh.
Considering the first case, (2.8a) , the convolution process can be thought of visually as each
point in the image g(x) being influenced by a sum of its neighbours in f(s), weighted by the
PIF hx(−rx) at the appropriate spatial shift rx, as shown in fig. 2.4. In terms of the vector-
matrix formulation, this corresponds to each element of g being the projection of f onto the
corresponding row of of H. That is to say, row x of H is given by vec(hx(−rx)). Observe that
the PIF is mirrored before translating to the co-ordinate frame rx(s).
Alternatively, in (2.8b), the whole image g(x) can be seen as a summation of PSFs hs(rs) cen-
tred at and weighted by each pixel s in the image f(s), as shown in fig. 2.5. This is represented
in matrix-vector form by summing the columns of H each multiplied by the corresponding
entries of f, to give g. Column s of H is given by vec(hs(rs)).
The coordinate r in each case defines the distance away from the diagonal or block-diagonal
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 Sh(s) but 
not in Sg 
Figure 2.5: The point-spread function (PSF) representation of the convolution process. A pixel at
point s in the true image spreads out with a response hs(rs), affecting those points
in Sh(s) lying within the observation region Sg. All such responses may be summed
across the points s in Sf to give the observed response to an arbitrary image.
of the matrix.
The two interpretations just described correspond to equations (2.4) and (2.6) in the stationary
case. Similar visualisations may be obtained for the case where the role of image and blur are
swapped, as in (2.5) or (2.7). In the stationary case, the PIF type representation again holds
from projecting h onto the rows of F; and considering g as the sum of the columns of F
multiplied by the corresponding entries of h reveals a PSF type representation. The difference
now is that rather than moving the PSF around and projecting onto the image, the PSF
coordinate system r is fixed in space, and copies of the image f are made at (x − r), which are
weighted by the PSF coefficients, and these summed to give the observation as before.
In the non-stationary case, the vector h contains all the responses vec(hs(rs)) for s ∈ Sf,
stacked. Matrix F becomes an expanded block diagonal version of the stationary version, and
only the PIF representation really makes sense. With the PSF representation, each column
of the F matrix would only contain a single pixel, thus rendering the interpretation much the
same as the kernel representation. A block-stationary case is still useful to consider, and this




Equations (2.4), (2.5), (2.6), or (2.7) help to mathematically specify the problem at hand.
The classical image restoration task is to estimate the image f from the observation g, given
knowledge of h. The BID problem that will be addressed in this thesis considers the more
complicated problem of estimating f from g when h is also unknown.
Classically, estimators are used that provide point estimates f̂ and ĥ, assuming there is only
one true value of the unknowns. However in the Bayesian paradigm we wish to infer the range
of likely values these variables could take, thus the quantities of interest are their probability
density functions (PDFs), conditional on the observation, p (f | g) or p (h | g). In practice we
may choose to take the mean or mode of these distributions as a point estimate representing
the solution, and then specify the uncertainty in the form of the distributions’ variances.
2.2 Conclusions
In this chapter, the linear systems representation of the observation process was discussed, lead-
ing to the standard PSF model of spatially invariant blurring, which we will use in representing
the BID problem we wish to solve. The SV image formation case was also discussed, where
there are two equivalent representations, the PSF model and a model we have termed the PIF
model; essentially these are different ways of writing the convolution operation, or thinking
about the linear system. In the next chapter we look at how the convolution process and linear




Ill-posed problems and Classical
restoration
3.1 Ill-posed Inverse problems
As an introduction to the challenges that are faced in blind restoration, the topic of ill-posed
inverse problems and regularisation will be considered; in particular, their application to the
field of classical image restoration, where the PSF is assumed known, and the task is to recover
the true image from a blurred and noisy observation. These problems will be considered using
the classical approach of regularisation theory, before we later examine this as a special case of
the Bayesian framework.
These topics provide the foundations for many blind deconvolution techniques. This material
is covered in a basic form in many image processing textbooks [79, 96, 179], and in some
more depth in [5] and [18]. A very good overview of the main techniques used to solve ill-
conditioned problems is given in [101]. Reviews of the image restoration field have been given,
for example, in [12, 120, 199] and even earlier work in [202].
Mathematically, image restoration requires solving an ill-posed problem, which in the contin-
uous case may be stated in the form of a Fredholm integral of the first kind with the addition




h(x, y; x ′, y ′)f(x ′, y ′) dx ′ dy ′ + w(x, y). (3.1)
Solution of (3.1) for f constitutes an inverse problem, because we are trying to invert the
naturally occurring process. A detailed account of ill-posedness in inverse problems is given in
[18]. In the continuous case, the integral of (3.1) defines a mapping H from an object space F
to an image space G (a superset of the range space of blurred images). The direct, or forward
problem, from F to G usually represents a physically realisable process, whereas the inverse
problem from G to F represents that that we wish to solve.
25
CHAPTER 3. Ill-posed problems and Classical restoration
Inverse problems are well-posed (a concept due to Hadamard in the early 1900’s) if the solu-
tion depends continuously on the data, in a smooth manner. This implies small measurement
errors do not significantly change the solution of the inverse problem. On the contrary, the
mapping defined by an ill-posed problem may be non-unique or a discontinuous function of
the data, representing loss of information, giving a difficulty for the inverse problem. Two
wildly different objects may have the same image (possible for example in a perspective pro-
jection), or there may be a large region in the object space that maps to a very small region
of image space (often the case with noise processes), thus an arbitrarily small perturbation of
the measurement (i.e. noise) can yield an arbitrarily large error in the restoration. The exact
solution may in fact be non-unique if the mapping is degenerate, or even not exist if the noisy
observation does not lie in the range space of H.
Of course in practise a discrete model is used for the sampled digital image on a regular 2D
lattice, such that the integrals are replaced by summations, giving (2.2). In this discrete case,
ill-posedness becomes ill-conditioning of the matrix equation (2.6). It is possible that there
may now be a single exact solution to the problem, yet due to the ill-conditioning and noise it
may not be near the solution from the noiseless observation: it may be mathematically correct
yet physically meaningless.
The degree of ill-conditioning is represented by the condition number, the ratio of the largest
to smallest singular values. We observe that for small blurs (when the degree of discretisation
is coarse) the condition number is small; however it tends to infinity as the blur size or fineness
of discretisation increases, due to approaching the ill-posed continuous problem, and due to
machine imprecision (the small singular values are rounded to zero, and H becomes singular).
In practice, the problem is often worsened by the fact that the small singular values usually
represent high spatial frequencies in the image, and the corrupting noise typically dominates
over the image at high spatial frequencies. Therefore it is likely this high-frequency noise
pattern will overwhelm the inverse solution. Many blurs also contain zeros in their spectra;
when these are inverted the solution becomes infinite at these frequencies which is obviously
physically unrealistic.
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3.1.1 Inverse solution
The simplest solution is the inverse filter. In the case of a non-square matrix,1 where there may
not exist an exact solution to the matrix equation (inconsistent data, singular or underdeter-
mined system), the least squares (LS), also known as generalised- or pseudo-inverse formula-
tion may be used. This seeks to minimise the squared residual error norm, ‖g−Hf̂‖2 between
the observation, and its projection, ĝ = Hf̂, into the space of blurred images — the column
space of blur matrix. The error lies in the left-nullspace of the blur matrix, and represents the
noise component incompatible with the assumed blur model (assuming the space of blurred
images does not span the space of all images in Rm×n, i.e. H is not full rank). Minimisation
may be accomplished by differentiating the error with respect to (w.r.t) f̂, yielding
0 = HTg − HTHf̂ (3.2)
⇒ f̂ = H+g = (HTH)−1HTg (3.3)
(This may also be evaluated in the discrete frequency domain using the methods of §3.2.1).
Unfortunately additive noise, which is not explicitly modelled by this solution, tends to be
amplified by the psuedoinverse as H+w. Due to the ill-conditioning already mentioned, this
will tend to give a large deviation to the solution (amplified noise) in the row space of H. If H
is singular then there exists a nullspace containing images that are blurred to give a zero image.
There will be a range of solutions containing the “desired” solution plus an additional random
noise component from the nullspace of H (it is possible too that the original image contained a
nullspace component, which will be unrecoverable). Very small singular values represent basis
images that blur to a “near zero” image, i.e. almost in the nullspace, and in the inverse these
represent amplification of perturbations to large noise in the row space. These concepts are
displayed pictorially in fig. 3.1, representing the two pairs of orthogonal vector subspaces and
the true and observed image spaces.
Thus in order to tackle the ill-conditioned problem we require methods to obtain a physically
meaningful approximate solution given the data, with some additional constraints that repre-
sent our beliefs or a priori knowledge about what such a physically meaningful solution should
be. This consists of constraining the solution to a smaller set, typically considering the energy,
boundedness, or smoothness of the solution, but may include a more complicated model of
1Note the matrix H will always be square if the input and output images are the same size, in which case the
LS formulation reduces to the inverse filter; if we attempt to estimate a larger image size than the observation an
underdetermined system results, if we only wish to estimate the central part we have an overdetermined system.
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Nullspace of H, N (H),
dimension mn-r
Rowspace of H, R (HT),
dimension r=rank(H) Space of (discrete) true 
images F =R (HT)+N (H)
Left Nullspace N (HT)
only exists if there exist 
noisy images that could 
not have been generated 
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Space of (discrete) blurred images ≡ 
Column (range) space of H, R (HT)
Space of observed images 
(including noise component 
incompatible with blur) 
G =R (H)+N (HT)
Figure 3.1: Vector space representation of Ill-conditioned problem
the data we are looking for. It may also be seen as instead solving an associated well-posed
problem. In general these techniques are called regularisation methods; their initial application
is generally attributed to Tikhonov [211]. Regularisation may also be viewed as an example of
Bayesian techniques, where the constraints are provided in stochastic form via the prior PDF.
3.1.2 Regularised methods
Some basic ad-hoc techniques to overcome the problems with inverse filtering are mentioned
in [202], however the most common early regularisation methods include the constrained least
squares (CLS) filter [95] and the Wiener filter.
3.1.2.1 Constrained Least Squares
The CLS filter modifies the original LS formulation by adding a smoothness constraint, or
stabilising functional, such that the energy of ‖Cf̂‖2 is to be minimised in addition to the
residual from before. C in general represents a high-pass action on the image, penalising non-
smooth images (typically the discrete approximation to the 2D Laplacian is used [79, 95]).
This may be achieved via the method of Lagrange multipliers, which converts the constrained
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problem into an unconstrained one:
f̂ = arg min
f̂
(
‖g − Hf̂‖2 + α‖Cf̂‖2
)
(3.4)
⇒ f̂ = (HTH + αCTC)−1HTg, (3.5)
where the solution is again found by differentiation w.r.t f̂.
The regularisation parameter, α, trades off the goodness of fit of the original versus the smooth-
ness constraint. Some methods for its choice are compared in [70]. It may be chosen in an
interactive fashion, by assuming a value for the residual error based on estimated image / noise
statistics; the Miller method (assuming bounds on the magnitude of the residual and penalty,
which is connected to the set-theoretic approach, giving a set of admissible solutions as the
intersection of two ellipsoids in energy space [109]); or automatically by methods such as
generalised cross-validation (GCV) [186] (also known as “leave one out” — the data is di-
vided into a estimation and validation sets, and different parameters tried to minimise the
error in the validation set using the solution obtained from the estimation set); or the L-Curve
method [88] (which plots the residual versus the smoothness term, the resulting corner of the
L shaped graph dictates the optimum parameter). As will be seen in later chapters, the hierar-
chical Bayesian approach provides a natural solution to estimation of regularisation parameters
as part of the inference procedure.
The mathematical properties of the degree of deblurring possible in an ill-conditioned problem
have been analysed in the form of the discrete Picard condition (DPC) [87], which considers
the spectrum of singular values of the blur; this is also analysed for the related problem of
superresolution (SR) in [222].
3.1.2.2 Wiener filter
The Wiener filter is somewhat similar to the CLS method but uses stochastic rather than
deterministic regularisation principles. Here we seek to minimise the mean squared error
expectation:







⇒ f̂ = (HTH + R−1ff Rww)
−1HTg, (3.7)
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where the solution is found by differentiation, and we require knowledge of the image and
noise second order statistics, Rff = E[ffT ] and Rww = E[wwT ]. Unfortunately this is difficult
in practice and they must be estimated from the image itself, so the CLS solution is more com-
monly used (their performance is fairly similar). Once more, implementation in the frequency
domain (using the power spectra in place of the covariances) is common.
Note that these filters may also be derived from a Bayesian perspective. For example, with
the Wiener filter, the likelihood comes from the PDF of the noisy observations, which are
assumed to be Gaussian with covariance Rww and mean Hf, and the prior term encapsulates
the PDF of the true image, which is assumed to be a zero-mean Gaussian with covariance Rff.
By finding the mean of the posterior PDF for f, we arrive at the Wiener filter (see §4.2).
Both of these methods work using mean squared error (MSE) as an optimality measure; the
Wiener filter is the optimal filter for linear restoration. However the linear filters tend to
exhibit artefacts such as ringing at edges (Gibbs oscillations) due to partial deblurring, incom-
patible with our expectations of reality. It has been acknowledged, even in early work [202],
that MSE is not the best criterion for image fidelity. A metric that appeals to the qualities of
the human visual system (HVS) would be more appropriate (see §3.2.5). Furthermore, better
performance may be gained through use of non-linear processing, and incorporating a more
accurate model of the underlying image and degradation process.
The numerical implementation of inverse methods is also very important, and has been the
subject of much research. Due to the size of the matrices needed for inversion, direct solution
of (3.5) and (3.7) is usually prohibitive; for example, 256×256 pixel images f and g result in
a matrix H which requires 32GB of memory for double precision. If the support of the PSF is
small, it is possible to store the matrix using a sparse representation and use sparse linear algebra
solvers to find the solution. However there are often faster methods using approximations;
some common techniques will be described in the next two sections.
3.2 Classical Image restoration methods
3.2.1 Circulant approximations
One common approximation used to dramatically reduce the storage and processing require-
ments is to assume a periodic image boundary, or a toroidal lattice, giving a block circu-
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lant with circulant blocks (BCCB) structured H representing circular convolution. This
enables important speed gains to be realised by means of the 2D FFT. It can be shown
[5, 21, 79, 94, 178, 179] by an eigenvector analysis that this transform is exactly that which
diagonalises the linear system of H; the eigenvalues of the BCCB H are the 2D DFT coeffi-
cients of the shifted PSF image, h(r), and the eigenvectors the 2D DFT basis functions. This
enables a massive speedup and reduction in memory requirements to be realised (to the extent
that early computer processing was impossible without this technique).
Further justification for the approximation is given by the equivalent (in the sense of the
Euclidean norm) asymptotic behaviour of Circulant and Toeplitz matrices, due to theorems
by Szegö considering Eigen- or Singular-Value distributions, which have been discussed in
[81, 82]; recently similar theory for BCCB and BTTB matrices has been exposed in [30],
along with discussions of relevance to preconditioning methods (see §3.2.4.2).
Careful consideration of the effects of lattice boundary conditions with the finite model are
very important however. In practice we do not have a circular boundary and there is in fact a
missing data problem at the edges where energy has been lost outside the recorded image (and
we have some “bleed-in" from the unknown outside). [79] suggests that the BTTB form of
(2.6) (for an m×n image) of an mn×mn matrix, H, representing a blur, h of size mh×nh may
be “embedded" in a BCCB one by first zero-padding the image data to size (m+mh)×(n+nh)
and forming the new H as the BCCB matrix defined by h. Then the result of the convolution
using the discrete Fourier transform (DFT) is identical to the exact result, ignoring the zero
padded regions. This procedure holds for the forwards process, however it does not carry
over to the deconvolution process in the discrete frequency domain. This is partly due to the
infinite support of the inverse filter and partly due to the data truncation that happened in the
forwards process. An analysis of these problems is given in [86].
The assumed periodic image plane introduces artificial high frequencies due to the unnatural
step transition at the edge of the blurred image. These will then be amplified by the restora-
tion filter and manifest as extreme ringing artefacts in the restored image. Ringing artefacts
also result at natural edges in the image due to partial deblurring (see fig. 3.3(a); some high
frequencies have not been fully restored), however the boundary edge effects will be far worse
since the restoration filter is attempting to deblur an already sharp edge. Some methods to
deal with this have been proposed: the Dirichlet boundary condition (BC) [31] (assume zeros
outside data), use of a reflective tiling (the Neumann BC [48, 163], reportedly better than the
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Dirichlet BC), to interpolate the image borders [120], or the method used in [23] of weighting
the data at the boundaries according to the PSF. Boundary conditions are also discussed in
[5].
A more careful examination of these boundary conditions and how to effectively deal with
them under the Bayesian framework will be presented in Chapter 8.
3.2.2 Iterative methods
Though the direct evaluation of (3.5) or (3.7) is prohibitive due to the inversions involved,
and while FFT methods may ease computational burden, with the provisos mentioned, there
is another possibility. (3.4) may instead be solved by application of iterative methods [21,
109] such as steepest descent (SD) or conjugate gradients (CG). This provides a number of
advantages: the possibility of non-linear or spatially adaptive restoration (avoiding boundary
condition problems), coping with SV blurs and image statistics; matrix inversions are usually
not required; parameters may be adjusted adaptively or iterations halted early to provide an
additional degree of regularisation.
Applying SD (or the method of successive approximations) to the original problem, g = Hf,
results in the basic van Citert iteration, f̂i+1 = f̂i +β(g−Hf̂i). It can be shown by eigenvalue
analysis that under certain restrictive conditions (e.g. for blurs with positive real parts in their
spectra, and with the correct choice of the convergence parameter β) this will converge to the
inverse filter (but with the advantage of early termination of the iterations which reduces noise
amplification ). If instead the LS formulation HTg = HTHf is minimised, the re-blurred or
Landweber method, f̂i+1 = f̂i + βHT (g − Hf̂i), is obtained, which is slightly less restrictive,
converging (correctly for blurs with no zero eigenvalues) to the pseudoinverse solution. The
most general form is the Tikhonov-Miller solution which is essentially the iterative version of
the CLS filter; again by applying SD to (3.4), the result is:
f̂i+1 = (I − αβC
TC)f̂i + βH
T (g − Hf̂i). (3.8)
CG may be used to speed up the restoration; this will be discussed further in §3.2.3. Spatial
adaptivity may be added to suppress ringing and take account of the edge sensitivity and
noise-masking of the HVS by performing the iteration in a weighted space [121]. Introducing
a diagonal matrix R which takes values between 0 and 1 according to some estimate of local
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image activity, the iteration is modified to:
f̂i+1 =
(
I − αβCT (I − R)C
)
f̂i + βH
TR(g − Hf̂i), (3.9)
the first term of (3.8) is effectively a noise-reducing filter, which can be weighted more (values
in (I − R) near 1) in smooth regions and less at edges, and vice-versa for the second, the
restoration term. The weights in R can be updated based on f̂i at each iteration.
It is interesting to note that iterative solutions of some sort form the basis of most image
restoration algorithms, and many can be traced back to variations on this basic formulation.
3.2.3 Conjugate Gradients Algorithm
Although gradient descent is a fairly intuitive way to solve a minimisation problem, it suf-
fers from poor convergence; for solving a linear system, the rate of convergence depends on
the ratio of the largest and smallest eigenvalues, or the conditioning of the system. An ill-
conditioned system will tend to have a very slow convergence to the solution.
The method of conjugate gradients (see e.g. [101, 200]) provides a much more efficient way
to solve a large linear system Ax = y, where A is symmetric positive definite. Fortunately
the solutions we are interested in fall into this class. One problem with SD is that it does not
keep track of the previous search directions at each iteration, so can oscillate around a solution.
CG solves this problem by minimising at each iteration over a Krylov subspace, formed from
repeated application of the matrix A to the residual vector.
It can be shown that CG will converge to the exact solution of a system of n equations in ex-
actly n iterations (at this point the Krylov subspace spans the whole dimension of the matrix).
However for image processing problems n is still too large, and we typically terminate the
method early; this again avoids over-converging to noise in the system. Fortunately for typical
problems, very good convergence is achieved after just a few hundred iterations. We will make
particular use of a variant of CG, termed conjugate gradients least sqaures (CGLS) that oper-
ates on the normal equations. For instance we can rewrite (3.5) in the form MTMx = MTy,
and at each iteration of CGLS we only have to multiply once by MT and M — we don’t need
to store their product, which is useful to save memory.
33
CHAPTER 3. Ill-posed problems and Classical restoration
3.2.4 Other methods
There are literally hundreds of other methods for the solution of inverse problems, however
many are variations on a theme. Some of the other notable techniques used in image restora-
tion will now be summarised. Further methods that have appeared in the literature will be
mentioned in §4.4.
3.2.4.1 Projection onto convex sets (POCS)
Non-linear deterministic constraints (usually representing some physical condition) may also
be imposed by assuming that the solution is a member of a given closed convex set, S, defined
in the image space, again representing reasonable constraints on the solution. At each iteration
the new estimate is also projected onto the set (i.e. if the solution is not already a member
of the set, the closest solution fulfilling the extra constraints is chosen). For example, the
amplitude of each pixel may be constrained to a finite range (e.g. positivity) to reduce ringing
[121] (see fig. 3.3(b)).
3.2.4.2 Preconditioning
The iterative algorithms may be sped up further by use of preconditioners [18, 46, 47, 158],
which are basically a method of improving the efficiency of the CG method by premultiplying
the LS equation (3.2) with a linear operator that approximates the inverse of the blur, but is
well conditioned. If the singular values of the new preconditioned conjugate gradients (PCG)
system are clustered closer to 1 then convergence will be more rapid.
3.2.5 Figures of merit and image quality assessment
In order to asses the performance of restoration methods, quality metrics are usually used in
addition to visual assessment. The standard measure in deblurring is the improvement in
signal-to-noise ratio (ISNR), defined as
10 log10
(
‖f − g‖2/‖f − f̂‖2
)
. (3.10)
It is unfortunate that this metric continues to be used as a means of assessment of image
quality, as in many cases it does not correlate well with the subjective appearance of images
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ranked by human observers. This is partly due to psychovisual effects such as activity masking
where we are less sensitive to noise around strong gradients, but in smooth regions errors are
easily spotted. Moreover, it is not invariant to certain distortions such as adding a constant
offset that we would class as having negligible effect on the signal content.
For this reason we will also make use of an improved metric, the structural similarity measure
(SSIM), which is described in [223], which uses a notion of structural similarity in the image,
and in human trials has been shown to correlate a lot more closely with the perceived quality.
It gives a score between zero and one to the image under test, with one being a perfect match
to the reference, and zero being completely different. However we still have to be careful when
using this to measure blind deconvolution fidelity, as it is not invariant to scale or shift of the
signal, which can happen due to ambiguity in the solution, without affecting the true quality
of the restoration.
3.2.6 Image restoration example
An example of the improvement over the standard CLS filter (the Wiener filter output is
very similar) that may be obtained through use of projection onto convex sets (POCS) with
adaptively weighted iterative methods is shown in fig. 3.3, where the image in 3.2(b) has been
deblurred.
(a) Original Image, f (b) Blurred + Noisy Image, g
Figure 3.2: Test images, blurred with 4 pixel radius blur at 40dB BSNR
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(a) f̂, image deblurred using CLS filter (b) f̂, image deblurred using adaptively weighted itera-
tive filter with POCS
Figure 3.3: Example of deconvolution of fig. 3.2(b) with different methods (BSNR=40dB)
3.3 Related Inverse problems in Image Processing
A variety of other problems in image processing also fall under the categories of of ill-posed or
ill-conditioned inverse problems. As such, they may often be solved using similar techniques
to those we will investigate for BID, with an appropriate change in the observation model
or objective function. A couple of examples are summarised here; see also the discussion on
future work in §11.2.
Denoising The denoising problem, in the case of additive noise is also handled as a special
case of non-blind deconvolution, by setting H = I. Other types of noise, such as
impulsive, Poisson, or multiplicative, are often dealt with and require suitable changes
to the observation model. It is interesting to note that many of the image priors that
have been applied in the literature for image restoration and BID first originated in noise
removal applications — perhaps understandable because denoising is less ill-posed, and
is therefore a much easier problem to test out new techniques with. Many other heuristic
approaches have been proposed though, that don’t fit into the framework that we will
present.
Inpainting Inpainting is a closely related problem to denoising, as it essentially involves
removing a pixelwise degradation. In this case however, some of the pixels are considered
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missing and must be estimated based upon the surrounding image (it is usually assumed
a mask is given to show which pixels are corrupted).
Image segmentation In segmentation, the goal is to try to assign a class label to each pixel in
the image, such that the classes share some properties like adjacency or similar statistical
or spectral properties. This label field is essentially hidden data that segmentation algo-
rithms should reconstruct, and thus also falls into the category of inverse problems as
there are many segmentations that could have yielded the same observation. Typically
similar MRF priors to those used in image restoration are used.
Motion estimation Motion estimation is the problem of finding correspondences between
multiple views of the same scene, for instance different frames of a video. This is also an
ill-posed problem as there can be several possible matches, with problems such as occlu-
sions at object boundaries. Again, regularisation is a way to provide local consistency to
the estimation.
Superresolution If there are several different degraded versions of the image available, that
have some geometric distortion or warping between them, they can be fused together
through the SR process (see e.g. [112, 174] for reviews). One way to view this problem
is non-uniform interpolation of the samples from the various images (the fact that it is
possible at all is due to subpixel displacements between the samples). However the full
problem also typically requires also simultaneous motion estimation, and possibly also
blind deconvolution (BD). It is generally better to consider the joint solution of these
problems rather than a sequential approach. The combination of BID and SR has been
recently studied in [204].
3.4 Conclusions
In this chapter some background on inverse problems has been given, including discussion
of ill-posed problems and their discrete ill-conditioned counterparts. Classical regularisation
methods were summarised, and approximate and iterative techniques for the solution of the
large problems that are typically faced in image processing were described. In the next chapter,





Bayesian framework & Prior
modelling
In this chapter, we begin in §4.1 with an overview of the Bayesian methodology for infer-
ence in inverse problems such as BID. We discuss the probabilistic model of the observation
process, and using priors and hyperpriors in the hierarchical framework. We then discuss
marginalisation and the use of conjugate priors. In §4.2 we show an example of Bayesian
inference for standard image restoration. The most important part of Bayesian modelling for
inverse problems is typically the definition of good prior models. In §4.3 we review some
models that are used just for blurs, and in §4.4 some models for images (and also blurs) that
are used in BID.
4.1 Bayesian Framework
In the methods developed in this thesis, we will be primarily concerned with use of Bayesian
inference methods. Bayesian methods offer a flexible and consistent methodology to deal with
uncertainty in inference when limited amounts of data are available. As such, they represent an
ideal way to tackle ill-posed problems such as BID. An overview of the principles of Bayesian
modelling will now be given. In depth discussion and background on Bayesian methods may
be found in for example [17] or [73].
4.1.1 Bayesian modelling
A fundamental principle of the Bayesian philosophy is to regard all parameters and observ-
able variables as unknown stochastic quantities, assigning probability distributions based on
subjective beliefs. These probability density functions (PDFs) describe the plausibility of a
variable taking a particular value, conditional on existing knowledge.
We will use the notation θ to denote a particular unknown variable, and Θ for the set of all
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unknown parameters in our model. Then we may state Bayes’ theorem which describes the
combination of our prior knowledge with the information received from an observation:




p (D |Θ, M)
prior︷ ︸︸ ︷
p (Θ | M)
p (D |M)︸ ︷︷ ︸
evidence
, (4.1)
where D denotes the observed data, and M the choice of model (usually this is implicit and
only shown when we are choosing between different models). The relationship in Bayes’
theorem is obtained by applying simple rules of conditional probability. The distributions
have special names as shown in (4.1). However it is the meaning that is important; we are
interested in finding the likely values of Θ. The likelihood, as a function of Θ, describes the
probability of the observation having been generated from the model with parameters Θ. The
prior describes the existing knowledge about the parameters, before the observation takes place.
The posterior represents the fusion of this information, and is the distribution we are interested
in obtaining and using to infer the values of the unknown parameters. The evidence normally
may be regarded as a normalising constant (except when dealing with model selection).
Thus in BID (letting Θ = {f, h, w} and D = g ) the original image f, the blur h, and the
noise w in Equation (2.6) are all treated as samples of random fields, with corresponding prior
PDFs that model our knowledge about the imaging process and the nature of images. These
prior distributions, written as p (f | Ω), p (h | Ω), and p (w | Ω), depend on parameters which
will be denoted by Ω. The parameters of the prior distributions are termed hyperparameters.
4.1.2 Bayesian observation model for BID
The first stage of the Bayesian formulation is specifying the likelihood of the observed image,
g. In the context of the parameters in BID, the posterior becomes
p (f, h, w | g, Ω) =
p (g | f, h, w, Ω) p (f, h, w | Ω)
p (g)
. (4.2)
In this most general sense, the observation g is conditioned on all the other unknowns in the
likelihood. However adopting the addtitive noise model and the linear relation g = Hf + w
from (2.6), there is a deterministic relationship between g and w, conditioned on the other
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variables f and h. Therefore the dependence on w is dropped, 1 and the likelihood is instead
found via a probability transformation of the PDF of the noise itself.
A typically used model for w is zero mean independent white Gaussian noise (WGN) with
distribution pW (w) = N (w | 0, Qw ), where Q
−1
w is a diagonal weights matrix, parameterised
by σw, included for generality. It allows us to represent spatially varying noise statistics. For
stationary noise, Qw = σ2wI, where σ2w is the noise variance. Thus the likelihood of g condi-
tioned on h, f and Ω is given by













where N is the size of the image vector, f, and the weighted norm used in the PDF is defined
as ‖x‖2M = xTMx and M is symmetric positive definite.
4.1.3 Prior modelling
The next stage in specifying the posterior is choice of the prior distributions. The various blur
and image priors that have been used for BID will be investigated in §4.3 and 4.4
The “correct” choice of prior distributions is one of the most contentious points of the Bayesian
philosophy, according to those who hold a frequentist view of probability. That is, we are
assigning a subjective viewpoint to the inference process through the choice of the prior distri-
butions. However this is arguably its most powerful point: enabling us to impart extra expert
knowledge to the problem in this fashion, in a principled manner.
Though it is therein that the skill or art of the Bayesian modeller lies. Typically we need
to choose carefully the prior distributions that best model the types of signals or data we
are trying to estimate — in this case images and blurs. This must be balanced with the
needs of tractibility, such that the models do not become too complicated and impractical to
perform inference with. Thus traditionally a range of standard probability distributions, such
as members of the exponential family (Gaussian, Gamma, Poisson, etc.) are used. This often
enables analytic tractibility.
Recent numerical and approximate Bayesian methods, such as MCMC and VB, which will be
1Technically, the deterministic relation is represented as p (g | f, h, w, Ω ) = δ(w, g − Hf), and w is removed
by marginalisation (see §4.1.5), as p (g | f, h, Ω ) =
∫
p (g | f, h, w, Ω ) p (w) dw = pW (w) |w=g−Hf .
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applied in this thesis, do make it easier to work with more general classes of distributions
so some of these constraints are no longer necessary and better models may be obtained.
More complicated models are also possible by building up from simpler distributions in a
hierarchical fashion. This has certain advantages in keeping inference simple, as we will see.
4.1.4 Hierarchical Bayesian Framework
Often, under a standard Bayesian analysis the modelling is complete at this point; the hyper-
parameters Ω are assumed known (or they are first estimated separately from initial estimates
of f and h).
Alternatively, we may adopt the hierarchical Bayesian framework whereby Ω is also assumed
unknown, in which case we also model our prior knowledge of its values. The PDFs for the
hyperparameters are termed hyperprior distributions. This abstraction allows greater robustness
to error when there is uncertainty, and is essential when we are less confident in the observed
data (due to a lower signal-to-noise ratio (SNR)).
It is typically assumed that f and h are a priori conditionally independent, given Ω, i.e.,
p (f, h | Ω) = p (f | Ω) p (h | Ω). Then the task is then to perform inference using the posterior
p (f, h, Ω | g) =
p (g | f, h, Ω) p (f | Ω) p (h | Ω) p (Ω)
p (g)
. (4.4)
As most Bayesian inference methods (see §5.2) only require the posterior to be known up to a
constant of proportionality, we can equally work with the joint global distribution p(Ω, f, h, g),
that is, just the numerator of (4.4).
The hierarchical approach may be continued to further stages as required, such that the hyper-
hyperparameters that parameterise the hyperpriors are also considered unknown, and so on.
This type of modelling transfers uncertainty into specification of the hyperparameters’ values
into specification of the structure of the model itself, and the inference algorithms become
less sensitive to incorrect choices of hyperparameter values. This builds robustness into the
inference procedure.
4.1.5 Marginalisation
After modelling the likelihood and the priors that describe the problem, and arriving at the
posterior distribution, the next step is to actually use it to calculate the distribution or some
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statistics of the unknown parameters. Often this is the most difficult part of the process,
because it requires solving a difficult optimisation problem, or evaluating an integral in high
dimensions. Therefore various methods have been devised to help find these solutions, and
will be discussed in §5.2.
However, often we will only be interested in the value of a subset of the parameters Θ. Bayesian
theory provides another important tool, that of marginalisation. The principle is that by inte-
grating out the other variables, i.e. taking into account all possible values they might take on,
we are left with a distribution containing only the variables of interest. The variables that are
integrated over are termed nuisance parameters because their estimation is not important at the
end of the day. These methods are discussed further in the context of BID in §D.2.
In terms of the other categories of BID methods, we can marginalise either f, to describe an a





p (f, h, Ω | g) df · dΩ, (4.5)





p (f, h, Ω | g) dh · dΩ. (4.6)
These different categories of BID methods are discussed further in §5.1.
4.1.6 Conjugate Priors
An important problem is the estimation of the vector of parameters Ω when they are unknown.
To deal with this estimation problem, the hierarchical Bayesian paradigm introduces a second
stage (the first stage consisted of the formulation of p(f|Ω), p(h|Ω), and p(g|f, h, Ω)). In this
stage the hyperprior p(Ω) is also formulated.
A large part of the Bayesian literature is devoted to finding hyperprior distributions p(Ω) for
which p(Ω, f, h|g) can be calculated in a straightforward way or be approximated. These are
the so-called conjugate priors [16], which were developed extensively in Raiffa and Schlaifer
[180].
Besides providing for easy calculation or approximations of p(Ω, f, h|g), conjugate priors have,
43
CHAPTER 4. Bayesian framework & Prior modelling
as we will see later, the intuitive feature of allowing one to begin with a certain functional form
for the prior and end up with a posterior of the same functional form, but with the parameters
updated by the sample information.
Taking the above considerations about conjugate priors into account, the literature in BID
uses different a priori models for the parameters depending on the type of unknowns. For
parameters, ω, corresponding to inverses of variances, the gamma distribution is used. This is
defined by:




ωαω−1 exp[−βω ω], (4.7)
where ω > 0 denotes a hyperparameter, βω > 0 is the scale parameter, and αω > 0 is the
shape parameter. These parameters are assumed known. The gamma distribution has the











Note that the mode does not exist when αoω 6 1 and that mean and mode do not coincide.
Equivalently (and we will do so in this thesis), we can use an inverse-Gamma (IG) distribution
to model the variance of a Gaussian distribution itself. The IG, defined for positive σ2 is
IG
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(α − 1)2(α − 2)
(4.10)
For components of mean vectors the corresponding conjugate prior is a normal distribution.
Additionally, for covariance matrices the hyperprior is given by an inverse Wishart distribution
(see [73]).
We observe, however, that in general most of the methods proposed in the literature use the
uninformative prior model
p(Ω) = constant. (4.11)
This is also termed an improper prior because it may not be normalised. However it may also
be obtained as a limiting case from the standard conjugate priors, for instance by letting the
variance of the Gaussian distribution tend to infinity.
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4.1.7 Graphical Models
Because we will end up with a lot of variables in the hierarchical models, we will make use
of graphical models in order to illustrate the relationships between the variables of interest in a
concise visual manner. For hierarchal models, these usually take the form of a tree structure;
when there are no loops, they are termed directed acyclic graphs (DAGs).
The observation model already presented can be expressed as the root of the graph, as in fig.
4.1. In Fig. 4.1(a), a non-blind restoration problem is shown. Shading of a node indicates the
variable is observed or known a-priori. In Fig. 4.1(b), prior models are added to the unknown

















Figure 4.1: Graphical models showing the relationships between the variables
4.2 Bayesian image restoration example
The standard Wiener or CLS solutions (§3.1.2.2,3.1.2.1) to the classical image restoration
problem may also be obtained via the Bayesian framework. Beginning with the likelihood
from (4.3), we may write:
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For now we will assume a Gaussian prior for f, with a known covariance matrix Σf:










and the posterior is found as
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which is a Gaussian





























By comparison of (4.17) and (4.19), the parameters are given as
Σ−1
f̂






























where we have substituted a stationary noise covariance, Qw = σ2wI in the last line.
We now take a look at the types of priors that are used in practice to model the image and
blur. The prior distributions p(f|Ω) and p(h|Ω) should reflect our beliefs about the nature
of f and h and constrain the space of possible solutions for them to the most probable ones.
This is necessary due to the ill-posed nature of the problem. Abstract descriptions of natural
images have been made: smooth, piecewise-smooth, or textured, for instance (of course some
applications may have other specific constraints). Typically this is done in a stochastic sense
by specifying probabilistic relations between neighbouring image pixels or their derivatives.
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Similar procedures may be followed for the PSF.
4.3 Blur modelling
4.3.1 Types of blur models
Blur models may be categorised as either parametric or non-parametric. Parametric forms (see
§4.3.2) assume the general form of the blur is known, and represent it by a small number of
parameters which must be estimated; the PSF h itself is generated as a deterministic function
of these parameters, denoted θh. The non-parametric forms (see §4.3.4) (we can also term
these stochastic models) simply estimate the coefficients of the PSF directly, that is we specify
a prior on their values p (h).
4.3.1.1 Inverse Models
Another categorisation is according to whether the model represents the PSF directly, or mod-
els its inverse (approximately) as a restoration filter. The inverse models have the advantage
that they can directly filter the blurred image using a finite impulse response (FIR) filter; in
their estimation there will be an implicit form of regularisation such that the exact inverse is
not estimated, but rather one that produces a good result according to the image model or
optimality criteria. The disadvantage of these methods is that they do not give an estimate
of the PSF itself. Though they are less common, there are methods in the literature such as
[41, 77, 117, 225, 231] that make use of inverse or restoration filter models.
An example of a (parametric) inverse blur model will be used in Chapter 7, because of the lack
of regularisation in the formulation, whilst the more complete models developed later in the
thesis will use a regular non-parametric PSF model, because regularisation for restoration is
provided by the image model.
4.3.2 Parametric Models
In the parametric case, the prior should be placed on the blur model parameters θh themselves;
that is we are estimating θh rather than h itself. Traditionally this prior, p (θh), is assumed to
be a uniform distribution however. Then the unknown parameters may be estimated using,
for example, maximum likelihood (ML) methods (see [107, 123]). Alternatively the unknown
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quantities defining the parametric function may be estimated a priori if the real underlying
image is known. For instance, in astronomy the parameters of the atmospheric turbulence blur
are estimated using observed known point sources (stars); similarly, the parameters describing
the HST PSF model could also be estimated.
The first BID methods (see §C.1) concentrated on identifying features of the spectra of these
parametric models in the blurred observation; for instance the zero crossings of the Bessel
function type spectra result in an image defocused through a circular aperture.
Parametric models are often too constrained to accurately represent all of the effects that have
been described in §A.1. However some approaches that have appeared in the literature or are
commonly used in simulations are described in the next section.
4.3.3 Example parametric blur models
Some examples of single-parameter parametric blur models, along with their Fourier spectra,
are shown in fig. 4.2. Some of these analytic blur models are now summarised.
(a) Gaussian blur (b) Uniform Out of Focus
Blur
(c) Diffraction by Circular
aperture
(d) Uniform Linear Motion
Blur
(e) Gaussian blur (f ) Uniform Out of Focus
Blur
(g) Diffraction by Circular
aperture
(h) Uniform Linear Motion
Blur
Figure 4.2: Some simple parametric blur models (a-d) and their spectra (e-h)
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4.3.3.1 Atmospheric Turbulence Blur
This type of blur is common in remote sensing and aerial imaging applications. For long-term
exposure through the atmosphere a Gaussian PSF model is used:




where K is a normalizing constant ensuring that the blur has a unit volume, and σ2 is the
variance that determines the severity of the blur. Alternative atmospheric blur models have
been suggested in [146, 147]. In these works the PSF is approximated by the function




where δ and R are unknown parameters. Gaussian blur is also used as a model for blur in X-ray
images, and sometimes for sensor blur, or in other general cases where there is no particular
information as to the shape of the blur.
4.3.3.2 General Motion Blur
In general, relative motion of the camera and scene to be imaged results in a PSF represent-
ing temporal integration along this motion path. If the motion path is known, or may be
estimated through some other means, a PSF model may be found. In general this will be non-
stationary, especially for object movement within the scene, and the PSF expression is found
by integrating along the path, ps(t) = [px1;s(t), px2;s(t)]
T , of each pixel s of the true image as






δ (x1 − px1;s(t), x2 − px2;s(t)) dt (4.26)
In practice such a motion path could only be estimated if multiple images are available [203],
or a secondary device operating at a higher frame rate is available [15].
4.3.3.3 Linear Motion Blur
If the camera movement or object motion is fast relative to the exposure period, we may
approximate this as a linear motion blur. This is represented as the 1-D local averaging of
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Photographic defocusing is another common type of blurring, as discussed in §A.5. A com-
plete model could represent the various effects due to lens aberrations and aperture shape.
However accurate knowledge of all of the parameters involved in the optical system is usually
not available after the picture was taken. Thus when the blur due to defocusing is large, the





, |r| 6 r
0 , otherwise.
(4.28)






This has a radially periodic pattern of zeros, as can be seen in fig. 4.2, and hence the model
has been used in the methods in §C.1.
The uniform 2-D blur (square PSF) is sometimes used as a cruder approximation to an out-of-
focus blur; it is also used as a model for sensor pixel integration in SR restoration. This model














Diffraction due to the camera aperture is discussed in §A.9. It is modelled simply, when it is
the dominating effect, as the Fourier transform (FT) of the aperture shape. Thus for a circular
50
4.3. Blur modelling
aperture the parametric PSF is simply a Bessel function, as described above for the frequency
response of the circular PSF.
4.3.4 Non-Parametric Models
Describing a prior that models general stochastic properties of the PSFs of interest is not
a trivial task. There are physical constraints arising from the imaging system that should
ideally be reflected in any blur prior: positivity of the coefficients (light cannot have negative
intensity) and unit gain at zero frequency (the PSF coefficients should sum to one). In terms of
the frequency response, optical systems tend to spread out energy and thus have generally low-
pass responses. Other prior assumptions often used for the PSF coefficients are smoothness
or piecewise smoothness, symmetry, and finite support size. Often in non-Bayesian methods
these constraints are enforced using deterministic constraints such as POCS.
In fact, the blur modelling problem has not seen much specific attention in the literature. It
has not been a focus of this work to develop new blur priors as such; however some suggestions
are made in the future work section §11.2. Instead, the non-parametric models that will be
used will be of the same form as those used for the image model, such as those described in
§4.4 (which will not be repeated here), or one of the new models developed in later chapters.
It may be questioned if these are so well suited for modelling a PSF which is a fundamentally
different quantity to a regular image; however at the abstract level we may observe several of
the common parametric models possess features such as smooth regions or edges (in the case
of a pillbox blur). Thus priors on the gradients or other features of the PSF are one viable
option.
4.3.5 Extensions to simple parametric models
Overall, the basic parametric models are only good as a first approximation. We will mainly
be interested in modelling defocusing blurs, simple planar motion blurs, and blurs due to
general optical imprecision or sensor integration. The sensor response has often been ignored
(apart from simple models used in superresolution methods). Real world examples of PSFs
from defocused images2 may indicate the true blur is somewhere in between a Gaussian and a
2In the photography world, the aesthetic quality of the defocus is known as Bokeh — bad Bokeh may manifest
as enhanced edges of the circle of confusion (CoC); more technically the photographic blur is described by the
optical transfer function (OTF) and modulation transfer function (MTF), i.e. the normalised frequency response
and its magnitude.
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circular blur (it will generally be a low pass function). Symmetricity is usually an approximately
valid assumption (at least near to the axis of a lens system, ignoring other aberrations).
It would be useful to have a prior model that can include some knowledge of typical optical
aberrations found in a typical camera system, and provide a model with a manageable number
of parameters to estimate, though as far as is known no such prior has been used in any image
restoration task. [239] has provided one idea that using a discrete cosine transform (DCT)
decomposition for the blur, i.e. representation using basis functions, reduces parameterisation
of the blur due to the assumption that the transform compresses energy, and thus a few coef-
ficients will be enough to provide a good approximation of the PSF. TLS based approaches
(§C.6) provide one option for stochastic blur representation. Another interesting “soft” blur
model has been proposed by Yap et al.[57, 233], whereby the blur is constrained if it is in
proximity to a standard model, otherwise it is allowed to deviate further to allow arbitrary
blurs.
We may seek to postulate some more appropriate model built of basis functions that are derived
from properties of known samples of blurs. It may be necessary as such to consider available
samples of MTFs from commercial lens specifications, or to perform measurements to acquire
a database of example blurs. Categorisation would enable further hierarchical modelling to be
performed; for example PSF profiles may change for the same camera/lens with position away
from the axis, focal length, or degree of defocus.
[28, 66] mention some other degradation effects including compression, analogue video dis-
tortions, and charge coupled device (CCD) responses, that would be useful to be considered
in the context of superresolution, but these are equally applicable to general image restora-
tion. Some work has been done on incorporating, for example, compression artefacts into
the restoration problem [196]; images from consumer digital cameras are very likely to have
suffered from compression and other pre-processing. Effects of inter-channel blur in coloured
images have also received little attention; while there are demosaicing algorithms that attempt
to remove Bayer patterns from CCD images, there has been little attempt to combine these
with general restoration procedures. Providing an adequate model of the whole degradation




In this section, we give an overview of the various models that have been used for modelling
images, in particular those used for BID. However as these models are also often used as
non-parametric blur models, as described in §4.3.4, they will also be described in this context
here.
We will consider a general exponential model of the form
p (f | Ω) =
1
Zf(Ω)
exp [−Uf(f, Ω)] (4.31a)
p (h | Ω) =
1
Zh(Ω)
exp [−Uh(h, Ω)] (4.31b)
to represent the image and blur priors. The normalizing terms Zf and Zh depend on the
hyperparameters for each distribution. They may be treated as constants if we assume the
hyperparameters to be known; otherwise they must be calculated as
∫
exp [−Uf(f, Ω)] df and∫
exp [−Uh(h, Ω)] dh, respectively, which may cause difficulties in inference unless we assume
a special form for U(·). Note that U(·) is sometimes termed the energy function.
Many different image and blur models in the literature can be put in the form of Equation
(4.31); particular cases will now be considered.
4.4.1 Stationary Gaussian Models
The most common model is the class of Gaussian models provided by Uf = 12α‖Lf‖
2. Then,




2 det|L|−1, which if
we use a fixed stationary form for L is simple to calculate. These models are often termed
simultaneous autoregression (SAR) or conditional autoregression (CAR) models [189].
In the most basic case, we can use L = I, the identity. This imposes constraints on the
magnitude of the intensity distribution of f. A more common usage is L = C, the discrete
Laplacian operator, which instead constrains the derivative of the image. For instance, Molina
et al. [153] used this model for both image and blur, giving







αim ‖ Cf ‖2
]
(4.32a)
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Figure 4.3: ARMA degradation model.
Note that in these two equations N and M should in practice be replaced by N− 1 and M− 1,
respectively, because CTC is singular.
This SAR model is suitable for f and h if it is assumed that the luminosity distribution is
smooth on the image domain, and that the PSF is a partially smooth function.
In [132] the SAR model was used for the image prior, and a Gaussian PDF for the PSF; that
is,
p (h | µbl, αbl ) = N(µbl, α
−1
bl I). (4.33)
The components of the blur are assumed statistically independent so that the covariance ma-
trix is diagonal. Clearly, a Gaussian PDF with unknown mean vector and fully populated
covariance matrix might be used to model image and blur priors. However, this requires the
simultaneous estimation of a very large number of hyperparameters, thus making the approach
highly impractical unless we use additional hyperpriors (see §4.1.4) to impart a priori knowl-
edge of the hyperparameters’ values [153].
4.4.2 Autoregressive Models
A class of blind image deconvolution algorithms (see, e.g., [107, 123]) model the observed
image g as an autoregressive moving average (ARMA) process, as shown in Figure 4.3.
The observation (2.6) forms the moving average (MA) part of the model. The original image




a (r) f (s − r)+v (s) , (4.34)
or in matrix-vector form:
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f = Af + v, (4.35a)
or equivalently, f = Fa + v, (4.35b)
where Sa ⊂ R2 is the support of the 2-D AR coefficients a (r), and A has a BTTB form. The
excitation noise signal, or modelling error, v (s) is a zero-mean WGN process with diagonal
covariance matrix Qv, that is independent of f (s). Since v = (I − A)f, the PDF of f is
obtained via a probability transformation of v, as a Gaussian: p (f | a, Qv ) = N (f | 0, Σf ). The
image covariance matrix is defined as
Σf = (I − A)
−1
Qv (I − A)
−T . (4.36)
It should be clear that p (f) is in the form of Equation (4.31), with Uf = 12‖(I − A)f‖
2
Qv




2 det|I − A|−1. Unlike the SAR model above, however, where a
deterministic form is used for the matrix L, the AR coefficients defining A and the excitation
noise covariance matrix Qv also have to be estimated (in [123] a flat prior distribution is
assumed on them).
A related formulation to the stationary ARMA model is also considered by Katsaggelos and
Lay in [107, 108, 128]. In these works, the AR model parameters are not estimated directly,
but rather the defining sequence of the matrix Σf is found in the discrete frequency domain,
along with the other parameters, under the assumption that the image model is stationary.
Observe that this approach does not assume a known model support size Sa or blur support
Sh.
The AR image model is essentially a higher-order Gaussian MRF model. It has been shown to
be good at representing textured images (e.g. [55]); however, like any of the other stationary
Gaussian models in this section, it is not such a good model for an original image that has
prominent edges as part of the scene. Therefore it is possible to consider nonstationary exten-
sions to the AR model, which can adapt to the local features in the image. This will form the
basis of the image models used later in this thesis.
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4.4.3 Markov Random Field Models
A class of models encountered extensively in image segmentation [61], classical image restora-
tion [76], and also in superresolution restoration [194] and BID [58, 239] are the Markov
random field (MRF) models [226]. They are usually derived using local spatial dependencies;
however, we may see that they are closely related to the other models in this section.
Defining U =
∑
c∈C Vc(f) in Equation (4.31), we have the definition of a Gibbs distribution.
In this context, Z is termed the partition function. Vc(f) is a potential function defined over
cliques, c in the image [226]. Briefly speaking, this gives a simple way of specifying interactions
























where Bc is obtained from dc and satisfies [Bc]x,s are only nonzero when pixels x and s
are neighbours. Typically the vectors dc represent finite difference operators. The partition




2 . This model is also then termed a Gaussian Markov
random field (GMRF) [34] or CAR [189].
We may also use generalised Gaussian MRFs (GGMRFs) with arbitrary nonquadratic poten-
tials of a similar functional form: Vc(f) = ρ(dTc f), where ρ is some (usually convex) function,
such as the Huber function [34] or p-norm (with p > 1) based function, ρ(u) = |u|p. This is
similar to the use of potential functions used in anisotropic diffusion methods, the motivation
being edge preservation in the reconstructed image. Other extensions to the model consider
hierarchical, or compound GMRFs (CGMRFs), also with the goal of avoiding oversmoothing
of edges [76, 99]. We elaborate further on MRF models and summarise a variety of other
image models in Appendix B.
4.5 Conclusions
In this chapter we began by introducing the principles of the hierarchical Bayesian framework,
and discussed its application to formalising the BID problem. First the observation model was
described, based on the uncertainty due to the additive noise, then the need for prior modelling
was discussed, and the concepts of hyperpriors and conjugate priors were introduced, as well
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as the technique of marginalisation for parameter space reduction.
In the second half of the chapter, we have reviewed some of the existing prior models that
have been used for blurs and images in image restoration problems and BID in particular. We
have concluded that although parametric modelling is a useful way to reduce the dimension
of the coefficients needed to represent the PSF, most of the existing models are somewhat
inadequate when we consider the types of degradations that are encountered in practice (see
§A.1). Therefore until more work is performed on blur modelling, non-parametric PSFs are
the most suitable choice for BID techniques, coupled with known constraints about the blur
such as positivity and perhaps piecewise smoothness. In terms of the image models, there are
a wealth of choices and different uses in the literature. We focused on models that have been
used in BID, and on unifying some of these models using MRF concepts (the connections
with variational methods such as total variation (TV) are also discussed in §B.4). In the next





Solutions to the BID problem
In this chapter, we present an overview of the estimation techniques that can be used to solve
the BID problem. In the process of doing so, we survey the literature on BID to categorise
and discuss the different approaches that have been used in the past. Many of the techniques
fall under the realm of Bayesian inference methods, and we collect these here. Non-Bayesian
approaches are reviewd in Appendix C.
5.1 Classification of Blind Image Deconvolution Methodologies
We may classify BID approaches into three categories according to at what stage we identify
the blur: a priori, jointly with the image, or not at all.
A priori blur identification methods With this approach, the PSF is identified separately
from the original image, and later used in combination with one of the classical image
restoration algorithms in order to restore the original image. A parametric blur model
may be used, for example, one of the general models described in §4.3.2; then the
objective is to identify the most likely blur parameters h from the observation. This
approach has been used in [42, 208], for example, and in a Bayesian context in Chapter
7 and [24]. The Bayesian case corresponds to using (4.5) to first estimate the blur, before
using this estimate for image restoration.
Experimental approaches are also possible: images of one or more point sources are
collected and used to obtain an estimate of the PSF (this, for example, was done with the
Hubble space telescope (HST)). Furthermore if a good understanding of the imaging
system is available for a specific application, we may make an a priori prediction of the
blur; however unless we use this model as a prior in one of the other algorithms, this is
not a blind procedure as such. This may be possible in microscopy, medical ultrasound,
remote sensing, or optical telescope systems (e.g., Tiny Tim modelling of the HST).
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Joint Identification methods The majority of existing methods fall into this class, where the
image and blur are identified simultaneously. However, in practice many methods in
this category use an alternating approach to estimate f and h rather than truly finding
the joint solution. Prior knowledge about the image and blur is typically incorporated in
the form of models like those presented in §4.3.1 and §4.4. Parameters describing such
models are also required to be estimated from the available data; often this is performed
before image and blur identification, although simultaneous identification is possible,
see e.g., [153]. We also estimate all parameters in Chapters 9 and 10.
Direct methods There exists a third class of methods, which seek to bypass the blur identifi-
cation stage and estimate the image f directly, by using appropriate constraints or prior
knowledge. Although this is less common in practice, it has been done in the multi-
channel case [170] where extra constraints are available (all the information is there, but
“mixed up” between the channels).
Direct image estimation may also be achieved by marginalising h as in (4.6); this ap-
proach does not appear to have been investigated for BID, but was recently applied to
the related SR problem by Pickup et al.[175, 176]. This work tends to show the superi-
ority of the direct method over an a priori approach of first marginalising the image as in
[212], which uses a similar approach for SR as will be demonstrated for BID in Chapter
7. There are some differences in the observation model and the type of parameters θ
that are being estimated in the SR case, but in principle if this could be applied to the
single channel BID problem then it is likely similar improvements in performance could
be obtained.
In §5.2, we use the Bayesian framework to present and categorise the different BID approaches
proposed in the literature. As we will see, most of them can be seen as special cases of an appli-
cation of Bayes’ theorem: the main differences between them are the choices of the function
to be optimized, and the prior distributions used to model the original image and the degra-
dation process. Using the Bayesian framework allows us to describe the general BID problem
in a systematic way, and to identify the similarities and differences between the proposed ap-
proaches in the above two categories. Each category may be seen as particular inference model
in the Bayesian paradigm.
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5.2 Bayesian Inference methods
There are a number of different ways that we may proceed to estimate the image and blur
using Equation (4.1). Depending on the prior models chosen, finding analytic solutions may
be difficult, so approximations are often needed. Many methods in the literature seek point es-
timates of the parameters f and h. Typically, this reduces the problem to one of optimisation.
However, the Bayesian framework provides other methodologies for estimating the distribu-
tions of the parameters [73, 100, 160], which deal better with uncertainty; approximating or
simulating the posterior distribution are two options. These different inference strategies and
examples of their use will now be presented, proceeding from the simplest to the more com-
plex. There will be an emphasis placed on the VB and MCMC methods, in §5.2.5 and §5.2.6
respectively, that will be used in the second part of this thesis.
5.2.1 Maximum a Posteriori and Maximum Likelihood
One possible point estimate is provided by the maximum a posteriori (MAP) solution, which
are the values of f, h, and Ω that maximise the posterior probability density:
{f̂, ĥ, Ω̂}MAP = argmax
f,h,Ω
p (g | f, h, Ω) p (f | Ω) p (h | Ω) p (Ω) . (5.1)
The maximum likelihood (ML) solution attempts instead to maximise the likelihood p (g | f, h, Ω)
with respect to the parameters:
{f̂, ĥ, Ω̂}ML = argmax
f,h,Ω
p (g | f, h, Ω) . (5.2)
Note, however, that in this case we can only estimate the parameters in Ω that are present in
the conditional distribution p (g | f, h, Ω) but none of those present only in p (f, h | Ω).
The above maximisation of the likelihood is typically seen as a non-Bayesian method, al-
though it is identical to the MAP solution with uninformative (flat) prior distributions. Some
approaches may use flat priors for some parameters but not others. Assuming known values
for the parameters is equivalent to using degenerate distributions (delta functions) for priors.
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For instance, a degenerate distribution on Ω is defined as
p (Ω) = δ (Ω, Ω0) =
 1, if Ω = Ω00, otherwise. (5.3)
Then, the MAP and ML solutions become, respectively,
{f̂, ĥ}MAP = argmax
f,h
p (g | f, h, Ω0 ) p (f | Ω0 ) p (h | Ω0 ) (5.4)
{f̂, ĥ}ML = argmax
f,h
p (g | f, h, Ω0 ) . (5.5)
Many deconvolution methods can fit into this Bayesian formulation. The main differences
among these algorithms come from the form of the likelihood, the particular choice of priors
on the image, blur, and the hyperparameters, and the optimisation methods used to find the
solutions.
Observe that the regularization-based approaches using the L2 norm frequently found in the
literature also fall into this category. In these approaches the blind deconvolution problem
is stated as a constrained minimization problem, where a cost function is minimized with a
number of regularization constraint terms.
In regularization approaches the cost function is chosen as the error function ‖g − Hf‖2W ,
which ensures fidelity to the data. The regularization terms are used to impose additional
constraints on the optimisation problem. Generally, these constraints ensure smoothness of
the image and the blur, that is, the high-frequency energy of the image and the blur is min-
imized. The effect of the regularization terms is controlled by the regularization parameters,
which basically represent the trade-off between fidelity to the data and desirable properties
(smoothness) of the solutions.
For example, in [235], the classical regularized image restoration formulation used in [105,
109, 121] was extended to the BID case by adding a constraint for the blur. The problem is
stated, in a relaxed minimization form, as
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where λ1 and λ2 are the Lagrange multipliers for each constraint, and Lf and Lh are the
regularization operators. In [235] each L is the Laplacian multiplied by a spatially varying
weights term, calculated as in [63, 102, 105, 109] from the local image variance in order to
provide some spatial adaptivity to avoid oversmoothing edges.
5.2.1.1 Alternating Minimisation, or Iterated Conditional Modes
Let us consider again the solution of Equation (5.4). A major problem in the optimisation
is the simultaneous estimation of the variables f and h. A widely used approach is that of
alternating minimization (AM) of Equation (5.6) (or its continuous equivalent for partial
differential equation (PDE) formulations), which follows the steepest descent with respect to
one unknown while holding the other unknown constant. The advantage of this algorithm is
its simplicity due to the linearization of the objective function. This optimisation procedure
corresponds to the iterated conditional modes (ICM) proposed by Besag [20].
This estimation procedure has been applied to standard regularization approaches [57, 235],
and to the anisotropic diffusion and TV type models described in §B.4, where for example,












κ (|∇f(x)|) dx + λ2
∫
Sh
υ (|∇h(s)|) ds. (5.7)
Partial derivatives with respect to f and h are taken to give the two PDEs for AM.
There are various numerical methods to solve the associated PDEs. These include the classical
Euler, Newton, or Runge–Kutta methods; or recently developed approaches, such as time-
marching [191], primal-dual methods [51], lagged diffusivity fixed point schemes [220], and
half-quadratic regularization [45] (similar to the discrete schemes in [74, 75]). All of these
methods employ techniques to discretize and linearize, or otherwise approximate the solution
to the PDEs. The selection of a particular method depends on the computational limitations
and speed requirements, since different techniques have different simplicity, stability, and con-
vergence speed properties.
It should be pointed out that although the origination of the TV models is formulated in the
continuous domain, these models must be discretised — following which they acquire a similar
form to those standard regularisation approaches where the objective function is formed in the
discrete domain.
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5.2.2 Minimum Mean Squared Error
The MAP estimate does not take into account the whole posterior PDF. If the posterior
is sharply peaked about the maximum then this does not matter (typically most probability
mass will be contained close to the peak in this case and the two estimates will be similar);
however, in the case of high observation noise or a broad (heavy-tailed) posterior this estimate
is likely to be unreliable. As mentioned in [155], for a Gaussian in high dimensions most of
the probability mass is concentrated away from the probability density peak.
The minimum mean-squared error (MMSE) estimate attempts to find the optimal parameter
values that minimize the expected mean squared error between the estimates and the true
values. In other words we aim at calculating the mean value of p(f, h, Ω|g). In practice,
finding MMSE estimates analytically is generally difficult, though it is possible with sampling-
based methods (§5.2.6) and can be approximated using VB methods §5.2.5).
5.2.3 Marginalizing Hidden Variables
In the discussion so far none of the unknowns f, h and Ω have been marginalised out to
perform inference on only a subset of f, h, and Ω.
We can, however, approach the BID inference problem by first calculating




p(g|Ω, f, h) p(f, h|Ω) p(Ω)df (5.8)






p(g|Ω̂, f, ĥ) p(f|Ω̂). (5.9)





p(g|Ω, f, h) p(f, h|Ω) p(Ω)dh · dΩ (5.10)
The two above inference models, are named Evidence- ((5.8) and (5.9)) and Empirical-based
((5.10)) analysis [154], respectively. The marginalised variables are also called hidden variables.
Note that the Evidence-based analysis can also be used to marginalise the image f as well as the
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unknown parameters Ω to obtain p(h|g), as in Equation (4.5), then the mode of this posterior
distribution can be calculated. In order to estimate the original image f we can then use only
the observation model. This is discussed further in Chapter 7 (see also [24]).
It is rarely possible to calculate in closed form the integrals involved in the Evidence- and
Empirical-based Bayesian inference. To solve this problem we can use approximations of the







p(g|f, h, Ω) p(f|Ω) (5.11)
and perform the second-order Taylor’s expansion of log p(g|f, h, Ω) around f̂. As a conse-
quence of the approximation, the integral in Equation (5.8) is performed over a distribution
on f that is Gaussian and usually easy to calculate. This methodology is called Laplace ap-
proximation [104, 133] and has been applied, for instance, by Galatsanos et al. [71, 72] to
partially known blur deconvolution problems.
5.2.4 Expectation Maximisation
The expectation maximization (EM) algorithm, first described in [60] is an incredibly popular
technique in signal processing for iteratively solving ML and MAP problems that can be re-
garded as having hidden data. Its properties are well studied: convergence to a local maximum
of the likelihood or the posterior distribution is guaranteed. It is particularly suited to inverse
problems in image restoration and BID as the unobserved image, f, represents a natural choice
for the hidden data and in consequence for solving Equation (5.8).
The EM algorithm has been used in BID, for example, in [108, 128] in a general frequency
domain formulation and in [123] using the ARMA model (§4.4.2).
In its general form, as described in [60], the EM algorithm considers iteratively solving an
associated problem using carefully chosen “complete” data, X = {Y, Z}, composed of the ob-
served data in the original problem termed the “incomplete” data, Y, and the hidden variables
Z. The incomplete data is related to the complete data through a non-invertible contractive
mapping, e.g. Y = [1,0]X. That is to say, the (log) marginal likelihood LY(θ) = log p (Y; θ)
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of the observed data given the parameters θ is found by marginalising the hidden variables:
p (Y; θ) =
∫
ΩX|Y
p (X |θ) dX =
∫
ΩZ
p (Y | Z; θ) p (Z) dZ (5.12)
where the integration is over the domain of X that maps to Y. The essential assumption is that
given the complete data, the ML estimate of the parameters θ, found as arg maxθ LX(θ), is a
comparatively easily solved problem. Here the (log) full likelihood is LX(θ) = log p (X |θ).
The problem is reduced to finding the expected ML estimate of θ given X, but only actually
given knowledge of Y and a previous estimate of the parameters. In practice, this estimate
is found based upon the expected value of LX(θ), or sufficient statistics that represent this
distribution. This procedure is split into two steps, the Expectation, or E-step, and Maximi-
sation or M-step, which are iterated to converge to the optimal ML solution for θ. Expressed
mathematically, these steps are respectively:









log p (X |θ) p
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is the estimate of the parameters at the kth iteration. If the function L(θ; θ̂
(k)
) is
a continuous function of θ and θ̂ then the algorithm is guaranteed to converge to a stationary
point of the likelihood, LY(θ), though not necessarily the global optimum and hence the
algorithm is sensitive to choice of initial conditions. At each step, the previous estimate of the
parameters is effectively used to estimate some statistics of the complete data, which then gives
an approximate version of the likelihood LX(θ) in the E step that can be used to provide a
new estimate of the parameters in the M step.
In the case of BID, when assuming a h is one of the parameters to be estimated in θ, the
obvious choice for the complete data is X = {g, f}. Given this choice, the parameter estimation
in the M step becomes straightforward. Consider the case of a Gaussian posterior. In the E
step, the resulting algorithm effectively estimates a regularised restored image f̂ = E[f|g, θ̂
k
]




∣∣∣g, θ̂k ]. In the M step, the resulting optimisation effectively uses these to calculate
new estimates for the model parameters, θ = {h, Ω}. In the case of the ARMA model θ =
66
5.2. Bayesian Inference methods
{h, a, Qv, Qw}; this choice will be discussed further in §7.1.1.
5.2.4.1 Generalisations of EM
Some extensions and more general views of EM will now be considered. Firstly, note that
the EM algorithm can be applied to MAP estimation as well as ML optimisation, simply by





+ log p (θ) in the M step.
A generalised expectation maximization (GEM) algorithm is a variant proposed in [60] whereby
a partial M step is performed, i.e. a new estimate θ̂
(k+1)
is produced that does not maximise
the current L(θ; θ̂
(k)
), but simply increases its value, and consequentially also increases the
marginal likelihood. Algorithms performing similar partial E steps were first discussed in
[161].
An alternative view of the EM algorithm presented in [14, 161] is that it can be seen as
a method for placing a lower bound on the marginal likelihood. It does this through the
introduction of a bounding functional1 F(q (Z) , θ), and an auxiliary arbitrary distribution of
the hidden variables, q (Z). We can show the functional is a bound in that is always less than
or equal to LY(θ), for any choice of q (Z) [161]. It is defined as in (5.15):
F(q (Z) , θ) , E
[
log p (Y, Z |θ)
]
q(Z) − E [log q (Z)]q(Z) (5.15)
= E
[




log q (Z) − log p (Z | Y; θ)
]
q(Z) (5.16)
≡ LY(θ) − CKL
(
q (Z) ‖ p (Z | Y; θ)
)
(5.17)




, or relative entropy, between two
distributions is by definition a non-negative quantity (this is shown via the Jensen inequality),
with equality to zero only when both distributions are equal. Consequently, we have that
F(q (Z) , θ) 6 LY(θ), for any distribution q (Z), and the bound is tight (equal to the like-
lihood) when the function q (Z) = p (Z | Y; θ). In this case, the first term of F(q (Z) , θ̂) in
(5.15) is equal to L(θ; θ̂).
With this interpretation, the E step can be seen as maximisation of the functional F(q (Z) , θ̂
(k)
)
w.r.t the distribution q (Z): i.e. at iteration k + 1, setting qk+1 (Z) = p
(
Z
∣∣∣∣Y; θ̂(k)). The M
step then maximises F(qk+1 (Z) , θ) w.r.t θ (this is equivalent to (5.14), since the second term
1A functional is a function of a function — it is a mapping from a space of functions to a real number.
67
CHAPTER 5. Solutions to the BID problem
in (5.15) does not depend on θ). This reformulation of the EM process is a useful link to the
VB methods described in the next section.
5.2.5 Variational Bayesian Approaches
The methods described so far, including the EM algorithm, have all calculated MAP or ML
point estimates. Variational Bayesian (VB) methods2 [14, 201] are a fairly recent addition
to the family of Bayesian inference methods; they may be seen as generalisations of the EM
algorithm. The EM algorithm has proven to be very useful in a wide range of applications;
however, in many problems its application is not possible because the posterior distribution
of the hidden variables p (Z | Y; θ) is intractible, or cannot be specified in a standard form.
Usually this is because its normalising constant, i.e. the marginal likelihood p (Y |θ), cannot
be evaluated. This posterior — or more precisely certain of its expectations, or expected
sufficient statistics — are needed in order to perform the optimisation in the M step.3 If none
of these can be found then the standard EM algorithm cannot be applied. This becomes a
problem for instance if we choose the hidden data as Z = {f, h}, because the resulting posterior
is no longer Gaussian in Z, even if the individual priors are. In these cases, the VB approach
can still be applied, by making use of an approximate posterior, q (Z), in the place of the true
one, and minimising the KL distance between the two as far as possible.
The second major advantage of VB methods is that they bring the EM framework fully in line
with the Bayesian philosophy. That is, even if EM is applied using a MAP extension rather
than to solve a ML problem, only point estimates of some of the parameters, θ, are found.
Using VB, all parameters are now regarded as stochastic quantities, and their distributions are
found, rather than just the distributions of the hidden parameters as with EM. Thus we may
also examine the quality of the parameter estimates and not just their values. Note that the
Laplace approximation [71, 72] can be considered as an intermediate step between inference
based on the true posterior and the one based on a variational distribution approximation.
We will consider here the general case. In Chapter 9, the model used in [153] is exemplified
before considering the application to the new extended models that will be developed. A quick
2These should not be confused with total variation based image models discussed in §B.4. Both are named due
to results using variational calculus, but have entirely different intentions (in [8], both are used together for image
restoration).
3Note that the normalising constant itself isn’t actually required if the posterior is in a standard form such that
the required statistics of the distribution can be evaluated for use in the M step.
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point on the notation should be clarified. The full set of (stochastic) unknowns will now be
denoted as Θ, with a particular unknown as θ, and the full set omitting variable θ as Θ\θ. We
can then write the approximate posterior as q (Θ). Some authors, (e.g. in [14, 132]) choose
to still distinguish between the hidden variables and the parameters and retain “variational E”
and “variational M” steps just as in the standard EM algorithm. When we are working with
a hierarchical Bayesian model, drawing this distinction makes less sense; as such we will treat
all unknown parameters equally as hidden variables with their own distribution. All these
distributions are updated using the same type of “variational E” step.4
5.2.5.1 General Variational Bayesian Algorithm
We wish to perform inference using the posterior distribution, p (Θ | g) ∝ p (g | Θ) p (Θ).
However for the models under consideration, there is no analytic solution to maximise or
find expectations of this distribution. Following the approach in [153], a separable analytic
approximation of the posterior may be used:
p (Θ | g) ≈ q (Θ) =
∏
θ∈Θ
q (θ) . (5.18)
This is sometimes termed the mean field approximation [14]. An iterative scheme may then
be used to estimate the optimum distributions q (θ) for each variable θ.
The aim is to make the approximation as good as possible by minimising the KL divergence
between the approximate distribution and the true posterior:
CKL
(








p (Θ | g)
)
dΘ. (5.19)




is always nonnegative, and equal to zero only for q (Θ) =
p (Θ | g), which is the EM result. In this case we will substitute the separable approximation.
The KL divergence will now be optimised with respect to a particular variable of interest, θ.
To begin, Bayes’ rule is applied to the posterior, and the term p (g) which does not depend on
4This may simplify however, if they are at the top of our tree-structured graphical model; this is the only
difference described in [14] in the “variational M” step
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θ may be regarded as a constant:
CKL
(










p (g | Θ) p (Θ)
)
dθdΘ\θ + const. (5.20)
Now, the separable approximation (5.18) may be applied, and those q () distributions which
do not depend on θ may be taken outside the inner integral:
CKL
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such that only the final term depends on q (θ), and the other terms may be regarded as con-
stants for the purposes of minimisation. To obtain the optimal distribution q (Θ), we find for
each θ:





















Differentiating the argument with respect to q (θ) gives the result:




p (g | Θ) p (Θ)
)]
q(Θ\θ) (5.25)
The constant appears under the constraint
∫
q (θ) dθ = 1. The differentiation in (5.24) is
actually carried out by variational calculus (functional differentiation) — this explains the
name of the VB approach. Further details are given in [14, 144], but a simpler way to view
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the optimisation is to consider rewriting (5.24) as

















It should then be clear that (5.25) minimises the expression, as it is in fact the KL divergence











Equation (5.25) tells us how to derive the optimal distribution for q̂ (θ) given knowledge of
the other distributions. By iterating through each θ one at a time and solving (5.25) for the
new distribution q̂ (θ), we have an iterative procedure whereby the KL divergence is decreased
optimally at each step; this is termed the iterative variational Bayesian (IVB) procedure in
[201]. In the IVB procedure we will indicate the distribution q̂ (θ) at a particular iteration, k,
by qk (θ). Finally it should be noted, however, that the IVB procedure may still converge to a
local optima in the space of approximate distributions, just as with the EM algorithm.
5.2.5.2 Discussion
The approach just described is a free-form factorisation: the variational optimisation of the KL
divergence dictates the functional form of the resulting distributions. We may also choose a
sub-optimal improvement at each iteration, so long as the KL divergence is decreased at each
step. This is in analogy to a GEM algorithm. For example, a particular functional form such
as a Gaussian with a known variance may be prescribed, then the optimisation for this q (·)
distribution is reduced to finding its mean.
Alternating minimization strategies can also be employed. For example, in [132], a cascaded
EM algorithm is proposed similar to the AM algorithm, where at each iteration the distribu-
tions of the parameters f and h are calculated in an alternating fashion while assuming one
parameter to be constant. This approach can also be interpreted as an EM algorithm where at
each stage the current estimate of one parameter is assumed “known” in estimating the other
parameter, as in the classical image restoration problems.
Just as with the EM algorithm, another interpretation of the whole procedure, discussed in
[14, 132], is that a lower bound F(q (θ1) , q (θ2) , · · · ) of the marginal likelihood is being
provided by the approximate distributions, and the bound is being optimised through the
iterative procedure. The difference is that now the bound is optimised with respect to the
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distributions of the parameters, and the bound is never made tight as in the E step of the EM
algorithm, but simply increased each time a q (·) distribution is updated.
As discussed in [14], the use of conjugate exponential models, that is distributions from the
exponential family along with conjugate priors, greatly facilitates the application of VB in a
standardised fashion; in fact as will be seen in Chapter 9, it is just the sufficient statistics, or
moments, of these distributions that need be calculated at each step. The particular advantage
is that a free-form update of the approximate distributions will always result in a new q (θ)
distribution that is still a member of the exponential family. Other distributions may result in
more unwieldy results where the approximate form changes at each iteration.
5.2.5.3 Application to BID problem
The first application of VB to the BID problem was in a slightly different context by Miskin
and MacKay [143], where the problem was addressed as an extension to a blind source
separation (BSS) problem — essentially a multichannel observation with a mixing between
the source images. This method used a sparsity inducing Laplace prior directly on the images
and blurs; this is not suitable for natural images because it does not model the correlations
in the image. Later, Likas et al.[132] and Molina et al.[153] have used Gaussian image and
blur priors as described in §4.4.1 which do model these correlations. In [153], the hierar-
chical Bayesian framework is also used to enable hyperparameter estimation (see Chapter 9
for further details). Recently, Tzikas et al.[217] used a similar hierarchical formulation with a
kernel based PSF model and a nonstationary image prior, like the one to be described in §9.4.
Fergus et al.[67] have built upon the work by Miskin and MacKay, by applying an empirically
trained sparse (heavy-tailed) prior over the image gradients and the blur, which is similar to
using edge-preserving nonstationary models.
The expression for distribution updates (5.25) is actually fairly intuitive once it is applied to a
particular hierarchical Bayesian network, as will be seen. In general, observing that the term
inside the expectation is the log of the global joint distribution, this may be factorised into
the sum of the log of all the conditional distributions appearing in the tree. Then for a given
variable θi, only those conditional terms that include θi need be considered (as the other
terms will just form part of the normalising constant for q (θi)). These terms to be included
are the conditional distribution of the child variable to θi in the tree, and the distribution of
θi conditional on its parents (i.e. its prior). Furthermore only those terms which depend on
72
5.2. Bayesian Inference methods
other unknowns (Θ\θi) remain inside the expectaiton; hence if θi is a hyperparameter at the
top of the tree, its hyperprior may be taken outside the expectation. The examples in Chapter
9 will make these concepts more clear.
5.2.6 Sampling Methods: Markov chain Monte Carlo
The most general approach to performing inference for the BID problem is to simulate the
posterior distribution in Equation (4.1). This in theory allows us to perform inference on
arbitrarily complex models in high-dimensional spaces, where no analytic solution is avail-
able. Markov chain Monte Carlo (MCMC) methods (see, e.g., [6, 78, 160, 167]) attempt to
approximate the posterior distribution by the statistics of samples generated from a Markov
chain.
MCMC methods have been targeted at such problems in Bayesian inference, where typically
one needs to evaluate integrals, or expectations, in high dimensional spaces. For some un-
known vector in a high dimensional space, x ∈ X, given a known y, we need to find
Φ = E [φ(x)]p(x| y ) =
∫
X
φ(x) p (x | y) dx
For instance, one parameter estimate we are interested in is the MMSE estimate, E [x]p(x| y ).
Another situation where high dimensional integrals have to be evaluated is if we need to know
the normalisation constant (partition function) in the posterior distribution, for instance in
model comparison. As it turns out however, we do not need to know this constant for the
purposes we are interested in.
5.2.6.1 Monte Carlo Integration
One numerical method to perform integrals of arbitrary functions is to discretise the space X
and evaluate the function by a summation of the function values over each cell. However this
soon becomes impractical in higher dimensions, as the number of cells grows exponentially
with dimension.
Monte Carlo methods propose a stochastic approach to these types of integration problem.
Assuming we have a set of samples from the distribution available, {x(r)}Rr=1 ← p (x | y), we
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In the limit as R →∞, by the law of large numbers, we find that Φ̂→ E [φ(x)]p(x| y ). More




p(x| y ), then Var(Φ̂) =
σ2φ
R , i.e.
the variance of the estimator is independent of dimension, but only depends on the number of
samples drawn. This is an important results in order to evaluate the high dimensional integrals
that we are interested in.
5.2.6.2 Markov chains
In order to be able to perform Monte Carlo integration, we need to be able to draw the
samples. This turns out to be surprisingly difficult for most non-elementary distributions. In
1D we can use probability transformations of uniform variables to generate for instance scalar
Gaussian or inverse Gamma distributed variables. Other 1D distributions can be also found
using a look-up table with the inverse-CDF method to transform uniform random variables.
In low dimensions we can use techniques such as rejection sampling to approximately bound
the distribution we wish to sample from by another from which we can. Unfortunately this
method also becomes very inefficient in higher dimensions, as whenever the distributions are
not a good match we end up rejecting a lot of samples.
It turns out that we can instead, however construct Markov chains to draw samples from




∣∣ x(i−1), · · · , x(1) ) = p (x(i) ∣∣ x(i−1) ), i.e. samples at a time i only depend on the value
of the state of the sample at the previous time step. We define the probability of being in the
new state xc given a previous state xr, p
(
x(i) = xc
∣∣ x(i−1) = xr ), as the transition probability.
All of these possible transitions define a transition kernel T
(
x(i)
∣∣ x(i−1) ) = p (x(i) ∣∣ x(i−1) ).
Let us consider for simplicity first the example of a finite state space. Then the kernel becomes
a matrix T , where the transition probability just defined is located at row and col (r, c) of
the matrix. This matrix has the stochastic property, that all rows sum to one (to represent a
certainty of transitioning to some state at each time step). The entries in this matrix represent
a state transition graph showing the chance of moving from one state to another. For example
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Figure 5.1: Example of a state transition diagram for a discrete state space Markov chain
Now we wish to consider Markov chains where a couple of properties of the graph hold.
Aperiodicity specifies that repeated application of the transition matrix does not create periodic
cycles through the states in the graph. Irreducibility requires that all states are accessible from
all others; i.e. there is a positive probability of visiting each state finitely often. Assuming these
properties, which are easily satisfied in practice, it can be shown that the Markov chain will
converge to a stationary or invariant distribution.
It turns out that in the finite case, this corresponds to having all eigenvectors having magni-
tudes between zero and one, with exactly one taking the value 1. Given an current state, in














In the finite state case, this is just matrix multiplication,
π(i) = π(i − 1)T ,




], the row vector of probabilities of being in each state, and typically
we start off in a known state, e.g. π(1) = [1, 0, 0]. Based upon the eigenvalues, we find
that repeated application of the transition matrix, π(i + n) = π(i)Tn, results in the invariant
distribution π∗, such that π∗ = π∗T , i.e. π∗ is the left eigenvector of the kernel with eigenvalue
one. This is the important property of Markov chains which enables us to use them to draw
samples from the distribution π∗.
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Of course we are interested in dealing with continuous valued variables, which correspond to
infinite dimensional Markov chains. However the notions described above still hold, with the
matrix replaced by a kernel function, and the stationary vectors being the stationary distribu-
tion. The sumations are replaced by integrals, for instance the state transition equation, also














∣∣∣ x(i−1)) dx(i−1). (5.27)
5.2.6.3 Markov chain Monte Carlo
Based upon the previous ideas, if we want to sample a distribution π∗(x), all we have to do
is find a valid transition kernel which yields this distribution as its stationary distribution.
Fortunately, this is easier than it may sound, as methods have been designed to construct the
kernels, or more straightforwardly, how to apply them, to yield the correct Markov chain. In its
limit this Markov chain will give independent samples from the required distribution, which
can then be used for Monte Carlo integration to evaluate the required integrals or expectations.
In practice, this means that the samplers must be run for a certain burn-in period before the
samples become from the correct distribution.
The first method proposed was the Metropolis method [140], which is generally applicable
to drawing samples from any PDF, so long as we can evaluate it up to a constant of pro-
portionality. A proposal distribution is defined q
(
xi
∣∣ xi−1 ), that we know how to sample
from. Typically this distribution depends on the most recent value of the sample, xi−1. In the
Metropolis method the kernel must be symmetric, i.e. q
(
x(i−1)
∣∣ x(i) ) = q (x(i) ∣∣ x(i−1) ).
An extension, the Metropolis-Hastings method [91] allows for non-symmetric kernels. The
principle of either method is to accept or reject the new sample, with a certain probability
α, which depends on the ratio of the old and proposed values of the functions q (· | ·) and
π∗(·). To ensure efficiency of the method, we need to make the acceptance probability as high
as possible. There is a trade off between moving quickly around the space versus having the
samples rejected. Thus the task of designing a good proposal distribution is important, and
problem dependant.
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5.2.6.4 Gibbs Sampler
A special case of the Metropolis-Hastings method is the Gibbs sampler [76], which uses a kernel
that changes at each step. This method has become particularly popular for applications in
Bayesian inference, because of a couple of nice features. Firstly, the acceptance probability is
always one, meaning samples aren’t wasted. Secondly, apart from the choice of how to partition
the variables, the kernel is automatically defined by the problem, and the resulting proposal




∣∣∣Θ(i−1)) = p (θ ∣∣∣Θ\θ(i−1)) .
If we can write down analytic expressions for the conditional distributions of all the parameters
we wish to estimate, given the others, we simply draw samples from each of the distributions
in turn, conditioned on the most recently sampled values of the other parameters. For example
if we want to simulate p (f, h, Ω | g), the iterations would proceed as follows:
First iteration: f(1) ← p(f | h(0), Ω(0), g)
h(1) ← p(h | f(1), Ω(0), g)
Ω(1) ← p(Ω | f(1), h(1), g)
Second iteration: f(2) ← p(f | h(1), Ω(1), g)
h(2) ← p(h | f(2), Ω(1), g)
Ω(2) ← p(Ω | f(2), h(2), g)
...
...
tth iteration: f(t) ← p(f | h(t−1), Ω(t−1), g)
...
...
where the symbol ← means the value is drawn from the distribution on the right. Notice
the similarity to the iterative procedure for the Variational Bayesian approach in Equation
(5.24), where instead of drawing samples we are taking expectations of the same distributions.
Similarly, with the use of Simulated Annealing [76], the ICM formulation can be considered a
deterministic approximation of the sampling, where the conditional distributions are replaced
by degenerate distributions at their modes (termed “instantaneous freezing” in [20]).
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Once we have accumulated samples, point estimates and other statistics of the distribution
may be found using Monte Carlo integration; for example, to find the MMSE estimate of the




Clearly, these methods can provide solutions closer to the optimal one than AM or any of
the other methods. However, they are very computationally intensive by comparison, and
although under certain mild assumptions convergence to the posterior is theoretically guar-
anteed, in practice it can be hard to tell when this has occurred; it may take a long time to
explore the parameter space.
5.3 Conclusions
In this chapter, the various Bayesian inference methods that can be used to tackle the BID
problem have been explored. BID methods appearing in the literature have been surveyed
and categorised. By drawing equivalencies under the Bayesian inference methods, we were
able to show the similarities and differences between a number of methods, even some not
originally formulated this way. Details of how the different inference methods can be applied
to BID were outlined, with some additional background on the variational Bayesian (VB)
methodology and MCMC that will be applied in Chapters 9 and 10 given.
The next chapter begins the second part of the thesis, in which novel solutions to the BID
problem are proposed. New models are developed in Chapter 6, which are then applied to the








It has been seen in §4.4 that a large number of image models have been proposed in the
past for the BID problem and other inverse problems in image restoration. Because the BID
problem is even more ill-posed than regular image restoration, being able to reach a reasonable
solution is really highly dependent on the quality of the prior information we can apply. More
than just improving quality, accurate modelling of the true image and blur will also help BID
algorithms to converge more quickly and reliably, as we restrict the space of possible solutions
to ones that make sense. With poor priors, BID algorithms may even diverge away from the
solution. So, by designing new priors it should be possible to improve restoration performance
when the blur is unknown.
Many existing models in non-blind image restoration have utilised the idea of edge preser-
vation; that is to vary the strength of the prior in smooth regions and near edges, to avoid
over-smoothing details. It is only more recent works, e.g. [50, 57, 67, 217], that such con-
cepts have been applied to BID problems, rather than using non-adaptive global smoothness
priors. Nevertheless, these local models all operate on a very localised basis, and can only
model the degree (and possibly direction) of the edge transitions. That is, if we view each of
these models as a particular type of hierarchical GMRF, it is only the first order spatial inter-
actions that are being utilised in each case. These models therefore cannot respond to more
subtle texture and details in the image.
The models investigated here will use higher order interactions over larger support regions,
allowing for texture and other features to be modelled as well as simply distinguishing edges
which occur between immediately neighbouring pixels. As well as improving the restoration
of these features in the image, using such a model should also help the solution of the BID
problem. Compared to more simple models that would tend to smooth over the textured
regions, or replace them with a simple step transition, having them available will aid blur
estimation. This is because blur estimation typically involves a deconvolution step with the
roles of image and blur inverted. The extra image content will provide information about
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frequency components that isn’t present in the over-smoothed version, aiding restoration of
these frequencies in the PSF.
In this work, we build up a nonstationary AR image model using standard conjugate expo-
nential distributions to provide a tractable (via the tools described in §5.2) analysis under
the hierarchical Bayesian framework. Note that these models may also be classed as a type
of MRF. The distinction between smooth, textured and edge regions has also been made in
[233], where a cost function approach was used, and the locally adaptive regularisation pa-
rameters estimated based upon a segmentation into clusters of these three types of regions.
However, this method also does not model the higher order correlations between pixels. In the
proposed methods, rather than partitioning a priori into smooth, textured, or edge regions, we
let the model adapt to the underlying structure of the image through the estimation of local
texture features.
Part of the motivation for the models used in this work comes from similar models used for
blind restoration of audio signals in [92, 93]. Firstly, one of the main themes explored in
[92] was that nonstationary models can aid identifiability of model parameters when there is
ambiguity, such as in the case of a convolutive mixture. Secondly, the use of block-stationary
AR (BSAR) signal models has been examined, and these models are adapted here for image
modelling. There are, obviously, significant differences between the types of signals encoun-
tered in audio — speech, music, and so on — and photographic images. The extension from
the 1D case to 2D is one of the problems that is addressed in this work. The concept of
causality, which is meaningful for time-based media, holds no natural equivalent for spatial
processes such as images. Furthermore, images and PSFs are positive valued quantities, ex-
hibiting local non-zero means, unlike audio signals. Hence the models have had to be adapted
to these requirements.
Non-causal AR models were studied and successfully applied for use in texture synthesis [55,
103] and inpainting of missing image details [113]. These existing studies provide a further
reason that they are suitable for representing texture and local features in natural image models.
A previous attempt at using nonstationary AR models for image denoising was given in [32].
There are some resemblances to the models presented in this chapter, however only second-
order processes were used, and these were parameterised by slowly varying basis functions
rather than being estimated locally, and recursive estimation rather than direct estimation was
used. Another way to view the models is from the point of synthetic data generation, and
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misfit of the residual on real data: the smaller the residual error, the better the model can fit a
real image; this is discussed in §6.2.
The AR model along with a general linear convolutive blur results in an ARMA formulation;
this was used previously in the BID problem [107, 123, 210], although in a stationary sense,
with just a few parameters estimated to model the whole image globally. Furthermore either a
causal image model was assumed, or a circulant approximation employed across the whole im-
age. We also build upon these ideas from these models and combine them with the advantages
of using a nonstationary model to adapt locally to different image features.
The remaining chapters of the thesis follow a chronological development of these models and
their inference using three different Bayesian methods. The inference methods themselves
dictate some of the complexity that may be designed into the model, and so the two are in-
extricably tied together. As such we begin in Chapter 7 with the simplest form of the model,
which is a simple 2D adaptation of the causal BSAR model used in [93], in which the ob-
servation noise is also ignored, facilitating tractable marginalisation. This method, although
not equipped with a realistic observation model, provides some useful conceptual examples
and shows the improvements in blur estimation that are possible from a nonstationary model.
A more realistic observation model is then considered, including the problem of including
missing data that appears at the image boundaries; this is necessary for application to real de-
graded images in Chapter 10. With the variational Bayesian (VB) or Markov chain Monte
Carlo (MCMC) methods in Chapter 9 and Chapter 10, simultaneous estimation of the image
is also possible, along with adaptive regularisation based upon the estimated BSAR model.
The complete model is then built up, beginning from the stationary case, then adding in turn
local variance estimation, texture modelling, means, and positivity.
As discussed in §4.3.4, new blur models have not been explicitly designed in this thesis. In-
stead, priors similar to the new image models are applied (with suitable differences in the
hyperparameters, for instance to account for the different smoothness that is expected in a
point-spread function (PSF)). This indicates the adaptability of the proposed models, and
gives adequate results in practice.
After introducing the principles of the block-stationary AR (BSAR) model in §6.2, the math-
ematical formulation of the image model without local means is summarised in §6.3 and then
reformulated with the means in §6.4. Following this the complete hierarchical model includ-
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ing the hyperpriors is described.
6.1 Review of stationary ARMA model based and ML methods
The combination of a stationary AR image model followed by a convolution with a PSF can
be interpreted as an ARMA model. With this notion, BID is reduced to an ARMA parameter
estimation problem [123, 124, 210], for which several solutions have been proposed. We will
use this as a starting point to describe the improvements that may be obtained by moving
towards a nonstationary version of this model.
This model is illustrated diagrammatically as a generative process in fig. 6.1 where the AR
and MA terms are represented as filters (the MA part is an all-zero filter, generally the terms
MA and filter are used interchangeably). The figure shows a synthetic realisation of the image
field, f, being passed through the standard observation model. The AR parameters, af, and
variances, σ2v, in each part of the image are constant. This generative model can also represent
the simultaneous autoregression (SAR) model used in [153], if the parameters af are fixed to
represent the discrete Laplacian.
Stationary AR or Laplacian filter










Figure 6.1: Stationary ARMA model for the source and observed (blurred) images. Each region in
the image is assumed to have the same AR model and blur model.
Based upon the source and observation equations (4.35b) and (2.7) in matrix vector form, the
PDFs of the source and observed image may be found. The prior PDF representing the true
image is found from a linear transformation v = (I − A)f of the excitation, v ∼ N(0, Qv)
(where Qv = σ2vI in this stationary case) , as
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∣∣∣af, σ2v) = N(f|0, (I − A)−1Qv(I − A)−T ) (6.1)
=
√







fT (I − A)TQ−1v (I − A)f
]
. (6.2)
6.1.1 ML Parameter Estimation
The output of the ARMA model is found using the standard observation model, (2.7). Hence
the likelihood of g (this is the marginal likelihood discussed in §5.2.4 and §7.1.1) may be
found by using (4.3) and noting that addition of two independent random variables results





∣∣∣af, h, σ2v, σ2w) = p (Hf) ∗ p (w) (6.3)
= N(g | 0, H(I − A)−1Qv(I − A)−THT + Qw) (6.4)
=
1√












The terms E[ffT ] = (I−A)−1Qv(I−A)−T and E[ggT ] = H(I−A)−1Qv(I−A)−THT +Qw
are denoted Σf and Σg respectively for brevity.
To find the maximum likelihood (ML) solution, it is usual to take logs and re-express (6.5)
as the log-likelihood of θ given g, Lg(θ). The ML solution is found as the solution to the
parameter vector, θ , {a, h, σv, σ2w}, which maximises the log-likelihood expression:
θ̂ = arg max
θ
Lg(θ) = arg max
θ
(
− ln(det|Σg|) − gTΣgg
)
(6.6)
This is a highly nonlinear function of the parameters and cannot be simplified due to the
addition of the Qw term. In order to proceed, it is either necessary to make some approxi-
mations or to use iterative or numerical methods. Lagendijk et al.[123, 124] have considered
different methods for maximising the log-likelihood in [124], including Gradient-based opti-
misation, Recursive filtering, least squares methods (in the noiseless case), and the expectation
maximization (EM) algorithm (described in greater detail in [123]).
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6.2 Introducing Nonstationary concepts
In [93], an autoregressive-autoregressive (AR-AR) model is used rather than an ARMA model,
that is, the observed signal is represented by an AR source passing through an AR filter (in this
case the room acoustic response). Although this does not translate into a typical blur model
when reformulated for two dimensional signals, it does provide a useful conceptual starting
point for investigating the ideas of nonstationarity, as will be seen in Chapter 7. The key
idea behind the nonstationary model used in [93] is that by allowing the source and channel
models to have different rates of nonstationarity, there is no ambiguity and the parameters
of each may be uniquely identified. Clearly if the source and channel parameters occupy a
common space (as poles of the full transfer function in this case) then the problem comes
down to assigning them correctly to the source or channel. If they do not vary with time, or
vary at the same rate, clearly there is no way of telling them apart. This is demonstrated in
[93] via a histogram technique: if some of the poles are time-varying then averaging them over
time should leave only the stationary ones. The source model in [93] assumes that the signals
are locally stationary, given a small enough time window. This results in a block-stationary
AR (BSAR) model, where the signal is partitioned into regular blocks, and within each an AR
model is imposed. This model will be adapted for images in Chapter 7.
Several issues have to be addressed in transferring these models to 2D signals, including causal-
ity of the model, since images do not have a natural causal ordering; representation of the PSF;
inversion of the model; quantity of data (there are far fewer samples in each region than for
audio), computational issues due to the “curse of dimensionality” means processing and mem-
ory requirements increase exponentially; and choice of regions in two dimensions — the shape
and not just length is now an important consideration. The nonstationary models that will
be considered in the remaining chapters are now developed, firstly in an abstract synthetic
manner, followed by a formal specification.
6.2.1 Nonstationary Image Concepts
Assume that we have some segmentation of the image into different regions (this will be de-
fined formally in the next section). Consider now extending the stationary ARMA model to
include a different excitation variance in each region; Qv may now be any diagonal matrix,
parameterised by σv. This gives a nonstationary variance model, as shown in fig. 6.2. This
model gives a slightly more flexible image representation, and will be used as the starting point
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for the experiments in Chapter 9. This model will then be extended to the one shown in fig.
6.3, where the AR parameters themselves are allowed to vary between blocks. This model can
then adapt to different textures and features in the image. This model will also be used with
an additional mean in each block, as in fig. 6.4, because real images are not zero mean and
tend to have a local positive mean value in different parts of the image.
Nonstationary variance AR/Laplacian filter










Figure 6.2: Allowing the image model to have a space-variant variances, σ2vr
Nonstationary AR filter










Figure 6.3: Allowing the image model to have a space-variant variances, σ2vr and AR parameters
afr
6.2.2 Application to modelling of a real image
Clearly the synthetic realisations of the stochastic processes do not resemble real images; how-
ever the extra nonstationary features do allow them to better model real images and therefore
act as priors. If we consider the process in reverse, we can look at the properties of the excita-
tion signal obtained from the true image under the relation v̂ = (I− Â)f. Here a ML estimate
of the AR parameters, âf = (FTaFa)−1FTaf is used. Ideally this excitation signal should be white
87
CHAPTER 6. Proposed Models
Nonstationary AR filter
Region means










Figure 6.4: Allowing the image model to have a space-variant variances, σ2vr and AR parameters
afr , and additional local mean components
noise if the model has done a good job in representing the image.
In fig. 6.5, beginning with the simple stationary SAR model (fixed AR parameters C = (I−A)
where C is the discrete Laplacian) in fig. 6.5(a), we see that the estimated excitation signal has
large impulsive features around the edges in the original image. Allowing for nonstationary
variances makes things slightly more homogeneous, as we see if we scale by the estimated
variance in each block, as shown in (fig. 6.5(b)).
However the best results are obtained when we allow the AR coefficients to be estimated locally,
as in fig. 6.5(c) and 6.5(d). Here we can see the advantage brought by using higher-order
correlations under the AR model (5th order used), compared to more simple nonstationary
processes. Ideally the image model should account for structured components in the signal,
and leave behind uncorrelated noise components. Including means in the model also helps,
especially for lower order models, although the main benefit comes from the AR parameters;
we will see the means help bring stability to the model.
The excitation signal v should be mostly decorrelated through C, though not necessarily




should approach a white Gaussian. We can observe the histograms of of these variables taken
from the sample images. The histograms corresponding to each image in fig. 6.5 are shown
in fig. 6.6, along with Gaussians of the same variance as the sample. Clearly the later figures
start to better approach the Gaussian distribution, especially for lower magnitude samples, al-
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though there are obviously still slightly heavier tails in the samples where we have not entirely
modelled the high frequencies in the edge transitions.
Note that whilst the locations of the edges, which contain the most energy in the estimated
excitation, are spatially sparse and so could also be modelled by a heavy-tailed distribution, this
will likely result in an intractable model for inference. By using a hierarchy of standard con-
jugate exponential distributions (Gaussian and Inverse Gamma) these problems are avoided.
Indeed, an interpretation of the nonstationary variance model, which has been used by Tzikas
et al.[217], is that the variances are modelled as a Student-t distribution. By integrating out
the variances, treating them as hidden parameters in the model we obtain this result. This
is effectively the same result obtained in Chapter 7, when we integrate out the variances as
nuisance parameters, along with the AR model parameters.
6.2.3 Additional model extensions
Of course we are faced with the possible problem of model over-fitting whereby too many
parameters are used to represent the image; for this reason, it is likely that there will be a
optimal range of AR support sizes that model the signal just well enough. However because
of the hierarchical formulation and the use of Bayesian marginalisation, we will in general
not simply estimate a particular set of AR parameters for an image, but attempt to consider
a range of their likely values. The AR model tends to introduce parameters that model low
to mid frequencies which tends to make it suitable as a prior; it is an approximation of the
image based on the observations. Moreover in the methods in Chapter 9 and 10, the AR
parameters are effectively only used for regularising the image restorations. Therefore the issue
of over-fitting should not bias the results for reasonable support sizes.
Furthermore, the assumption of regular rectangular blocks in the image is clearly not a par-
ticularly realistic one. In terms of fitting a model for locally approximating the image (as in
Chapter 7) this is not a huge problem; though if the model is used as a prior it may introduce
artefacts at the boundaries. Clearly one solution to this is to also perform a segmentation of
the image simultaneously as the model parameters are estimated, such that region boundaries
are made to coincide with the edges in the image. Alternatively, small or single pixel blocks
may be used. However, with single pixel regions, there is an issue with correlation between
neighbouring blocks — one possible solution to this problem would be to use a prior that








































































v v with AR & means estimation
Figure 6.5: Excitation signal estimated from a real image under different models. Left column
shows the excitation signal v, right column shows after scaling by the standard devia-
tion of each 8× 8 block.
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(a) v with C =Laplacian

















v v with C =Laplacian













(c) v with AR estimation



















v v with AR estimation












(e) v with AR & means estimation



















v v with AR & means estimation
Figure 6.6: Histograms of excitation signal estimated from a real image under different models.
Left column shows the excitation signal v, right column shows after scaling by the
standard deviation of each 8 × 8 block. Note the better Gaussianity under the AR
models.
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Chapter 9 and 10 for mitigating block boundary artefacts is in fact much simpler, and relies
on estimating the parameters for different random block grids at each iteration. This will be
discussed further in §9.5.1.
6.3 Nonstationary Image Model
We will now present the mathematical formulation for the basic generative image model that
forms the main component of the hierarchical model. This is used as the prior for f, and
also represents a general and flexible 2D signal model that may be adapted to represent the
intensity values of the PSF .
6.3.1 Segmentation of the canvas
We begin by considering an image f, defined on the canvas Sf, of size L+ pixels. We segment
this canvas into R blocks or regions, Rr ⊂ Sf where r ∈ {1 · · ·R}, each of size Lr pixels (the
size of each block may vary in general). We denote by Rr+ the region which is a dilation of Rr
by a support region of shape Saf . The difference between these two regions, which contains
pixels bordering Rr that are in Rr+ is denoted as Rrb , such that Rr+ = Rr ∪ Rrb (see Fig.
6.7). Within each region, we assume a common homogeneous image formation model. A
fixed segmentation of the image is used, but in principle the blind image restoration (BIR)
and segmentation problems may be tackled jointly with the same model using the Bayesian
framework.
Under the fixed scheme we simply use regular square blocks of size mr × nr pixels, such that
Lr is the same for all regions.1 The model described however applies equally to any other given
segmentation, and may even be simply extended to estimate the segmentation as part of the
model. Essentially, we may think of the segmentation as a hidden labelling variable Ψ, which
the model is conditional on. For now, we simply hold Ψ fixed.
The principle of the BSAR model is to find a set of coefficients afr that model the image in
each local region Rr, such that each pixel is the sum of an excitation signal vr(i, j) and the
weighted combination of the pixel’s neighbours within a support region of shape Saf , assumed
to be square, whose size is Laf = (2P+1)
2 −1 for the non-causal model (or (P+1)2 −1 in the
1Apart from at the image boundaries, where the grid may not intersect exactly with the image and smaller
rectangular blocks will then be used.
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Figure 6.7: A regular segmentation of the image support Sf, with the rth region Rr, its border
pixels Rrb , and their union Rr+ shown.
causal case), where P is the AR model order. If the model is a good fit, the excitation signal,
or modelling error, will be small and uncorrelated with the image, and resemble WGN, as has
been described in the previous section.
6.3.2 Image vectors in each region
For a given region Rr, the image values inside it are denoted fr(i, j), and these are raster
scanned to give the vector fr (note that this is possible even for irregularly shaped regions).
The signal at the interior boundary of Rr depends on its neighbours outside of the region,
according to the extent of Saf . These exterior pixels, which are in Rrb , come from the neigh-
bouring regions of Rr, and are vectorised as frb.





T . We will write the length of frb
as Lrb and of fr+ as Lr+ .
6.3.3 2D AR model in each region
We now proceed to model the signal in each block. Let us assume for the moment that the
image in Rr is a zero mean signal, which we will denote f∗r(i, j).
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f∗r(i − k, j − l)ar(k, l) + vr(i, j) (6.7)
where and vr(i, j) ∼ N(0, σ2vr) is a zero-mean WGN excitation signal representing the local
image activity. The AR coefficients ar are non-zero within a (2P + 1) × (2P + 1) non-causal
support region Saf , excluding the pixel k, l = 0.
In vector form, after lexicographic ordering, (6.7) is written as
f∗r = Afr+ f
∗
r+ + vr (6.8)
where vr ∼ N(0, σ2vrILr) is the excitation in Rr.
2 Afr+ is a Lr × Lr+ matrix that performs
convolution between ar(k, l) and an image defined on Rr+ , giving an output on Rr. We can
partition this as Afr+ = [Afr |Afrb ], where Afr takes input only from Rr and Afrb from Rrb .
Note that while Afr is BTTB, Afr+ is only BTTB under suitable re-ordering. Now defining
Ir+ = [ILr |0Lr×Lrb ], the excitation signal in Rr may be written
vr = (Ir+ − Afr+ )f
∗
r+ = Cfr+ f
∗
r+ (6.9)
or equivalently vr = f∗r+ − F
∗
arafr . (6.10)
The vector afr is of length Laf . The Lr × Laf matrix F∗ar is also BTTB, and performs con-












pixels from the neighbouring regions to Rr.
6.3.4 Whole image model
Because the excitation is independent across blocks, we can use it to form a common model
for the whole image. Define v ′ = [vT1 , · · · , vTR]T , the concatenation of the excitation across
all the regions in the canvas Sf, and a similar block-wise lexicographic scanning of f(i, j) as
2We use the notation 1M or 0M for a vector of M ones or zeros, and 1M×N or 0M×N for an M×N matrix of
ones or zeros. IM is the M×M identity matrix.
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f ′∗ = [f∗T1 , · · · , f∗TR ]T . Then by stacking (6.9) and (6.10) for all r = 1 · · ·R we may write
v ′ = (IL+ − A
′
f)f
′∗ = C ′ff
′∗ (6.11)
= f ′∗ − F ′∗a af, (6.12)
where we have also defined af = [af1
T , · · · , afRT ]T . Here F ′∗a is a block-diagonal matrix




f are similarly constructed with their
diagonal blocks as Afr and Cfr , but off-diagonal blocks contain appropriate parts from Afrb
according to the neighbouring regions, for r = 1 · · ·R.
The vector v ′ is not in standard lexicographic ordering. We can re-order it as v = Pv ′, where P
is a permutation matrix that converts the block-wise scanning to lexicographic ordering across
Sf. Then we have
v = (IL+ − Af)f
∗ = Cff
∗ (6.13)
= f∗ − F∗aaf (6.14)
where Cf and Af are nonstationary BTTB matrices with entries taken from the matrices Cfr+
and Afr+ for r = 1 · · ·R, relating pixels in v and f according to (6.9). F
∗
a contains entries from
F∗ar according to (6.10).
Now, using the PDF of the excitation signal in each block vr ∼ N(0, σ2vrILr), and the fact that
these are independent, we may write
p
(





























v ′TQ−1v ′ v
′] (6.17)
where σv = [σ2v1 , · · · , σ
2
vR
]T , and the diagonal matrix Qv ′ is formed from the excitation vari-
ances in each block, σ2vr ; for example as Qv ′ = diag(σv) ⊗ ILr , in the case when the blocks






]T ). Now the PDF of
v = Pv ′ is given by
pv (v | σv ) = pv ′
(
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where the covariance of v is defined as the diagonal matrix Qv = PQv ′PT .
Finally, by applying a probability transformation to (6.20), using (6.13), the extended zero-
mean image prior PDF may be written as













∣∣0L+ , Σf+ ) , (6.22)







Note that the while the excitation signal v is independent in each region, the image in each
region depends on its neighbours.
In summary, the block stationary model splits the image into blocks within which the image
is assumed a stationary process, allowing different AR parameters in each block. With all
the AR parameters organised into a vector af, each row of the F∗a matrix must contain the
contributions from other pixels in the image in the column positions corresponding to the
position of the particular AR parameters from the block to which this pixel in the same row of
f∗ belongs. The width of the F∗a matrix depends on the number of AR parameters used in the
model, which again depends on the model order and whether the source is assumed causal or
non-causal (i.e., by the size of the support region, Sa).
6.4 Extension to include means
So far, we assumed that the image was a zero-mean signal. In practice, unlike e.g. audio
signals, it will be positive valued, with a spatially varying local mean. Therefore we can add
a mean value to each region to improve the model. We let the zero mean signal f∗r(i, j) be
equal to fr(i, j) − µfr , where µfr is the mean of region r. The results from before hold, but we
should be more careful in defining the excitation signals to find the PDF of f. The details are
presented in this section.
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6.4.1 2D AR model with means in each region
We define the mean vector for the regions as mfr = µfr1Lr , mfr+ = µfr1Lr+ , mfrb = µfr1Lrb .
Note the complication here compared to the case without the mean, that in considering each
region Rr+ we consider the signal to have the same mean as inside Rr. Then, letting f
∗
r =
fr − mfr , the vector form of (6.7) becomes
fr − mfr = Afr+ (fr+ − mfr+ ) + vr (6.24)
= Afr(fr − mfr) + Afrb(frb − mfrb) + vr (6.25)
= Afr+ fr+ − Amrmfr + vr (6.26)
We have used a trick in (6.26) to rewrite the term Afr+ mfr+ = Afrmfr + Afrbmfrb as
Amrmfr . Recall that Afr is an Lr × Lr BTTB matrix, and Afr+ extends this convolution
to include input from Rrb . We then define Amr as an Lr × Lr BCCB convolution matrix; it
performs convolution between ar(k, l) and an image defined on Rr under toroidal boundary
conditions. Then the above equivalence holds, due to the fact that the mean vectors have the
same value across Rr+ .
An example will clarify this; we show a 1D case for simplicity but the same result holds for 2D
images under lexicographic ordering. The equivalence is expanded as:
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Afr+︷ ︸︸ ︷
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Then the excitation signal in Rr may be written
vr = (Ir+ − Afr+ )(fr+ − mfr+ ) (6.29)
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= Cfr+ fr+ − ηfr (6.30)
or equivalently vr = (fr − mfr) − (Far − Mar)afr . (6.31)
where Mar = µfr1Lr×La , and we introduce the vector ηfr , which may be expanded as either
Cfr+ mfr+ or equivalently Cµrmfr , where Cµr , (ILr − Amr) . The Lr × Laf matrix Far =
F∗ar +Mar performs convolution between fr+ and AR coefficients defined on Saf . Finally note
again that we can also expand Cfr+ fr+ as Cfrfr − Afrbfrb. This is useful to help to define the
complete image model.
6.4.2 Whole image model with means
If we now define the stacked vectors f ′ = [fT1 , · · · , fTR]T , mf ′ = [mfTf1 , · · · , mf
T
fR
]T and η ′f =
ηTf1 , · · · , η
T
fR
]T , and concatenate v ′ = [vT1 , · · · , vTR]T as before, we have
v ′ = (IL+ − A
′
f)f





′ − η ′f (6.33)
or equivalently v = (f ′ − mf ′) − (F ′a − M
′
a)af, (6.34)
where we can also write η ′f = C
′
µ+mf
′ = (IL+ − A
′
m)mf
′. Here the matrices F ′a, M ′a,
C ′µ+ , and A
′
m are block-diagonal matrices whose blocks are the respective terms in (6.29),
(6.30), and (6.31) for r = 1 · · ·R. The matrices A ′f and C ′f are similarly constructed with their
diagonal blocks as Afr and Cfr , but off-diagonal blocks contain appropriate parts from Afrb
according to the neighbouring regions, for r = 1 · · ·R.
By reordering the vectors f ′, mf ′, η ′f and v
′ into the standard lexicographic scanning as before
using the permutation matrix P, the complete BSAR model with means may be written as
f − mf = Aff − Ammf + v, (6.35)
and we may rewrite the definition of v using the exact same terms as in (6.32), (6.33) and
(6.34), without the dashes:
v = (IL+ − Af)f − (IL+ − Am)mf (6.36)
= Cff − ηf (6.37)
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or equivalently v = (f − mf) − (Fa − Ma)af, (6.38)
where ηf = Cµ+mf = (IL+ − Am)mf. The matrices without dashes are permuted from their
dashed versions according to the new ordering. Observe that if the vectors afr were all the
same, then Cf and Af would now have BTTB forms.
The PDF of v = Pv ′ is as before in (6.20). Thus by applying a probability transformation to
(6.20), using (6.37), the non-zero-mean extended image prior PDF may be written as












∣∣µf+ , Σf+ ) , (6.40)
where Σf+ = E
[
(f − µf+)(f − µf+)
T
]
= (IL+ − Af)
−1Qv(IL+ − Af)
−T . (6.41)
and µf+ = (IL+ − Af)
−1(IL+ − Am)mf. (6.42)
Here we denote µ = [µf1 , · · · , µfR ]T , i.e. the vector of coefficients parameterising the mean
image — rather than the mean image within Sf, which is µ. This completes the full image
model specification, with one small caveat. To get rid of the dependance on af in the de-
terminant in (6.39), we will may in practice assume a causal AR model to make some later
calculations tractable; however if we assume that af is known then we are free to use the full
non-causal representation. We will also make the approximation that the determinant is in-
dependent of af in order to use the full non-causal model; this appears not to give too many
problems in practice if we have a suitable prior for af to ensure the parameters are stable.
6.5 Hyperprior Models
The image prior model that has been described depends upon three hyperparameters: af,
σv, mf. Because in the hierarchical Bayesian approach it is considered that these parameters
are also unknowns, the next stage is specification of hyperpriors defining the distributions of
their likely values. This helps to remove dependance on exact specification of the parame-
ters in the image prior, allowing us to set a range of possible values according to our expert
knowledge, with a certain degree of confidence. We use conjugate priors, which helps to en-
sure tractability when either marginalising or using VB or Gibbs sampling methods, as the
resulting conditional distributions are of the same known forms.
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The AR parameters are assumed to be Gaussian distributed.3 While an uninformative uniform
distribution may be used reliably for the means (there are a large number of observed data
points available for their estimation), in the complete model, we constrain them to be positive
by using a vague (large variance) rectified Gaussian, denoted by (N+ (θ | ·). These hyperprior
distributions are then:






∣∣∣ 0, δafr ILaf ) (6.43)
p (µf | δµf ) =
∏
r∈{1···R}
N+ (µfr | 0, δµf ) (6.44)
For the hyperparameters which are variances of Gaussian distributions, the standard conjugate
priors are IG distributions (see §4.1.6);4 thus we have:














σ2w | αw, βw
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(6.46)
6.5.1 Reparameterisation of Inverse-Gamma distribution
For convenience in specifying the priors for the IG distributions, we use a similar idea as in
[153] to reparameterise the PDFs in terms of their expected value and a confidence parameter.
This also gives a more intuitive meaning when updating the distributions in the VB approach.
We will see that the conditional distribution in the posterior resulting from multiplying two
IGs, IG (θ | αθ, βθ ) and IG (θ | x, y), is proportional to IG (θ | α, β) = IG (θ | αθ + x, βθ + y);
αθ and βθ come from the prior, whose mean βθαθ−1 we will now denote by E
0 [θ]. Then to find
































3They should be constrained to lie within a stability region, but in practice it is usually sufficient to constrain
their variance by setting the hyperparameters suitably to ensure stability of the model. Improved modelling of the
AR parameters is a possibility for future work.
4we could equally model the inverse of the variances with Gamma distributions and obtain similar results
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which is a combination of the prior mean and the term yx weighted by a confidence parameter,
γθ, which takes values between zero and one. Thus we may supply E0 [θ] and γθ in place of
αθ and βθ. The reasons for this procedure will become more clear when we consider the VB
approach.
6.6 Blur model
So far we have described the nonstationary model for image representation. However, with
appropriate selection of the hyperparameters, this model can also be used as a very flexible
general blur prior
For instance, it includes as a special simplified case the stationary SAR model used in [153],
where only a global variance representing PSF smoothness is estimated. Setting the hyper-
paremeters to encourage a larger amount of smoothing can efficiently represent a Gaussian or
other types of blurs such as atmospheric turbulence or softening due to spherical aberration,
which typically do not possess sharp features.
For other types of blurs, such as out-of-focus blur where there are sharp edges due to the shape
of the lens aperture, a non-stationary blur with means and AR parameters can effectively
represent these features.
Although we will consider subsets of the model, the full blur model is defined analogously to
the image model; we partition the PSF support Sh into Rh blocks, each denoted Rhr . Then
the model is defined, where all parameters have similar meanings as their counterparts in the
image model, as:




∣∣ h̄, Σh ) , (6.49)
where Σh = E
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∣∣ δahr ) = N (ahr ∣∣∣ 0, δahrILah ) , (6.52)
p (µhr | δµh ) = N
+ (µhr | 0, δµh ) , (6.53)
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In practice for the initial experiments we use a much simpler blur model. In the MMAP ex-
periments in Chapter 7, for instance, the prior is uniform, except we constrain the parameter
space to a more restricted set by estimating the inverse of the blur. In the subsequent experi-
ments, we begin with a classical smoothness prior using the discrete Laplacian, i.e. fixing the
matrix Ch and only estimating a single variance. The full model will become useful when
considering estimation of all the parameters with Gibbs sampling in Chapter 10.
6.6.1 Positivity constraints
One other important physical phenomenon that is commonly imposed on the blur is the
constraint of positivity of the PSF values, due to energy conservation. We will also make use
of this constraint in Chapter 10. This constraint greatly reduces the ambiguity in the solution
space, although is difficult to impose correctly as part of the model. In the past, this constraint
has been imposed deterministically, for instance as part of a POCS type algorithm in [117].
Here we propose actually modelling the blur prior PDF as a distribution that only admits
positive values; although we could investigate other distributions such as the log-normal, we
will consider the use of a rectified normal distribution.
6.7 Complete Model
The full model that will be used in Chapter 10 is shown in the directed acyclic graph (DAG)
in fig. 6.8. The various experiments in the remaining chapters used different simplifications
of this complete model.
6.8 Conclusions
In this chapter, the new image and blur prior models that will be used in the coming chapters in
this thesis have been presented. We began by discussing some of the features and problems of
existing models, and the notions of why nonstationarity and higher order modelling is useful.
We then reviewed existing stationary AR models and then described in a generative sense the
new nonstationary model. Applying this concept in reverse, we consider the excitation signal
that is responsible for generating the image.
We may fit the model to a real image and estimate this excitation, and hope that it is a good fit
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Figure 6.8: Graphical model showing relationships between variables
to the distribution prescribed by the model. Many image models take the approach of trying
to fit a heavy tailed distribution to model the non-Gaussianity of the excitation, after filtering
with some type of differencing operator. We show our model performs a similar goal in the
opposite manner, by finding filters that try to Gaussianise the signal. Moreover, because we
are using filters with a larger support than local difference operators, we stand a better chance
of reducing correlation in the residual, making it white as is expected from the model, whereas
methods that only model the heavy-tailed nature of the differences do not take the residual
correlation into account. This is one explanation for why we can better model texture in the
image.
In the remainder of the chapter, we described the probabilistic formulation of the model,
beginning with a case when we do not include local means, then the case with the means.
We also described the hyperprior distributions which are used in the hierarchical Bayesian
framework to model the unknown hyperparameters in the model. Finally we described that
the image model may also work as a reasonable blur prior in certain cases, even though it was




In this chapter, Bayesian marginalisation techniques are employed in order to estimate the
blur parameters directly from the degraded image. This extends the methods in [93] to two
dimensions. However, certain approximations are needed in order to make this analysis pos-
sible; this means that the resulting algorithm is not so suitable for application to real images.
Nevertheless, it provides some useful insight into the BID problem, and gives a foundation for
the methods that will be investigated in the remaining chapters. The method described in this
chapter was presented in [24].
One of the standard approaches to performing parameter estimation is MAP estimation (see
§5.2.1). For the BID problem, direct maximisation of the posterior distribution is intractable
due to dimensionality and high non-linearity. Hence alternating minimization (AM) is usu-
ally applied to linearise the optimisation and obtain an approximate solution. The Bayesian
methodology lets us reduce the parameter space through marginalisation, resulting in the max-
imum marginalised a posteriori (MMAP) method: optimisation is now performed over the cost
function defined on the smaller parameter space.
The principle of the MMAP method is to develop an image model that facilitates integrating
out the nuisance parameters — parameters in the model whose actual values are not really
of interest. Although we could, for instance, estimate the AR parameters in the model from
the degraded image, then use these to restore the image in a two-step procedure, this would
give a sub-optimal result, relying on a single estimate of these parameters. The process of
marginalisation analytically takes care of accounting for the range of possible values these
parameters may have when performing any further estimates, without the need to explicitly
know their values. The only problem is that the models must be chosen very carefully in
order to allow the required integrals to be found analytically, or else we must rely on numerical
techniques such as Markov chain Monte Carlo (MCMC) (see Chapter 10).
The model that will be used in this chapter will allow for marginalisation of the image, and the
image model parameters themselves, resulting in a PDF for the blur parameters (here denoted
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as h ′) given the observed image, p
(
h ′ | g
)
. This is, in a sense, in the category of a-priori blur
estimation methods, because this blur estimate will then be used to restore the image f, which
was itself marginalised at the start of the process.
The blur model that is used here has a different parameterisation from the rest of the thesis.
This parameterisation in fact model the inverse of the blur, so that effectively a restoration
filter is being estimated. Consequently these parameters — which will be denoted h ′ in order
to avoid confusion with the regular PSF coefficients h — lie in the same parameter space as
the AR image model parameters. This concept will be used to illustrate why the nonstationary
model can help in estimating the blur parameters. These ideas are due to the related method
for audio used in [93], where it is natural to assume AR source and channel models.
As there is a deterministic relationship between h and h ′, we will continue to write the dis-
tributions conditional on h and transform to the parameter space of h ′ to perform the final
optimisation. In the following sections, firstly the posterior distribution for the model used
in this chapter is found, followed by a description of the marginalisation, and then a descrip-
tion of how the optimisation is performed in the parameter space of h ′. Finally examples
of blur estimation for several synthetically generated images are presented, demonstrating the
performance of the method; these show how the nonstationary image model affects the blur
estimation results.
7.1 System model and MMAP method
In this chapter, a slightly simplified hierarchical model is used compared to the complete
model; in this section the distributions and model approximations necessary to the find the
resulting posterior are developed. Firstly the true image is marginalised from the model in
§7.1.1, before discussing an approximation in §7.1.2 necessary to find a posterior amenable
to marginalisation of the nuisance parameters, which is found in §7.1.4.
7.1.1 Marginal Likelihood
To begin the formulation, a reinterpretation of the likelihood used for ML parameter esti-
mation in §6.1.1 is provided. This likelihood, p
(
g
∣∣af, h, σv, σ2w ), of equation (6.5), was
found by a probability transformation of the prior for f, and the addition of the noise as the
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combination of two Gaussian random variables. This effectively eliminated f from the model
(as shown in fig. 7.1), and therefore this likelihood may be viewed as the marginal likelihood.
That is, the complete likelihood includes g and f. In this section, an alternative derivation for

















Figure 7.1: (a) Initial observation & prior image model for the MMAP method; (b) After
marginalising the image f.
Consider the conditional likelihood obtained from the standard observation model (4.3):













By applying the AR model prior distribution for f from (6.2),
p (f | af, σv ) = N (f | 0,Σf ) =
√







fT (I − A)TQ−1v (I − A)f
]
, (7.2)
we obtain the following joint distribution (or complete likelihood, using the EM terminology),




∣∣∣af, h, σv, σ2w) = p (g ∣∣∣ f, h, σ2w)p (f | af, σv ) (7.3)
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We will make use of the following Gaussian integral result: for an arbitrary matrix Γ, vector β


























Using this result, with Γ = Σ−1f + H
TQ−1w H, β = HTQ−1w g and α = gTQ−1w g, f can be




∣∣∣af, h, σv, σ2w) = ∫ · · · ∫ p (g, f | af, h, σv, σw ) df (7.6)
=
1√


































The final result here, (7.8), is found by applying the matrix inversion lemma.1 This marginali-
sation process is represented in the graphical model of fig. 7.1(b).
7.1.2 Effect of additive noise — approximate ML model
As described in §6.1, the standard likelihood expression (7.8) is highly non-linear in the pa-
rameters, so direct maximisation is prohibitive; furthermore it is not in a form where it is
possible to analytically to marginalise af and σv, due to the presence of Qw, which depends
on σ2w. Therefore for the MMAP method, the approximation that the additive noise w is
negligible will be assumed, i.e. σ2w → 0 such that Qw can be omitted.
Firstly, dropping the noise covariance Qw from (7.8), the determinants become separable:
p (g | af, h, σv ) =













1This Lemma is stated for some arbitrary matrix M and a positive definite matrix XXT as:
(M−1 + XXT )−1 = M −
(
MX(I + XT MX)−1
)
XT M = M − M
(
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The matrices I − A and H will have a BTTB form in each case, which can make inference
for these parameters significantly more challenging. One option is to approximate them with
BCCB matrices (this is discussed for H in §7.4), however we do not do this but instead, a
causal image model support is used in this chapter which further simplifies the expression. A
causal support means the determinant will be lower triangular and equal to unity — otherwise
it must be calculated in full. This gives a form of the likelihood leading to a posterior from
which the AR parameters can be analytically marginalised:












(I − A)TQ−1v (I − A)f̂
]
, (7.11)
where the term H−1g has been denoted by f̂ for clarity. Note that this is not a probability
transformation. The data matrix corresponding to f̂ is denoted F̂. f̂ is effectively an inverse
filtered image estimate given a particular h; we could in practice heuristically replace this with
a regularised estimate, once we have identified the PSF coefficients. However our current goal
is investigating the estimation of PSF parameters.
7.1.3 Prior distributions
To complete the hierarchical model for the MMAP method,the priors on the unknown model
parameters need to be specified. The choice of priors described below lead to the final hierar-








Figure 7.2: Full hierarchical model for the MMAP method.
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7.1.3.1 Image variances
Two models are considered in this chapter for the image variances parameterising Qv. Firstly,







as described in §6.3.4. The general prior for σv is the IG model described in §6.5, i.e.





σ2vr | αvr , βvr
)
. (7.12)
We assume here that the hyperparameters {αvr , βvr } are known and constant across the image,
equal to {α, β}. As (α, β) → 0 the distribution tends to σ−2, an uninformative Jeffreys’ prior.
Although we can choose {α, β} to better reflect the likely range of variances, for simplicity at
this stage the Jeffreys’ Prior is used.
The second model is the simplified case where the variance σ2vr is constant across the whole
image. In this case, (7.12) simply becomes
p (σv | α, β) = p
(




σ2v | α, β
)
. (7.13)
7.1.3.2 Image AR coefficients
The AR parameters in the BSAR model should be chosen from the bounded set that lead to
stable 2-D filters, however this is a difficult constraint to impose analytically as a PDF. Instead,
we will use the standard zero-mean Gaussian prior with known variance δaf to approximate
the requirement. However, to facilitate marginalisation of the variances σv, we write this
variance as a multiple of the local image variance σ2vr in each block, i.e. δafσ
2
vr (this relation
is indicated in fig. 7.2). This does not affect the degrees of freedom of the model and merely
aids tractability. The resulting distribution is






∣∣∣ 0, δafσ2vrILaf ) (7.14)
= N (af | 0, δafRv ) (7.15)
where Rv is a diagonal matrix of size Laf×Laf = R ·Lafr ×R ·Lafr , where Laf is the dimension
of af and Lafr is the dimension of afr . In the single variance parameter case Rv = σ
2
vIR·Laf ,
or in general, for uniform sized regions, Rv = diag(σv)⊗ ILaf .
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In the limiting case, where the hyperparameter δaf tends to infinity, the distribution becomes
uninformative. However to ensure stability of the resulting AR filters, using an empirically
chosen value proves to be necessary. Although we do not show it here, it is also possible to use
a hyperprior to model the distribution of the unknown δaf (see the discussion in §9.6).
7.1.3.3 Blur model
The issue of blur modelling has been discussed in Chapter 4. As a result, the prior for h
depends on the particular blur model chosen. For simplicity in this chapter, however, we
choose an uninformative uniform distribution over the coefficients h (and hence also over the
actual estimation space of h ′). As will be seen in §7.1.7, we then constrain the blur estimates
to a transformed and reduced parameter space defined by h ′.
7.1.4 Posterior PDF
Using the priors as described in §7.1.3, Bayes’ Rule may be applied to the marginal likelihood
to obtain the posterior pdf for the model parameters given the image estimate f̂ (which is
implicitly calculated from the blurred image g).
p (h, af, σv | g) =
p (g | h, af, σv ) p (h, af, σv)
p (g)
∝ p (g | h, af, σv ) p (h) p (af | δaf , σv ) p (σv)
∝ det |Qv|
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f F̂





Notice that since we only wish to find a function that can be maximised by varying the pa-
rameters, any constants of proportionality not dependant on the model parameters may be
ignored. As there are two possible forms for p (σv), we have not yet substituted for this vari-
able, because they do not affect the first stage of marginalisation over the AR coefficients af.
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7.1.5 Marginalisation of nuisance parameters
Estimation of the AR model parameters and variances is not directly relevant to estimation
of the blur parameters: they are regarded as nuisance parameters that may be removed by the
process of marginalisation provided by the Bayesian framework. The principle is to partition
the parameter vector into two sets — those of interest, and the nuisance parameters — and





p (h, af, σv | g) daf · dσv (7.17)
The integration is done in a similar manner to that described in [93], via standard Gaussian
and Gamma integrals. Marginalisation under the two possible models for the excitation vari-
ances σv are considered in Appendix D, depending on whether a single variance is chosen for
the whole image, or an individual variance parameter for each block. In the former case the
result is:







F̂(F̂T F̂ + δ−1af ILaf )
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F̂T f̂ + 2β
)− L++1+2α2
det
∣∣∣F̂T F̂ + δ−1af ILaf ∣∣∣ 12
, (7.18)



















F̂Tr f̂r + 2βvr
)− Lr+1+2αvr2
det
∣∣∣F̂Tr F̂r + δ−1af ILafr ∣∣∣ 12
 .
(7.19)
7.1.6 Blur Parameter Estimation
To perform blur estimation with the MMAP method, the marginal posterior in (7.18) or
(7.19) is maximised over the space of possible blurs. The complicated form of these equations
means that numerical optimisation is required to solve this problem.
It is usual to take the negative log and minimise:
ĥ = arg min
h
(
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For each blur ĥ under test, the procedure essentially consists of finding a restoration f̂ of the
whole image using this particular Ĥ, then (7.19) effectively checks how well this conforms to
our model. The term
f̃r = F̂râr = F̂r
{





may be regarded as a prediction of f̂r using an estimate of the AR parameters for this block,
âr. Then the model fitting term given by f̂T (f̂ − f̃), as used in the numerator of equation
(7.19), is the prediction error weighted by the local image magnitude.
Using this notation, the optimisation procedure becomes in the single variance case2
ĥ = arg min
h
[
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and for the variance-per-block approach:
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7.1.7 Blur re-parameterisation: Implementation details
Although the method presented so far should apply to a general linear blur model, such as
the commonly used non-causal MA PSF model, in the experiments in this chapter, a causal
parametric AR blur is used. There are several reasons for this: firstly, choosing a causal model
means that the complicated det |H| term need not be evaluated; secondly, this conforms to
work in [93] where the method has been extensively tested in the 1D case. Moreover, by letting
the blur and image model share the same parameter space, we can observe some important
features of the model and how nonstationarity can aid blur estimation.
Furthermore, due to the approximations made to derive the MMAP expressions, an inverse
2Note that we can decompose into the summation over blocks as shown here, because the matrix F is block
diagonal), as described in Appendix D
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filtering operation is used to find f̂ = H−1g. This does not incorporate any regularisation;
however with an AR blur model, H−1 is well defined, and we are effectively estimating an MA
restoration filter which does not severely amplify noise. A regularised estimate for f̂ could be
used here, but as it is not part of the model, parameter estimates may not be optimal.
We will later briefly consider in §7.4 the MMAP approach with the standard non-causal (and
MA) models, and describe the problems that are encountered. The methods presented in the
rest of the thesis will largely avoid these problems with causality and also allow regularisation
of the image.
Here we use a “deterministic” parametric approach whereby the set of parameters to be esti-
mated in h directly generate the PSF according to the parametric AR model. As mentioned in
the chapter introduction, we let h define the PSF used in H in the usual way, then let:
H = (I − H ′)−1, (7.24)
where H ′ is another BTTB matrix parameterised by h ′. The estimation in (7.23) is then
performed over the space of h ′. For the experiments presented here we constrain h ′ to a first-
order causal case, i.e. h ′ = [h1, h2, h3]T , which parameterises the defining kernel h ′ used to
construct H ′ as




where the • marks the centre of the kernel image, which is always zero.
7.2 Experimental Results
A number of experiments that were performed using the MMAP method will now be de-
scribed, along with conclusions reached. We begin by generating synthetic datasets according
to the model chosen, and blurring with known PSFs, in order to validate and test the algo-
rithms’ performance, before attempting to proceed to cases where the data does not conform
exactly to the model, and using real images. Results are shown for the selection of different
block sizes and model orders.
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7.2.1 Experiment 1. — AR-AR model, Single blocks
Firstly we consider the case of a synthetically generated image, with various numbers of blocks
according to the BSAR model. We begin by using the AR-AR model (AR blur and AR source
image) similar to that used in the blind deconvolution method for acoustic signals in [93].
To begin with, a single block is used, corresponding to a spatially invariant image f. We
consider a simple first order image model, with causal support, which matches that for the





An example of a synthetic image f = (I − A)−1v generated with this model, using is shown
in fig. 7.3(c). The WGN realisation used to generate this, v, is shown in fig. 7.3(a). The
parameters for the source image were chosen as aT = [0.45, 0.35, 0.025]. When f is blurred
according to g = (I − H ′)−1f, the image in Fig. 7.3(d) is obtained. The parameters for the
blur were chosen as h ′ = [0.55, −0.1, 0.025]T . The additive observation noise is not included
at this stage. We now attempt to estimate the parameters of the blur.
Since there does not exist an equivalent to the fundamental theorem of algebra in dimensions
higher than one [116], it is not generally possible to produce a factorisation of the polynomial
space to produce a pole-zero type plot as may be done in 1D. Thus it is not easy to visualise on
a 2D plot more than two parameters at once; hence we choose to assume one of the parameters,
h3 is known, and for these experiments only estimate h1 and h2. A contour plot in (h1, h2)
space may be produced, showing the value we seek to minimise: the − log(PDF) of the blur
parameters, from (7.23). This is plotted over a grid of points centred around the (known) true
value of the parameters3. Since the excitation signal v is random, each run of the simulation
generates different realisations of the process.
Fig. 7.4(a) shows p (h1, h2) from a realisation where the minimum (marked with a circle)
occurred at the wrong place, near to the source AR parameters (a1, a2) in fact.4 When the
3In the plots shown, the − log(PDF) has been mapped to the range 0–1 and compressed with a monotonic
power law mapping z→ zζ, 0 < ζ < 1 to maintain a reasonable spacing of contours in flatter areas of interest near
the minima (the contours may appear artificially close in the immediate proximity of the minima, as in fact the
PDFs are quite flat here).
4It is important to realise that (h1, h2) share the same parameter space as (a1, a2), since we have chosen h3 = a3,
and the two models share the same form. (a1, a2) is marked in the figure with a triangle.
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(a) Source excitation noise image, v (b) v filtered with AR blur parameters
(c) Synthesised source image f (v filtered with
source AR parameters)
(d) AR Blurred image g (f filtered with AR blur
parameters)
(e) g deblurred with incorrect parameters, cor-
responding to estimate of fig. 7.4(a)
(f ) g deblurred with correct parameters, corre-
sponding to estimate of fig. 7.4(b)


















(a) Incorrectly estimated blur parameters
h1
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(b) Correctly estimated blur parameters
Figure 7.4: Experiment 1. Probability for AR blur parameters for single-block image. Contours
show p
(
h ′ | g
)
, with blue giving high probability and red low probability. The true
value of (h1, h2) is marked with a white star, and (a1, a2) with a yellow triangle,
while the estimate of (h1, h2) is indicated by a blue circle.
blurred image is deblurred with these parameters, the image in fig. 7.3(e) is produced. Notice
the similarity to the image being synthesised from v with the af parameters instead, as in
fig. 7.3(b). In another realisation, the estimated h ′ parameters were near their true values
(marked with a star), as shown in fig. 7.4(b), giving the deblurred image of fig. 7.3(f ). These
realisations occur with roughly equal probability since there is nothing to distinguish the two
parameter sets when there is only a single block, i.e. there is an ambiguity between (a1, a2)
and (h1, h2).
7.2.2 Experiment 2. — AR-AR model, Effect of multiple blocks
The experiment of §7.2.1 is repeated, but now different AR parameters for the source image
are assigned to each of 16 different blocks (a 128×128 image is being used so each block is
32×32 pixels). These parameters are again marked as triangles on the probability plots (again
they all share the same fixed value of a3 as before). Firstly, the excitation variances are set the
same in each block. This yields the source image of fig. 7.5(a), which is blurred with the same
h as before to give fig. 7.5(b).
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(a) f (b) g
Figure 7.5: Experiment 2. 4×4-block image, same variance for each block
(a) f (b) g
Figure 7.6: Experiment 2. 4×4-block image, different variance for each block
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The using the two different formulations, assuming either an individual variance in each block,
(7.23), or a global variance, (7.22) are now compared. These PDFs are evaluated and are
shown in figs. 7.7(a) and 7.7(b) respectively. For these experiments, the results from 5 re-
alisations have been averaged together to iron out fluctuations caused by using limited data
sizes. As can be seen, there is very little difference between the two formulations, the correct
model in this case (fig. 7.7(b)) having marginally tighter contours in the flat region around
the minimum.
However when the source image actually does contain separate variances for each block, as in
figs. 7.6(a) and 7.6(b), using the correct model of (7.23) gives a much superior result as can
be seen from the plots of figs. 7.8(a) and 7.8(b). In general though, we can conclude that
all of these estimates are more accurate than the case for a single source AR parameter set, or
equivalently, the same parameters in each block.
7.2.3 Experiment 3. — AR-AR model, Estimation using incorrect block size
If the block size in the source image is reduced, more local features can be modelled. However
there is less data to use in each block to perform the estimation. An example using 256 blocks
is shown in fig. 7.9(a), and the corresponding probability plot from the blurred image (not
shown) in fig. 7.9(b). The variance-per-block formulation is used from now on. It can be
seen that the estimate is correct, and the probability similar to the previous one, fig. 7.8(b),
except the variance of the estimate is now much reduced due to the increased variability of the
underlying source image.
When the incorrect block size is used, as in fig. 7.10(a), where the same 32×32 pixel block size
as before is used to estimate the probability (although the source image is that of fig. 7.9(a)),
it can be seen that the estimate is still almost correct, but there is a lot more uncertainty
introduced.
7.2.4 Experiment 4. — AR-AR model, Estimation using incorrect model order
Using a higher model order for the source parameters during estimation should again be able
to represent more complicated images. Once more it would be expected that more data is
required for a satisfactory estimate. In fig. 7.10(b), the previous experiment is repeated using
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Figure 7.8: Experiment 2. Probability for AR blur parameters for 4×4-block image, different
variance for each block
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(a) f, 8×8 pixel blocks
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h 2
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for fig. 7.9(a), estimated with correct block
size (8×8 pixels) and model order (1)
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for fig. 7.9(a), estimated with incorrect block
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)
for fig. 7.9(a), estimated with incorrect
model order (3) and block size (32×32 pixels)
Figure 7.10: Experiment 3. Probability for AR blur parameters for 256-block image (8×8 pixel
blocks)
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clearly shows unsatisfactory results.
When the correct block size but incorrect model order is used (it is overestimated as 3 again),
the situation is improved, as in fig. 7.11(a). For comparison, if we generate a synthetic image
f (not shown) with a source AR model order of 3, and estimate this correctly, the plot of fig.
7.11(b) is produced. The AR parameters cannot be plotted on this figure since they do not
occupy the same parameter space as the blur parameters any more (they are drawn from a
Gaussian distribution around 0). Also shown in fig. 7.12 are the results from the same experi-
ment using 16 (32×32 pixel) blocks, with the correct assumptions about block size and model
order; again we see that using larger blocks is not as effective as smaller blocks in general5.
However we may also note that in general that as the AR model goes up, the total number
of parameters to be estimated increases and the variance of the estimates increases. From this
point of view, the best estimate was that of fig. 7.9(b), where the source and estimation orders
are both 2. Unfortunately in conflict with this, we may need higher order models to better
model real images.
7.2.5 Experiment 5. — AR-AR model, Effect of additive noise
Recall that the models used in this chapter do not account for observation noise. The effect
on the blur estimates of introducing the noise w back into the test image is now considered.
Using the standard measure of blurred-image SNR (BSNR), defined as:




some of the previous experiments are repeated with additive WGN. In fig. 7.13(a), we see a
10dB BSNR image still yields a reasonable estimate in the case of a correctly chosen AR(1)
model with 256 blocks (compare to fig. 7.9(b)). For 16 blocks and 10dB BSNR in fig.
7.13(b), the estimate is less certain (compare to fig. 7.8(b)). Down to 10dB, the variation for
both was fairly minor. However at 5dB there is a sudden drop in performance, shown in fig.
7.14 for the same two cases, where it can be seen fig. 7.14(b) has already ‘broken down’, and
fig. 7.14(a) is just about to do the same (at 0dB it has a similar appearance).
With the higher order model, it is found that this sudden drop does not seem to occur. Fig.
5Also observe here the cost function is multi-modal and a non-linear optimisation method would be required
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for fig. 7.9(a), estimated with incorrect
model order (3) but correct block size (8×8 pixels)
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for AR(3) source, estimated with correct
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Figure 7.11: Experiment 4. Probability for AR blur parameters for 256-block image (8×8 blocks)
(a) f, 32×32 pixel blocks, 3rd order model
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h ′ | g
)
for fig. 7.12(a), estimated with correct block
size (32×32 pixels) and model order (3)
Figure 7.12: Experiment 4. 16-block (32×32 pixels) AR(3) image & probability for AR blur
parameters
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7.15(a) shows the experiment with correctly chosen AR(3) model and 16 blocks (compare to
fig. 7.12(b)) but with 5dB BSNR. It is observed that as the BSNR decreases, the parameter
estimate drifts towards zero. This may be attributed to the fact that the source image param-
eters no longer occupy the same parameter space as the blur parameters, and the higher order
may mean that the more structured source image is more ‘visible’ in the noise.
Fig. 7.15(b) shows the experiment with 256 blocks and incorrectly chosen AR(3) model where
the source order was 1 (compare to fig. 7.11(a)) but with 5dB BSNR. The results in this case
seem fairly promising, with some degree of accuracy still being obtained at the 5dB level and
the estimate drifting again towards 0 as the BSNR plunges below 0dB. Results for deblurring
an image in this case with 10dB BSNR are shown in fig. 7.16. As can be seen, the image is
reasonably accurately deblurred even though the estimate of the parameters was not entirely
correct at ĥ = [0.585, 0.005, 0.025], and there is a moderate but not excessive amount of
noise amplification over the blurred image visible. Below 5dB, the amplified noise dominates
the visual restoration and it is hard to make out any features, even though the error in the
parameter estimates is not at its worst. Overall it seems the parameter estimates are robust in
the presence of noise6, assuming they were accurate in the first place in the noiseless case.
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(a) as fig. 7.9(b) but with 10dB BSNR
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(b) as fig. 7.8(b) but with 10dB BSNR
Figure 7.13: Experiment 5. Effect of additive noise
6Consider 30dB BSNR is a typical figure used in image restoration tests, however the AR blur being used here

















(a) as fig. 7.9(b) but with 5dB BSNR
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(b) as fig. 7.8(b) but with 5dB BSNR
Figure 7.14: Experiment 5. Effect of additive noise
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(a) as fig. 7.12(b) but with 5dB BSNR
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(b) as fig. 7.11(a) but with 5dB BSNR
Figure 7.15: Experiment 5. Effect of additive noise
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(a) f (b) g, including additive WGN (c) f̂, restored using estimated blur
Figure 7.16: Experiment 5. Images used in experiment with 10dB BSNR, 256 Block AR(1)
source, estimated as AR(3)
7.2.6 Experiment 6. — Synthetic image, AR blur
Having examined the effects on systematically generated data, we try an experiment with
source parameters from a real image using an ML estimate. In the example shown in Fig.
7.17(a), a first order AR process is used for the blur and the source image. WGN is used to
drive the source, whose AR parameters âr for each 16 × 16 pixel block are estimated from the
256 × 256 Cameraman image (in fig. 7.22(a)). Noise is added to the blurred image at 40dB
BSNR (see Fig. 7.17(b)). For this experiment, we use h ′ = [0.45, 0.35, 0.05]. In Fig. 7.18,
the estimate of the blur parameters is seen to be correctly estimated as [ĥ1, ĥ2] = [0.45, 0.35].
The experiment is repeated, but with optimisation across all three parameters of h ′, using
the deterministic nonlinear Nelder-Mead Simplex method [118] (fminsearch in MATLAB),
producing ĥ ′ = [0.442, 0.347, 0.058]. The restored image using the inverse filter (I − H ′) is
shown in Fig. 7.17(c).
7.2.7 Experiment 7. — Real image, AR blur
The method is now tested with a real image as the source. Note that in this case, there are
no ground truth AR parameters to compare to. An interesting effect also occurs during blur
estimation using the MMAP estimate. Using knowledge acquired in the previous experiments,
the estimation is performed with 8×8 blocks and source model of order 3. A 128-pixel image
is shown in fig. 7.19(a), which is blurred by the same h as before, giving fig. 7.19(b). When
deblurred with the estimate of fig. 7.21(a), the image of fig. 7.19(c) is obtained.
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(a) f (b) g (c) f̂
Figure 7.17: Experiment 6. (a) 1st order BSAR synthetic image with 16×16 pixel blocks (b)



















Figure 7.18: Experiment 6. p(h ′|g), for the synthetic AR image.
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(a) f (b) g, no added noise (c) f̂, restored using estimated blur
Figure 7.19: Experiment 7. Real image blurred with AR blur, estimated as 256 Block AR(3)
source
(a) f, high pass filtered real image (b) g, no added noise (c) f̂, restored using estimated blur
Figure 7.20: Experiment 7. Real image, high pass filtered then blurred with AR blur, estimated as
256 Block AR(3) source
The estimate is obviously a poor one, but there is a possible explanation for this. The low-
order AR model does not very well capture both the local correlations and the sudden jumps at
edges, or local-mean characteristics, of the true image; it is best suited to modelling zero-mean
alternating signals such as audio signals, or texture in images.7 Thus the model tries to find
a filter that will ‘restore’ the image to this state as is successfully achieved in fig. 7.19(c): the
high frequencies have been successfully restored and an image that best matches the AR model
is obtained.
If instead we begin with a ‘real’ image that has had its local mean removed by high-pass
7Strictly speaking, the images are positive valued only, however the global mean was subtracted prior to pro-
cessing. Even with this procedure, within each region the image possesses an inherently non-zero mean, or much
of its energy concentrated in very low frequencies.
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(a) Estimate of blur using real source image
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(b) Estimate of blur using high-pass filtered real image for
source
Figure 7.21: Experiment 7. Probability for AR blur parameters for real images in Experiment 7
filtering,8 as in fig. 7.20(a), blur it similarly, fig. 7.20(b), and then the estimate of fig. 7.21
gives the deblurred image as in fig. 7.20(c). This estimate obviously resembles the source
image more closely since it better fits the BSAR model in the first place. It can be seen that the
estimate of the blur parameters is still not perfect, but better than with the previous image.
7.3 Incorporating local means
In order to make the estimation work with real images, some modification of the model is
needed. Unlike true AR signals, real images are inherently non-zero mean. Removing the
global mean from the image is not enough; the estimated local sample mean of each block
is required to more accurately model the true image. Rather than re-derive the marginalised
expression incorporating the means into the model, a simple change is proposed here, which
was found to give correct experimental results. In the estimation procedure, after f̂ is found,
the mean of each block is subtracted. Care is required when subtracting these means from
the matrix F̂, since it is the local mean for each block that should be used; as such any data
elements providing boundary conditions for a block must use the mean of their neighbour and
8Performed in this case simply by convolving the image with a 10-pixel circular blur to low-pass filter it, then
subtracting this component from the original image.
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not their own block mean, as shown in §6.4, and these will have different values depending
on the block in question. This procedure avoids discontinuities in the data. An experiment
using the empirically derived local mean method is now presented.
7.3.1 Experiment 8 — Real Image, Synthetic Blur, including means
The 256 × 256 pixel Cameraman image is blurred with the same parameters as in experiment
6, and noise added at 35dB BSNR, shown in Fig. 7.22. The blur is estimated using the same
deterministic optimisation method, using 8 × 8 pixel blocks, with hyperparameters αr, βr =
0, δaf = 1.
It has been seen that using higher than 1st order models can give better results, and here a
3rd order source model is used. With these changes — despite exclusion of the noise from
the model — a successful restoration is still possible. At lower BSNRs, the restoration is still
sharp, but the amplified noise becomes more prominent.
The estimated blur is found as ĥ ′ = [0.473, 0.377, 0.011] in the 35dB case. Due to the slight
error, a small number of super-white and super-black pixels are produced with intensities
outside the range of the source image (giving longer tails in the image histogram). Thus to
display the image correctly, these tails should be clipped, or histogram specification may be
used. The image estimate after clipping is shown in Fig. 7.22(c). The model fitting term
(§7.1.6) is shown in Fig. 7.22(d).
7.4 Discussion: Using Non-causal Models
Some attempts have been made to extend the MMAP estimator to work with more realistic
non-causal blur models — the model could also be extended to non-causal image models, but
the blur is the main factor holding the method back from being applied to real degradations.
The main issue is the determinant det |H| that appears when the model is non-causal.
Evaluation of det |H| may cause problems due to the large size of the matrix (numerical under-
flow may occur if the log is not taken) — the same splitting procedure cannot be used as it is
not block diagonal, rather it is BTTB. A matrix factorization (either LU or QR, or Cholesky
if the PSF is symmetric) may be used, with the log-determinant calculated from the sum of
the diagonal terms of the factors (the U or R matrices are upper triangular, while the L or Q
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(a) f (b) g
(c) f̂ (d) f̂T (f̂ − Âf̂)
Figure 7.22: Experiment 8. Cameraman (a) source; (b) blurred; (c) restored and (d) weighted
prediction error images. Central portion shown.
131
CHAPTER 7. MMAP method
matrices have unity determinant and can be ignored). In practice to enable efficient calcula-
tion, it may be necessary to use the BCCB approximation of §3.2.1 (i.e. that the convolution
is circular), which enables the sum of the coefficients of the 2D-FFT of the PSF to be used
instead.
Due to the approximations made, namely ignoring the noise variance, many singularities ap-
pear in the blur parameter space where the determinant is zero. If some regularisation were
used, these zeros could be smoothed out. Unfortunately, doing this would make marginali-
sation of the other parameters analytically intractible. However, there is a more fundamental
problem to be considered. If there is no noise, then we should be able to obtain a reliable
estimate. This is not the case, due to the original marginalisation of the image.
Because the blur itself may be singular, the original probability transformation from f to g is
underdetermined — there is a degeneracy in the likelihood and the space of possible blurred
images lies on a manifold. When there are a multiplicity of solutions, the Jacobian cannot
be expressed simply as the determinant of the singular matrix H, but we should consider
summing over the Jacobians evaluated at all the possible images in the subspace that map on
to this observation. This means the marginalised form of the likelihood becomes a non-trivial
way to treat the problem in these cases, and we are better to work with the complete likelihood.
These problems are partly related to the modelling of the boundary conditions, which is the
subject of the next chapter.
7.5 Conclusions
This chapter has investigated estimation of PSF parameters using the MMAP method. This
method allows direct estimation of these parameters via maximisation of the marginalised
posterior, i.e. the distribution of p(h ′|g). The marginalisation avoids having to estimate any
of the other model parameters, but still takes into account uncertainty in their values.
This has provided an interesting way to study the BID problem, and in particular how different
settings of the proposed image model affect the reliability of the results. Unfortunately, due
to approximations that have been made in order to derive the marginalised posterior, this
method cannot be used for the estimation of general realistic PSFs, which are noncausal, that
we need to properly treat blurs such as defocus. In Chapters 9 and 10, we consider other
Bayesian methods using the complete (non-marginalised) model which do not suffer from
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In most image processing problems, it is assumed that the observation region is the same size
as the region of the underlying data, i.e. data from outside the boundary does not affect the
observation.
In practice, because the image is only recorded within a finite region on the image plane,
and the real world has an effectively infinite extent, information from outside the observed
region will blur inside and contaminate the observation. Thus any attempt to restore the
image without taking account of these effects will produce erroneous results. Typically this
will manifest as large ringing errors propagating from the image boundaries.
For some applications — medical imaging and astronomy in particular — it is true that the
object that is being imaged is contained inside a finite support, outside of which there is zero
intensity. In these cases the zero boundary conditions just described are appropriate, and
methods that rely on this — for instance, naïve Fourier processing which implies a circulant
image boundary, or methods that enforce the zero boundary such as nonnegativity and support
constraints with recursive image filtering (NAS-RIF) [117] — can be used without issues.
8.1 Methods for suppressing boundary artefacts
Typically when dealing with natural photographic images however, ad-hoc artefact reduction
methods have been employed. Because the desire to use Fourier domain restoration exploiting
the fast Fourier transform (FFT) has been very strong when faced with limited computational
resources, methods are used to pre-process the borders to make the blurred image approximately
follow the circulant model. One method is to create artificial reflective, or Neumann boundary
conditions (making the derivative zero across the boundary), by enlarging the image with a
mirrored version [3]. Other methods have been proposed that actually assume a reflected
boundary model outside the image, and use preconditioning techniques to restore according
to this model [162], or “anti-reflective” boundaries for higher order smoothness [197].
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Alternatively, smoothing using a window function or linear interpolation, and zero-padding
can be employed to blend values from one side of the image into the other [120], at the expense
of reduction of the restored image size.
A final technique is when using an iterative spatial-domain restoration procedure, to weight
the boundaries such that they are treated as progressively more unreliable data close to the
edge, and hence the edge regions do not converge as quickly and do not contribute to the
restoration. For example, the iteration of (3.9) is used with R tapering from towards zero
near the unreliable edge pixels, so that they converge more slowly. Using nonlinear POCS
with this method also helps stop the oscillations from the modelling errors from building up
and swamping the restoration. Although reasonably successful in suppressing artefacts, this
technique requires choosing extra parameters that don’t correspond to the model.
One reason why the artefacts tend to be difficult to remove in this manner is because although
the support of the blur is small, the support of the inverse filter (or the restoration filter) tends
to be very large. Consequentially, any errors in the model at the boundary tend to propagate
across the image, even if the blur is known exactly.
All these methods tend to just suppress the artefacts due to an incorrect boundary model being
used, rather than avoid them, and do not make full use of the available data. In this chapter
we consider the correct way to treat the boundaries under the Bayesian framework, that is to
treat the image data outside the observation region as a missing data problem.
8.1.1 Examples
In fig. 8.2, some of the methods just described for artefact suppression are shown, and com-
pared with the extended estimation model that will be explained in this chapter. In fig. 8.1,
the central part of the Lena image is shown; this is blurred firstly with a small Gaussian PSF
of standard deviation σ = 2 pixels, and noise added at 60dB BSNR (equal to a variance of
3× 10−3 gray levels), and secondly a Gaussian of standard deviation σ = 3 and noise at 40dB
(a variance of 0.3 levels). The first case is used for the restorations in fig. 8.2(a) and 8.2(b) and
the second in fig. 8.2(c) and 8.2(d).
The restorations within each figure show the effects of the different methods, all based on a
restoration using the simple stationary SAR prior with the discrete Laplacian, i.e. estimating
f̂ from (3.4). In each sub-figure, the boundary conditions in the six restorations from left
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to right, then top to bottom, are: (i) Fourier domain solution, no pre-processing (assumed
periodic boundary conditions); (ii) Fourier solution, pre-processed with linear interpolation
of borders 1; (iii) Fourier solution, pre-processed to conform with the reflected (Neumann)
boundary condition2; (iv) CG solution, 500 iterations (assumed zero, or Dirichlet, boundary
conditions); (v) Iterative Tikhonov solution using POCS and boundary weighting, 3000 iter-
ations; (vi) CG solution using extrapolation and extended boundary observation model (to be
described in §8.3), 500 iterations.
Each set of six images has a different amount of regularisation (more can be seen to be required
for the larger blur/lower BSNR), which reveals the effects this has on the artefacts. Whilst
with a larger amount of regularisation, the edge interpolation and reflection methods can
suppress most of the artefacts, only the proposed method succeeds in eliminating them, and
the iteratively weighted POCS method comes a close second with some very minor loss of
detail at the edge. The intensities of the restorations are clipped to the range 0–255 to better
see the detail in the images, as the oscillations near the edges grow rapidly in intensity.
Figure 8.1: Images used for boundary artefact examples. From left to right: original image; 2 pixel
Gaussian blur at 60dB; 3 pixel Gaussian blur at 40dB
8.1.2 Related work
While the methods presented in this chapter were under investigation, it was discovered that
similar research had just been published by Calvetti & Somersalo [37–39]. The end results are
the same, although the derivation presented here explicitly uses the Bayesian marginalisation
approach, whereas Calvetti & Somersalo apply results for the conditional mean of partitioned
1Image is extrapolated using reflected boundary, then a small portion is copied from one side to the other with
linear blending of the two towards the edge. The image size is maintained.
2Image is tiled to 4 times original size, such that the central part is the original image and the image outside
the original boundary is its reflection. This larger tile is then periodic.
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(a) σ = 2 pixel Gaussian blur (12 pixel support), 60dB BSNR, Regularisation parameter α = 10−2
(b) σ = 2 pixel Gaussian blur (12 pixel support), 60dB BSNR, Regularisation parameter α = 10−5
Figure 8.2: Restorations using different boundary conditions, all with same SAR image prior. See
main text in §8.1.1 for a description of the different restorations in each case.
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(c) σ = 3 pixel Gaussian blur (12 pixel support), 40dB BSNR, Regularisation parameter α = 10−1
(d) σ = 3 pixel Gaussian blur (12 pixel support), 40dB BSNR, Regularisation parameter α = 10−2
Figure 8.2: cont.
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Gaussian distributions directly. The two results may be related after some extensive algebraic
manipulation, as shown in Appendix E.
8.2 Extended Observation Model
The key to correctly avoiding boundary artefacts is to re-write the observation model to take














Figure 8.3: The extended image region R+, boundary region R0, and observation region R. R+
is of size {m+, n+} = {m + mh − 1, n + nh − 1}, since the PSF is assumed to be zero
outside a support Sh of size mh × nh.
To facilitate this, we define the extended observation model using the regions shown in Fig.
8.3. Assume that the true image is defined on an infinite canvas Ωs (as described in §2.1),
which we will partition into some specific regions. Firstly, we define the observation region R
equal to Sg, corresponding to the support of the observed image g; this is fixed by the physical
camera model. R contains L = mn pixels. Then we define a boundary region R0 around this.
Pixels of the true image in R0 influence the blurred image in R — that is, the size of the
boundary is determined by the blur support Sh. The extended region R+ is the union of R and
R0, and contains L+ = m+n+ pixels.
We are free to choose the support Sf of the true image f in the observation model to be any
size we want; commonly it is taken to be R, i.e. the same as Sg. However it should be clear
from the discussion that letting Sf equal R+ is the only choice that takes account properly of
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all the pixels blurring into the observed frame. To make this distinction clear, for the duration
of this chapter, we will rewrite the true image with support Sf on R+ as f+. We then partition
the vector f+ into f1 defined on R, and f0, defined on the boundary region R0. Note that
f1 in this case is just the same as f in the regular case where Sf is the same as Sg, though the
distinction is made because f1 is only defined on a subset of Sf in the extended case. With this
notation, the extended observation model is written






= H1f1 + H0f0 + w. (8.2)
Given the extended observation model, there are two ways we may obtain an estimate of f1.
Firstly, we may estimate the extended image f+, which corresponds to extrapolation based
on the available data. We may then simply discard the estimated boundary pixels (or keep
them if they prove useful). Secondly, we may marginalise the boundary pixels f0, as they are
not strictly required for the restoration, and just estimate f1 directly. These options will be
considered in the following two sections.
In either case, the important factor is that to properly complete the Bayesian model, we must
place priors over all unknown variables that influence the observation. Hence the prior for the
true image must be specified for f+.
It should be clear that (8.1) is always an underdetermined system as H+ is wider than it is tall.
Thus without a good prior we can never hope to recover the true image, even in the noiseless
case. If the nullspace of the blur does not significantly intersect the space of true images we
expect to see, then with a good prior that distinguishes the two we should be able to recover
the image well in the noiseless case. This is similar to the problem when the blur itself has
zeros in its spectra. In fact the boundary conditions have an important influence over the
recoverability. Typical analysis considers the DFT of the PSF, and regards frequencies that
are zero as being unrecoverable. This is an approximation, which only holds under circulant
boundaries. To see the full picture, the singular value decomposition (SVD) of the extended
blur matrix H+ should be examined. It is more likely that the matrix is ill-conditioned rather
than actually singular, in which case the important factor is the rate of decay of its singular
values — having more small singular values will make the image less recoverable in general.
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8.3 Extrapolation
We will first consider the case where we estimate the extended image f+ in full. Assume
that we wish to restore the image based upon the observations g under the model in (8.1),
but all other parameters controlling the restoration are known (we denote these by a ·). To
estimate the posterior distribution of the image f+ in the Bayesian framework, we need a prior
p (f+ | ·), which in general we can take to be N
(
f+
∣∣ f̄+, Σf+ ). We will assume here f̄+ = 0 for
simplicity, as this is the common case 3. The posterior for the extended image is then found as






















which is a Gaussian
p (f+ | g) ∝ N
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We can take the MAP estimate as f̂+ = µf̂+ . Note the similarity to (4.19) for the standard
observation model where Sf = R: we have just used the non-square matrix H+ instead of H,
along with the extended prior. In the examples section it can be seen that this estimate corre-
sponds to extrapolating the image at the boundaries. Some of the extra recovered information
comes from the blurred image, and some from the prior.
8.4 Boundary Marginalisation
The alternative case to consider is when we only estimate the image in R and may not care
about the actual value of the boundary pixels f0. However we need to take into account the
3If we are estimating a tile from the image and already have an estimate of another part, we may have some
extra information about the expected value of the boundaries; this may be incorporated through the relevant subset
of pixels in f̄+
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uncertainty in their value, by placing the prior on the full extended region, as before, and then
find the posterior for the desired region alone, f1, by integrating out the boundary region f0:
p (f1 | g, ·) =
∫
p (f+ | g, ·) df0 =
∫
p (g | f+, ·) p (f+ | , ·) df0. (8.9)
We can substitute the posterior from (8.4), but to perform the marginalisation, we will parti-
tion the prior p (f+ | , ·) = N
(
f+










where we now have allowed for information on the mean of the boundary to be specified.
The marginalisation in (8.9) may then be found using the Gaussian integral; details of the
derivation are given in Appendix E. The result is another Gaussian,
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f1,f0).
We can now examine how this solution compares to the others. When the cross-terms of the
image model prior — Σ−1f1,f0 , representing the correlation between the pixels at the edge of the
desired region f1 and the boundary region f0 — and the boundary prior covariance itself, Σf0 ,
are zero, the solution reduces to the standard restoration for the desired region. Specifically, Σ
f̂
becomes just HT1 Q
−1


















assumptions are implying that firstly the image boundary is uncorrelated with the image inside
the observed window, and that the boundary conditions are known exactly, which is rarely the
case in reality.
Typically it will be natural to assume that the mean of the boundary, f̄0, is unknown and
hence will be set to zero. However it may be used if we are restoring an image block by block,
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whereby the preceding estimate from one block could be used as the prior boundary mean
for a neighbouring block to be deblurred, with a small boundary covariance allowing for the
uncertainty/error in the previous estimate.
We can also examine a generalised case of the marginalisation, where the pixels that are
marginalised are not exactly those in R0. Thus we let f0 be the vector of pixels we wish to
keep, and f1 those we will estimate. Then the calculations proceed as before, and the only
modification is to change the partitioning of the prior and H+ accordingly. Clearly if we
let the partitioning tend to zero pixels in f0, the extraneous terms due to marginalisation in
(8.13) disappear and we recover (8.8) as in the extended case. In §8.7, we will also examine
intermediate cases where we marginalise only some of the boundary pixels, as something of a
compromise between the two solutions.
8.5 Deterministic boundary prior
We can examine what happens when the boundary is known exactly. This implies indepen-
dence of f1 and f0, i.e.
p (f+ | g) ∝ p (g | f0, f1 ) p (f1 | Σf1 ) p
(
f0
∣∣ f̄0 ) (8.14)




∣∣ f̄0 ) = δ(f0 − f̄0). (8.15)
Now when the result of integrating over f0 (substituting (E.6) and (8.15) into (8.14)) is:
p (f1 | g) ∝
∫
p (g | f+ ) p
(
f+
∣∣Σf+ ) df0 (8.16)
∝ p (f1 | Σf1 )
∫
p (g | f0, f1 ) p
(
f0
∣∣ f̄0 ) df0 (8.17)


























by the sifting property of the delta function. Given the same initial prior for f0, this is of the
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then we have just recovered the
original problem without the extended boundary conditions, i.e. where the data ḡ really does
come from a model with zero boundary conditions, and using the standard restoration model
is actually appropriate.
However this solution should be equal to that found in the previous section assuming that Σf0
and Σ−1f1,f0 tend to zero (implying the Gaussian tends to a delta function at f̄0).
8.6 Implementation details
In practice we generally wish to avoid explicit matrix inversion to find the solution to the mean
of the posterior. Because the matrices involved are generally sparse, for images under about
100 pixels in each dimension, it becomes feasible with a moderate amount of memory (up to
several hundred megabytes depending on the extent of the blur) to form the covariance matrix
and apply standard direct linear algebra solvers such as Gaussian elimination (using MATLAB
notation, A−1x becomes A\x). For larger sized problems, it becomes more computationally
efficient to apply iterative solvers such as CGLS.
8.6.1 Extended image estimation
For the extended image case, CGLS can be very efficient,. Because of the form of the posterior,
we can repose the problem of estimating µ
f̂+




where we let MTM = Σ−1
f̂+
and Σ−1f+ = C
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At each iteration main computational burden involves applying the matrix M and its transpose
to a vector, without needing to form Σ−1
f̂+
in full. H+ is applied efficiently using an FFT based
convolution (padded to avoid wraparound), whilst C is usually a very sparse banded matrix
that is specified by the image model and can be applied directly with minimum effort.
8.6.2 Marginalised image estimation
The marginalised computations for evaluating (8.13) require some extra work, because of






appearing in the covariance. The problem is to find
Σ
f̂0
, which is the inverse of HT0 Q
−1
w H0 + Σ
−1
f0
. Fortunately the dimension is only equal to
the number of pixels in the marginalised boundary R0 — typically much less than those in
the observation region, so direct inversion is possible. However for efficiency and numerical
stability, it is again better to avoid this. By instead performing a Cholesky decomposition of
Σ−1
f̂0
as KTK, several other options become available.
Finding K−1 is quite efficient due to the triangular form of K and the sparsity of the original



















). Experimentally we find the third option is actually the most sta-






b, where b is found
first as HT1 Q
−1








In the case that the noise level (and hence the regularisation) is low, and assuming there is
sufficient memory to form Σ
f̂
, the fastest and most accurate solution seems to be found via
Gaussian elimination. In most other cases, and when the observation region or boundary
region are large enough, CG based solution will be more practical (we may need to run many
iterations to achieve the same convergence in low-noise cases however).
The solution with CGLS does not follow exactly due to the negative factor in the covariance
(that is, MTM is not found trivially). Rather we use regular CG but with the matrix we are




















To apply CG for medium sized images, e.g. up to about 100 pixels square with a 8 pixel wide
boundary on each side, we can precompute the factor (K−TΣ−T
f̂1,f0
), and multiplication of a
vector by this matrix is the only additional cost compared to the extended image case. As this
matrix is not very sparse, the cost of multiplication is high compared to multiplying by C,
and the execution time of the CG iterations becomes slower. For very large images, this factor,
which typically requires about half as much memory as the full matrix Σ
f̂0
may become too
large to store. In this case, the multiplication by a vector x is found as KT\(Σ−T
f̂1,f0
x). This is
actually a lot slower as Gaussian elimination is performed at each CG iteration, but the whole
algorithm then does not require any more memory than storing the original sparse matrices
H0 and C. In practice for larger images, it may be more sensible to partition them into blocks
and solve each locally with marginalised boundaries, as suggested in [37].
8.6.3 Comparison to Calvetti & Somersalo’s method
In [37], an alternative form of the linear system of the marginalised boundary model that
may be solved using CGLS is found. The connections between their method and (8.13) are
described in §E.3. The final form that they use however requires finding several other matrices
from those used in (8.13). In particular, they need to find the (inverse) Cholesky factorisations
















The second two terms in particular take longer to calculate and factorise than finding (K−TΣ−T
f̂1,f0
)
which is the only term needed for the iterative solution proposed in this chapter. Because there
are several more linear systems to solve or inverses to find in succession, and each step intro-
duces additional errors, it seems the resulting matrices are also less well conditioned than with
the solution in this chapter. A direct solution like the one proposed here is also prohibitive
using the form in [37], shown in (E.64), due to the need to invert the full covariance matrix
of the prior.
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In practice, Calvetti & Somersalo appear to suggest to precalculate two of the factors in the top
































This is the way we use to implement their method, although there are various other factorisa-
tions and orders of multiplying the matrices which may be more or less well conditioned.
8.6.4 Modification of image prior
In general we will specify the factorisation of the image prior Σf+ rather than the matrix itself
— this simplifies the equations needed for CGLS. For instance, choosing C as representing
the discrete Laplacian operator is equivalent to the stationary SAR prior. This is the prior used
in the examples in this chapter.
However, as noted in [37] and further discussed in [38], a standard BTTB representation of
the Laplacian operator represents the Dirichlet boundary conditions on the extended image,
i.e. that the image outside of R+ is zero. They suggest a modification to the matrix C such
that the boundary pixels become uncorrelated with their interior/exterior neighbours, whilst
the marginal autocovariance of each pixel remains approximately constant across the image.
We propose a simpler modification, as shown in fig. 8.4. That is simply to make each row of
the matrix sum to the same value (zero), so that the correlation between a pixel and its available
neighbours increases when there are fewer neighbours available. We adjust the weights in
the matrix C so that interior pixels with four neighbours receive equal weight 0.25 as usual;
boundary pixels with three neighbours receive a 0.5 weight on the interior pixel just inside
the edge; and corner pixels receive weights 0.5 on both neighbours. In terms of an MRF
representation, this amounts to increasing the potential for cliques that have fewer neighbours
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inside the image. Observe that this modification is equivalent to evaluating the Laplacian
under reflective boundary conditions, where the extra weight comes from the contribution the
pixels just outside the boundary would give if they were there. This is a reasonable assumption
for these pixels which are so far from the observed region that we have no actual observed
information from them, and also results in maintaining a constant signal level towards the
edge of the extended region. When we estimate more complicated priors as part of the image
model, we will also use the modified Laplacian as an initialisation, to ensure homogeneity
towards the boundary of the extended image.
(a) Before modification (Pixel
values are black=-0.25, gray=0,
white=1)
(b) After modification (Pixel val-
ues are black=-0.5, dark gray=-0.25,
light gray=0, white=1)
Figure 8.4: Modification of the C matrix using the discrete Laplacian. The example is shown for a
4× 4 pixel image, before and after modification to give extra correlation to boundary
pixels.
8.6.5 Initialisation for extrapolation
Note to obtain the initial estimate for the CGLS algorithm in the extended boundary method,
we perform extrapolation with no deblurring, i.e. run exactly the same CGLS procedure for
a couple of hundred iterations, but replacing the matrix H+ with the identity, and using a
large amount of regularisation (α = 10−2). The initialisation for this extrapolation is given
by the observed image g placed onto the extended canvas, with the border set to be the mean
value of g. This initialisation helps give a good convergence of the actual restoration. The
initialisations with and without the modified Laplacian are shown in fig. 8.8(a) and fig. 8.9(a).
149
CHAPTER 8. Boundary Modelling
8.7 Restoration examples
In fig. 8.5(a), we show an R+ = 96 × 96 pixel region taken from the Lena image, which
is blurred with a 3 pixel standard deviation Gaussian PSF with a support Sh of 16 pixels
square. Noise is added to give a BSNR of 100dB — almost noise free, to show the limitations
due to ill-conditioning of the method. This image is cropped to the R = 80 × 80 pixel
observation region to give the observation shown in fig. 8.5(b). The initialisation for the
extended boundary solution, after running 300 iterations of CGLS without deblurring is also
shown in fig. 8.8(a).
The image is then deblurred with four different methods: the extrapolation method using
CGLS; the two versions of the marginalised boundary solution proposed here (direct solution
via Gaussian elimination and CG solution); and the CGLS marginalised boundary solution
using the method from [37]. Fig. 8.6 and fig. 8.7 show the restorations using regularisation
parameter α = 10−5 and 10−8. All the CG solutions are shown after 1000 iterations —
note that this has essentially converged in the α = 10−5 case but it can be seen that further
improvement could be obtained with more iterations in the α = 10−8 case.
In table 8.1, the run times and memory requirements of the large matrices involved in each
method are shown (assuming intermediate working matrices are deleted from memory when
no longer needed). We have also included a row for a direct least squares (Gaussian elimi-
nation) implementation of the method from [37], solving the normal equations given by the
matrix M in (8.27), (graphical result not shown). All the simulations were performed using
MATLAB 7.4 under Linux on a 3GHz Intel Xeon quad core with 3GB of RAM (only 2 cores
available to Matlab). Note also that the memory usage for the extrapolated boundary CGLS
method is very low (only the storage for the Laplacian matrix C). With priors using a larger
support this will increase.
8.7.1 Unmodified prior for extended method
In fig. 8.9(a), the initialisation found when the standard Laplacian is used rather than the
modified one described in §8.6.4 is used is shown. In fig. 8.9(b) and fig. 8.9(c) the resulting
CGLS restorations are shown: the artefacts that result show that this modification is necessary
to achieve satisfactory performance.
150
(a) Original image (b) Blurred with 3 pixel Gaussian
blur (16 pixel support) and cropped
to R

























Table 8.1: Run times and memory requirements for the different examples using the 96 pixel image
(a) Direct solution (Gaussian
elimination)
(b) CG solution (c) CGLS solution using
method from [37]
Figure 8.6: Marginalised boundary restorations, α = 10−5
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(a) Direct solution (Gaussian
elimination)
(b) CG solution (c) CGLS solution using
method from [37]
Figure 8.7: Marginalised boundary restorations, α = 10−8
(a) Initial estimate for extended im-
age on R+
(b) Restored with α = 10−5 (c) Restored with α = 10−8
Figure 8.8: Solutions using extrapolation method and CGLS
(a) Initial estimate (b) Restored with α = 10−5 (c) Restored with α = 10−8
Figure 8.9: Problems when standard Laplacian is used for extrapolation
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8.8 Discussion — Extrapolate or marginalise?
Although marginalisation is strictly more favourable than extrapolation, the computational de-
mands are much higher, either using CG methods or via a direct solution. There are also likely
to be more problems with ill-conditioning of the intermediate matrices. The results using the
proposed methods appear to be slightly more efficient than those based on an implementation
of the method in [37], but still an order of magnitude slower to initialise than the extrapolated
CGLS solution which does not require calculation of any dense matrices and the bulk of its
computation can be accelerated using the FFT.
Therefore in the remaining chapters of this work we will simply estimate the extended image
and discard the border region,4 which gives satisfactory results in practice, if we choose the
prior carefully. For instance, if we are not too bothered about recovering the boundary, in-
creasing the amount of smoothness in this region compared to the central region can help to
avoid errors. When using an iterative BD method such as in Chapter 9, this may help to avoid
oscillations in the boundary leading to instability of the solution.
In terms of notation, for simplicity in the remaining work we refrain from referring to f+
and H+ explicitly — the model in Chapter 6 is assumed to be placed across the full extended
region R+, and any references to f or H or other variables involved in the image model refer
to their extended versions.
8.8.1 Use of direct solution
Although the direct solution is slow to initialise and uses large amounts of memory, it does
offer the best solution performance when regularisation is very low. Also given that it would
take 5000 or even 10000 CG solutions to visually match the convergence in the α = 10−8
case, once the initialisation is done, the solution time is actually relatively fast. Observe also for
a given PSF, the required matrices can be calculated and stored in advance, and then the direct
solution found relatively quickly for multiple blurred regions. As the method deals correctly
with the boundaries outside the observation window, a large image could be restored piece-
wise with each block independently calculated using this method, offering an efficient parallel
implementation.
4We may also keep it if the extra pixels that are recovered are deemed useful — depending on the blur and
noise levels, we can recover detail several extra pixels into the boundary
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On the other hand, note that in practice 10−8 is a very small value of α, and with typical
amounts of observation noise, fewer iteraitons would be sufficient. Ideally, in the low noise-
case, preconditioning would help speed up the CG solution. A Fourier based preconditoner
was tested, but with the full boundary model it caused problems with boundary artefacts where
the method with no preconditioner was working. Further investigation would be required to
find a preconditioner that works with the full boundary model.
8.8.2 Extensions for image inpainting
Another use for the methods described in this chapter is for more general image inpainting, for
instance if there are missing, damaged or corrupted pixels in the blurred image. The methods
are applied simply by redefining the observation region to be a non-rectangular region that
masks out these pixels, and instead including them in R0 if they are within half the width of
the PSF away from the closest observed pixel. If the work is extended to spatially varying blur
due to depth of the scene, these methods can help recover missing data behind occlusions by
masking different layers. In this way it could be useful, for instance, to see defocused objects




In this chapter, the VB method of distribution approximation will be considered for tackling
the BD problem. This method has been used previously for BID, see e.g. [67, 132, 144,
153, 217]. The improvement over the method described in [153] that may be gained by
incorporation of the new priors will be shown.
VB methods in general have been investigated in [14], and in [201] for applications in signal
processing. Broadly speaking, it aims to allow inference to be performed in an approximate
fashion, without resorting to more time consuming MCMC simulations, in situations when
the posterior distribution is not tractable. It may also be viewed as a fully Bayesian version
of the EM algorithm whereby both hidden variables and parameters are regarded as stochastic
quantities from an unknown probability distribution.
The general method and derivations for calculating the approximate distributions needed for
VB inference was presented in §5.2.5.1. Here we consider application of the method, using
three different simplifications of the complete model presented in Chapter 6. We begin with
a brief discussion of how to find the required distributions, and| show an example to illustrate
the application of the IVB procedure.
9.1 Distribution Approximations
The starting assumption we use in the VB method is that we can approximate the posterior
p (Θ | g) by a product of separable distributions q (θ) over the variables of interest, θ, as
shown in (5.18). Given this approximation, the distributions may be calculated using (5.25).
We may then use the iterative VB approach to estimate the optimal distributions from the
data; at each iteration, k, we denote these by qk (θ).
The general procedure used in the following sections to find the distributions qk (θ) for each
θ is the same. We first evaluate (5.25) by substituting in required conditional PDFs; observe
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that whilst in its general form, (5.25) contains the complete joint distribution, only terms
dependent on the particular θ we are finding the distribution for need to be considered. In the
tree structure of the graphical models used, these correspond to the conditional distribution of
the “child” variable of θ, and the prior distribution of θ itself.
The next step is to perform the required expectations — again in these calculations we may
ignore any terms independent of θ as they do not affect the functional form of qk (θ). The
expectations are taken with respect to the most recent distributional approximation of the
other unknown variables present in the expression.
The final step is to recognise qk (θ) as being in the form of a standard probability distribution.
In general this may not always be possible and further approximations may have to be made
to do so. However for the model presented here, due to the choice of conjugate priors we have
used, the optimal form of each qk (θ) turns out to be either a Gaussian or inverse Gamma
distribution.
Intuitively, all we need to update the distribution qk (θ) are its moments; since the the first
two moments completely characterise the Gaussian and inverse Gamma distributions we are
concerned with, these are all we need calculate to update the other distributions. We will use
special notation to indicate these moments: Ek [θ] is used to denote the expectation of θ with
respect to the distribution qk (θ), and covk [θ] the covariance of θ at iteration k.
9.2 Simple VB example
In its most basic form, a simple blind restoration algorithm may be considered where the prior
models for image, blur and noise are all assumed known, such that the unknown variables are
Θ = {f, h}, as shown in fig. 9.1. The standard likelihood from the WGN model is used for g,
and the SAR model with fixed AR parameters given by the discrete Laplacian, C is used as the
prior for f and h, resulting in the distributions as shown in fig. 9.1.
Using (5.25) and letting θ = f, the approximate distribution for f is found as follows:






























































In (9.3), only the terms that depend on f need to be kept, as discussed in the previous section.
These are the conditional distribution of the child variable g of f (which is the likelihood),
and the prior for f. Furthermore, terms not conditional on the other variables (h in this case)
may be taken outside the expectations.
The next step is to identify a functional form for the distribution. We could choose to assign
a particular distribution and optimise with respect to its parameters here; however, with some
careful examination it should be seen that q (f) is already in the form of a Gaussian. This
should be expected, due to the choice of a conjugate prior for f as the mean of a Gaussian
likelihood. Hence the Gaussian distribution are the optimal form for the distribution q (f) in
this case. Expanding the first expectation gives
E
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Now with the deduction that q̂ (f) is Gaussian, that is
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The derivation for q̂ (h) arrives at a similar result due to the symmetry of the model. If the
IVB procedure is now used, the algorithm will alternate between updating q̂ (f) and q̂ (h). To
indicate the distributions at a particular iteration, k, the notation qk (θ) will be introduced.
Adopting this notation, the IVB procedure amounts to updating the moments of each dis-
tribution based on the expectations of the other previously found q (·) distributions; that is
the expectations are taken with respect to the most recent distributional approximation of the
other unknown variables present in the expression.
Returning to the example, equations (9.7) and (9.8) will provide the necessary moments up-







XTX − Ek [X]T Ek [X]
]
representing the covariance of a Toeplitz matrix will
be introduced to allow this term to be expanded. Further details of this notation and calculat-
ing its entries are given in Appendix G, but it is sufficient to note that it can be calculated based
upon the elements of covk [x], where x is the defining sequence of the convolution. Therefore










+ Ek [H]T Ek [H] (9.9)













































9.2. Simple VB example








is prohibitive for larger image sizes,
as they require finding and summing over the covariance matrices covk [h] and covk [f].
When solving the equations in the Fourier domain with assumed circulant boundaries, the
terms simply become scaled versions of the corresponding covariance matrix, as described in
Appendix G, which makes the update equations simple to implement. If we wish to calculate
them using the proper extended boundary conditions, this unfortunately implies inversion of
the covariance matrices as an initial step, which adds prohibitively to the cost of the algo-
rithm. As we are actually more interested in the expected values of the variables rather than









terms. We could attempt to include them iteratively, performing an
inner CGLS step in a similar manner to the iterative solution proposed to the marginalised
boundary problem in §8.6. However, this would still be costly and we have found it simpler to
approximate these terms as zero, resulting in degenerate distributions (delta functions placed
at the mean).





at least two orders of magnitude smaller than the smallest errors we encounter in practice in
the PSF (and hence in E [H]), and similarly for the image. So the terms appear not to have
any significant effect on the restoration, as is confirmed when we remove them in the Fourier
domain estimation. When estimating scalar variance parameters in the following sections,
they may have more of an effect, as the values are summed over the support of the matrices’
defining sequences. Therefore one option would be to approximate these matrices by their
circulant counterparts. Although we show the full derivations in Appendix F, for simplicity in
our implementation however we have treated them as zero. Note that this results in an AM
type algorithm — in this simple case where only h and f are estimated, the resulting algorithm
is equivalent to that used in [235].
9.2.1 VB discussion
It will be seen that the prime advantages of the VB approach are a straightforward and stan-
dardised method of producing an iterative solution to a complicated hierarchical Bayesian
network model, which allows for quantifying and making use of the uncertainty in the esti-
mates of each variable. On the other hand, the disadvantages include appropriateness of the
separable approximation, and the fact that the covariances (or other moments) of the resulting
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approximate distributions may be hard to evaluate in practice, due to their large size, as is the
case for image and blur distributions. In this case the higher order moments may be chosen to
be ignored, meaning that deterministic updates are used; we may describe this in a Bayesian
sense by assuming each q (·) is a degenerate distribution, that is a delta function at the previous
expected value. This results in an algorithm that alternates between finding the conditional
expected value of each variable in turn, which for Gaussian distributions is the same as the
maximising the exponent, hence an AM or ICM type algorithm results, or an EM algorithm if
some of the variables are regarded as stochastic (the hidden variables) and others as degenerate
(the unknown parameters).
Furthermore, in certain cases we may find that the resulting q (·) distributions are not in a stan-
dard form, which means that the moments cannot be found, without making further approx-
imations. For example, multivariate distributions may be further split up into independent
variables, or a generalised-VB approach may be used as described previously. Another pos-
sibility is to perform the required intractable expectations using MCMC, resulting in hybrid
approaches, but the usefulness of this depends on the trade off between speed and performance
versus going to a full MCMC approach.
In the remainder of the chapter, the VB approach described above will be applied to the image
models that are under consideration, starting with a simple model and building up to the full
non-stationary image/blur model.
9.3 VB applied to stationary image model
In this section we will begin by examining the application of the IVB algorithm to a stationary
image model. This model was used by Molina et al.in [153], and will be used here as a
baseline for comparisons with the extended non-stationary versions of the model which will be
presented. The method is described in this section, with experiments shown as a comparison
in the following section.
This model introduces the hyperpriors on the variance parameters, with the distributions
shown in fig. 9.2. The distributions for f and h are as given in the previous section, ex-
cept we use the expected values for the variances. The distributions for the scalar variance
parameters are found as in the following example.
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Figure 9.2: Graphical model for the stationary model
For the distribution q̂ (σv), using (5.25) (again ignoring terms independent of σv), we find:








∝ log(p (σv)) −
1
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⇒ q̂ (σv) = IG
(
σ2v
∣∣∣∣αv + L+2 , βv + 12E [vTv]q(f)
)
(9.16)
We have identified this as being in the form of another inverse Gamma distribution. The other
variance distributions take similar forms.1 We then use the parameterisation from (6.48) to























is the mean of the prior p (σv), and γσ2v is the confidence parameter with a value
between zero and one, with values near one enforcing the prior completely and zero causing
the parameter to be estimated solely from the data (as an ML estimate). All that is left to find2
1Observe that these variance distributions are all independent, even without the separable approximation, i.e.
q (σv, σu, σw) = q (σv) q (σu) q (σw) in any case, as they do not share any child nodes in the tree.
2Note that we do not need to calculate the variances of the q (·) distributions for the variance parameters,
because none of the other distributions depend on them.
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= E [x] E [x]T +
cov [x]. Again evaluation of the final term inside the trace is straightforward in the Fourier
domain, however we have ignored it in our simulations for simplicity (it could also be approx-
imated by a BCCB matrix). The result for σu is identical in form, and the full derivation




qk−1(h,f) used in the distribution
q (σw) is given in Appendix F. formulation with the extrapolated boundary conditions
9.4 Nonstationary Variance Algorithm
We now consider a basic extension to the model from the previous section, by allowing the
variances σv = [σ2v1 · · ·σ
2
vR
]T in the image to adapt locally within each region of the image.
We will describe the full algorithm before presenting results.
We use the prior













where vr = Cr+fr+ , which is a simplification of the full AR model — using a fixed covariance
Cr+ given by the discrete Laplacian — but it allows for local variance parameters.
Similar to the result for the stationary variance case, we find the approximate distribution



















∣∣∣∣αvr + Lr2 , βvr + 12E [vTr vr]q(f)
)
(9.22)
This is in the form of a product of independent inverse Gamma distributions, over the variance
of each region. The other distributions take the same forms as before, except we use the expec-
tation of the covariance matrix Qv (parameterised by σv) in place of the scalar image variance
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from before. Summarising the moments we need to calculate to represent the distributions,
we end up with Algorithm 1.
In practice, to solve in the spatial domain, we approximate q (f) and q (h) as degenerate








. Instead the solutions













, γσ2u , γσ2w , γσ2vr , ρ0
Output: f̂ = Ek [f] , ĥ = Ek [h]
E0 [f] = [gT , ḡ1]T (Where ḡ is the mean of g) ;1
E0 [h] = GaussianPSF(ρ0) ;2
k = 1 ;3
while
(
‖Ek [f]‖2 − ‖Ek−1 [f]‖2
)












0 [σ2w]+ (1 − γσ2w) 1mnE [‖g − Hf‖2]qk−1(h)qk−1(f);6





























]−1 (Ek−1 [H]T Ek−1 [H] + covk−1 [HT ]);
Ek [f] = Ek
[
σ2w










]−1 (Ek [F]T Ek [F] + covk [FT ]);11




covk [h] Ek [F]T g;12
k = k + 1;13
Algorithm 1: Iterative VB for Nonstationary variance BID.
9.4.1 Examples
We have implemented the two methods describe above: the first is similar to that in [153],
the second method we presented in the paper [26]. We present the following results for
comparison with the other methods we use.
In fig. 9.3, we see a comparison between restorations using the stationary model in the spatial
domain and the Fourier domain, for a 3 pixel Gaussian blurred image at 40dB BSNR. Each is
blurred using the same boundary conditions used in the restoration model, i.e. extended and
circulant respectively (if we use the extended boundaries for the Fourier restoration we end up
with ringing artefacts as described in Chapter 8.
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Part of the reason for the better quality of the spatial domain restorations (apart from the
extended boundary) is that we can use a smaller estimated PSF support — we have used
39 × 39 pixels in the spatial domain case, more than large enough for the coefficients of the
Gaussian PSF to drop below the noise floor.3 The Fourier solution requires the PSF support
to be the same size as the image, a major disadvantage in practice.
(a) Observed image (b) Restored via CGLS —
ISNR=2.66dB, SSIM=0.695
(c) Observed (Circulant boundary) (d) Restored in Fourier domain (us-
ing the method described in [153]) —
ISNR=2.27dB, SSIM=0.657





In fig. 9.4(a) we show a cross-section through the centre of the PSFs recovered by each method,
compared with the true PSF. Recall that due to the scale ambiguity, any scaled version of the
PSF gives the same result, so in order not to distort the errors, they should really be considered
using optimally scaled versions of the PSFs. In fig. 9.4(b) we show the error of the estimated
3we could have used an even smaller support in practice without really affecting the results — in fact they
would most likely be marginally better due to pruning of noise where the PSF should be zero — but using a larger
support size than necessary shows that the proposed algorithms are not too sensitive to the size we use, so long as
it is greater or equal to the true support.
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PSFs found after scaling each such that the maximum value is the same as the true PSF.












































In fig. 9.5, we show similar results for the 20dB BSNR case; note there is less improvement in
the spatial domain this time as noise amplification errors dominates the error in the solution,
rather than errors in the PSF (these are shown in fig. 9.6).













= 400, r ∈ R0; γσ2u = 0.5; γσ2w = 0.5; γσ2vr = 0.1; ρ0 = 1.0.
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(a) Observed image (b) Restored via CGLS —
ISNR=1.70dB, SSIM=0.602
(c) Observed (Circulant boundary) (d) Restored in Fourier domain (us-
ing the method described in [153]) —
ISNR=1.38dB, SSIM=0.568































9.4. Nonstationary Variance Algorithm
(a) Restored via CGLS —
ISNR=2.78dB, SSIM=0.685
(b) Restored in Fourier domain —
ISNR=0.98dB, SSIM=0.590




= 10−9 (to show
effect of adjusting hyperparameters)
9.4.1.1 Discussion: effect of parameter adjustments
Despite the hierarchical framework, there is still an important role played by setting the
“known” hyper-hyperparameters correctly. Furthermore, there are other parameters in the
implementation that are not strictly part of the model but will affect the numerical condi-
tioning and convergence of the algorithm. Going into detail of all the possibilities would be
beyond the scope of this thesis, but some general observations are made on their effects, based
on running a large number of experiments.
One significant parameter that has a major role on convergence is the number of CG steps
applied per VB iteration. With the Fourier solution we converge fully for f and h at each
VB iteration. However with the CG based spatial domain estimates, we have an initial guess
available: at each VB iteration k we can initialise with the previous estimate at iteration k − 1
and just take a few CG steps. This not only speeds up the algorithm but also means the
updates are only in a direction relevant to the solution.
Thus it is typical to set a tolerance on the residual norm, giving a maximum number of
iterations before early termination of CGLS. This avoids “over-converging” based on noise and
discretisation errors in the system, and acts as a form of regularisation. When we run many
iterations nested in the VB iterations, even the machine tolerance has an effect. Therefore
we choose to terminate early. Typically for the problems we have considered, we have found
that setting the tolerances per pixel of the residual norm to the order of 5 × 10−5 for the
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image and 25 for the PSF provides the optimal trade off between speed and accuracy. There is
another reason: if we consider the alternating minimisation over f and h as part of a joint non-
linear minimisation, then taking smaller steps alternately should be closer to the simultaneous
minimisation than using larger steps. Over the course of all the VB iterations we run enough
CG steps to converge to the correct solution.
In conjunction with these parameters, the prior for the blur has the most impact on the speed
of convergence of the algorithm, because typically the initial guess for the PSF is a long way
from the solution, whereas the error in the image is smaller. Because we have not calculated
the full covariances in the expectations in practice, there is a tendency to underestimate the
values of parameters such as σ2u. Thus the value found in practice is quite dependant on the




tends to smooth the blur more rapidly; hence the
solution is found in fewer VB iterations but it is generally of lower quality (e.g. more ringing
or halo artefacts), as more CG iterations are applied to f and h alternately to perform these
larger steps. An example of the effect of decreasing the prior expected value of σ2u away from
the value used in the other experiments is shown in fig. 9.7.
It should be noted that often changing one of these parameters has a moderate effect on the
ISNR figure, the visual appearance is generally not significantly changed: as long as we pick
a figure in the right ballpark the algorithm still converges, just it may take fewer or more
iterations. Furthermore, when we move to the models using the more adaptive priors, it is also
possible to use larger steps via more CG iterations, as the errors introduced by the larger steps
are ameliorated by the stronger priors which better preserve the underlying image content.
9.4.2 Nonstationary examples: Problems with feedback and “Hot Pixels”
We show some results using the nonstationary variance algorithm, using different sized blocks,
in fig. 9.8. Also shown are the errors in the corresponding PSF estimates in fig. 9.9. It appears
there are some small sub-pixel shifts in the results, as can be seen in the asymmetry of the
PSFs. Note that the PSF errors in the Fourier restorations are generally symmetric (and the
solutions are not shifted). In order to evaluate the errors more precisely when there is a shift
in the solution due to the shift ambiguity, we should also compensate for the misalignment.
Returning to the nonstationary model, we would like to make the variances as non-stationary
as possible. This is subject to the local activity, such that smooth areas end up with small
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(a) Blocksize = 1 — ISNR=2.62dB,
SSIM=0.693
(b) Blocksize = 2 — ISNR=2.68dB,
SSIM=0.696
(c) Blocksize = 4 — ISNR=2.56dB,
SSIM=0.693
(d) Blocksize = 8 — ISNR=2.50dB,
SSIM=0.690
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variances which promote stronger application of the prior, and edges have large variances
which means they are not smoothed so much by the prior (the effect of noise will be less visible
here). This is in a similar spirit to the “classical” spatially adaptive deconvolution techniques,
e.g. [21, 110, 121]. However in the experiments we find that there is a limit to the amount of
non-stationarity that can be imposed through this method using the VB approach.
We find that decreasing the confidence parameter, γσ2vr , on the variances towards zero, whilst




, (similar to what we estimate
from the global variance model) tends to make the estimates become unstable as the iterations
progress. That is, the variance of a small number of pixels at corners in the image grows
without bound, causing the intensities of these pixels to also become very large in absolute
value. This gives the impression of “hot pixels” in the restored image. We mitigate the problem
by using larger regions, but this again reduces the amount of local adaptivity we can achieve.
We see in fig. 9.8 that the problem goes away with larger block sizes (4 pixel square blocks
seems the best compromise).
Unfortunately this problem seems to be a problem of the deterministic nature of the algo-
rithm, and the approximations made in the variational approach, with the distributions we
are using. Essentially the inverse Gamma distribution should have a long tail such that very
large variances are possible but with small probability. The use of the VB approximation and
iterative updates of this mean means that we are not taking into account the moments other
than the mean of the distribution. By examining the empirical histograms of the variances
estimated from the image at one iteration, as in fig. 9.10, we see that they do not really follow
the correct distribution. Two problems are evident: truncation of the left side of the distri-
bution, and bunching of most of the values around this minimum value, γσ2vr E
0 [σ2vr], with
fewer than expected pixels extending into the tails.
If we were to instead sample from the distribution to estimate the local variances, these pixels
would not suffer from the positive feedback problem as they would be drawn from their true
distribution. Moreover, at subsequent iterations, pixels in the upper tail would have a high
chance of being sampled at a lower value, thus mitigating the feedback effect. In fig. 9.10(c),
we see how the variances from the same approximate distribution ought to look, when sam-
pled.






















































Figure 9.10: Histograms of image variances {σ2vr }
R
r=1, found with the VB method and nonstation-
ary variance model: (a) blocksize 1; (b) blocksize 4. (c) Variances sampled from the
approximate distribution q (σv) corresponding to the case in (a)
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ing a large degree of non-stationarity. Fortunately these coefficients do not suffer to the same
extent with the feedback problem.
9.4.3 Use of a nonstationary blur model
One problem with using a stationary model for the blur is that the amount of smoothing for
the whole PSF support (represented by the parameter σu is determined from an average over
the whole blur. Thus increasing the size of the PSF support will tend to incur more smoothing,
as the PSF is actually non-homogeneous, with large coefficients at the centre and zero values






We could consider also using the same nonstationary variance model for the PSF. With a
sufficient amount of non-stationarity, the problem just described should be avoided, as the
smoothing is estimated locally and thus doesn’t change if the support is increased. Ideally
this should also help suppress noise in the PSF where it should be zero, by “sparsifying” it.
However, in the VB implementation we are not able to specify much nonstationarity as we
find a similar problem to the hot pixels in the image occurs:the PSF will tend to a delta
function because of positive feedback of the large variances near the origin.
9.5 Nonstationary AR Algorithm
We now arrive at the almost complete model by introducing the AR parameter estimation,
which is where we begin to see the real improvements realisable by the new model. This
replaces the prior for f shown in the previous model with the AR prior, as shown in fig. 9.11.
For this model, we find the approximate distributions using the same method as before. In
addition to the new distribution q (f), we also need to find the distribution approximation
for the AR parameters, q (af), and the means q (mf). We present the derivations for these
expressions in Appendix F. In practice we also use a degenerate distribution for af , and we
find that it is normally equally effective to just use a fixed value of the local means rather than
updating at each iteration. That is, we take an estimate of the means of the (blurred) image
just at the first iteration, and keep this fixed throughout the algorithm.
Using the degenerate approximation, the update equations for the approximate image distri-
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Figure 9.11: Graphical model for the AR prior
bution are now found as qk (f) ∼ N
(
f







Ek [H]T Ek [H] + ‖I − Ek [Af]‖2Qv
)−1
(9.23)



















i.e. the same as before except that we use the latest expected value of the AR parameters to
define Cf = I − Ek [Af] which is used in place of the fixed matrix C. As before we solve for
the expected value of the image using CGLS, only this time including the means in the vector
on the right hand side (RHS) of the linear system. Thus the system we solve is given by:
MTMx = MTy (9.25)
where Q−1v = LTL, M =
 σ−1w H
LCf








∣∣Ek [afr ] , covk [afr ]), with
covk [afr ] =
(
‖Ek [Far ] − Ek [Mar ]‖2 + δ−1a ILa
)−1
(9.26)
Ek [afr ] = cov
k [afr ]
(
(Ek [Far ] − E
k [Mar ])
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The expected value of the AR parameters in each block can be solved directly (by Gaussian
elimination) as each system is relatively small; however as this has to be repeated for each block
in the image the speed is important, and we again find it is slightly faster to use a few iterations
of conjugate gradients to solve (9.27), in a similar manner to how we find the expected value
of the image.
9.5.1 Examples and effect of choice of segmentation
In fig. 9.12 and fig. 9.13 we present restorations using the nonstationary AR model of the
same degraded images as in the previous section, at 40dB and 20dB BSNR. In each row we
present on the right the restoration at the iteration that gave the best SSIM value, and on the
left that at the first iteration where the SSIM exceeded 98% of this value. What this shows is
that a visually acceptable restoration is achieved much sooner than these figures would suggest.
As the iterations progress, actually the visual appearance tends to degrade, even if the quality
metrics are increasing, mainly due to lack of contrast in the image (this is the main difference
observable in the images on the right; note that the levels in the image are adjusted to show
the full dynamic range, thus any small local highlights or shadows due to ringing will reduce
the overall contrast). This effect is more evident when viewing all the iterations in the movie
clips of the iterations (see Appendix H).
In each figure we also show in each row how the choice of the regions at each iteration affects
the results. In the first row of each figure, we show the results using the model as presented:
using a fixed grid of blocks. We have chosen 8×8 pixel blocks, based on previous evidence
that they can model the signal well, and as the best trade-off between quality and complexity
(as the size decreases, more AR parameters must be estimated and stored, increasing run time
and memory usage).
However with this choice, although the results are satisfactorily sharp, artefacts at block bound-
aries in the form of discontinuities can appear (note the size of these artefacts depend also
somewhat on the choice of the parameter δaf , see §9.6). We could consider a model that is a
uniform mixture of different AR models defined on overlapping grids. Updating all the mod-
els at each iteration would drastically increase computations. Instead, we propose modifying
the algorithm, such that at each iteration, one of the grids (i.e. a random offset of the starting
grid) is chosen. The results using all 64 possible 8×8 grids are shown in the second rows of
the figures. Note that the block artefacts are gone, but also the image has lost some sharpness.
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(a) Fixed blocks, After 548 Iterations —
ISNR=2.40dB, SSIM=0.691
(b) Fixed blocks, After 2486 Iterations —
ISNR=3.00dB, SSIM=0.705
(c) Fully overlapping blocks, update ev-
ery iteration; After 587 Iterations —
ISNR=2.22dB, SSIM=0.683
(d) Fully overlapping blocks, update ev-
ery iteration; After 2072 Iterations —
ISNR=2.76dB, SSIM=0.697
(e) Half overlapping blocks, update ev-
ery 20 iterations, After 380 Iterations —
ISNR=3.00dB, SSIM=0.707
(f ) Half overlapping blocks, update ev-
ery 20 iterations; After 940 Iterations —
ISNR=3.01dB, SSIM=0.713
Figure 9.12: Restorations with the nonstationary AR model - 40dB BSNR
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(a) Fixed blocks, After 14 Iterations —
ISNR=1.53dB, SSIM=0.614
(b) Fixed blocks, After 274 Iterations —
ISNR=2.07dB, SSIM=0.625
(c) Fully overlapping blocks, update ev-
ery iteration; After 26 Iterations —
ISNR=1.79dB, SSIM=0.630
(d) Fully overlapping blocks, update ev-
ery iteration; After 132 Iterations —
ISNR=2.26dB, SSIM=0.642
(e) Half overlapping blocks, update ev-
ery 20 iterations, After 141 Iterations —
ISNR=1.85dB, SSIM=0.633
(f ) Half overlapping blocks, update ev-
ery 20 iterations; After 660 Iterations —
ISNR=2.32dB, SSIM=0.645
Figure 9.13: Restorations with the nonstationary AR model - 20dB BSNR
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9.6. Testing the new prior: non-blind restoration
In the third rows, we find what appears the best option, to only use four different grids, with
half a block overlap, and to only pick a new grid at random every 20 iterations. This last step
helps maintain some sharpness as it usually requires several iterations of the image in the same
grid location before the AR parameters begin to converge. Use of only four grids rather than
64 also saves memory, as in the implementation we pre-cache the structure of the resulting
matrices C based on the grids, in order to calculate them more rapidly.
Another simple strategy that was considered was using a quad-tree segmentation to provide
the regions, based upon homogeneity of the regions’ texture. However this method was not
pursued further, as the overlapping blocks approach is simple and seems effective enough. A
full arbitrary segmentation of the image to provide the regions would also be possible, but it
may be at much additional cost, for a small gain in performance.
9.6 Testing the new prior: non-blind restoration
To see how effective the new prior can be we also show some results using the same restoration
procedure when the PSF is known. This is also useful to investigate the effect of the choice of
the hyper-hyperparameter δaf . With the non-blind restorations the scale and shift ambiguities
are not a problem, as we have the original PSF, so it is more valid to compare ISNR and SSIM
figures for different settings.
We run the same VB algorithm using the nonstationary AR prior, with the same settings as
before only omitting the blur estimation stage (other hyperparameters are estimated as usual,
and we use half overlapping blocks with updates of the grid every 20 iterations). Four experi-
ments are considered: the two cases shown already with a 3 pixel standard deviation Gaussian
PSF at 20 and 40dB BSNR, and a 12 pixel diameter circular PSF, also with noise at 20 and
40dB. The deconvolution results in each case, for various different choices of δaf are shown in
fig. 9.14–9.17.
In fig. 9.18(a) and 9.18(b), we show the ISNR and SSIM results for these experiments. The
horizontal lines show a reference level from the stationary restorations (using the same VB
method to estimate the unknown hyperparameters). We can see that a peak in all cases appears
at around or just above δaf = 3×10−3. For this setting, the nonstationary model significantly
outperforms the stationary model in all cases; hence we have chosen to use this fixed value
for all the blind restorations in this chapter. Also note the SSIM graphs indicate we will loose
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more by overestimating this parameter rather than underestimating. When we use the model
with the MCMC method in the next chapter, we find that it is sometimes best to use a slightly
smaller value, e.g. δaf = 1×10−3. This is because there is a chance that the filters can become
unstable if less regularised, in a similar manner to the way the variances did in the last section
with the “hot pixel” problem. This is more of a problem when we introduce extra noise into
the system as the Gibbs sampler does, and when we use higher temperatures.
Considering the graphs in fig. 9.18(a) and 9.18(b) again, the nonstationary model also shows a
bigger improvement over the stationary model in the circular blur case; this is because it is pos-
sible to recover more high frequencies than in the Gaussian blur case when they are completely
lost. The 20dB results show bigger disagreement between the two metrics: ISNR suggests us-
ing a larger δaf isn’t so bad as SSIM reports — this is where there is extreme noise amplification
by over-fitting the model. However there is still an agreement around the optimum values.
Referring to the visual results helps to illustrate more clearly what is going on. We make a
number of observations. Especially in the 40dB cases, as δaf grows to 1, the restorations
become very similar to the stationary restoration, where there is much ringing due to partial
regularisation of the noise and partial deblurring. These images are slightly sharper than the
stationary case in the iterations shown, but get even more sharper and noisier as the iterations
progress (again we have shown the images at the iteration giving peak SSIM — see the videos
in Appendix H to observe the full evolution).
As we decrease δaf , the noise starts to get suppressed, until at around a value of 3 × 10−2 it
resembles ringing just around the edges. For δaf = 3× 10−3, the ringing disappears although
we still have a sharp image. As it decreases further, some smaller details in the image are lost
and the image becomes progressively smoother, until at around δaf = 1×10−4 the “hot pixel”
effect returns.
This is explained nicely by considering the magnitude of the coefficients. We have two vari-
ables, afr and σvr , both in a sense responsible for representing the local activity in each region.
For large values of δaf , we are not regularising afr and therefore the AR filters will adapt freely
to whatever signal they find, including the noise (or an approximation of it). In this case we
observe that the histograms of the variances σvr are clustered around a single value, i.e. they are
not used to model the nonstationarity at all. In the opposite case, for very small δaf , the AR
coefficients are heavily regularised, with many of them taking values close to zero. This makes
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(a) Original (b) Observed (c) Stationary restoration
(d) δaf = 1× 100 (e) δaf = 3× 10−1 (f ) δaf = 1× 10−1
(g) δaf = 3× 10−2 (h) δaf = 1× 10−2 (i) δaf = 3× 10−3
(j) δaf = 1× 10−3 (k) δaf = 3× 10−4 (l) δaf = 1× 10−4
Figure 9.14: Effect of varying δaf for the 40dB BSNR Gaussian blurred image
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(a) Original (b) Observed (c) Stationary restoration
(d) δaf = 1× 100 (e) δaf = 3× 10−1 (f ) δaf = 1× 10−1
(g) δaf = 3× 10−2 (h) δaf = 1× 10−2 (i) δaf = 3× 10−3
(j) δaf = 1× 10−3 (k) δaf = 3× 10−4 (l) δaf = 1× 10−4
Figure 9.15: Effect of varying δaf for the 20dB BSNR Gaussian blurred image
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(a) Original (b) Observed (c) Stationary restoration
(d) δaf = 1× 100 (e) δaf = 3× 10−1 (f ) δaf = 1× 10−1
(g) δaf = 3× 10−2 (h) δaf = 1× 10−2 (i) δaf = 3× 10−3
(j) δaf = 1× 10−3 (k) δaf = 3× 10−4 (l) δaf = 1× 10−4
Figure 9.16: Effect of varying δaf for the 40dB BSNR circular-shaped PSF blurred image
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(a) Original (b) Observed (c) Stationary restoration
(d) δaf = 1× 100 (e) δaf = 3× 10−1 (f ) δaf = 1× 10−1
(g) δaf = 3× 10−2 (h) δaf = 1× 10−2 (i) δaf = 3× 10−3
(j) δaf = 1× 10−3 (k) δaf = 3× 10−4 (l) δaf = 1× 10−4
































 40dB 3px Gaussian
   (stationary result)
20dB 3px Gaussian
   (stationary result)
40dB 12px Circular
   (stationary result)
20dB 12px Circular





























 40dB 3px Gaussian
   (stationary result)
20dB 3px Gaussian
   (stationary result)
40dB 12px Circular
   (stationary result)
20dB 12px Circular
   (stationary result)
(b)
Figure 9.18: (a) ISNR and (b) SSIM versus various values of δaf , shown for 4 different exper-
iments, as described in the main text. Horizontal lines indicate results using the
stationary prior.
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the filters in Cf almost equal to the identity, and we are only regularising the magnitude of the
image, but allowing strong edges to still be preserved. However, in this case, the variances σvr
become more important in modelling the local activity, and we see their histograms are more
spread out. This is the reason why we see the “hot pixel” effect described in the nonstationary
variance model again in this case.
Finally we note that even though the numerical results are encouraging, and we achieve very
good restorations when there is sufficient information in the blurred image, some other cases
such as the 20dB BSNR circular blur case are still challenging for any restoration method, and
it is not clear that any of the results in this case are extracting all the information in the blurred
image to give a visually pleasing result. The δaf = 1 × 10−2 case in fig. 9.17(h) appears
to have the most detail, but there are quite a lot of spurious textures appearing in smooth
regions. One suggestion that needs further investigation is that we could add another stage
to the hierarchical model, with a prior for δaf , and estimate its values locally. The mean and
variance of likely values of this prior could be estimated from these experiments, and hopefully
we would see that in smooth regions of the image δaf would take on low values to promote
smoothing, and in regions with more structure, higher values would enable recovery of the
texture, thus giving a double-layered spatial adaptivity.
9.7 Conclusions
In this chapter, the variational Bayesian method of posterior approximation has been discussed,
and applied to the BID problem. We reviewed how it was used in [153], before developing
the stationary models into nonstationary ones. Firstly we considered a nonstationary variance
model for the image, which although nice in theory seems to have some practical limitations
when used with the iterative VB method.
Subsequently, the nonstationary AR image model was investigated using VB to estimate the
required parameters. In this work we have used deterministic approximations of the distri-
butions, however with the AR model we find very good results are obtainable with some
substantial improvements over the stationary case. We showed blind restorations in the case
of Gaussian blur, and also considered the performance of model under different settings in the
non-blind case. This enables us to consider good values for the hyper-hyperparameter δaf ,
which controls how closely the model fits the restoration, and thus the amount of adaptive
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noise removal is done.
In terms of the results, we have demonstrated both improvements of the new AR image model
in non-blind image restorations (see the figures in §9.6), but we have also shown the prior
leads to improved blind restorations, over the method of [153] for the Gaussian blur (compare
for instance fig. 9.3(d) with fig. 9.12(f )). For other types of blur, the VB method presented
here may not converge well for blind restoration; however further gains are shown using the
new prior with the MCMC method in the next chapter.
The AR model can restore not only a piecewise smooth signal, but also sharp edges, and most
importantly regions of texture. We are not aware of other models that have been proposed for
blind deconvolution that can restore texture in this spatially adaptive manner, rather than just
preserving edges and smooth regions. However, there are many other more advanced statistical
image models that have been proposed for simpler problems such as image denoising. These
include multiscale, transform domain methods, e.g. [177], and methods based on learned
dictionaries, e.g. [64]. It would be interesting to try to incorporate some of these features to the
proposed model. For instance we could consider learning distributions of the AR parameters,
as well as using a multi-scale version. As an alternative model, we could also consider ways to
solve the problem with the instability of the variance estimation when the AR model is not





We have shown that the models presented so far can provide a useful solution to the deconvolu-
tion, and in certain cases, blind image deconvolution problems. For instance, the smoothness
prior for the PSF is appropriate in the case of Gaussian blur, and we have shown good results
in this case. However it is important to remember that the VB method, even without the
degenerate approximations we have used, is only locally convergent, and depending on both
the initial conditions and the accuracy of the priors, may not even converge at all.
This is what we observe if we try to use the previous algorithm when the blur used is, for
example an out-of-focus blur (circular PSF). The stationary smoothness prior for the PSF
does not well model the sharp edges in the PSF at all. The deterministic nature of the iterative
algorithm tends to mean that it diverges from the start, because the ringing artefacts in the
image due to error in the PSF become re-enforced as false edges in the image (see fig. 10.1).
One possibility is to use the same nonstationary AR model we used for the image prior. The
nonstationary AR model can well model the sharp edges of the circular PSF, however there are
other stationary points of the IVB algorithm which will be met first if we initialise with a Gaus-
sian as before. Experiments using this model also failed to converge to the correct solution,
instead converging to approximately a delta function for the PSF (see fig. 10.1). We could try
to find a better initialisation, although then the method looses generality. In our experiments
we were unable to find an initialisation or setting of the known parameters that led to conver-
gence. Use of a different model for the PSF, for example a piecewise constant model such as
TV [9, 50, 236], can help convergence for these types of blurs. However this does not apply
well to other types of PSF which are not piecewise constant, so unfortunately generalisation is
also lost unless some kind of model selection is performed to choose the best PSF model. We
may also want to consider many other types of PSF such as non-constant motion blur or lens
aberrations, which are not very well constrained by any model yet proposed.
Using stochastic methods that do a more thorough exploration of the parameter space is one
way to get around these problems. We have given a brief account of how sampling based
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Figure 10.1: Unsuccessful blind restorations of the 12 pixel diameter circular blurred image, using
the VB approach and (a) Stationary and (b) nonstationary AR prior models for the
PSF; (c) and (d) their estimated PSFs.
Markov chain Monte Carlo (MCMC) methods may be applied to the blind deconvolution
problem in §5.2.6. We choose to adopt this approach in this chapter, and show how we get
the method to work in practice.
MCMC methods have been used successfully in many 1D signal processing problems, includ-
ing blind deconvolution for audio and communications, as well as image processing problems
in 2D such as segmentation and non-blind deconvolution [76]. However one reason that it
seems they have not previously been applied to BID is because of the dimension of the prob-
lem: as we have previously explained, it is computationally intractable to invert the covariance
matrix of the image PDF due to its dimension. 1D methods typically require factorisation
of this covariance in order to draw samples efficiently. Previous MCMC image restoration
approaches, e.g. [76], sampled the image pixelwise. However this results in slow conver-
gence, especially when we have to sample the whole image many times. In our method we
use bulk sampling of the image, along with simulated annealing (SA) to explore the solution
space more rapidly and speed up convergence, making the solution become possible with a
moderate amount of computational effort.
In the next section, we discuss some details of how we can use the Gibbs sampler for BID.
Then in the experiments in this chapter, we show results using the proposed MCMC method
for a number of different blurs. We show that the method can converge satisfactorily under
several different conditions, and that we can obtain state of the art results.
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10.1. Overview of MCMC approach
10.1 Overview of MCMC approach
Recall that we have formulated the problem to be solved in a general hierarchical Bayesian
framework. The goal is to use the posterior distribution of the unknowns Θ conditional on
the observed data, p (Θ | g) ∝ p (g | Θ) p (Θ) to perform inference about the likely values of
Θ, or some subset of it. For all the parameters in our complete model presented in §6.7, we
have Θ = {f, af, σv, µf, h, ah, σu, µh, σ2w}.
With such a large parameter space for Θ , it is infeasible to perform direct optimisation or
calculation of this function. We have shown one way to reduce the dimension of the space
is to marginalise nuisance variables we are not interested in, however with the full model
this also becomes intractable. As we have just described, approximation methods may fail to
converge to the correct solution. Therefore we would like a method that can solve the problem
of parameter estimation in high dimensional spaces. It turns out that MCMC methods (see
§5.2.6) are particularly suitable for these types of problems.
As discussed in §5.2.6, applying the Gibbs sampler to a problem formulated in the hierar-
chical Bayesian framework is particularly straightforward, so long as the required conditional
distributions can be found in a standard form. As it turns out, with our tree-structured models,
these conditionals are the exact same distributions that we use as the approximate distributions
in the VB approach.
Therefore transitioning to using the Gibbs sampler requires only that we can sample these con-
ditionals rather than evaluating their expectations. This makes design of the new algorithms
simple; the only new task we need to do is find out how to sample from these conditional
distributions. Fortunately because we have used conjugate priors, all of the conditionals are
already in the nice form of Gaussian or inverse-Gamma distributions. However there are a
couple of tricks we need to use in order to make the process work effectively.
10.2 Applying the Gibbs Sampler to the BID problem
In this section we consider using the Gibbs sampler to sample the full posterior distribution
defined in §6.7. This is as we used before at the end of the last chapter, except we now also
use the AR model for the PSF, and we introduce positivity constraints on the PSF and means.
It was found experimentally that adding in these positivity constraints ensures much better
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convergence towards the true PSF, and helps remove a lot of the ringing artefacts in the image,
however the manner in which to do so had to be investigated carefully.1 We propose modifying
the Gaussian distributions to rectified Gaussians to impose this constraint.
Although the basic method of application of the Gibbs sampler, described in §5.2.6.3 is par-
ticularly straightforward, and appears to be just a slight modification of the previous VB al-
gorithms, we need to consider carefully how to draw the samples. Several issues that had to
be overcome in practice to make the Gibbs sampler work for the BID problem. These will be
discussed in this section, and include:
• Bulk-sampling of the image
• Positivity of the PSF
• Improving convergence speed.
The Gibbs sampler draws samples θ(k) at iteration k from the distribution of each θ ∈ Θ in
turn, conditional on the previously sampled values of all the other unknowns. These samples
form a Markov chain, whose stationary distribution is the desired posterior.
These conditional PDFs, p
(
θ
∣∣Θ\θ ), only need be known up to a constant of proportional-
ity; hence they are calculated simply by taking the product of the terms from p (g | Θ) p (Θ)
that contain the variable θ of interest. In the tree-structured hierarchical model, this corre-
sponds to the product of the prior and the child variable’s distribution. Applying this pro-
cedure to the full model in fig. 6.8 results in the conditionals shown in Algorithm 2, where
we also define the sets of image and blur parameters θfr = {Lr+ , αvr , βvr , δµf , δafr , Laf} and
θhr = {Lhr+ , αur , βur , δµh , δahr , Lah}.
10.2.1 Sampling Procedure for Image and Blur
While the scalar Gaussian and IG distributions are easily sampled from standard pseudo-
random number generators (the IG by the reciprocal of Gamma distributed samples), the
multivariate Gaussians for the image and blur should be treated more carefully.
1This positivity could be applied by a constrained minimisation method or POCS after sampling, however in
our experience this tends to actually make the algorithm become unstable, as we are not sampling from the correct
distribution.
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Input: g, h(0), θfr , θhr
Output: f̂ = 1K−k0
∑K
k=k0




for k = 1 · · ·n do1
offset Rr,∀r = 1 · · ·R, by (i, j)← Uniform(mr) ;2
w(k) = g − Hf ;3 (
σ2w
)(k) ← IG(σ2w ∣∣∣αw + L+2 , βw + 12wTw);4













Ek [f] = covk [f]
(
σ−2w H





f(k) ← N(f | Ek [f] , covk [f]) ;9
offset Rhr ,∀r = 1 · · ·Rh, by (i, j)← Uniform(mrh) ;10





















h(k) ← N+(h | Ek [h] , covk [h]) ;15
Algorithm 2: Gibbs sampling for Blind Image Deconvolution.
The symbol← means draw a sample from the RHS distribution. The indices k or k − 1
of the quantities in the RHS of the equations have been dropped for clarity; it is implied
that the most recently sampled value is used in each case.
We could take the approach of previous methods in image processing such as [76], and sample
the image pixel by pixel, based upon the conditional distributions of each pixel in the MRF.
However this not only results in in more work due to the evaluation of extra for loops in
the code, but also makes the Markov chain mix, or traverse the parameter space more slowly.
This happens whenever there is strong correlation between the variables. As a simple example,
consider sampling a 2D Gaussian with a strong correlation coordinate-wise. Rather than
moving freely about the distribution, each step will be trapped in one part of the density, as
we only move along one coordinate axis at a time in the region of high probability, requiring
a stair-step type movement in order to traverse the major axis of the Gaussian. Clearly it is
better if we know these variables are correlated that we can sample them jointly.
Typically a multivariate Gaussian is sampled jointly by finding a Cholesky decomposition of
the covariance matrix, and multiplying this by a white Gaussian N (· | 0, I) of appropriate
dimension, followed by adding on the mean of the conditional. However this is intractable for
such a large matrix as covk [f]. Instead, a CGLS solver is used as before, but with a modification
to include the random component [101]. For example, f is sampled avoiding calculation of
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← N+(µfr | Ek [µfr ] , covk [µfr ]) ;5










Ek [afr ] = covk [afr ]σ−2vr F
∗
ar




← N(afr | Ek [afr ] , covk [afr ]) ;8
Function ParamSampling
covk [f] and Ek [f] by drawing ν← N
(
ν
∣∣0L+L+ , IL+L+ ) and iteratively solving
MTMx = MTy (10.1)
where Q−1v = LTL, M =
 σ−1w H
LCf
 , and y =
 σ−1w g
Lηf
+ ν. Note this is exactly the same
as in the VB approach, apart from the addition of ν.
The same approach is used to sample afr and ahr , though we make the approximation in
p (f | af, σv, mf ) of ignoring the dependency of the normalising term det|Σ−1f+ | on af, resulting
in an improper prior. This does not seem to adversely affect results however.
10.2.2 Sampling rectified Gaussians
To sample the rectified Gaussians, rejection sampling is used fig. 10.2. The principle is to use
a proposal distribution q (·) that when multiplied by some constant, M < ∞, upper bounds
the true distribution q (·) for all x ∈ X. We need to be able to sample {x(r)}Rr=1 ← q (x) , to
evaluate q (·) and q (·), and to sample a uniform variate u(r) ←Uniform(0, 1) at each sample
r. Then we accept if u(r) <
p(x(r))
Mq(x(r)) . For the rectified Gaussian, this just means we use a
regular Gaussian to propose, rejecting all samples that are less than zero, and accepting with
probability one otherwise.
For h, in order to use rejection sampling, it must be sampled pixelwise, which means the
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Figure 10.2: Principle of rejection sampling
more efficient CGLS solver is not possible, however this is less of a problem due to its smaller
dimension than the image (we could also consider a more complex block updating proposed
in [214], but we just use the pixelwise scheme here). This requires the PDF of one pixel in the








)−1, and the square brackets extract a sub-vector or entry of the matrix. A
random update order is used to update the pixels, for i = 1 · · ·Lh. In practice, we first perform
a step of CGLS without ν (as in the VB solution) to find Ek [h], and then sample each pixel
once using (10.2). We then resample pixels which became negative, conditional on the new
values of the others, until we get a positive sample. We also have to approximate the terms
N−1[i,i] and N[i,\i]. Note that we can calculate N without inversion, however even finding F
TF
which it depends on is expensive, so we use a BTTB approximation of this matrix. We then
work out the rows of N as required. N[i,i] is just the ith entry into each row.
10.2.3 Simulated Annealing
The pixel-wise sampling of h results in slower convergence, or mixing of the Markov chain.
simulated annealing (SA) [76, 160] is a popular method to accelerate the search for high
probability regions of the parameter space. The posterior distribution is raised to a power
1/τ, where τ(k) is a temperature parameter, such that p(k) (Θ | g) =
(
p (Θ | g)
)1/τ(k). High
temperatures result in the PDFs being less “peaky” and more uniform, avoiding the search
getting trapped in local optima. Samples are gathered after burn-in once τ(k) ≈ 1. The
distribution should be “cooled” sufficiently slowly, in analogy to annealing in metallurgy. We
use a quasi-geometric annealing schedule: τ(k) = 1 + (τ(0) − 1) · κk. The modification to
the conditionals using the temperature parameter involves scaling the variance of the Gaussian
distributions at iteration k by τ(k), whereas for the IG PDFs, we make the substitution αθ →
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αθ+1
τ(k) − 1 and βθ → βθ/τ(k). We constrain the maximum temperature for these distributions
such that αθ > 1, otherwise the samples will become unbounded.
Once the samples have been obtained, expectations may then be found to provide the desired




is chosen to allow for convergence during the burn-in period. Other possibilities for inference
with the samples include computing a MAP estimate, by cooling the temperature to zero, or
to learn more about the posterior by looking at other statistics of the samples.
10.3 Results
We now present several results using the proposed method. In the first experiment (Exp.
1), the Lena image is synthetically blurred with a simulated out-of-focus blur of diameter 12
pixels, and WGN was added to give a BSNR of 40dB. The blurred image in and restored
images are shown in fig. 10.3. It is also worth referring to the movie clips of the samples
for each experiment (see Appendix H). Note that the samples appear much noisier than the
results, because when we calculate the MMSE estimate the samples are averaged together and
this removes the noise. In Exp. 2 and Exp. 3 we use the same blur but 30dB and 20dB BSNR
respectively. We also show the non-blind restorations using the same algorithm in this case —
the results are very similar. Note that the 20dB result in particular ends up shifted by a couple
of pixels in the blind restoration; this is very evident when viewing the video (see Appendix
H).
In all Exp. 1–3, the observed image support Sg was 183×183; the PSF support Sh was 37×37,
giving Sf = 219× 219; the image and blur block sizes were mr = 8 and mrh = 3 pixels, and
the AR orders P = 5 and Ph = 3. For Exp. 1–3, the annealing used τ(0) = 2 and κ = 0.998,
over K = 4000 iterations, with k0 = 3000. Due to the hierarchical model, the algorithm is
fairly robust to different choices of the hyperparameters, although reasonable values will aid
more rapid convergence. We used the same values as before, but with δaf = 1 × 10−3 to
avoid instability of the AR filters. Due to the new segmentations at each iteration, lines 6 and
12 of Algorithm 2 were also repeated twice per main iteration to update the parameters more
effectively.
In Exp. 1 and Exp. 2, h(0) was chosen as a circular PSF of radius 10. This is quite close to the
starting condition, but far enough away that it causes problems if we use the VB method. If we
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(a) g, simulated (b) f̂, ISNR=6.31dB (c) f (region Sg shown)
(d) g, simulated (e) f̂ (f ) f̂, non-blind
(g) g, simulated (h) f̂ (i) f̂, non-blind
(j) g, photographed (k) f̂, ISNR=6.77dB (l) f (region Sg shown)
Figure 10.3: MCMC results: (a) – (c) Exp. 1; (d) – (f ) Exp. 2; (g) – (i) Exp. 3; (j) – (l) Exp. 4;
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were to use a multiscale approach it is also likely we would have an initial estimate at least this
close. In the lower BSNR of Exp. 3 we found convergence was generally faster, and we started
with a Gaussian PSF of standard deviation 2.5. In other experiments at higher BSNR we use
a more distant starting condition, but with slower annealing to ensure proper exploration of
the space.
10.3.1 Real Blurred Image
In Exp. 4, the image was degraded by a real camera. The Lena image was displayed on a
computer screen and photographed with the camera lens out-of-focus to produce a similar
blurred image to that in Exp. 1 (in fact it is slightly more blurred). The green channel
of the image only was used; this was bilinearly interpolated and downsampled, in order to
avoid demosaicing. It is also important to work in a linear colour space, and convert to a
gamma 2.2 space for final display. Despite the care taken to ensure a linear image, there is
undoubtedly some residual non-linearity in the process, as can be seen from the results in fig.
10.3. The same parameters were used as in Exp. 1, although the annealing was modified to
τ(0) = 3, κ = 0.999, K = 10000, k0 = 9000 to ensure better convergence. It is also possible
that the PSF is slightly spatially varying in this case, as more artefacts are visible away from the
centre.
In order to calculate an ISNR value, another image shot under the same conditions but with
the lens in focus was used as a reference (fig. 10.3(l)). This was aligned with the restored image
and the images histogram matched, which avoids the shift and scale ambiguities and enables
calculation of the metric.
In fig. 10.4 the result obtained with the VB algorithm using the same AR prior as described
in Chapter 9 is shown for comparison. 4000 VB iterations were used, beyond which no
significant change was seen. The same initial conditons are used as in the MCMC case - a
10 pixel diameter circular blur, which is close to but slightly smaller than the true blur. It
is clear that although some slight improvement has been produced, the PSF tends towards a
delta function and correct convergence is not obtained in this case, unlike with fig. 10.3(k).
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(a) f̂, VB method (b) ĥ, VB method (c) ĥ, MCMC method
Figure 10.4: (a) Unsuccessful blind restoration of fig. 10.3(j) using VB method and AR prior from
Chapter 9; (b) Corresponding estimated PSF; (c) Estimated PSF corresponding to fig.
10.3(k).
10.3.2 Different initial conditions and PSFs
In Exp. 5 (not shown in the figure, but see Appendix H), we use the same PSF as Exp. 1,
but we initialise with a variance 3 pixels Gaussian, which is a lot further from the true PSF.
In order to converge to the correct region of the posterior, we find we need a slower annealing
using κ = 0.9993 with a higher starting temperature of τ(0) = 4. We can see by referring to
the video clips in Appendix H that in general, at higher temperatures the image resembles more
noise, and as it is cooled, the edges begin to appear, followed by lower frequency content. It
seems critical that the cooling is sufficiently slow that the edges are more or less correct before
it is cooled to a lower temperature that starts to resemble the proper image.
The remaining experiments are shown in fig. 10.6. In Exp. 6, we use a synthetic 1D motion
blur, of 11 pixels, at 40dB BSNR, with the same initialisation and settings as Exp. 5. In Exp
7. we show the Lena image, blurred with a 7×7 square PSF at 45dB BSNR (this is the same
experimental conditions which are used in [217]). In Exp 8. we use the same settings but with
the Cameraman image. Note that all of these cases, it is obvious from considering the restored
PSF that there is a sub-pixel shift in the restoration.
Finally, in Exp. 9, we use a “hand drawn blur” (at 40dB BSNR) which is supposed to represent
an arbitrary camera motion, and represents a challenge for any BID algorithm (see fig. 10.5).
Nevertheless, we were able to get a good result by making one small change to the algorithm.
We noted that using a lower value of δaf = 1 × 10−5 helped to give a sparser image, where
the edges converged much more rapidly, although the low frequencies never returned. We
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Figure 10.5: Hand drawn PSF, to represent motion blur
then tried slowly raising the value of δaf back to 1× 10−3 at the end of the annealing period,
and we obtained a reasonably good result. Note that the PSF in this case contains lots of
small detail, and we have recovered most of it, albeit with a substantial shift. Because of the
Gaussian initialisation, it seems that we tend to converge to a solution where the maximum
intensity of the PSF is located at the origin. It is interesting to note that although we have the
shift ambiguity, it does not seem to adversely affect the restorations to a significant degree. It
does mean that they can drift very slowly over a long period of samples, and this will lead to a
MMSE estimate that is not as sharp as it could be. However, as long as we keep our averaging
to a couple of thousand samples, it doesn’t seem to be a problem.
10.4 Conclusions
In this chapter, we have shown that MCMC methods can be used in BID to tackle the very
challenging optimisation problems set by these models, as well as to gain insight into the
quality of the obtained solutions. Very flexible and locally adaptive image and blur models
have been proposed, that are capable of modelling a variety of types of blur, and adapting to
local features and textures in the image. We have shown that the method is capable of visually
very impressive results that we hope make a useful step forward in quality in the field of BID.
One common criticism of MCMC methods is with speed. It is true that the simulations pre-
sented here are not currently the fastest in the world, taking around 20 to 30 seconds per main
iteration (i.e. typically we need a couple of days to run the complete experiment). However
for the quality of the results, sometimes things are worth waiting for. If the photo is from a
one-off event then the waiting time may not be important. Improvements in central process-
ing unit (CPU) performance will bring down run times, although it is worth considering new
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(a) g, simulated (b) f̂ (c) ĥ
(d) g, simulated (e) f̂ (f ) ĥ
(g) g, simulated (h) f̂ (i) ĥ
(j) g, simulated (k) f̂ (l) ĥ
Figure 10.6: MCMC results: (a) – (c) Exp. 6; (d) – (f ) Exp. 7; (g) – (i) Exp. 8; (j) – (l) Exp. 9;
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architectures such as parallelisation and general purpose graphics processing unit (GPGPU)
acceleration, in addition to algorithmic improvements.
Possibilities for future work will include better modelling of the AR parameter distributions,
imposing positivity on the image, and achieving more rapid convergence of the Markov chain.
One obvious possibility for speed-up is to use a multi-scale approach, beginning with a coarse
grid and working to the final resolution. Methods such as preconditioning can help accelerate
the CG algorithm, or alternative numerical solvers can be investigated. Finally, other methods
from the rich MCMC literature can be applied to speed up searching of the parameter space.
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Conclusions and Future Work
11.1 Conclusions
In the first part of this thesis, the BID problem has been formulated, and the problems that are
encountered and the models and methodologies that can be used to solve the problem were
considered. In Chapter 2, the 2D convolution model and PSF formulation of the observation
model was thoroughly examined. In Chapter 3, the classical regularisation approach to image
deconvolution, and some restoration techniques were described. In Chapter 4, the Bayesian
paradigm was introduced, as a robust and principled way for modelling and solving inverse
problems such as BID; some existing blur and image models that are used as priors were then
reviewed. A review of Bayesian solutions to BID with a survey of existing methods in the
literature was given in Chapter 5.
In the second part of the thesis, the novel image and blur prior models were developed in
Chapter 6, before considering the 3 proposed Bayesian methods for estimation of the unknown
image and blur in the following chapters. The marginalisation of the image and other model
parameters was considered in Chapter 7, in order to derive a closed form expression that
could be used in an optimisation framework to estimate the unknown PSF, in the MMAP
method. While this method provided useful insights into the problem, unfortunately it is not
generalisable to a wide class of standard PSFs because of problems with causality. Therefore
it was proposed to study the full model (including simultaneous image estimation) which
does not suffer from these problems. However as this full model does not have an analytic
solution for maximisation or finding expected values, we had to propose either to approximate
the distribution in Chapter 9, or simulate it in Chapter 10. On the way we had to consider
how to deal with boundary effects in order to deal with the required image restoration steps
correctly in Chapter 8. In Chapter 9, we used the VB approach to approximate the posterior
and estimate both the image and blur along with the unknown model parameters. This showed
some encouraging results in the case of Gaussian blur. However for other types of blur, we
had to resort to using full simulation of the posterior distribution using MCMC methods
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in Chapter 10. Although relatively computationally intensive, these methods allow for the
highest quality restorations, and we have shown blind restorations that are comparable to non-
blind results, with both synthetic and real data, and with a variety of different types of PSFs.
11.2 Suggestions for Future Research
11.2.1 New image priors
Although new priors for image (and blur) modelling have been proposed in this work, there
are many competing models which have been recently published, particularly in areas such as
image denoising, inpainting, and demosaicing, as well as SR and non-blind deconvolution.
It would obviously be worth investigating the differences between some of these and the pro-
posed models, as well as whether any of the features of these models can be adapted for use in
the BID problem.
For instance, multiresolution models have also been proposed to represent the interactions
between pixels at different scales. Wavelet models attempt to represent the image in terms
of a filterbank that transforms the image into a relatively sparse representation at different
scales; methods such as Gaussian scale mixtures (GSMs) [177] attempt to model the statistical
relations between and across scales, matching empirical distributions. Sparse representations
using trained dictionaries [64], or example-based database methods [65] are also used, whereby
a collection of typical image patches is built up from either a training image, or from the image
to be restored itself. Overcomplete dictionaries are typically used in image restoration; these
methods may be seen as a generalisation of standard orthogonal wavelet transform methods,
where rather than assuming a known filterbank, typically a solution is sought in which the
image is represented as the best sparse approximation of patches from the dictionary. Other
training based methods have learned MRF model parameters, for instance with the fields of
experts (FoE) models [190].
Both multiscale and dictionary learning based methods could be applied as an extension of the
nonstationary AR models, to model texture at multiple scales, and to better represent the likely
textures that are encountered in an image. Another possible model that could avoid some of
the problems with feedback and “hot pixels” encountered in the VB solutions would be to
model the spatial interactions between the image variances, also with a type of MRF model
where the variables are constrained to be positive.
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11.2.2 New blur priors & Spatially Varying blur
Separate modelling of the PSF is another issue that has received very little attention. By
building better parametric or other statistical models which more accurately represent the
different types of degradation that are encountered, we could hope to solve the problem a lot
more robustly. The example based approach may be one way to do this without using explicit
parametric models, but by training a dictionary on actual PSFs from real blurred images.
In addition, the SV blur problem must really begin to be addressed in earnest in order to
make these BID methods more suitable for application to real blurred photos. Real blurred
images, whether due to optical aberrations, defocus, or motion of the camera typically suffer
from SV blurs, different in each region of the image. The extension to their estimation would
require either the extra information from a multiple observations, or an extended parametric
hierarchical model for the blur to add some spatial consistency or reduce the parameter space.
In the multichannel case, either mild continuity constraints such as a MRF depth-map, or a
simple sectioning based approach should help. The challenging single channel SV case has
fewer constraints to help infer the blur, and so strong blur priors are required in order to
facilitate their estimation.
The case of space-varying motion blur in particular is a particularly challenging but potentially
rewarding problem to consider solving, as this is one of the most common blurs in practice,
and perhaps where the most work is still to be done in modelling. In practice we often have
an arbitrary motion of the scene including time-varying rotation and translation during the
exposure time. This PSF will be spatially varying, yet if we consider rigid body motions, then
there will be a complicated functional relationship between the PSFs in each part of the scene
which could be used as part of the image recovery procedure. It is interesting to note, that
despite the complicated degradation, these types of blurs are one of the most well-posed due
to the high frequencies typically present in the random-walk type PSFs, so in theory we could
recover much information from these images.
11.2.3 Acceleration of algorithms and deployment on new hardware
Many of the methods used rely on solving optimisation problems, for instance using CG al-
gorithms, or some of the other priors in the literature require nonlinear search procedures over
sparse dictionaries. With computationally heavy algorithms of the kind described and scale
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necessary for processing the increasingly large images encountered in real scenarios, and the
change in the evolution of CPU designs, it is becoming a reality that signal processing meth-
ods cannot simply put off implementation details as a secondary step; again thought should
be given during the algorithmic design stage. Exploring the parellelisation of the proposed al-
gorithms is one option, for example MCMC techniques such as parallel tempering [62] could
be explored. Further hardware acceleration is being proposed through the use of mathemati-
cal libraries that allow linear algebra to be performed on readily available graphics processing
units (GPUs), giving rise to a trend in general purpose graphics processing unit (GPGPU)
computing. These techniques hold great promise to help speed up the algorithms.
11.2.4 Multichannel constraints
Work on the multichannel blind deconvolution (MBD) problem [205, 206] has shown that
under certain conditions, the original image and blurs may be reconstructed perfectly in the
noiseless case; in the noisy case this formulation provides extra constraints that the unknown
blurs must satisfy. The required conditions of blur-coprimeness, that is the blurs in each image
contains no common factor but a scalar, are generally applicable in practice. The MBD class
of problems may be subdivided into single input multiple output (SIMO) and multiple input
multiple output (MIMO) problems – the former is essentially connected to the motion-free
super-resolution problem while the latter is typically for colour imaging with cross-channel
blurs. We could apply these constraints to the proposed models to help to better solve multi-
channel problems.
11.2.5 Application of proposed models and methods to new areas
Because of the general form of the Bayesian framework we have used, the priors and algorithms
that have been developed may also be used with other types of observation models, for example
SR, denoising, inpainting, and so on. Methods that combine SR and BD, resulting in the
blind superresolution (BSR) problem, have only just begun to receive attention [204], and
hence this is a field ripe for investigation. In a similar manner, joint motion estimation and
high resolution (HR) image estimation in the SR problem is something that has received only
a little attention in the Bayesian framework [176, 212], but application of MCMC could help
with this problem.
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However it is worth considering extensions beyond traditional image processing areas that
just attempt to compensate for defects in existing imaging procedures. In the photographic
observation process there are several trade-offs. A standard camera system captures information
through a set of lossy processes; a projective transformation, integration and discretisation of
the light rays over each position of the sensor, sampling of the electromagnetic spectrum, and
integration of camera/scene motion during the exposure period, as well as corrupting noise
processes. We can view the available light information as a multidimensional function of
space, rotation, wavelength and time, of which a typical image only captures a small subset.
This function has been termed the Plenoptic function [2]. Arguably, by capturing a different
subset we may result in a different set of data that may be more appropriate to our end cause,
though we may require intermediate processing to realise this result.
By considering the possibilities of novel imaging modalities, further gains may be made. That
is to say, rather than constraining attention to restoration of existing images, where signal
processing can only be applied as an afterthought, one may ask how the observation system
could be designed in conjunction with the restoration stage to give an overall design optimal
for purpose.
11.2.6 New imaging methods
Recently, a number of new methods for capturing natural images have been proposed, and
are rapidly appearing in commercial hardware. Methods such as wavefront coding [44] have
suggested modifying existing camera lenses in a manner that provides a special pre-capture
distortion to the image. This distortion is then removed in software, resulting in an image
that is in focus at all different depths, but whilst maintaining the high SNR available from
large-aperture lenses. Another technique uses a hybrid stills/video camera to get optimal spa-
tiotemporal resolution by recording the motion path and using this to deblur the still image
[15].
Another novel design is that of the “Plenoptic Camera” [2, 165]. Rather than using just one
lens to focus the image onto the image plane, this uses an additional array of microlenses,
somewhat like a fly’s eye, to give a set of images from slightly different perspectives, which
has enabled synthetic refocussing, and could allow multichannel deconvolution or SR to be
performed as postprocessing steps — work along these lines in superresolving a simulated
compound eye system has been proposed recently [53], and for application with respect to iris
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recognition in [13].
Other ideas using coded or programmable apertures to eliminate motion blur [4, 183] or
enable depth estimation for guided deconvolution [130, 131, 219] have also been produced,
and could benefit from further development of reconstruction algorithms.
Collectively, these developments have been termed Computational Photography, or Computa-
tional Imaging. They represent a general trend in imaging systems, describing the convergence
of techniques in computer vision, computer graphics, opto-electronics and signal processing
[135]. All these examples show that information may be captured in novel ways, and that there
is a need to develop and improve existing signal processing algorithms to benefit most from
the available data. It is hoped with alternative imaging strategies, combined with increasingly
cheap and abundant computational power for signal processing, future cameras and imaging
devices will be able to be produced significantly more cheaply than is currently possible.
A related research direction is compressed sensing. A team at Rice University have recently made
a prominent announcement of developing a “Single Pixel Camera” [221], which utilises this
method to actually capture a compressed image by using projections onto random grid pat-
terns; reconstruction algorithms may be used to recover the original image. Among other
applications, it has been suggested that this device could be used to make infra-red cameras
two orders of magnitude cheaper than traditionally. The new theory underlying these meth-
ods may usher in a new era in signal processing whereby the standard tenets of the Nyquist
limit for sampling bandlimited signals may be avoided. This theory suggests that if the signal is
compressible using a sparse representation, then there is no point trying to capture the samples
in a regular manner; we are wasting information where there is little present, and discontinu-
ities represent an impassible barrier, unless we capture in a manner that is not so wasteful of
information.
Clearly there are close links to image restoration in all of this work, and new restoration meth-








In this appendix, we begin by looking at how an ideal camera would capture the image, in
order to give an idea of what we are trying to restore. Then we consider various effects of real
cameras that mean the captured image deviates from the ideal image. Some of these models
represent approximations of the true degradations, but are necessary to begin to analyse the
problem. We will look which of these effects can influence the commonly used point-spread
function (PSF) model (the 2D impulse response) for the blur. In the approaches presented in
this thesis to solving the BID problem, we will use the general spatially invariant PSF model
and not explicitly use the camera models; however it is important to be aware what affects
this, and why many overly simple parametric models may ignore important real aspects of the
degradation process.
A.1 Pinhole Camera and the “true” image
In this section, we consider a physical camera model representing the observation process,
including various non-ideal effects that may need to be compensated for. We begin by giving
a definition of the true image that will be used for our purposes as a goal for restoration.
Consider a three-dimensional scene we wish to image. Light is emitted, transmitted, or re-
flected, from a continuum of points in the scene. The most exact approach to describe how
the light propagates through space and interacts with objects would be to consider it as an elec-
tromagnetic field and solve Maxwell’s equations for the region of interest [29]. This is often
either unfeasible or overly complicated, and instead a geometrical model is more often used
as a starting point with further refinement as necessary. The geometrical model is particularly
appropriate for a simple analysis of optical systems; commonly the wavelength of light is much
smaller than objects it passes, and diffraction effects may be ignored.
A related representation of the light propagation that is useful for developing imaging models
is the light field or plenoptic function [1], a vector field in free space. At each point in space this
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Figure A.1: Pinhole camera model
vector will represent the spectral distribution of light according to direction and time. In this
general form the plenoptic function is a 7-dimensional quantity: L(x, y, z, θ, φ, λ, t), where
{x, y, z} denotes position, λ wavelength, {θ, φ} angle and t time. Simplified versions of this
notation consider only a subset of the variables, for instance only monochromatic light, and a
single time instant. If the scene is assumed to be Lambertian, with light reflected uniformly in
all directions from each surface, then we can ignore the the angular coordinates. Even though
we will only considering restore monochromatic images (not videos) in our final representa-
tion, it is important to realise these extra dimensions can play a role in the degradation process,
through for instance motion blur and chromatic aberration.
To form a “perfect” or “true” image of the scene, assume for now that the light travels out as
rays through the homogeneous medium, in straight lines from their source (which could be
a reflection from an object) until they intersect with an imaging plane. The pinhole camera
model (fig. A.1) presents an infinitesimal aperture between the scene and the imaging plane,
such that each point in the scene maps to a single point on the imaging plane. The continuous
function f(x, y, 0) represents a perspective projection onto the 2D imaging plane at z = 0 by
discarding the depth information in the following manner:










where L(xp, yp, zp) represents the light field intensity or radiance emitted from a point p in
the scene, in the direction passing through the pinhole, which is located at {0, 0, Zf} on the
optical axis; Zf is the focal length. Each point in the scene that is visible to the pinhole has a
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unique image point on the image plane. The resulting light field, from all such points, that
passes through the pinhole and impinges on the imaging plane is the continuous version of
the true image, denoted f(x, y). In practice we will try to restore an optimally anti-aliased and
sampled version, f(s), of this image; equivalently it may be assumed that the original scene is
band-limited.
In order to connect the ideal camera model with the actual linear observation model and the
vector-matrix formulation that will be employed, we can imagine that the true image f(x, y)
actually appears as the input signal to an imperfect camera system.1 In reality this idealised
representation of the true image is never recoverable exactly, however it provides a useful target
to aim for in our restorations.
A.2 Terminology: Enhancement or Restoration?
It is worth reflecting again on the notion of the “perfect” or “true” image and the terminology
used. From the Bayesian point of view, the objective of restoration is to try and infer an im-
proved representation of the underlying scene, in a probabilistic sense, based on the available
information, rather than obtaining a particular true restored image. The term image enhance-
ment is often used in image processing to refer to procedures that attempt to improve the
perceived quality of an image without necessarily modelling the degradation process. Typi-
cally the term deconvolution can only be used when solving a problem where the linear ob-
servation model strictly applies, which is usually an approximation. However, as the goals are
similar — to recover a better quality image — the terms image restoration, enhancement, and
deconvolution will be used here more or less interchangeably.
A similar argument may be applied to the PSF: although the idea that the blur constitutes
the exact image of a point source that has passed through the system under consideration, in
practice the PSF, h, and the convolution that will be implied in (2.6) is merely a convenient
mathematical tool for representing the problem. In reality, the lens in the camera model pro-
vides a highly complicated non-linear transformation of the lightfield to give the observation,
of which the geometric and Gaussian optics models give a first order approximation, ignor-
ing the wavelength of light and other effects [29]. However, as it is usually just the restored
image that we are interested in recovering, these concerns need not raise too much concern
1Assuming the scene is planar, or the PSF is independent of depth, otherwise we should also estimate a depth
map.
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in practice, and the PSF model is a convenient tool for mathematical analysis. Blind restora-
tion enables a variety of physical effects to be absorbed into the PSF term and thus provides
resilience against poor modelling.
Some of the effects that are present in real world camera systems will now be analysed and
described; an overview of modelling some of these effects was given in [129]. Following this,
the most important effects that will be studied for the observation models used in this thesis
will be detailed.
A.3 Finite exposure time & Motion of the Camera or scene
A real camera has a shutter which opens to let light in for a certain duration; with the ideal
camera model it is assumed this exposure time is instantaneous. This would require the inten-
sity of the light field to be infinite, or the sensor to be infinitely sensitive, in order to collect any
light, so in practice the shutter is opened for a finite time until sufficient light is gathered to
properly expose the image. Observe that any relative motion between the camera or scene dur-
ing this time will result in an integration of the time-varying light field, appearing as motion
blur in the image. In practice unless the motion is constrained to be planar to the image plane
at a constant depth, we would need to use a SV motion model. This makes this type of blur
very difficult to restore in practice, and typically it is assumed the blur can be approximated as
locally constant in order to do any deconvolution. Proper modelling of camera motion and its
effects on motion blur should be the topic of further research.
A.4 Camera with lens: Gaussian Optics model
Rather than the pinhole model where the aperture is vanishingly small, most practical cameras
employ a larger aperture, or diaphragm, with a series of lenses to collect a larger amount of
light, whilst still forming a focused image at the image plane. This enables shorter shutter
speeds to be used to help freeze motion. Following the geometrical model, in order to analyse
the resulting light field that now appears on the image plane, the best analysis is obtained via
ray tracing. That is, each ray L(xp, yp, zp, θp, φp) that is emitted from the set of points visible
to the camera aperture (or entrance pupil) is traced through the optical system, refracting at
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the air-glass boundaries according to Snell’s law [29] (see fig. A.2)
nair sin θi = nglass sin θr. (A.2)
The ray tracing principle may be used to analyse the focussing effect of a lens. Although it
is not the ideal shape, lenses commonly have spherically shaped surfaces due to ease of man-
ufacture. Applying (A.2) to a single spherical refracting surface, along with simple geometry







Here R is the radius of curvature, and U and W the distance from the object point to the image
point on the optical axis. The distance to the image point clearly depends on the angle of the
original ray.
Spherical refracting surface








Figure A.2: Effect of a spherically shaped refracting surface on an incident ray
For a simplified analytical analysis, the Gaussian optics model is often used. In this model, it
is assumed that objects in the scene are sufficiently far from the lens that the rays make very
shallow angles with the optical axis. Then the paraxial approximation is employed such that:
sin θ ≈ θ cos θ ≈ 1 tan θ ≈ θ (A.4)
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With the paraxial approximation it becomes simple to analyse refraction effects caused by a
simple lens. Equation (A.3) then simplifies, using sin θusin θw =
W










If the radius of curvature is small compared to the thickness of the lens, the thin lens approx-
imation may be used, which simplifies analysis further. With these assumptions, we can find
the focussing effect of a thin lens on an incident ray, by applying (A.5) twice, once for each
















where R1 and R2 are the radii of curvature of the two surfaces, and V is the distance from the
lens to the image point from the second surface. Defining the focal length of the lens, Zf as the










Thick lenses, or more complicated systems of lenses may also be handled by finding a thin-
lens equivalent system. With this representation, two principal planes are identified such that
the thin-lens model holds for rays entering and leaving the system; a black-box approach is
used so that details of what happens between the principal planes are not required. Analysis
of a system of lenses is frequently done using a matrix to represent the linear transformation
applied to the position and angle of rays in the incident and refracted lightfields, assuming the
paraxial approximation.
A.5 Depth of Field under Gaussian Optics model
Given the assumptions described in the previous section, points in the object at the plane of
focus are sharply mapped to points on the image plane. We would like to find out how the
points at other depths are affected by the optical system. The thin lens model with a finite
aperture is shown in A.3. Taking the centre of the lens as the origin, the cone, or “pencil” of
rays emanating from the point in focus at −U0 on the axis is refracted by the lens and focused
at the point V0. These points are related by (A.7), as 1U0 +
1
V0
= 1Zf . Similarly, the pencil of
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Figure A.3: Model of Camera with Defocussing
rays at −U converges after passing through the optical system, forming an image point at V .
However the image plane is located at V0; the intersection of the pencil of rays and the plane is
circular in shape. This is termed the CoC, and describes the PSF under this model for a point
that is out of focus.
The diameter of the CoC, C can be found as a function of the depth of the out-of-focus point.
It also depends on the depth of the in focus point, the focal length of the lens, and the size or
position of the entrance pupil. The entrance pupil is the (possibly virtual) image of the aperture
stop seen from the object side. The aperture stop is the diaphragm or lens element that most
limits the angle of the rays entering from the point of interest.2 The diameter of the aperture





This is found by similar triangles and application of the lens law. It is common to state the
2Note that it is possible for different points of interest to have a different aperture stop, for instance the di-
aphragm at Xa is the aperture stop for the rays coming from −U, whilst the lens itself is the aperture stop for the
rays emanating from −V .
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brightness of the lens in terms of the relative aperture, or f -stop, F, as the ratio of the focal
length to the entrance pupil diameter, such that De = ZfF .





















∣∣∣∣1 − ZfU0/(U0 − Zf) + XaZfU/(U − Zf) − Xa
∣∣∣∣ . (A.10)
This expression may be split into two regions, depending on the relative position of U. Taking
















, U0 < U < ∞ (A.11)
This relation is shown in fig. A.4.Note that the effective resolution limit of the film, or sensor
sampling grid, denoted here as δ, effectively means that a finite range of depths, U− to U+,
appear to be perfectly sharp - this range is known as the depth of field (DoF). Alternatively δ
may be based upon the resolving power of the human eye, given the size of the resulting print
or display and the viewing distance. The distance in front of U0 where the defocus is the same
as that at infinity is termed the critictal distance, K. In practice, lens aberrations and diffraction
will mean there is a limit to the achievable resolution; sometimes an equivalent circle of least
confusion will be given for the smallest radius PSF an optical system can produce.
A.6 Lens aberrations
In order to analyse departures from this model, a power series representation of the trigono-
metric function is used, i.e.











































Figure A.4: Depth of Field and Variation of CoC with scene depth
Including terms of O(θ3), the third order theory, or Seidel aberrations become apparent [29,
156]. These aberrations describe the deviation away from the paraxial approximation for the




• Astigmatism and Field Curvature;
• Distortion.
The first order approximation holds for the rays originating close to the optical axis passing
through the centre of the lens, but is reasonably accurate up to a deviation of around 5 degrees
from the optical axis. For the wider angles of view common in photography, the aberrations
therefore play an significant role.
Spherical aberration manifests in all lenses using only spherical elements as an apparent change
in focal length for marginal rays — those striking the lens at more obtuse angles and away from
the optical axis. These rays have a steeper angle of incidence and are refracted more strongly.
Thus scene points are not sharply imaged at one plane but at a range of image points in front
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of and behind the image plane. The paraxial rays still give a sharp point, but the marginal rays
of the same point tend to spread out around this in a halo-like PSF on the image plane.
Coma affects imaging of off-axis points in the scene. Whereas the principal or chief ray,
passing through the centre of the lens (or the aperture stop), hits the image plane at the location
expected by the Gaussian model, marginal rays of the same point are focused at different points
on the image plane; effectively they have a different magnification. The overall effect, taking
account of all rays from this point passing through the lens, is to give a PSF that is a trail of
expanding circles rather than a sharp image point. This comatic flare is more pronounced for
points away from the centre of the image plane [43]. See fig. A.5 for an example.
Astigmatism and Curvature of Field are two related abberations that occur also for off-axis
points even for lenses compensated for spherical aberration and coma. The marginal rays
coming from an off-axis point will be refracted by different amounts and hence focus at dif-
ferent depths in front of or behind the image point of the chief ray. The rays in the tangential
plane, defined by the object point and the optical axis, will focus at a different depth from
those in the saggital plane, which is perpendicular to this. The result is that elliptical PSFs will
be present, termed astigmatism. Their shape will change with depth of the image point, and
degenerate into lines at the tangential and saggital focal points, with a circular PSF in between.
At the tangential focal points, a wheel rim is sharply imaged, whereas the spokes would be
clear at the saggital focus. The tangential and saggital focal surfaces are the locus of these focal
points for all the points in the scene. Ideally these surfaces would be planar, but in general
they will be curved, leading to curvature of field. The result is that it is impossible to image a
plane such that points in the centre and periphery are simultaneously in focus.
The final Seidel aberration is distortion. Unlike the other aberrations, this assumes a sharp
image of each point is formed on the image plane, such that there is no blurring. Instead, due
to the position of aperture stops between the lens elements in a non-symmetric fashion, the
chief rays of off-axis points may have a different magnification from those at the centre. The
resulting image will be stretched inwards (barrel distortion) or outwards (pincushion distortion)
at the corners. Although a SV PSF could describe this effect via a local shift, it is a purely




Figure A.5: Lens aberrations. (a) shows an array of small white circles on a black background,
photographed by a standard 50mm lens at f/8. Some of the circles have been enlarged
for better visibility; it can be seen they are more or less uniformly circular and there are
only minimal aberrations present; the 8 spikes that are just visible at the edges of each
point in a star pattern are indicative of diffraction. (b) shows the diaphragm opened to
give a wide aperture of f/1.4. The points towards the edges are now no longer circular
but have trails pointing away from the centre of the image, which show evidence of
coma. 219
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(a) (b)
Figure A.6: Lens aberrations. The same target of small white circles as in fig. A.5 is used. (a)
shows the target photographed at f/1.4 at a distance of 1m, with the focus set behind
the target. In (b) shows the lens focussed in front of the target. The difference in
shape and quality of the haloes in the PSFs at the centre may be attributed to spherical
aberration. The “cat’s eye” effect is also visible at the edge of the frame where some of
the discs become clipped; those at the bottom are probably being clipped by the camera’s
mirror box, giving a straight edge.
A.7 Compensating for aberrations
Aperture stops are used in lenses to limit the contribution of marginal rays to the image process.
Use of smaller apertures reduces the effects of aberrations, tending towards the pinhole model
again, but at the expense of light gathering ability. An alternative is for more complicated lens
designs featuring many lens elements optimised to reduce the aberrations as much as possible,
whilst still allowing wider apertures. These “fast” lenses tend to be heavier and more expensive
than the simpler designs. Aberrations (other than distortion) that are not countered by the
lens design will affect the sharpness of the resulting image, and can in general only be removed
by SV restoration.
A.8 Chromatic abberations and vignetting
There are other effects that will influence the shape of the PSF. Optical vignetting is not
an aberration as such, but an effect whereby different points of interest on the object have
different aperture stops (i.e. different entrance pupils). In a real camera, the diaphragm is
usually designed to be the aperture stop for all points of interest; however when fast lenses
(low value of F) are being used, it is possible that any occlusions in the scene, or in the camera
itself, may reduce the apparent aperture for points removed from the axis, and thus give a
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different shaped PSF. Off-axis object points will in fact not see the whole of the entrance
pupil that is visible to on axis points, but some other part of the lens barrel will block some
of the marginal rays coming from these points. The result for an in-focus point is simply to
let less light in, resulting in light fall-off towards the edges of the image, but for out-of-focus
points, the PSF will have a clipped shape. This effect, visible in fig. A.6 is sometimes called
the “cat’s eye” effect [185].
Another aberration that is present, even with a first order analysis, is chromatic aberration.
This is due to the variation of refractive index with wavelength of light, or dispersion, of the
optical material. The result is that in a real scene where a distribution of wavelengths (colours)
of light are present, different effective focal lengths and magnifications are obtained at the
image plane. Using combinations of materials with different dispersion, to make different lens
elements, in an achromatic doublet, can reduce this aberration. The magnification effects, or
colour fringing (lateral chromatic aberration) may be reduced digitally in colour images simply
by scaling the red, green and blue (RGB) colour channels independently.
All these effects should either be minimised prior to processing, or incorporated into the ob-
servation model. Chromatic aberration and distortion are fairly easily handled as corrective
pre-processing steps, whereas the other distortions can be handled by a SV observation model
where the PSF changes shape throughout the image field.
A.9 Physical optics models
Diffraction is another important effect which is not considered by the geometric optics models
described so far. Studies have investigated theoretically [129, 209] and experimentally [198]
the effects of geometric optics versus physical optics models, where diffraction effects are in-
cluded. These effects become more critical when dealing with dimensions closer to the scale of
the wavelength of light, but can have a pronounced effect on the resulting PSFs when smaller
apertures are used.
Theoretical results suggest that as the degree of defocus increases, the two models become more
similar. [198] have concluded that the differences are more pronounced at higher frequencies,
and thus more important as higher spatial resolution sensors are used. Their (non-blind)
restorations of real out-of-focus images taken under carefully controlled conditions did not
show such significant differences; however with more advanced image models and restoration
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procedures available today, these higher frequency details may be better restored, and thus the
more accurate blur model may be useful. A further study in [192] suggests that at higher SNRs
(above 30dB), the physical optics model is more useful.
These analyses have also been performed for circularly symmetric apertures; in practice camera
apertures are often approximately polygonal based upon a number of overlapping blades. A
simple way to consider the effects of diffraction from the aperture is that an additional con-
volutive component is introduced to the PSF: it is convolved with the Fourier transform of
the aperture. Thus a circular aperture produces a Bessel function shaped PSF, even when the
scene is perfectly focussed. Polygonal apertures will give star-like spikes as a component of the
PSF. This places a limit on achievable resolution: the diffraction limited resolution is taken
as the smallest line-pair that can be resolved (by separation of the first-zero crossings of the
PSFs) when diffraction is the only limiting factor. In practice, there is an optimum aperture
size, below which diffraction degrades the image, and above which lens aberrations and the
chance for focus errors become more significant. The only way to resolve further details with
a standard camera model is through the application of post-processing such as deconvolution.
A.10 Other degradations affecting digital images
The effects of the optical systems including lenses and apertures have been so far considered,
but there are further stages necessary to build up the complete model of the photographic
imaging process. Some of these effects are examined in more detail in books and reviews such
as [79, 96, 129, 179]. The review article [129] was published before the widespread use of
digital cameras, and therefore concentrates on the processes that occur in film-based cameras.
These are still relevant, as one particular application of BIR is restoration of archival material
(it has only been a few years since sales of digital cameras overtook those of film cameras), and
will be considered here briefly before describing phenomena particular to digital cameras.
Fortunately the digital imaging process that has become common nowadays removes some of
the non-linear effects caused by film, but introduces problems of its own.
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A.10.1 Photographic film
In a photographic film camera, the image formed by light entering the lens exposes the film,
causing an electro-chemical change in the silver-halide crystals in the film. During devel-
opment, some of the crystals, or grains, are converted to silver, depending on the exposure
received. This process is both non-linear and partially stochastic, resulting in film grain noise
and a particular tone response curve. Colour films will also show some inter-channel effects.
In order to process photographs recorded on film digitally, they must be scanned somehow.
Because of this most of the affects described below for digital imaging systems also need to be
considered for restoration of film-based images. Scanners will of course introduce their own
type of blur into the system due to their optics, and have different sampling, quantisation, and
colour properties from a digital camera’s sensor.
A.10.2 Pointwise nonlinearities
The non-linear response of film, considered at each point without any spatial interaction, may
be described as a mapping between the incident light intensity (exposure, E) and the
Display devices also have a gamma response, so images must be compensated with the in-
verse response to display correctly. Digital image files are commonly stored in this gamma-
compressed format, so this response should be removed before processing.
A.10.3 Camera shutter
[129] investigates the effect of the camera shutter on the final image. The shutter can be seen
as a time-varying aperture which will affect the overall system response if it is not positioned
exactly at the focal plane; however unless the shutter speed is very high, the effects will be
negligible.
A.10.4 Sampling
Digital camera sensors, traditionally CCDs and more commonly now complementary metal
oxide semiconductor (CMOS) devices, have to convert the analogue light field arriving at the
focal plane into a spatially sampled electrical signal.
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The effect of the image sensor may be modelled by an integration across the pixel region,
followed by perfect sampling. [192] uses this model when investigating the accuracy of PSF
modelling. For a square pixel, this effect may be approximated by a convolution with a square
PSF. In real sensors, the integration region may need to be weighted by the actual response
of the pixel. Each pixel typically has a microlens attached which attempts to focus light rays
arriving from different angles onto the active area of the sensor. Furthermore, the edges of
the pixel will typically not be light sensitive due to the other electronics needed to process the
incoming signal, giving a fill-factor less than 100%.
A low-pass anti-aliasing filter is used in the majority of cameras, in front of the sensor. The
response of this filter is unlikely to be perfect and will therefore introduce some additional
blurring below the Nyquist frequencies into the system, which should be compensated for.
A.10.5 Quantisation
Many digital image file formats only store 8 bits quantised data. Even with RAW formats,
the camera’s analogue to digital converter (ADC) usually limits the precision to 10 to 14 bits
precision. This also corrupts the signal — in a basic approximation we can also view this
distortion as extra additive noise, which at low ISO speed (gain settings) will limit the BSNR.
A.10.6 Atmospheric Turbulence
For images taken outdoors over long distances, typically landscape images, or images looking
towards the sky, random motions of particles in the atmosphere changing refractive index add
an extra blur to the observed image, which is often modelled being as Gaussian when averaged
over time. This type of blur places limits on astronomical observations from the earth’s surface.
A.10.7 Colour filter array
The Bayer pattern that most digital cameras feature on their sensor provides a way to capture
colour images on a single sensor, by filtering light into the three primary colour channels at
different spatial locations. That is, effectively a reduced sample rate is used to capture each
channel, with twice the resolution used for Green as the other two channels. This process
means interpolation of the data is usually necessary to reconstruct a colour image; this inter-




Observe that whilst many of these effects, such as photonic noise, are unavoidable, others may
be reduced through different design of the camera processing system. For example, obtaining
RAW data from the ADC is preferable than using a compressed, over-quantised version if we
wish to process the image further. Otherwise, these effects should be considered as extra parts
of the observation model or extra tasks for restoration.
A.11 Noise models
Noise covers any other stochastic perturbation of the signal away from the deterministic part
of the model. It attempts to account for outside interference and other physical effects causing
measurement uncertainty, for example electronic, photoelectric, film grain, and quantisation
noise.
In digital imaging, thermal noise in the photodetector and subsequent processing circuitry
is one of the main sources of noise. This is well modelled by an additive Gaussian process,
w(x), usually assumed to be WGN. However there may be cross-talk between pixels, or other
filtering effects in the analogue circuitry and ADC which cause the noise to be correlated.
In colour imaging, the noise may also be separated into luminance and chrominance noise,
describing monochromatic noise and noise that is correlated across the channels.
Digital sensors may also suffer from fixed pattern noise, where certain pixels may have addi-
tional gains or offsets, especially under long exposures. This type of noise is easily dealt with
by subtracting a reference “dark frame” where no light is present.
At very low signal levels, the quantum nature of light must be taken into account. This means
that the signal will be quantised based on the number of incident photons arriving at the
detector, and hence the actual received signal, gr(x), is modelled by a Poisson distribution





given the time-averaged incident illumination (plus background radiation/dark current) level,
g0. In practice, this is of more concern in applications such as medical imaging where ex-
tremely high gains are used, for instance with photomultiplier tubes [179]; however at the in-
creasingly high ISO speeds being made available in today’s digital cameras, the Poisson model
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Figure A.7: Block diagram showing degradation processes in a digital imaging system
may also be appropriate.
At higher signal levels, the Poisson noise is well approximated by a Gaussian distribution, with
mean and variance both equal to the signal level. It is also possible to arrive at the Gaussian
noise model by invoking the central limit theorem: there are many different noise sources
which when added together will tend towards a Gaussian distributed variable.
A.12 Complete imaging process
Putting together the various effects that appeared in the previous sections, we may produce a
system model for the imaging process, as shown in fig. A.7.
Having considered all these effects, we choose to form a simplified view of the problem and
linearise some of the distorting effects. We will assume that other effects can either be absorbed
into the linear model, treated as noise, removed in pre-processing, or are negligible for the
applications of interest. The model will directly represent the defocussing and other blurring
effects, including non-geometric aberrations, assuming monochromatic light, a linear sensor
response, and an uncompressed, unquantised, ideally sampled image with only additive noise.
A.13 Conclusions
In this appendix, an overview of the photographic imaging process was described, and factors
that may influence the PSF model were discussed.
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MRF and other image models
In this appendix, we give some further background details on Markov random field (MRF)
models and their use in image processing, as well as the different forms they can appear in,
before summarising a selection of other image models. Note that many of the image models
that have been used in BID, including the ones we propose in the thesis can be considered as
MRFs.
B.1 MRF approaches in image processing
The MRF may be considered a generalisation of the Markov chain (MC) to 2D. They arose in
the study of lattice systems in statistical physics in the 1950’s and 60’s, and were first applied
to image processing in the 1970’s and 80’s. The discrete MRF modelling spatial interactions
in 2D was presented in, for example, [229], and more generally in [19], while the first appli-
cations to image restoration were in [56, 136, 230] and the influential paper of Geman and
Geman [76]. This, as well as later work such as [99], makes use of compound or hierarchical
fields to better model the images. Molina et al.have recently applied the CGM type models to
the single [148–150] and Multichannel [152] restoration problem using methods such as SA
and ICM.
Once the models have been defined, a variety of approaches such as recursive filtering or
Bayesian methods such as MAP estimates of the conditional image field are sought. Often
these lead to very large computations so approximate estimation methods are required, such
as the ICM method [20], or Mean Field Theory [238], similar to the VB methods we use in
this thesis. [76] combines a number of key concepts, including numerical Bayesian methods
(Gibbs Sampling) and an iterative procedure for convergence (SA or Stochastic Relaxation)
that were, again, first used in statistical physics. It should be noted that there is a strong
relation between MRF models and other types of image priors (such as those mentioned for
TV like methods); AR models with Gaussian excitation are a special case of MRFs (see [56]).
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MRFs have also been used extensively for image segmentation (which is somewhat related to
image modelling).
B.2 Mathematical MRF formulation
A detailed description of definitions and applications of various MRF models is given in
[226] and tutorial notes on the topic are presented in [33], some aspects of which are sum-
marised here. As already mentioned, these models developed from ideas in statistical mechan-
ics and were introduced in important papers including [19, 56, 76, 229, 230], however their
widespread use is only since the work of Geman and Geman [76]. These models are sometimes
also called conditional Markov (CM) [56] or CAR models [154, 155].
F1 F2F0 Fn - 1 Fn
Figure B.1: A Markov Chain
We may consider MRFs a generalisation to 2D of Markov chains (MCs). The upper-case
notation for random variables and lower-case for particular states of these variables will be
used in this section, and bold to indicate a vector or set of variables. A MC (fig. B.1) is a
sequence of random variables {F0, F1, · · · , Fn} defined with conditional probabilities according
to the Markov property, that the state of a variable Fi+1, given any subset ε of its predecessors,




∣∣{ε ⊂ {Fi = fi : i < n}}) = p(Fn = fn | Fn−1 = fn−1) (B.1)
or equivalently its joint PDF representation may be found, due to the causal dependencies,
simply by multiplying the conditionals:
p (F = f) = p(F0 = f0)
n∏
i=1
p(Fi = fi|Fi−1 = fi−1), (B.2)
where F = {Fi : 1 6 i 6 n}. Note that higher order dependencies may be expressed with a
Markovian representation by extending the state vector to include the p previous states which
influence the current state, and the model is then termed pth-order Markov or Markov-p. It
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is common to use Markov chains for time series representations, where the index i becomes a
time variable t.
Unfortunately in two dimensions, definition of the MRF becomes slightly more difficult due to
lack of natural ordering and the ill-defined notion of causality. It is first necessary to introduce
some preliminary concepts. The random field F , {Fs : s ∈ Ω}, F ∈ AF, is defined on a finite
2D lattice structure with sites at pixel locations s , (i, j), and these are indexed by the set
Ω , {s ∈ Z2 : 1 6 i 6 m, 1 6 j 6 n}. The state space of a particular site Fs is discrete
and comes from alphabet AFs , i.e. the pixel has a finite set of gray levels (AFs is assumed
common to all sites). Similarly, all the possible images or configurations for the random field
are denoted AF.
We may then define a conditional neighbourhood system, N , {Ns : s ∈ Ω}, where each
site s has a symmetric neighbourhood Ns , {r ∈ Ω : s ∈ Nr ⇔ r ∈ Ns; s /∈ Ns} which is
homogeneous in shape except at image borders. It is usual to use circular neighbourhoods,
where a dth order neighbourhood is given by Nds = {r ∈ Ω : 0 < |s − r| 6 d}. A second
order neighbourhood is shown in fig. B.2(a). The neighbours of s represent the pixels which
j
i
(a) 2nd order Neighbourhood
(lighter coloured) of central
pixel
(b) 2nd order cliques (1st order shown in inner group)
Figure B.2: Neighbours and cliques for 2nd order Neighbourhood
influence s and vice versa; hence they may be used in the conditional probability definition of
the MRF, that the probability of variable Fs taking gray level fs, given any other subset ε of




∣∣{ε ⊂ {Fr = fr : r 6= s}}) = p(Fs = fs | Fr = fr : r ∈ Ns) (B.3a)
and p(F = f) > 0, ∀f ∈ AF (B.3b)
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where for a complete definition and proof of the theorem in (B.5) it is usual to add the positivity
condition (B.3b).
Furthermore, if the notions of cliques and potentials are introduced, we may define a Gibbs
distribution w.r.t F given (Ω, N). Cliques allow the interaction between sites to be specified;
they are either subsets of the neighbourhoods, or single sites. Every pair of sites in a clique are
mutual neighbours, i.e. a clique is any set c ⊆ Ω, where c = {r ∈ Ω : (s ∈ c, r 6= s)⇒ r ∈ Ns}.
Each pixel may be a member of several cliques. The set of all cliques in the neighbourhood
system is C , {c ⊆ Ω | N}, and all cliques containing site s is Cs , {c ⊆ C : s ∈ c}. The cliques
for the second order neighbourhood are shown in fig. B.2(b). A potential function Vc(F) is
any function defined on the lattice Ω, such that it only depends on pixel values fr at sites r
that are members of the clique c, i.e. Vc(f) = Vc({fr : r ∈ c}). Then given the set of potentials,


























f∈AF exp [−U(f)] is the normalising constant (also known as a partition function)
and U(f) is the sum of all potentials, called the energy function. The temperature parameter T is
sometimes introduced (normally T = 1) in analogy to statistical physics and alters the amount
of “peaking” in the distribution.
Finally, it is possible to complete the analogy to the 1D MC case, and provide a form ready
for use, by specifying the link between the conditional definition of the MRF (B.3a) and the
joint PDF of the Gibbs distribution (B.4). It is not immediately obvious how to procede; with
non-causal dependencies, factoring a joint PDF into conditionals is difficult. Fortunately, this
is possible due to the fundamentally important Hammersley-Clifford Theorem:
F is an MRF⇐⇒ p(f) is a Gibbs distribution. (B.5)
The proof is given in [226], and is originally due to Besag [19]. With this theorem it is possible
to link local and global properties of the MRF, and specify the model in a natural form, i.e.
with local conditional probabilities, then work with the PDF of the whole image (or to find
conditionals as may be required by the Gibbs sampler from a joint pdf ). The conditionals, or
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local characteristics may be found as:






















where the definition of the Gibbs distribution has been used assuming T = 1, and if the state
space were not discrete, the summation in the marginalisation of fs would be replaced by an
integral. The denominator may again be regarded as a normalising constant.
A key benefit of the MRF definition is the ability to specify almost arbitrarily complex models
through small numbers of parameters and minor extensions to the model. A problem is how
to specify the conditionals, or equivalently how to choose the potentials. Any function may
be used, and different types of interaction can be specified by weighting or omitting certain
types of cliques. It is noted in [19] that a variety of standard forms, called auto-models may be
obtained using PDFs from the exponential family and only pairwise interactions (cliques with
two sites); then it is possible to factorise the potentials into a product of two identical terms,
which are linear in the pixel values. A similar idea is shown in [193, 194] for a particular



















where the inverse covariance matrix B is defined by appropriately chosen clique weights; en-
tries1 [Bc]s,r are only non-zero when pixels s and r are neighbours. This decomposition is
possible for arbitrary sized cliques, and for some sizes a factorisation B = DTD, or equiva-
lently Bc = dcdTc is possible where D = [dc1dc2 · · ·dc|C| ]T , and dc is only nonzero at entries
[dc]s, s ∈ c. Typically first or second order finite difference approximations are used for the
operators dc. However with the assumptions made for the auto-models, the factorisation









s + βsr(fs − fr)
2 (the αs are usually zero).
[193] then extends this idea to GGMRFs with arbitrary non-quadratic potentials of a similar
functional form: Vc(f) = ρ(dTc f), where ρ is some (usually convex) function, such as the
1A slight abuse of notation: this really means lexicographically ordered entries at row N · is + js and column
N · ir + jr of Bc.
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(b) Huber and Gaussian PDFs
Figure B.3: The Huber function (solid), which is quadratic below a threshold (0.5 in this case),
and linear above. Quadratic x2 shown (dashed) for comparison.
a heavy-tailed distribution to penalize outliers (such as jumps at edges) less severely than the
GMRF which tends to oversmooth when used as a prior.
Various authors have suggested using compound or hierarchical MRF models, in which there
are multiple levels of random fields, some of which may be hidden in analogy to 1D Hidden
Markov Models (HMMs), and represent unobserved elements in the images such as the class
of a pixel or the location of an edge. These models appear to hold great promise for image
restoration and segmentation tasks. For example Geman and Geman [76] use a hidden line
field to model the edges, where the correlation between pixels (i.e. the potentials) is determined
by presence or absence of lines in different directions as in fig. B.4(a). The compound Gauss-
Markov (CGM) is an extension of this model from discrete to continuous gray levels and
is described, along with the doubly stochastic Gaussian (DSG) model in work by Jeng and
Woods [98, 99]. The DSG is a ‘switched’ process such that there are several underlying model
parameters which again depend on the value of the underlying line field, however in this case
both the image and line models are causal such that the line process and the combined model
are both MRFs.
This DSG model seems to resemble methods in spatially adaptive restoration where the amount
of regularisation is dependant on the local activity. However ideas from work on textured im-
age segmentation may be more general; rather than just modelling the activity near and away
from edges, they have a different possible upper level model in each region, depending on the
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class of the lower level region (see fig. B.4(b)). Bouman and Shapiro [35] have referred to this
idea as a doubly stochastic random field, which is used the basis of more advanced multiscale
approaches, where there image is also represented as an 3D MRF in scale (fig. B.4(c)). This is
often a causal representation from less to more detailed levels, and allows for larger level spatial
interactions to be specified using fewer parameters than a single level model. Further ideas
along these lines are discussed in [226]. Application of these models to image restoration may
yield improved results.
(a) The CGM Line Field (b) Doubly stochastic model (c) Multi-scale MRF
Figure B.4: Multi-level or Hierarchical random fields
B.3 MRF discussion
It is clear there is a distinct similarity between the models mentioned and also the many forms
of prior terms used in the literature. Chellappa et al.[56] attempt to compare the SAR and
CM (i.e. GMRF) models, and assert that neither is a subset of the other. However this turns
out to be not entirely true for the case of GMRFs and AR models with Gaussian excitation:
they are equivalent in form; only the covariance is interpreted in a different way.
[56] shows that the GMRF model may be written as a recursion, similar to the AR model,
except that the excitation noise v(s) is not white, but coloured. Specifically, if the model
parameters are br (akin to the a(i − k; j − l) in the AR model), the noise has correlation
E [v(s)v(r)] =

σ2v, s = r
−bs−rσ
2
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The recursion may be written in the matrix-vector form Bf = v, also we may write B =
I − B ′ as in the AR model. It is then shown that necessary conditions for stability in the
bounded input bounded output (BIBO) sense are positivity of the eigenvalues of B, i.e. B
positive definite ([19] also mentions this requirement). Furthermore, B is symmetric from the
definition of the neighbour sets. This implies a factorisation is always possible via the Cholesky
decomposition2, B = LTL. As L is a triangular matrix, it may be used to represent a causal AR
process, L = (I − A), although generally the coefficients will be non-stationary and so will the
excitation variance as the main diagonal may not contain ones. Hence the non-causal GMRF
representation is likely to be more efficient.
It may be seen why the noise is non-white for the MRF by considering the covariance ma-
trices or PDFs. For the AR model we have p(f) ∝ exp
[
−12f












T (I − B ′)f
]
, and hence p(v) = exp
[
−12v
T (I − B ′)−1v
]
.
In summary, as [56] mentions, it is simple to convert the Gaussian SAR model to an MRF,
simply by finding the product B = (I−A)T (I−A), and the reverse process of factorisation into
an AR form is more difficult but always possible. In the non-Gaussian case an MRF model
with the same second-order properties as the SAR model is available, but possibly not an exact
match. Again for a non-Gaussian MRF model there may not be an equivalent simple stationary
SAR model of the kind they describe (in this sense general MRF models are a superset of simple
SAR models with iid WGN), but there is in fact always a (possibly nonstationary) causal AR
factorisation. This is demonstrated by Brook [36]: the AR representation is essentially a
joint one, whereas the MRF is essentially a conditional representation; though this may be
converted into a joint PDF via the Hammersly-Clifford theorem for any Gibbsian PDF. In
fact [36] shows that the conditional representation is necessarily a simpler type of model and a
special case of the more complex joint specification: the conditional form is always convertable
into a 1D causal Markov Chain (though analytically finding its transition probabilities may be
difficult). The conditional form imposes certain stringent consistency constraints; however
these may be useful in practice in specifying useable modells as is argued by Besag [19] (i.e.
the full joint description is too general). Thus it is concluded that the MRF models are in fact
useful, and though they may be specified through either joint or conditional densities, they
2This may not be the most efficient factorisation, and could involve a semi-infinite support (i.e. the size of the
image), whereas in certain cases other simple (possibly non-causal) factorisations are possible. A example of the
simple case is given in fig. 2 of [56]. Also, the factorisation B = DT D already mentioned is always possible in the
Gaussian case, for pairwise cliques, although the resulting matrix D may be non-square.
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are of the simple kind described by Brook which constrain the form of their joint probability
(i.e. a Gibbs distribution).
An advantage of using MRF descriptions is that they are closely linked to various numerical es-
timation and simulation methods first derived for large scale processes from statistical physics,
such as MCMC methods. Methods such as the Metropolis algorithm or Gibbs sampling and
SA may be applied fairly straightforwardly. There is a large body of work available this area in
providing rigorous solutions to difficult estimation problems.
Finally, it is noted that the prior terms used in standard regularisation theory, e.g. discrete
approximations to the Laplacian operator, and various TV and anisotropic functionals may
be considered special cases of AR or MRF models. The Laplacian is clearly seen to be an AR
model with coefficients of 0.25 on the four adjacent pixels. The κ function from TV regulari-
sation is clearly likened to the ρ function in the potentials of generalised GMRFs; the Huber
function and the method of You and Kaveh [234] appear to have the same motivation in their
choice of function. Molina et al.[155] describe the difference between the first difference con-
straints used in the CAR (i.e. GMRF model) and second difference constraints imposed by the
same operator using an SAR form. This is somewhat analogous to the difference between the
standard use of the Laplacian and the terms used in TV. One other point of note: choice of
actual image model parameters has been something of a difficult issue in most previous regu-
larisation methods, which often fall back to ad-hoc methods and it is expected that methods
that jointly estimate model parameters with the image and blur should provide better results.
B.4 Anisotropic Diffusion and Total Variation Type Models
Non-quadratic image priors have been investigated using variational integrals in the anisotropic
diffusion [236] or total variation (TV) [50] regularization frameworks, with the aim of pre-
serving edges by not over-penalizing discontinuities, i.e. outliers in the image gradient distri-
bution, see [49, 85] for a unifying view of the probabilistic and variational approaches. The
main difference to the GGMRFs models mentioned in§4.4.3 is that these usually begin with a
formulation in the continuous image domain resulting in partial differential equations (PDEs)
that must be solved. However, eventual discretization is eventually necessary, and hence the
constraints may be reformulated as non-Gaussian priors, or Gaussians with a non-stationary
covariance matrix [206]. Alternatively, other methods propose formulating the TV norm di-
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rectly in the discrete domain [22, 52].
The generalized regularization approach using anisotropic diffusion has been proposed by You
and Kaveh [236]. In this formulation, convex functions κ(·) and υ(·) of the image gradient









υ (|∇h(s)|) ds. (B.10b)
This is in analogy with standard regularization procedures. However as the functionals are
continuous, variational calculus is used to perform the differentiation needed for minimization
[237]. This results in a PDE which must be solved for each variable. Consider for instance
minimization of Equation (B.10a) for f; the solution must satisfy







with appropriate boundary conditions. One method of solution is imposing an artificial time
evolution variable t, and using a steepest descent method, i.e., for f,
∂f̂
∂t
= −5f E(f̂). (B.12)
This may be interpreted as representing a physical anisotropic diffusion process [224, 236,
237]. That is, as the time variable t progresses, directional smoothing occurs depending on the
local image gradient. The strength and type of smoothing depends on the diffusion coefficient





We may consider c(|5f|) to be the amount of smoothing perpendicular to the edges. Appro-
priate choice of c or equivalently κ can result in spatially-adaptive edge preserving restoration.
Consider two cases of the potential function κ and related diffusion coefficient c. In the first
case, κ(x) = 12x
2 and hence c(|5f|) = 1, and5fE(f) = 52(f), i.e., a Laplacian operator [234].
This corresponds to standard spatially-invariant isotropic regularization, or a CAR model with
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the discrete Laplacian when discretized.
Another choice proposed for the BID problem by Chan and Wong [50] is given by the to-
tal variation (TV) norm. In this case, κ(x) = x and hence c(|5f|) = 1|5f| . The result is
that smoothing in the direction orthogonal to the edges is completely suppressed and is only
applied parallel to the edge directions. This is demonstrated in [236] by decomposing the
anisotropic diffusion equation, Equation (B.12) into components parallel and perpendicular
to the edges. A very efficient way to solve the resulting optimisation problem is shown in [50]
in this particular case.
These two choices lead us to consider the following discrete prior image models:














for the Laplacian; and















for the TV norm, where ∆hi and ∆
v
i are linear operators corresponding to horizontal and
vertical first order differences, at pixel i, respectively.
A combination of the two choices for c is considered in [236], resulting in a spatially-adaptive
diffusion coefficient. The smoothing strength is increased using the Laplacian in areas with
low gradient magnitude, and decreased using the TV norm in areas where large intensity
transitions occur in order to preserve edges while still removing noise. This is analogous to the
use of the Huber function in Section 4.4.3. Many other diffusion coefficients are proposed in
the literature, including very complex structural operators (see [224] for a review).
Šroubek and Flusser [206] use a similar scheme to those already mentioned, but (using the
half-quadratic approach [45, 74]) demonstrate how the anisotropic diffusion model may be
written in the form of Equation (4.31) by discretization of the functional in Equation (B.10a):











They equate the diffusion, or flux variable, to the hidden line process often used in CGMRFs,
that is it represents the edge strength between two pixels in the image. Therefore it is possible
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to build a spatially-varying weights matrix B from the local image gradients. Note that as the
flux variable is a function of f, so is the covariance, so this is not strictly a Gaussian distribution
unless B is assumed fixed. In practice, using an iterative scheme, B may be updated at each
iteration.
A similar motivation was used in [235] to obtain a spatially-varying weights matrix based on
the local image variance, as was previously suggested in [109, 121]. The difference here is
that the regularization is isotropic; better performance can be expected with the anisotropic
schemes.
B.5 Other Image Models
In this section, several other image models, or variations on those already discussed, will be
summarised; they have not been used specifically for BID but have been proposed for related
problems such as denoising, classical restoration or inpainting.
B.5.1 Recursive Filtering
Recursive filtering is another possibility that enables some degree of spatially-varying restora-
tion as well as reduced storage requirements since local processing is used. The Wiener filter
may be reformulated recursively as a 2D discrete Kalman Filter [227, 228]. An AR model for
the image, representing prior knowledge of the image statistics is built, and in conjunction
with the expression for the blurred observation, the problem is reformulated in state-space
form. The Kalman filter may be extended to a non-linear and non-Gaussian formulation via
the Particle Filter. However recursive approaches require a causal ordering of the data, which
is not the most natural ordering for images.
B.5.2 Richardson-Lucy
The method developed by Richardson and Lucy [188] has been used successfully in astronom-
ical imaging and microscopy; it is essentially an application of the EM algorithm [60] to the
ML estimation of an image under the assumption of poisson, or multiplicative3 noise [218]
(which models the photon noise in low-light imaging, but may be applied in other cases too).
3The poisson noise may be approximated as a non-stationary Gaussian noise with variance equal to the mean,
i.e. a unit Gaussian multiplied with the signal
238
B.5. Other Image Models
While the ML problem is still ill-posed, again early termination of EM iterations may provide
a form of regularisation.
B.5.3 Maximum Entropy
Another class of algorithms that are particularly popular in astronomy [151], maximum en-
tropy methods (MEM), first developed by Frieden [68], may be compared to the methods
already mentioned either as a constrained optimisation or a Bayesian restoration, except where
a measure of entropy is used as the constraint or image prior [215]. The image entropy, defined
analogously to the probabilistic measure as E(f) = −
∑
i,j f(i, j) ln (f(i, j)) (which is maximised
in the presence of no other constraints by a uniform image) again favours smooth images. By
definition, the principle also has the advantage of favouring non-negative images.
B.5.4 Wavelet based methods
Formulating the restoration problem using a multiresolution or subband approach, dealing
with features at different scales provides an extra way to model properties of images. One such
approach to image restoration was given in [11], which applies multichannel restoration (see
§C.9) to the wavelet subbands. Other more recent approaches, e.g. [83, 177] have consid-
ered using empirical modelling of the statistics of subbands in an overcomplete transformed
domain, which provides a strong model for correlations in the signal, and good results in
denoising applications.
B.5.5 Dictionary learning methods
Rather than using a known transform as in wavelet methods, where it is hoped that the signal
will be sparse (that the energy will mostly exist in only a few coefficients), other methods
have proposed learning overcomplete dictionaries of basis functions that well represent natural
images. Methods such as [64, 134] seek both a sparse representation and an optimal dictionary
to represent the signal, which can give good results in applications such as denoising. In [190],
a MRF type prior is learned from a database of images, using training of both filters and
weights on the potential functions. This type of method seems particularly powerful, and as a




Review of Non-Bayesian BID
approaches
In this appendix, other BID models, which have appeared in the literature and cannot be
obtained from the Bayesian formulation described in previously, are briefly reviewed. Also
included are discussions of multichannel and SV deconvolution.
C.1 Spectral and Cepstral Zero Methods
These algorithms fall into the a priori class of approaches described in §5.1, according to
which the PSF of the blurring system is estimated separately from the image. They were the
first examples of BD to be developed for images (see Stockham et al. [208] and Cannon [42]).
These blur identification algorithms are well suited to the problem when the frequency re-
sponse of the blurring system has a known parametric form that is completely characterized
by its frequency domain zeros: this is the case for linear motion blur and circular defocusing
blur (Section 4.3.1). Let us rewrite Equation (2.6) in the frequency domain, while ignoring
the noise term, i.e.,
G (ω) = F (ω)H (ω) . (C.1)
Due to the multiplication of the spectra, the zeros of G (ω) are the zeros of F (ω) and H (ω)
combined. Therefore the problem reduces to identifying which of the zeros of G (ω) belong to
H (ω). The use of the parametric model makes this possible: the FT of the linear and circular
blurs are Sinc and Bessel functions that have periodic patterns of zeros in their spectra. The
spacing between the zeros depends on the parameter L in Equation (4.27) or r in Equation
(4.28). Hence if this pattern can be detected in G (ω), the parameters can be identified.
In practice this type of identification often fails due to the presence of noise masking the peri-
odic patterns. The homomorphic [208] or Cepstral [42] methods attempt to exploit the effect
of the nonstationary image and stationary blur to alleviate this difficulty. The homomorphic
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procedure begins by partitioning the image into blocks fi, of size larger than the PSF. Each
blurred block gi is equal to the blur convolved with the unblurred block:
gi(x) = fi(x) ∗ hi(x) + ni(x). (C.2)
This expression is true, apart from at the block boundaries, due to contamination from neigh-
bouring blocks (in practice the blocks are windowed to reduce these edge effects). The log
operator may then be applied to the FT of the blurred image, which has the effect of convert-











log(Fi(ω)) + log(Hi(ω)). (C.3)
This summation now consists of the average of the contributions from the blocks Hi(ω),
which are assumed to be equal, and Fi(ω), which are not, since the image blocks have varying
spectral content. Therefore the blur component should tend to dominate in the summation.
It may be possible to remove this average image component, subtracting the average of a
collection of representative unblurred images.
As an alternative to Equation (C.3), the Power Cepstrum may be used, which involves taking
the FT of the log power spectra of the signals. Combined with the block-based method just
described, the result is that a large spike will occur in the Cepstral domain wherever there
was a periodic pattern of zeros in the original Fourier domain; the distance of this spike from
the origin represents the spacing between the zeros and hence may be used to identify the
parameters of the blurs. The large contribution from the blur term repeated in each block
will dominate, and the high-frequency noise and spectrally averaged image content tend to be
separated from the blur spike in the Cepstral domain. These methods have been extended to
use the Power Bispectrum instead in [54] which shows improved performance in low SNR
conditions. However, these methods are all limited to the parametric PSF models.
C.2 Zero Sheet Separation Algorithms
Lane and Bates [126] have shown that any signal g (x), formed by multiple convolutions,
in theory, is automatically deconvolvable, provided its dimension is greater than one. This
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argument rests on the analytical properties of the Z-transform (ZT) of N-dimensional signals
with finite support, which is necessarily zero on (2N − 2)-dimensional hypersurfaces in a 2N-
dimensional space.
The method assumes that there is no additive noise, i.e., the relation G(z1, z2) = H(z1, z2)F(z1, z2)
holds, where F(z1, z2) and H(z1, z2) are the 2-D ZTs of the original image and blur. Then the
task is to separate the 2-D ZT of the blurred image, G(z1, z2), into the two convolutive factors.
As G(z1, z2) is a polynomial in z1, z2, the solution is equivalent to factorizing the polynomial,
i.e., identifying the zeros that belong to each component.
In order to do this, several assumptions are made: the convolutive factors (image and blur)
should have compact (finite) support; the ZT of each factor should be zero on a single con-
tinuous surface, its zero sheet; that these zero sheets do not coalesce — they only intersect at
discrete points (which it is suggested often holds in practice).
Zero sheets appear conceptually useful in analyzing the BID problem; however, in practice
their applicability is limited. The main problem of this method is its high computational
complexity and sensitivity to noise.
C.3 ARMA Parameter Estimation Algorithms
The estimation of the ARMA parameters in the model described in Section 4.4.2 can be
done in many different ways; in addition to the Bayesian approaches already described, there
also exist generalised cross-validation (GCV) and neural network-based algorithms, which are
based on second-order statistics. Also, higher order statistics (HOS) approaches can be used
for estimating the ARMA parameters for non-Gaussian models (it should be noted that with
the second-order statistics algorithms the phase of the PSF can not be recovered, unless it is
assumed that the PSF is minimum phase). The GCV algorithm will now be described.
Cross-validation is a parameter estimation method that partitions the observed data into two
sets. Given some parameter values, the estimation set is used to form a prediction, and then
the validation set is used to test the validity of this prediction. If the parameter values used
were close to the correct ones, the validation criterion will be small. To make full use of the
data, the criterion may be averaged across all the choices of estimation sets, using only one
data element for each validation set. Hence the procedure is also referred to as the “leave one
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out” algorithm. Prior to its use in BID, GCV was used in the estimation of the regularization
parameter for classical restoration [70, 186].
When GCV is used to solve the BID problem [187], the original image f̂ is estimated using all
but one of the pixels, x, from the degraded image g, for a particular value of the parameter set
Θ = {h, Ω} under test. The validation criterion is then to test the difference between the pixel
x of g that was left out, and the corresponding reblurred pixel in Hf̂. This is averaged over all
choices of x. With the GCV criterion defined, a numerical search technique may be used to
search for the parameter set that minimizes the criterion.
C.4 Nonparametric Deterministic Constraints Algorithms
This class of algorithms differs from the other joint blur and image identification methods in
that they do not explicitly model the original image or the PSF with a stochastic or deter-
ministic model. Instead, they typically use an iterative formulation to impose deterministic
constraints on the unknowns at each step. These deterministic constraints may include non-
negativity, finite support, and energy bounds on the image, the blur, or both. These constraints
are incorporated into an optimality criterion which is minimized with numerical iterative tech-
niques.
Examples in the literature based on deterministic constraint principles include the iterative
blind deconvolution (IBD) algorithm [7, 145, 216], McCallum’s simulated annealing algo-
rithm [138], the nonnegativity and support constraints with recursive image filtering (NAS-
RIF) algorithm [117], and the blind superresolution algorithm [166], among others. Some of
these methods will now be briefly described.
C.4.1 The Iterative Blind Deconvolution Algorithms
One of the early IBD algorithms is the one proposed by Ayers and Dainty [7]. In addition to
nonnegativity and finite support, it uses Wiener-like constraints to estimate image and blur in
the Fourier domain at each iteration. Beginning with an initial random PSF estimate ĥ0(x)
and image estimate f̂0(x), the following sequence defines the algorithm at iteration i:
1. Find F̂i (k), the DFT of f̂i(x).
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2. Impose blur constraints in the Fourier domain (where (.)∗ denotes complex conjuga-
tion):
H̃i (k) =
G(k)F̂∗i (k)∣∣∣F̂i (k)∣∣∣2 + α/ ∣∣∣Ĥi−1 (k)∣∣∣2 (C.4)
3. Find h̃i(x), the IDFT of H̃i (k).
4. Impose spatial domain positivity and finite support constraints on h̃i(x) to give ĥi(x)
5. Find Ĥi (k), the DFT of ĥi(x).
6. Impose image constraints in the Fourier domain:
F̃i (k) =
G(k)Ĥ∗i (k)∣∣∣Ĥi (k)∣∣∣2 + α/ ∣∣∣F̂i (k)∣∣∣2 , (C.5)
7. Find f̃i(x), the IDFT of F̃i (k),
8. Impose spatial domain positivity and finite support constraints on f̃i(x) to give f̂i+1(x).
9. Next iteration: set i = i + 1; go to step 1.
The real constant α represents the energy of the additive noise, and it has to be carefully
chosen in order to obtain a reliable restoration. While this method is intuitively appealing, its
convergence properties are undefined and tend to be highly sensitive to the initial guess [116].
Notice the similarity to the EM algorithm in the Fourier domain [107, 128]; however, the
IBD algorithm is heuristically derived, and does not include estimation of the image and noise
model parameters.
Further IBD-type algorithms using set-theoretic projection have been proposed by Yang et al.
[232] and Lane [125], for the special case of astronomical speckle imaging.
C.4.2 The NAS-RIF Algorithms
The NAS-RIF method by Kundur and Hatzinakos [116, 117] is a similar method to IBD. It
seeks to minimize a cost function at each step, by updating an FIR restoration filter, which is
convolved with g to give an estimate f̂. The cost function is based on the same constraints
as those in IBD, apart from that no assumptions are made on the PSF other than it having
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Zero-order
Nonlinearity





r(x)g (x) e (x)
Figure C.1: Blind image deconvolution based on higher order statistics.
an inverse, both of which must be absolutely summable. The constraints are applied via the
method of projection onto convex sets (POCS). NAS-RIF seems to have been fairly successful
in its goals, with good convergence properties and reasonable quality restorations. However,
it is only applicable to the class of images with finite support, i.e., it is entirely contained in
the image frame on a uniform black background. This may include applications in medical
imaging and astronomy, but prevents its widespread use with other natural images. Extensions
to this method have appeared in [164, 168].
C.5 Nonparametric Algorithms based on Higher-Order
Statistics
The principle of the HOS algorithms [40] – [225] is to use a nonlinear or non-Gaussian
representation of the original image, allowing higher -order moments of the signal to be rep-
resented. These models have been typically applied when the image or its edges are modeled
as sparse “spike-like” signals (for example, star fields).
In order to exploit HOS, an adaptive filter combined with a nonlinearity is used to restore
the blurred image. The filter is updated to give a restored image that best fits the model. The
adaptive filter structure for the HOS algorithms is shown in Figure C.1.
Note that g (x) represents the degraded image, f̂ (x) represents the original image estimate,
f̃ (x) represents the output of the zero-order nonlinearity, r (x) represents the restoration filter
used to obtain the original image estimate, and e (x) represents an error sample. The restora-
tion filter r (x) is optimized in order to minimize some cost function J that involves a sequence
of error samples e (x).
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C.6 Total Least Squares (TLS)
Total Least Squares approaches are extensions of the standard least squares methods. The PSF
is assumed to be the sum of a deterministic and a stochastic component, that is, H = H + δH.
Using this, the degradation model in Equation (2.6) can be expressed as
g + δg = (H + δH)f + w, (C.6)
where g and δg are the deterministic and stochastic components of the observation g, respec-
tively. The problem is formulated as a minimization of δg and δH subject to Equation (C.6).
Generally, regularized constrained total least squares (RCTLS) filters [139] are applied to find
the minimum values, where the matrices are assumed to have a special form, such as BTTB. In
addition to the TLS solutions already presented that use the hierarchical Bayesian framework
[71], linear algebra-based solutions are applied in [137].
C.7 Learning-Based Algorithms
Learning-based algorithms for image restoration and blind image restoration have been re-
cently proposed [159, 173]. The basic idea with such an approach is that the prior knowledge
required for solving various (inverse) problems can be learned from training data, i.e., a set of
prototype images belonging to the same (statistical) class of images to the ones processed.
Original images and their degraded versions by the known degradation operator (restoration
problem) are used for designing vector quantizer (VQ) codebooks. The codevectors are de-
signed using the blurred images. For each such vector, the high frequency information ob-
tained from the original images is also available. During restoration, the high-frequency in-
formation of a given degraded image is estimated from its low-frequency information based
on the codebooks. For the BID problem, a number of codebooks are designed correspond-
ing to various versions of the blurring function. Given a noisy and blurred image, one of
the codebooks is chosen based on a similarity measure, therefore providing the identification
of the blur. To make the restoration process computationally efficient, principal component
analysis (PCA) and VQ-Nearest Neighborhood approaches are utilized in [159].
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C.8 Methods for Spatially Varying Degradation
Blind deconvolution in case of spatially varying (SV) degradation is a more difficult problem
than the spatially invariant case. The blur is generally assumed to be varying smoothly or
piecewise-smoothly, and the variation to be slow in the spatial domain. The standard EM
procedure has been extended to use sectioned methods where the image is divided into blocks
[84, 119]. A hierarchical sliding window approach with the local Fourier transform is em-
ployed in [169]. In [182], SV PSF identification for a known image is considered using an
MRF model for the parameterization of the SV blur. In [157], the authors propose a precon-
ditioning method for speeding up SV restoration applied via a nonnstationary convolution
matrix consisting of linearly interpolated kernels. Some of the spatially invariant methods de-
scribed in previous sections are also extended to the SV blur case, for example, a parameterized
piecewise-smooth degradation model is used to extend the anisotropic regularization-based
restoration method in [236].
C.9 Multichannel Methods
Multichannel images are typically acquired using an imaging system with multiple sensors,
multiple time instants, or multiple frequency bands. Examples of multichannel images in-
clude multispectral images, where different channels present different frequency bands, wave
radiometric images, and image sequences, such as video. Reviews of classical and blind mul-
tichannel restoration methods are presented in [69, 207]. Multichannel methods can be clas-
sified into two approaches, single input multiple output (SIMO) and multiple input multiple
output (MIMO).
The EM approach in [128] is combined with the MIMO restoration method in [111] to
obtain a blind multichannel method in [213], where cross-channel blurs are also taken into
account. The SIMO multichannel restoration problem is addressed in [181] by an ARMA
model, where the likelihood function maximisation is performed using a steepest descent al-
gorithm.
Another class of algorithms have been developed using greatest common divisor (GCD) meth-
ods. Under the relative coprimeness condition — the channel PSFs share no common factor
other than a scalar — the GCD of the outputs of the channels will be the original image.
By exploiting the commutativity of the convolution operator, a matrix equation is formed in-
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volving channel outputs and PSFs. Then, as an extension of 1-D blind equalization methods,
eigenstructure properties of the matrices may be used to directly estimate the PSFs and the
original image. Perfect restoration algorithms for noise-free degradation with FIR PSFs have
been proposed in [90] and [89]. A similar approach with a direct estimation method has been
proposed in [77]. The noise is a major problem for these approaches. To deal with noise
amplification, direct vector-space methods have been proposed in [171] and [170], and suffi-
ciency conditions are derived for exact restoration in [172]. Rav-Acha and Peleg [184] have
proposed a multichannel method with an a priori blur identification method via an exhaustive
search, and a coprimeness condition is imposed on the channel model.
Recently an extension of [90] and [89] has been proposed in [205], that exploits anisotropic
regularization priors mentioned in Section B.4. As well as the standard TV form, a more
advanced Mumford-Shah regularization term is also used. Very good restoration results are
achieved even in low SNR conditions. This method is extended to deal with unknown PSF
support and global translational motion in [206], where a MAP formulation is utilized.
Observe that there is an inherent advantage with multichannel methods in the amount of
information available to aid both blur identification and image restoration. The coprimeness
condition ensures that the problem becomes less ill-posed; therefore we should expect better




Marginalisation of image model
parameters
The integrals that were needed to marginalise the nuisance AR and variance parameters from
the MMAP model posterior expression p (h, af, σv | g), (7.16), repeated here:
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are detailed in the following sections.
D.1 Marginalisation of AR parameters
Using the standard Gaussian integral (7.5), with Γ = F̂TQ−1v F̂ + δ−1af R
−1
v , β = F̂TQ−1v f̂ and
α = f̂
T
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noting the terms not dependant on af may be regarded as constants and taken outside the
integral. Now the two models for excitation variance may be considered (§D.2 and §D.3).
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D.2 Marginalisation of single variance parameter for whole image
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the excitation variance parameter σ2v may too be marginalised. This is achieved by change of
variables; letting γ = σ−2v ⇒ dσvdγ = −
1
2γ
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. Now comparing (D.4) with the R.H.S.
of (D.2), it is seen that ε − 1 = L+−1+2α2 ⇒ ε =
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D.3 Marginalisation of individual variance parameter for each
block







and Qv = PQv ′PT .
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As an aside, note that in the case we have M×N regular rectanguar blocks for the regions, each
of size m× n, we may use the Kronecker product, ⊗, and the rowwise lexicographic ordering










where σ = [σ1, σ2 · · ·σM]T , σI = [σI,1, σI,2 · · ·σI,N]T , and the equivalent notation {σvr }r∈{1···R} ≡
{σI,J}{I,J}∈{1···M,1···N} is used. We may also describe the diagonal covariance matrix for the AR






However, because in any case the distribution of σv and the marginal distribution in (D.1) are
separable over the regions, we can simply expand the PDF into a product over each region, and
marginalise each separately. The determinant terms involving F̂ may be expanded by noting
that the determinant of a block-diagonal matrix is a product of the blocks, and its inverse is
a block diagonal matrix containing the inverse of each block. Thus incorporating the prior
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with (D.1) we obtain:
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Then integrating out all the σ2vr (note that terms not containing σ
2
vr are taken outside the r
th
integral; thus the terms are completely separable, and the Jacobians are just the transformation
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Now with reference to the gamma integral (D.2), we have εr − 1 =
Lr−1+2αvr
2 ⇒ εr =
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Marginalisation of image boundary
E.1 Proof via Marginalisation
In this section we use the Gaussian integral to marginalise the boundary. Firstly expanding the
likelihood,
p (g | f, H, Qw ) = N (g | Hf, Qw ) (E.1)
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the integral of (8.9) is found as
p (f1 | g, ·) ∝
∫
p (g | f, H, Qw ) p
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which, using the Gaussian integral (7.5) and defining Σ
f̂0
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f1,f0), results in:
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)] (E.13)
which is a Gaussian









































































E.2. Proof via Block Matrix inversion
E.2 Proof via Block Matrix inversion
An alternative slightly quicker derivation is found making use of the block-matrix inversion
formula.
Firstly recall the posterior in (8.6) for f is p (f | g) ∼ N
(
f
∣∣∣µf̂+ , Σf̂+ ). We can expand Σ−1f̂+ as:
Σ−1
f̂+





 HT1 Q−1w H1 + Σ−1f1 HT1 Q−1w H0 + Σ−1f1,f0
HT0 Q
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where the tilde implies a Schur complement:
Ã = C − BTA−1B C̃ = A − BC−1BT (E.21)














































































and the marginal distribution is just found using the first row of µ
f̂+
and the first row and
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column of Σ
f̂+

































which is as in the previous section, other than we assumed f̄0 was zero in the prior here.
E.3 Equivalent formulation
In this section, we show how the result for the marginal distribution may be reformulated to
give the result obtained in another manner by Calvetti & Somersalo in [37]. The proof is
surprisingly involved; essentially it requires several applications of the matrix inversion lemma
and regrouping of terms. To simplify the derivation, we first find a modified version of the
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where we define the symbol Qŵ as the Schur complement C̃ for this matrix, and the other
Schur complement Ã2 is equal to Σ−1
f̂0
. We can expand these using (E.29) and (E.30) as:































A further identity is produced by equating the upper right block and the transpose of the lower
left (since the inverse matrix is also symmetric):
Q−1w H0Σf̂0
= Q−1ŵ H0Σf0 (E.34)








































































































where we have substituted for Σ
f̂0
using (E.30) in the second term, and the last two terms
have made use of the equivalence in (E.34). The portion of the third term within parentheses


















































where Σ̃−1f0 is the Schur complement of Σf0 in the matrix Σf+ , i.e. it is actually the partition
of the prior covariance for f corresponding to the region R.




































































































































































































































































































































































This last result is equivalent to equation 14 in [37].
Finally note that with the above definitions, this final expression is also derived directly; by
first inverting Σ−1
f̂+
= Σ−1f+ + H
TQ−1w H with the matrix inversion lemma to give
Σ
f̂+












































































Here we show the derivation of some of the approximate distributions for the proposed model,
used under the VB estimation method.
F.1 Distribution Approximation for f
For the distribution qk (f), using (5.25) (ignoring terms independent of f), we find:






















The first expectation is calculated as
E
[














































XTX − Ek [X]T Ek [X]
]
. Observe that while




is of dimension dim(f) × dim(f). See
Appendix G for further details on this notation.
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= E
[
fT (I − Af)





fT (I − Af)
TQ−1v (I − Am)mf
]
qk(mf,af,σv)
+ term independent of f.
(F.7)











































































Ek [mf] , (F.11)
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From the above definitions, we deduce that qk (f) ∼ N
(
f










)−1 Ek [f] + Ek [f]T (covk [f])−1 Ek [f]), and by equating















































F.2. Distribution Approximation for a
F.2 Distribution Approximation for a
For the distribution qk (af), using (5.25) (again ignoring terms independent of af), we find:

























To calculate the first expectation here, observe that v is independent in each block. Also, upon
re-ordering f such that it is raster scanned one block at a time, Fa and Ma become block
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We see that the AR coefficients in each block are also independent. The expectations in (F.18)
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) − 2Ek [µr] 1La×LrE
k [Far ]
+ (Ek [µr]2 + covk [µr])Lr1La×La
(F.20)
= ‖Ek [Far ] − Ek [Mar ]‖2 + covk [Far ] + covk [µr]Lr1La×La
(F.21)
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(F.24)
Therefore we deduce that qk (afr) ∼ N
(
afr
∣∣Ek [afr ] , covk [afr ]), with
covk [afr ] =
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F.3 Distribution Approximation for m
For the distribution qk (mf), using (5.25) (again ignoring terms independent of mf), we find:
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However observe that since µr is scalar we can simplify this expression. Amr is BCCB; in the
1D causal case it is circulant with first column given by [1, −ar1 , · · · , −arP , 0, · · · , 0]T , which
gives (I − Amr)1Lr = (1 −
∑P
k=1 ark)1Lr , and this expression also holds for the 2D BCCB
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= µr1TLr
(
(I − Ek [Amr ])


























































Note however that the term 1TLr(I+ − Afr+ ) does not simplify in the same manner, due to the
boundary conditions used in Afr+ .
We then deduce that qk (µr) ∼ N
(
µr
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(F.46)
F.4 Distribution Approximation for h
For the distribution qk (h), using (5.25) (again ignoring terms independent of h), we find:





































F.5. Distribution Approximation for σw
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F.5 Distribution Approximation for σw
For the distribution qk (σw), using (5.25) (again ignoring terms independent of σw), we find:
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(F.54)
This is in the form of a product of inverse Gamma distributions over the variances in each
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(F.59)
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F.6 Distribution Approximation for δaf
In a similar manner to that for σw, we have for δa:
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(F.69)
⇒ qk (δa) = IG
(
δa




F.7. Distribution Approximation for σv
F.7 Distribution Approximation for σv
For the distribution qk (σv), using (5.25) (again ignoring terms independent of σv), we find:
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(F.73)
This is in the form of a product of inverse Gamma distributions over the variances in each
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The first two expectations in this expression are found simply using the results for the distri-
bution of qk (mfr). Becuase the third term includes an expectation of a quadratic in Afr+ fr+
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The first term is just ‖Ek [vr]‖2, where Ek [vr] is found simply by extracting the relevant pixels
from Ek [v] = Ek [(I+ − Af) f − (I − Am)µ] =
(




I − Ek [Am]
)
Ek [µ].
F.8 Distribution Approximation for σu
In a similar manner to that for σv, we have for σu:































F.8. Distribution Approximation for σu
This is in the form of a product of inverse Gamma distributions over the variances in each




























Covariance of a Toeplitz Matrix






XTX − Ek [X]T Ek [X]
]
. Considering
a 1-D example for vector x = [x1 · · · xm]T , from which a toeplitz convolution matrix X of











x(k − i) − E [x(k − i)]
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x(k − i ′) − E
[
x(k − i ′)
] )]





cov [x][(i−k),(i−k ′)] (G.2)
where the summations are over properly defined elements xi, according to the boundary con-













h(k − i, l − j) − E [h(k − i, l − j)]
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h(k − i ′, l − j ′) − E
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h(k − i ′, l − j ′)
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cov [h][m(i−k)+(j−l),m(i−k ′)+(j−l ′)] (G.5)
again for appropriately defined elements of the 2-D PSF image h(k, l), according to the bound-
ary conditions. Observe that if circulant boundary conditions are used, and the vectors f and









The iterations from the VB experiments and the samples from the MCMC experiments have
been made into short movie clips that make it very straightforward to compare the progress of
the algorithms, and to see how the solutions evolve. It is informative to see the visual effects to
gain some insight into the way the algorithms behave. These video clips are made available on
the accompanying DVD, in uncompressed AVI format. The following table lists the figures
that correspond to each clip.
Table H.1: Video clips of the experiments
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Ch11clip3 10.3(b) 195 Exp. 1
Ch11clip4 10.3(e) 195 Exp. 2
Ch11clip5 10.3(i) 195 Exp. 2
Ch11clip6 10.3(h) 195 Exp. 3
Ch11clip7 10.3(i) 195 Exp. 3
Ch11clip8 10.3(k) 195 Exp. 4
Ch11clip9 Exp. 5 (no figure)
Ch11clip10 10.6(b) 199 Exp. 6
Ch11clip11 10.6(e) 199 Exp. 7
Ch11clip12 10.6(h) 199 Exp. 8
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x Vectors denoted by bold lowercase letters
A Matrices denoted by bold uppercase letters
[A]i,j element at row i, column j of matrix
xT , AT Transposed vector or matrix
A−1 Inverse of a square matrix
A+ Psuedo-inverse
\ Gaussian elimination operator (MATLAB style)
‖x‖2 L2 norm of a vector
det A Matrix determinant
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tr [A] Trace of a matrix
vec Vectorisation (Lexicographic ordering)
diag Convert vector to diagonal matrix or vice versa
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⊗ Kronecker product
IL Identity matrix of size L× L
0L vector of L zeros
1L vector of L ones
? Convolution
· Scalar multiplication or vector inner product
∇ Gradient
∇· Divergence
, Is defined as
∼ Is distributed as
← Variable is sampled from the distribution on the right






Θ Set of parameters
Θ\θ Set of parameters, excluding variable θ
R Set of real numbers
f|x Function f evaluated at a fixed point x
p (x) PDF of x
p (x | y) Conditional PDF of x given y
N (x | µ, Σ) Gaussian distribution in x with mean µ and Covariance Σ
N+ (x | µ, Σ) Rectified Gaussian distribution in x with mean µ and Covariance Σ
GA (θ | α, β) Gamma distribution in θ with parameters α, β








E [x]p(x) Expected value of x w.r.t distribution p (x)
Ek [x] Expected value of x at iteration k (for VB approach)
covk [x] covariance of x at iteration k (for VB approach)
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[71] N. P. Galatsanos, V. Z. Mesarović, R. Molina, and A. K. Katsaggelos, “Hierarchical
bayesian image restoration from partially known blurs,” IEEE Transactions on
Image Processing, vol. 9, no. 10, pp. 1784–1797, 2000. [Online]. Available:
http://ivpl.ece.northwestern.edu/Publications/Journals/2000/IEEETransIP00b.pdf
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