Variability in induced pluripotent stem cell (iPSC) lines remains a concern for disease modeling and regenerative medicine. We have used RNA-sequencing analysis and linear mixed models to examine the sources of gene expression variability in 317 human iPSC lines from 101 individuals. We found that $50% of genome-wide expression variability is explained by variation across individuals and identified a set of expression quantitative trait loci that contribute to this variation. These analyses coupled with allele-specific expression show that iPSCs retain a donor-specific gene expression pattern. Network, pathway, and key driver analyses showed that Polycomb targets contribute significantly to the non-genetic variability seen within and across individuals, highlighting this chromatin regulator as a likely source of reprogramming-based variability. Our findings therefore shed light on variation between iPSC lines and illustrate the potential for our dataset and other similar large-scale analyses to identify underlying drivers relevant to iPSC applications.
INTRODUCTION
Induced pluripotent stem cells (iPSC) and their differentiated progeny offer a unique platform to study developmental processes and could serve as an unlimited cell source for regenerative medicine. iPSC-based models have also proven to be valuable for the study of Mendelian diseases and drug toxicity and efficacy, although their suitability for the study of complex human conditions has not been fully explored. An understanding of the variability in iPSC lines is necessary to develop homogeneous iPSCs.
Recent steps toward addressing these questions are exemplified by studies showing that the source cell type (Bar-Nur et al., 2011; Kim et al., 2010) , genetic abnormalities and aberrations in epigenetic reprogramming (Cahan and Daley, 2013; Liang and Zhang, 2013) , or genetic background (Burrows et al., 2016; Kytt€ al€ a et al., 2016; Rouhani et al., 2014) are putative contributors to variability in pluripotent lines. However, these studies have often been performed in mouse pluripotent stem cells or in a limited number of human embryonic stem cell (ESC) or iPSC lines, which limits the power and the ability to study transcriptional variability within lines derived from the same person or to detect variants associated with gene expression levels across the lines.
The NextGen Consortium was funded by the National Heart, Lung, and Blood Institute (NHLBI) with the mission of creating large-scale human iPSC libraries and generating accompanying genetic and genomic data for the study of genetically complex conditions and to serve as a resource for the greater scientific community. Using a non-integrative reprogramming approach, we have generated iPSC lines from 196 individuals with available genome-wide genotyping data. In the largest transcriptional profiling effort of human iPSCs to date, we have analyzed RNA-sequencing (RNA-seq) profiles of 317 iPSC clones from the first 101 (of 196) individuals to understand the landscape of transcriptional variability in human iPSC lines.
RESULTS iPSC Generation and Quality Control
We generated three to seven iPSC lines from each of 196 individuals ( Figure S1A ; Table S1 ), and importantly, we established footprint-free iPSC lines through a non-integrative approach (Sendai virus). Reprogramming efficiency was assessed through TRA-1-60 live immunostaining, and Sendai virus clearance was detected as early as passage 9. OCT4 and NANOG protein expression showed no obvious differences in expression levels between individuals or between clones derived from the same individual ( Figure S1B ). So far, we have performed RNA-seq on 337 clones derived from the first 106 subjects recruited.
One of the main concerns in large-scale studies is crossindividual contamination of iPSC lines. To control for this, we used forensic genetics to compare the available genome-wide genotyping data with the acquired RNA-seq data derived from the cultured iPSC lines. We excluded the samples where the genotype to RNA-seq matching rate was below 90%, which pointed to a possible cross-contamination between different individuals (20 lines from five individuals, 5.9% of the lines), rendering a total of 317 lines (101 individuals) with confirmed identity (Figures S1 and S2) .
As the size of iPSC libraries becomes larger, the cost of performing teratoma assays to assess pluripotency becomes prohibitive and raises animal welfare concerns as well. Alternative biocomputational approaches based on gene expression data, exemplified by microarray-based Plurinet (M€ uller et al., 2011) and CellNet (Cahan et al., 2014) , have recently demonstrated their utility. Thus, we sought to develop an affordable biocomputational RNA-seq-based approach to assess the quality of our iPSC lines and to exclude partially reprogrammed or differentiated lines. We compared our RNA-seq dataset with a previously published iPSC and ESC dataset, where the quality of both cell types was assessed (Choi et al., 2015) , and GTEx data for different mature tissues (GTEx Consortium, 2015) . In a multidimensional scaling analysis of the combined RNA-seq data using 15,294 ENSEMBL genes passing a strict expression cutoff (STAR Methods), our iPSC cohort clustered with iPSCs or ESCs and was distinct from mature tissues ( Figure 1A ). However, a small subset of our iPSC lines stood apart from the main trend, and to further examine the quality of our iPSC lines, we performed a principal-component analysis using the expression of 23 established pluripotency markers and CDH2 (also known as NCAD), which is a well-known early marker of differentiation in iPSCs. We defined ''bona fide'' iPSC lines as those with variation in gene expression less than three SDs from the centroid (Figures 1B and S3) . This analysis allowed us to identify seven outliers, six of which showed low levels of the core pluripotency factors OCT4, NANOG, and LIN28A, among others, and high levels of the differentiation marker NCAD, pointing to an incomplete reprogramming or a partially differentiated phenotype. The remaining outlier clone expressed abnormally high levels of MYC, suggesting an abnormal transformation (Figures 1B and S3) . These seven clones were excluded from all subsequent analyses. Additionally, we analyzed chromosomal aberrations using gene expression data as described previously (Ben-David et al., 2011; Mayshar et al., 2010) . Most of the clones with detectable chromosomal aberrations were excluded, with only two clones retained based on the pluripotency marker outlier analysis (data not shown).
We examined the degree to which these bona fide iPSC lines retain a donor-specific genome-wide gene expression pattern. Hierarchical clustering indicated that iPSC lines derived from the same individual are more similar to each other than to iPSC lines from different individuals ( Figure 1C ). Supporting the clustering results, the correlation of genome-wide gene expression profiles between iPSC lines derived from the same individual was significantly higher than the correlation between lines derived from different individuals (one-sided Mann-Whitney p < 6.6 3 10 À221 ) ( Figure 1D ). However, we did observe considerable heterogeneity in the degree of similarity between multiple iPSC lines from the same individual (Bartlett p < 4.4 3 10 À23 ), implying that some individuals yielded consistent lines, while others yielded a more heterogeneous set ( Figure 1E ).
Characterizing Sources of Gene Expression Variability Assessment of Transcriptional Variability in Human iPSCs
We considered variability not only in terms of the magnitude of variance (the total amount a gene varies in expression) but also in terms of the contribution to variance (the percentage any single factor contributes to the variance for a given gene) ( Figure S2 ). The magnitude of variance and the contribution to variance can be considered both across and within individuals. Across-individual variability is defined as the variance between individuals after removing the technical effects. Within-individual variability is defined as the variance within individuals after removing technical effects as well as individual effects, i.e., the variance within clones derived from the same individuals ( Figure S2D ). Therefore, a single gene may have both a large or small magnitude of variance and a large or small contribution to variance from a given source (Figures S2B and S2C) .
Gene-Level Contributions to Variance
We first characterized the contribution of diverse sources to the transcriptional variability at a gene-level resolution, using the variancePartition method (Hoffman and Schadt, 2016) . This statistical and visualization framework fits a linear mixed model for each gene, and partitions the total variance into the contribution of each variable in the experimental design (e.g., donor, sex, reprogramming batch), plus the residual variance. Since the fractions sum to 1 for each gene, the variance fractions are easily interpretable across genes and sources of variation, and they are unrelated to the magnitude of variance. After removing variation across eight sequencing batches and two RNA preparation methods ( Figures 1G and S4 ), partitioning the variance of each gene into ten components, plus residual variation, identified genes whose expression variation was attributable to multiple factors ( Figure 1F ). Variation across individuals explained a median of 49.9% of contribution to expression variance, with some genes showing substantial deviation from the genome-wide trend ( Figure 1G ). As expected, genes with over 2% contribution to variation explained by sex were highly enriched for being on the X or Y chromosome ( Figure 1F ; Table S2 ). Other attributes of the individuals, such as BMI, age, and ancestry, are collinear with donor and therefore contributed to a very small fraction of the total variation ( Figure 1F ; Table S2 ). After removing the contribution of all other components, 42.3% of the total variance See also Figures S2-S4 and Table S2. remained. This residual variation primarily represents the variation within the multiple iPSC lines derived from the same individual.
Cis-regulatory Variants Drive Genetic BackgroundAssociated Changes in Gene Expression Levels across Individuals Genetic variation is known to be a major contributor to variation of gene expression (GTEx Consortium, 2015) . We identified 4,150 cis-expression quantitative trait loci (cis-eQTLs) at a false discovery rate of 5% when considering individuals of European ancestry ( Figure S5A ). These cis-eQTLs were generally located near the transcription start site of the corresponding gene (Figure S5B) . Notably, these cis-eQTLs showed a degree of cell-type specificity, as they were enriched in enhancers ( Figure 2A ) and promoters ( Figure S5C ) identified in iPSC and ESC cell lines (Roadmap Epigenomics Consortium, 2015) . The cis-eQTLs detected here showed moderate overlap with eQTLs detected in multiple tissues by the GTEx Consortium (2015) ( Figure S5D ) and also moderate enrichment for proximity to genome-wide association study (GWAS) hits from multiple phenotypes (Figure S5E ). GWAS loci that are coincident with eQTLs have the potential to give a functional interpretation of GWAS hits. For (E) Probability of each gene having a cis-eQTL plotted against the percent variance explained by individual. Dashed lines indicate the genome-wide average probability, and curves indicate logistic regression smoothed probabilities as a function of the percent variance explained by individual. Points indicate a sliding window average of the probability of genes in each window having a cis-eQTL (window size is 200 genes with an overlap of 100 genes between windows). The p value shown indicates the probability that an association as strong as between percent variance and eQTL probability occurs by chance according to the logistic regression smoothing. See also Figure S5 .
example, the most significant marker associated with variation in FES expression ( Figure 2B ) is associated with variation in blood pressure (International Consortium for Blood Pressure GenomeWide Association Studies, 2011) ( Figure 2C ), with the risk allele corresponding to an increase in gene expression. This suggests that iPSCs could be a good model to elucidate gene-SNP relationships and annotate complex GWAS results. The variancePartition analysis illustrated that there are multiple components contributing to gene expression variation. For example, in FES, 66.7% of the contribution to variation was across individuals ( Figure 2D ). More generally, our genomewide analysis indicated that genes with a higher across-individual contribution to gene expression variation are significantly more likely to have a cis-eQTL detected in this dataset (logistic regression p < 5.4 3 10 À97 ) ( Figure 2E ). This result is consistent with a model where cis-regulatory variants, rather than shared environment or technical processing, is a significant contributor to gene expression variation across individuals.
Consistency of Allele-Specific Expression within Individuals
Allelic imbalance is a potential source of variability in iPSCs and we performed allele-specific expression (ASE) analyses to gain insight into this process. Analysis of a subset of canonically imprinted genes (obtained from http://www.geneimprint.com following Rouhani et al., 2014) showed that some genes had a marked allelic imbalance in most samples, while others had a reference ratio close to 0.5 in most samples ( Figure 3A ). We considered three of these genes as illustrative examples to demonstrate how genes with very different patterns of allelic imbalance still retain a donor-specific signature. A closer examination of PEG10 illustrated very strong allelic imbalance at five heterozygous sites ( Figure 3B ). While the direction of the imbalance varied likely due to a parent-of-origin (i.e., imprinting) rather than an allelic effect, multiple iPSC lines from the same individual showed a high degree of consistency in reference ratios. In contrast, NLRP2 showed more variability in the degree of allelic imbalance across individuals, but the multiple iPSC lines from the same individual showed remarkable consistency in reference ratios ( Figure 3C ). DLK1, as a representative member of the DIO3-DLK1 imprinted locus, showed balanced expression in most lines where allele-specific expression can be detected (Figure 3D ). This result agrees with previous reports that demonstrate a consistent deregulation of the DIO3-DLK1 locus in iPSCs (Nazor et al., 2012; Stadtfeld et al., 2010) . Our results indicate that while some genes reported to be imprinted in other studies maintain strong allelic imbalance in iPSCs, other loci demonstrate consistent biallelic expression across lines derived from the same individual. This pattern was observed genome-wide, as the correlation of reference ratios between all pairs of samples indicated that iPSC lines were significantly more similar within the same individual than across individuals (one sided Mann-Whitney p < 3.6 3 10 À203 ) ( Figure 3E ). Furthermore, the distribution of reference ratios depended on the functional impact of the allele with imbalanced expression. Genome-wide reference ratios for SNPs in splice site regions show increased expression of the reference allele, compared to SNPs in UTRs, or SNPs that cause synonymous or non-synonymous changes in coding regions. Variants located in the UTR and synonymous or non-synonymous coding variants (156229, 78284, and 46382 variants respectively) had a similar distribution in reference ratios genome-wide ( Figure 3F ). However, the 3,547 variants affecting splice sites had significantly higher reference ratios (one sided Mann-Whitney p < 2.6 3 10 À35 compared to each of the other categories). This is consistent with transcripts containing variants that disrupt splice sites being subject to alternative splicing that affects the exon inclusion rate (Li et al., 2016) or being targeted by nonsense mediated decay so that the remaining transcripts disproportionately contain the reference allele (Rivas et al., 2015) . (Zhang et al., 2013) . Thus, we employed a relaxed set of filters (0.1 count per million [cpm] in 10% of our samples) on the expression data to include lowly expressed genes, given the increased power that is provided by network analysis in identifying drivers of transcriptional variability. We also performed a sensitivity analysis that confirmed that the covariance structure on which the networks rely was not significantly affected by the technical noise of genes with low expression levels (STAR Methods). We applied standard co-expression network analysis ( Figures  4A and 5B) to capture the robust gene-gene correlations in meaningful functional modules (Zhang et al., 2013) . This analysis identified 10,708 out of 25,391 ENSEMBL genes passing the relaxed filter that were significantly co-expressed. Of the 25 modules of co-expressed genes identified in this analysis, 6 modules were enriched for the top 10% most varying genes (Figure 4A and 5C) . These modules were comprised of 2,204 genes, including 1,127 of the top 10% most varying genes (odds ratio [OR] = 16.1). To further investigate the covariance structure of the gene expression data and discover functions associated with co-expression modules, we identified the enriched GO terms for each of the 25 modules (Figures 4A and 5C ; Table  S3 ). All 6 of the modules significantly enriched for the most varying genes were also enriched for developmental functions such as organ development and morphogenesis.
We also observed that genes with the highest magnitude of variance overall were strongly enriched for developmental functions and markers, regardless of expression levels ( Figures 4B  and 4C ). The enrichment for these markers was conserved regardless of whether genes with the highest magnitude of variation were estimated across individuals or within individuals ( Figure 4C ), although genes with high magnitude of variance across individuals were also enriched for eQTLs ( Figure 4C ). Not surprisingly, genes with the lowest magnitude of variance were enriched for essential housekeeping processes ( Figure 4B) . Interestingly, while genes with the highest across-individual contribution to variance were highly enriched for eQTLs and metabolic functions ( Figures 2E, 4B , and 4C), they were not enriched for developmental functions or markers (Figures 4B and 4C) . Collectively, these results reflect the complementary signals present in high magnitude of variance genes compared to genes whose variation can largely be explained by across individual contribution to variation. Non-eQTL-Related Transcriptional Variability Is Derived from Polycomb Target Genes While variation in gene expression across individuals could be significantly attributed to eQTLs ( Figures 4C and 4D ), variability within lines derived from the same individual could not be as easily explained. However, we did find that developmental markers were overrepresented in genes with high magnitude of variance, both across and within individuals ( Figure 4C ). In fact, when restricting to the 500 most variable genes across and within individuals, corrected for technical confounders, we found 200 overlapping genes and 194 out of 200 that were not eQTL genes ( Figure 4D ; Table S4 ) (Fisher's test p value = 1.4e-218, OR = 55.6). This indicates a common origin for a significant part of the magnitude of across and within individual variability, independent of eQTL effects. Pathway enrichment analysis for the 500 genes with the highest within individual magnitude of variance showed that Polycomb repressive complex 2 (PRC2) and H3K27me3-markrelated targets were highly over-represented ( Figure 4E ). The same analysis for the 500 genes with the highest across individual magnitude of variance also showed enrichment for these pathways ( Figure 4E ). The same processes were also seen in the pathway enrichment of the 200 genes that overlap in terms of the within-and across-individual magnitude of variance. However, while the 500 most varying genes across (B) Heatmap of the Àlog 10 (p value) for the top enriched Gene Ontology (GO) terms, grouped into general functional classes, for each category of genes considered. The categories are: (1) the 1,000 most varying genes divided into two groups, the highly expressed ones (230 genes) and the nominally expressed ones (770 genes); (2) the 1,000 least varying genes; (3) the 1,000 genes with the highest individual contribution to variance; and (4) the 1,000 genes with the highest residual contribution to variance. individuals were enriched for cis-eQTLs (one-sided Fisher's test p value = 4.0e-16, OR = 2.6), the 200 genes in the overlap were under-represented (one sided Fisher's test p value = 1.4e-4, OR = 0.28) ( Figure 4D ), suggesting that this set of variable genes may be independent of the genetic background. Thus, we have described two main sources of variability in human iPSC lines. Through quantitation of the contribution of various sources to iPSC transcriptional variability using variancePartition analyses, eQTL-driven genetic background-associated variability was determined to be a significant contributor to variability across individuals. Further, analysis of the magnitude of variance uncovered molecular pathways contributing to iPSC transcriptional variability that are independent of the genetic background. Specifically, Polycomb targets were found to be an important factor explaining both across and within individual variability (Figures 4E and 4F) .
Molecular Networks for iPSC Transcriptional Variability
The availability of this large iPSC dataset made it possible to investigate the causal molecular mechanisms underlying the described variability. For this, we sought to build causal network models for iPSC transcriptional variability. The co-expression network constructed with our iPSC data characterizes the correlation structures among gene expression traits, reflecting sets (modules) of highly co-regulated genes operating in coherent biological pathways. However, such network modules do not reflect the probabilistic causal information needed to identify key driver genes of those network modules associated with within and across individual transcriptional variation. With the appropriate probabilistic causal network structure, we can predict which genes serve as key drivers that modulate the levels of gene expression in a significant proportion of genes comprising any given sub-network of interest (Zhang et al., 2013; Zhu et al., 2012) . To achieve this, we developed a computational pipeline to reconstruct predictive network models. This pipeline integrates multiscale-omics data (including genotype), gene expression, and a prior network built from Roadmap Epigenomics Program histone modification data, as well as publicly available knowledge bases representing experimentally annotated and curated pathways, such as the ConsensusPathDB and MetaCore ( Figures 5A and S2 ). The prior network was used to provide a comprehensive representation of iPSC biology and to compensate known shortcomings of RNA-seq data and co-expression networks (STAR Methods).
To construct the predictive network model, we first created a gene list using a two-step process to seed its construction. In the first step, we collected all genes in the six variation-associated co-expression modules (Figures 5B and 5C), as well as all genes in the GO and MSigDB terms related to pluripotency and development that were enriched in these six modules. In the second step, we expanded the set of defined genes by mapping them onto the prior iPSC-specific network we constructed separately to enhance the previous seeding gene list ( Figure 5D ). The gene list resulting from this two-step process was then used to construct the predictive network model (STAR Methods). The final network derived from the above seeding gene list comprised 13,990 genes (13K network in Figures 6A and 7A; Table S5 ). This 13K network represents a probabilistic causal network model based on iPSC biology that captures causal relationships among the top varying genes. In this way, the network model serves to organize vast amounts of information captured in the iPSCs such that the information can be more directly queried in order to examine how the data may support existing hypotheses involving iPSCs or to generate novel hypotheses. As a result, the network model can help elucidate the mechanisms underlying across and within individual variation in the iPSCs. To establish the robustness of this network and select the most reliable key regulators, we also constructed a second network based on the top 5,000 most varying genes (STAR Methods; referred to as the 5K network in Figures S6A  and S7A ).
Key Drivers of iPSC Transcriptional Variability
The organization of our iPSC data into causal network structures provides a way to identify regulators of biological processes of interest and derive novel hypotheses in an objective, data-driven way. To illustrate the utility of the network model, we sought to identify regulators of functional and gene expression variation in human iPSCs by performing key driver analyses (KDAs) (Zhang and Zhu, 2013) (Figures 6, 7, S6, and S7) . To identify key drivers (KDs) of the developmental pathways that were enriched in the most varying genes, we mapped onto the 13K network the 200 most varying genes shared across and within individuals ( Figure 4D ; Table S4 ). After each of these mappings, we identified the largest connected sub-graph as the sub-network of interest on which to carry out the KDAs. Interestingly, although the number of nodes in the 13K and 5K networks were substantially different, we found a high degree of overlap between the sets of KDs identified in each network, indicating that the topology across these networks at the level of key drivers was highly conserved ( Figure 7B ) and that the predicted KD genes present in both networks were highly robust to stochastic artifacts. Based on the KDAs from these 200 most varying genes, we considered only conserved and therefore robust KDs, and we identified seven key driver genes (GATA4, GATA6, EOMES, APOA2, LINC00261 (DEANR1), FOXQ1, and CER1) for the variability in iPSCs (Figures 6C and S6C) .
Network Analysis of iPSC Differentiation Efficiency
It is well known that iPSC differentiation to endothelial cells is strongly influenced by clone-to-clone variability. As another example of the potential utility of performing analyses based on the network structures we created, we sought to query whether transcriptional variation in the iPSCs could lend insight into the efficiency of iPSC differentiation to endothelial cells. These analyses were based on the endothelial cell differentiation scores from 73 lines derived from 23 subjects (Table S6) . In this analysis, we mapped onto the 13K network the top 500 differentially expressed genes for high versus low efficiency of differentiation to endothelial cells (Table S6 ; Figure S7D ) and identified the largest connected sub-graph as a sub-network of interest. Using KDAs as described above, we identified two potential key driver genes (HOXA5 and HOXC10) influencing the efficiency of differentiation of iPSCs to the endothelial lineage (Figures 6B and S6B) . Predictive Causal Networks Capture iPSC Biology through Robust Key Drivers To illustrate the central role the KDs play in iPSC biology, we examined the connectivity structure among the nine KDs described above as well as of the 25 functional modules in the co-expression network and known iPSC/ESC and developmental marker genes to elucidate their causal relationships. Specifically, we extracted a sub-network consisting of all the nodes in the 13K network that was upstream of a list of 197 iPSC/ESC pluripotency and developmental markers (Table  S7) . We then examined the enrichment of this sub-network for KD genes and found significant enrichment of the KDs in every level upstream of the marker genes in both networks (Figures 7C and S7B) . This same pattern of enrichment was not observed ( Figure S7C ) for KD genes downstream of the marker genes, corroborating that the KD genes are regulating the marker genes. This analysis emphasized that our predictive networks captures iPSC biology, allows us to better organize the data to discover meaningful KDs, and enables the generation of new hypotheses.
DISCUSSION

Cis-eQTLs Explain Genetic-Background-Associated Variability across Individuals in iPSC Lines
Using variancePartition (Hoffman and Schadt, 2016), we demonstrated that differences between individuals contribute the most ($50%) to variation at a single-gene level, when averaged genome-wide.
Notably, some biological variables (donor age, BMI, sex, and ancestry) and technical variables (reprogramming batch and technician, RNA preparation technician, Sendai virus lot, and reprogramming cell source) affected the expression variation of only a small subset of genes. These observations support recent studies suggesting that iPSCs retain a donor-specific gene expression pattern (Burrows et al., 2016; Rouhani et al., 2014; Tables S5 and S6 . Thomas et al., 2015) . Furthermore, our analysis indicates that specific, detectable cis-eQTLs are responsible for a significant part of the across-individual variability in gene expression. Previous work has proposed the role of regulatory variants as major drivers of gene expression variation across iPSCs from different individuals (Burrows et al., 2016; Rouhani et al., 2014; Thomas et al., 2015) , and the large size of our dataset strongly supports this model.
We show that cis-eQTLs identified in iPSCs are enriched for iPSC enhancers and promoters and that eQTLs in our iPSC cohort overlap those of other tissues. Our results are not definitive as to whether iPSCs will provide a more efficient mechanism for the identification of eQTLs compared to other cell types as suggested previously (Thomas et al., 2015) . Nevertheless, eQTLs detected in iPSCs can inform the interpretation of variants identified by GWAS, such as we show with FES. More importantly, the differentiation potential of iPSCs to distinct cell lineages may allow the study of tissue-specific eQTL effects.
Deregulation of Allelic Imbalance Contributes to iPSC Transcriptional Variability
The retention of allelic imbalance at imprinted and other loci following the reprogramming and differentiation of iPSC lines has been a concern in terms of the genomic stability of iPSCs (Nazor et al., 2012; Stadtfeld et al., 2010) . Our analysis using imputed genotype data was underpowered, because exome or genome sequencing is required to increase the number of genes with heterozygous SNPs, and to detect rare, deleterious genetic variation that is more likely to impact allelic imbalance (GTEx Consortium, 2015; Lappalainen et al., 2013; Rivas et al., 2015) . Nonetheless, we still observed robust allelic imbalance signals. Analyses of allelic imbalance of PEG10, NLRP2, and DKL1 Figure 7 . Bayesian Causal Gene Networks, Key Driver Gene Discovery, and Network Validation with Prior Information (A) Causal molecular networks covering the 13,990 genes comprising the co-expression modules enriched for the top 3,000 most varying genes, the pathways related to development of these modules, and the mapping onto the prior network. The key drivers genes are highlighted in red, the stem cell markers in green, and the development markers in orange. (B) Distribution (histogram) of the number of appearances of any key driver gene in both networks, ranked by their total number of appearances. (C) The Eiffel Tower plot shows the overall causality flow (top to bottom) from any stem cell (green) or development (yellow) markers to any upstream causal gene in the 13K network. It also shows the enrichment p value of key driver genes (red) at every step upstream of the markers, assessed using a level-associated Fisher's exact test. See also Figures S6 and S7 and Tables S5 and S7. illustrate how multiple iPSC lines from a single individual show consistent patterns, yet the variation across individuals is more complex. PEG10 retains the strong imbalance characteristic of imprinting. NLRP2 shows retention of allelic imbalance in some individuals but a larger range of variation in reference ratios across individuals. The DIO3-DLK1 imprinted locus harbors the protein coding genes DLK1, RTL1, and DIO3 and the long noncoding RNAs (lncRNAs) MEG3 and MEG8, in addition to the largest known microRNA (miRNA) cluster in the human genome (Benetatos et al., 2014) . We have shown that DLK1 is affected by variation in allelic imbalance, which suggests that the whole locus is deregulated in iPSCs as previously shown (Nazor et al., 2012; Stadtfeld et al., 2010) . Interestingly, all protein coding and lncRNA genes in the locus are among the overall top-500 most variable genes in our iPSC cohort (Tables S2 and S4) .
We observed consistency of genome-wide allelic imbalance patterns within iPSC lines from the same individual. A correlation metric based on allelic imbalance at shared sites (GTEx Consortium, 2015; Lappalainen et al., 2013 ) demonstrated a higher degree of similarity within iPSC lines from the same individuals compared to across individuals. Allelic imbalance also provided insight into the functional consequences of genetic variation, as variants affecting splice sites were significantly more likely to favor expression of the reference allele. Genes with aberrant splicing can be targets of non-sense-mediated decay whereby the transcripts with the alternative allele are preferentially degraded (Rivas et al., 2015) or can affect the exon inclusion rate (Li et al., 2016) .
Co-expression and Predictive-Networks-Based Key Driver Analysis Allows Novel Insights into iPSC Transcriptional and Functional Variability Analysis of the overall magnitude of variance allowed us to identify highly variable and non-variable genes in our iPSC cohort. The latter were enriched for housekeeping pathways as described before (Kumar et al., 2014) . However, highly variable genes showed a significant enrichment for pathways related to developmental processes such as pattern specification processes, regionalization, and organ and embryonic morphogenesis. In addition, the six co-expression modules enriched for the most varying genes were themselves enriched for developmental functions such as ''organ development,'' ''skeletal system development,'' ''organ morphogenesis,'' and ''central nervous system development.'' Some of these functions relate to mesendodermal or ectodermal development. It is widely accepted that pluripotent circuitry maintenance is not based solely on the upregulation of pluripotency-associated factors. The coordinated, simultaneous inhibition of both mesendodermal and ectodermal differentiation pathways through the action of core pluripotency factors in concert with Polycomb repressive complexes is also necessary (Cahan and Daley, 2013) . Thus, our results suggest that developmental pathways contribute significantly to the overall variability in human iPSC lines and particularly to the within individual variability in iPSC lines.
Our predictive network and KDA found seven possible regulators of variability (GATA4, GATA6, EOMES, APOA2, LINC00261 (DEANR1), FOXQ1, and CER1) in iPSCs and two possible regulators (HOXA5 and HOXC10) of endothelial differentiation efficiency (Bahrami et al., 2011; Rhoads et al., 2005) . Surprisingly, many of the key drivers are strongly associated with early stages of mesendodermal development. A possible explanation for this finding is the alleged influence of the reprogramming cell source as has been previously proposed (Bar-Nur et al., 2011; Kim et al., 2010) . Nevertheless, cell reprogramming requires the silencing of a set of differentiation-associated genes by the Polycomb repressor complex (Fragola et al., 2013) . Thus, one can envision that in the case of erythroblasts, expressed genes associated with the mesodermal program will be the main targets of Polycomb-mediated silencing during reprograming, as other programs, like ectoderm, will already be silent. Importantly, seven out of nine key drivers (HOXA5, HOXC10, GATA4, GATA6 , EOMES, FOXQ1, and CER1) are known targets of Polycomb proteins (Bracken et al., 2006; Kim et al., 2006; Ku et al., 2008; Xie et al., 2013) , and we have identified H3K27me3 and H3K4me3 histone marks on these genes in pluripotent embryonic stem cells in ENCODE data.
Pathway enrichment and KDA showed that Polycomb and H3K27me3 target genes accounted for a significant part of the variability found in genes with both the highest within or across individual variance. H3K27me3 is a repressive epigenetic mark associated with Polycomb complex recruitment to specific chromatin domains (Aloia et al., 2013) and the silencing of developmental regulators (Boyer et al., 2006) and differentiation associated genes (Surface et al., 2010) . The overlap between the pathways associated with both across and within individual variability suggests that the reprogramming process itself is a primary determinant of both subsets of variability. However, we cannot exclude that dynamic fluctuations in chromatin state are associated with sporadic expression of certain Polycomb targets in iPSCs (Kumar et al., 2014) .
Use of the iPSC Resource to Generate Novel Hypotheses
The application of our approaches to transcriptomic and network analysis to the large RNA-seq dataset has allowed us to generate novel hypotheses related to transcriptional variability in iPSCs: (1) consistent deposition of silencing marks through PRC recruitment to differentiation-associated genes during reprogramming will help decrease the non-genetic background associated variability in iPSCs, and (2) a subset of Polycomb targets, i.e., the key drivers, may be central in the control of iPSC transcriptional variability and in the differentiation efficiency to the endothelial lineage. Although our data do not exclude a role for non-Polycomb repressor complex (non-PRC)-mediated mechanisms, several reports support our hypotheses. For example, naive pluripotent cells have been shown to have less transcriptional variability than primed pluripotent stem cells and do not seem to rely on the PRC to silence developmentalor differentiation-associated genes (Gafni et al., 2013; Galonska et al., 2015) .
Two lines of evidence describe different mechanisms of PRC regulation in pluripotent cells. First, there is evidence for a reciprocal regulation between Polycomb proteins and the DIO3-DLK1 locus. Several miRNAs in the locus have been postulated to target components of PRC2 (Liu et al., 2010) , and the lncRNA MEG3 has been shown to direct PRC2 to specific target genes (Kaneko et al., 2014) . Conversely, PRC2 is required for the proper expression of the DIO3-DLK1 locus in mouse ESCs (mESCs), preventing de novo DNA methylation (Das et al., 2015) . The second possibility is based on the distinct metabolic profiles found in human naive versus primed ESCs (Sperber et al., 2015) . This metabolic switch is regulated by nicotinamide N-methyltransferase (NNMT) controlling S-adenosyl methionine (SAM) levels available for PRC2-mediated H3K27me3 histone methylation. Differences in SAM levels correlate with H3K27me3 mark changes found between naive and primed ESCs (Theunissen et al., 2014) . Future experiments investigating the crosstalk between Polycomb proteins and the DIO3-DLK1 locus or metabolic regulation during the reprogramming process may lend insight into whether these processes will help to reduce the gene expression variability in iPSCs. Finally, experimental validation will help to dissect the direct and specific contribution of each of the key drivers. However, such validation will require an extensive effort to manipulate the action of the Polycomb complex or the specific key drivers in the context of the different stages of reprogramming or differentiation to the endothelial lineage coupled with the generation and sequencing of a large number of iPSC lines.
Summary and Implications for Future Studies
In summary, we have created a resource of well-characterized, ''footprint-free'' iPSC lines that will be available to the broader scientific community through WiCell. To the best of our knowledge, our results represent the most comprehensive attempt to define the variability in gene expression of human iPSCs, including technical variability, as well as across-individual and within-individual variation. Additional studies such as epigenetic profiling will help to draw a more complete canvas of the sources of gene expression variability in human iPSCs. Nonetheless, our analyses can serve as a roadmap to understand the variability in iPSCs and help improve iPSC-based model systems for human disease. Additionally, the eQTL characterization in our large iPSC library allows the directed selection of lines with haplotypes of interest to study the relationship between genetic variants and cellular function in iPSCs and their differentiated progeny. Finally, the co-expression, predictive network, and key driver analyses offer the means to organize and directly query large amounts of information in iPSCs to examine how the data may support existing hypotheses or to generate novel hypotheses that help shed light into complex, unsolved questions.
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Detailed methods are provided in the online version of this paper and include the following: DePristo, M.A., Banks, E., Poplin, R., Garimella, K.V., Maguire, J.R., Hartl, C., Philippakis, A.A., del Angel, G., Rivas, M.A., Hanna, M., et al. (2011) . A framework for variation discovery and genotyping using next-generation DNA sequencing data. Nat. Genet. 43, 491-498. Fragola, G., Germain, P.L., Laise, P., Cuomo, A., Blasimme, A., Gross, F., Signaroldi, E., Bucci, G., Sommer, C., Pruneri, G., et al. (2013) . Cell reprogramming requires silencing of a core subset of polycomb targets. PLoS Genet. 9, e1003292. OCT4, SOX2, KLF4, and MYC using the Cytotune 1.0 kit (Thermo Fisher Scientific) at a multiplicity of infection (MOI) 10 for all factors, and grown in LGM media supplemented with IL-2, CD3, L-Glutamine, and Penicillin-Streptomycin. After 24 hr, transduced cells were plated onto 0.1% Gelatin/PBS coated plates containing a monolayer of mouse embryonic fibroblasts (MEF)-irradiated cells (GlobalStem) and grown in iPSC A medium containing DMEM, 15% Fetal Calf Serum (FCS) (Gemini Biologicals), 1 mM L-Glutamine, 1% Penicillin-Streptomycin for 4 days. The cells were switched to iPSC B medium containing DMEM/F12, 20% Knockout Serum (Thermo Fisher Scientific), 1% Non-Essential Amino Acids (Thermo Fisher Scientific), 1mM L-Glutamine, 1% Penicillin-Streptomycin, 1 mg/mL Fungizone (Hyclone), 2-mercaptoethanol (Sigma), 20 ng/ml bFGF (R&D Systems), and 50 mg/mL Ascorbic Acid (Sigma) for the duration of reprogramming.
Erythroblast protocol
PBMCs were thawed into 6-well plates and expanded as erythroblasts in Expansion medium (EM) containing QBSF-60 (Quality Biologicals), 50 ng/ml SCF (R&D Systems), 10 ng/ml IL-3 (R&D Systems), 2 U/ml EPO (Amgen) 40 ng/ml IGF-1 (R&D Systems), 1 mM Dexamethasone (Sigma), 1% Penicillin-Streptomycin, 50 mg/ml Ascorbic Acid (Sigma), 1 mg/mL Fungizone for 9-12 days until approximately 90% of cells expressed CD36 and CD71. Erythroblasts (1.5-2.25 E+05 cells) were transduced with the four Sendai viruses expressing OCT4, SOX2, KLF4, and MYC using the Cytotune1.0 kit at an MOI of 10 for all factors. After 24 hr, transduced cells were washed and plated onto 0.1% Gelatin/PBS coated plates containing a monolayer MEF cells and grown in iPSC A medium containing DMEM/F12 10% FCS, 1% Non-Essential Amino Acids, 1 mM L-Glutamine, 1mM Penicillin-Streptomycin, 1 ug/mL Fungizone, 2-mercaptoethanol, 10 ng/ml bFGF, and 50 mg/mL Ascorbic Acid for 3 days. Cells were switched to medium containing 50% IPSC A medium and 50% iPSC Medium B containing DMEM/F12, 20% Knockout Serum, 1% Non-Essential Amino Acids, 1 mM L-Glutamine, 1mM Penicillin-Streptomycin, 1 ug/mL Fungizone, 2-mercaptoethanol, 10 ng/ml bFGF, and 50 mg/mL Ascorbic Acid for 2 days and switched to 100% IPSC B medium for the duration of reprogramming. Primary iPSC colonies emerged at day 9-12 post-transduction.
To sub-clone passage 1 (P1) colonies iPSC cultures were subjected to live cell immunostaining with DAPI (Thermo Fisher Scientific) and anti-Human TRA-1-60 PE (Ebioscience) to identify pluripotent colonies. Tra-1-60 + colonies were manually picked using a fluorescent microscope housed in a biosafety cabinet and transferred with a micropipette to a 12-well plate coated with 0.1% Gelatin/PBS containing MEFs. iPSC P1 colonies were maintained in hESC medium containing DMEM/F12, 20% Knockout Serum, 1% Non-Essential Amino Acids, 1 mM L-Glutamine, 1mM Penicillin-Streptomycin, 1 mg/mL Fungizone, 2-mercaptoethanol, 10 ng/ml bFGF. IPSC cultures were routinely immunostained with human anti-Oct4 (Stemgent) and anti-Nanog (R&D Systems) to assess pluripotency.
Cell Culture and Expansion iPSCs were expanded on 12-well plates coated with 0.1% Gelatin/PBS containing MEFs until passage 6-8 and were maintained in hESC medium as described. iPSCs were bulk passaged using either Accutase (Innovative Cell technologies) or 1 mM EDTA (Sigma). Cells were washed once with PBS and treated with pre-warmed Accutase or EDTA, incubated at 37 degrees for 1-5 min, washed once with PBS for Accutase passaging, and resuspended in fresh hESC medium containing either 10 mM Y-27632 Rock inhibitor (RI) (Stemgent) or 2 mM Thiazovivin (Millipore). Cells were detached with gentle pipetting and cell suspension was transferred to a new 12-well plate coated with 0.1% Gelatin/PBS containing a MEFs. After 12 hr incubation with RI or Thiazovivin, medium was changed daily with fresh hESC medium. iPSCs were passaged every 5-7 days and transitioned from MEF-feeder to feeder-free conditions at passage 6-8. To transition to feeder-free conditions, iPSCs were passaged as described and transferred to a 12-well or 6-well plate coated with 5% Matrigel (BD Bioscience) in DMEM/F-12. Cells were maintained in mTesr1 (Stem Cell Technologies) supplemented with 1 mM L-Glutamine, 1mM Penicillin-Streptomycin, 0.1 mg/ml Fungizone. To ensure Sendai virus was cleared from cells, it was tested by immunostaining cultures with anti-Sendai virus antibody (Abcam). Differentiating colonies were routinely eliminated from cultures.
Mycoplasma QC
PBMCs and iPSCs were grown in the absence of Penicillin-Streptomycin and Fungizone for 3 days, harvested for DNA extraction using either Easy-DNA kit (Thermo Fisher Scientific) or Purelink Genomic DNA kit (Thermo Fisher Scientific), and tested for mycoplasma contamination using a Mycoplasma PCR detection kit (BOCA scientific, e-Myco PLUS PCR Detection Kit).
Differentiation of iPSCs to Endothelial Cells iPSCs were cultured in E8 medium (Thermo) on ESC-qualified Matrigel (Corning) until 80% confluency. The cells (1 to 24 dilution) were then plated onto a growth factor reduced Matrigel coated well in presence of 10 mM of Y-27632 (Selleckchem) in triplicate. 24 hr after plating, the medium was replaced with E8 medium (Thermo) for an additional day. The cells were then cultured for 3 days in DMEM/F12 supplemented with B27 and N2 (Thermo), 5 mM CHIR-99021 (Selleckchem) and 25 ng/ml BMP-4 (Peprotech). For the final 2 days, the cells were grown in Stempro34 (Thermo) supplemented with 200ng/ml VEGF (Peprotech) and 5 mM Forskolin (LC labs). Endothelial differentiation was performed in triplicates and calculated as CD31+/CD144+ cell percentage through flow cytometry. We differentiated 73 lines from 23 subjects and the cut-off for high versus low differentiation was set at 10% output of CD31+/CD144+ endothelial cells (range 0.99%-35.34%) (Table S4) RNA Sequencing iPSCs were grown under feeder-free conditions from passage 8-11 for RNA sequencing experiments. iPSCs were grown to 100% confluency, washed once with PBS, and harvested for RNA extraction using either miRNeasy Mini kit (QIAGEN) or PureLInk RNA mini kit (Thermo Fisher Scientific). RNA was extracted as per manufacturers' instruction. Total RNA was quantified using a Nanodrop (Thermo Scientific). RNA samples with a A260/280 ratio < 1.8 or > 2.3 were generally excluded from further processing. RNA integrity was checked in Fragment Analyzer (Advanced Analytical) or 2100 Bioanalyzer using the RNA 6000 Nano assay (Agilent). All measured total RNA samples had RQN/RIN value of 7.0 or greater. The sequencing library was prepared with the standard TruSeq RNA Sample Prep Kit v2 protocol (Illumina). mRNA was isolated and fragmented. cDNA was synthesized using random hexamers, end-repaired and ligated with appropriate adaptors for sequencing. The library then underwent size selection and purification using AMPure XP beads (Beckman Coulter). The appropriate Illumina recommended 6 bp barcode bases are introduced at one end of the adaptors during the PCR amplification step. The size and concentration of the RNA-seq libraries were measured by Bioanalyzer and Qubit fluorometry (Thermo Fisher Scientific) before loading onto the sequencer. The mRNA libraries were sequenced on the Illumina HiSeq 2500 System with 100 nucleotide single-end reads, according to the standard manufacturer's protocol (Illumina,).
RNA-Seq Pre-processing RNA-seq reads were aligned to GRCh37 with STAR v2.4.0g1 (Dobin et al., 2013) . Uniquely mapping reads overlapping genes were counted with featureCounts v1.4.4 (Liao et al., 2014) using annotations from ENSEMBL v70. All analysis used log2 counts per million (CPM) following TMM normalization (Robinson and Oshlack, 2010) implemented in edgeR , unless stated otherwise. Genes with over 1 CPM in at least 30% of the experiments were retained for the strict cutoff and those with over 0.1 CPM in at least 10% of experiments were retained for the liberal cutoff. All analyses of RNA-seq data, with the exception of allele specific expression analysis, network analyses, and functional analysis of variance, were performed on expression residuals after correcting for the effects of 8 sequencing batches and 2 RNA preparation kits. The mean expression value was added to residuals to preserve the scale of expression.
Visualization with Violin-Boxplots
The fraction of variation explained by each aspect of the study design is presented using a combined violin and boxplot (Wickham, 2009) . The boxplots indicate the median, inner quartile range (IQR) and 1.5 times the IQR. Data beyond this are plotted as points. Violin plots indicate the density of data points based on their width.
Processing of Genotype Data
Genotype data were filtered to remove markers with over 5% missing entries, minor allele frequency below 1% and Hardy-Weinberg p value < 1e-6. Genotypes were phased with SHAPEIT v2.r790 (Delaneau et al., 2011) , and missing genotypes were imputed with Impute2 v2.3.2 (Howie et al., 2009) using the reference panel from the 1000 Genomes Project Phase 3 (1000 Genomes Project Consortium, 2015). Markers with high imputation quality (INFO > 0.5; (Howie et al., 2009 ) and minor allele frequency over 1% were retained for downstream analysis.
Genotype and RNA-Seq Sample Concordance
In order to ensure proper sample labeling, the concordance between array-based genotypes and RNA-seq variant calls was computed. This process ensured that multiple iPSC lines from the same individual had high concordance based on RNA-seq variants, and that array-based genotypes from each individual showed high concordance with the RNA-seq variants. RNA-seq variants were called with GATK v3.1.1 (DePristo et al., 2011) following GATK's Best Practices. For each genotyped individual, only heterozygous sites were considered, and the concordance with each RNA-seq experiment was evaluated at only these sites. Only matches with more than 90% concordance rate were retained for further analysis. Mislabeled samples were relabeled only when its proper label could be determined unambiguously. Otherwise the RNA-seq experiment was excluded.
Integrating GTEx and Choi et al. RNA-Seq Data
Gene expression values were quantile normalized, whereby for one sample at a time, the genes are ranked by RPKM magnitude and the ranks are transformed into the standard normal distribution. Visualization was preformed with multi-dimensional scaling of the RPKM values.
Identifying Outliers in iPSC Data
Principal components analysis was performed on expression data from 24 key stem cell genes: CDH1, CDH2, DNMT3B, DPPA2, DPPA4, FGF2, FGF4, KLF4, LIN28A, LIN28B, MYC, MYCN, NANOG, PBX1, PODXL, POU5F1, PRDM14, SALL1, SALL4, SOX2, TDGF1, TERT, ZFP42, ZSCAN10 . iPSC lines greater than 3 standard deviations from the centroid, computed from the first 2 principal components using a robust covariance metric, were considered outliers. variancePartition The total variance was partitioned into the variance attributable to each experimental variable using a linear mixed model implemented in variancePartition v1.0.0 (Hoffman and Schadt, 2016) and the results visualized using the package's functionalities. Continuous variables (i.e., Age and BMI) were modeled as fixed effects while the remaining categorical variables were modeled as random effects.
eQTL Analysis Following standard practice, only individuals of European ancestry were included in the eQTL analysis in order to avoid false positives due to the correlation between ancestry and gene expression. Principal components analysis based on genome-wide genotype data identified 81 individuals of European ancestry for eQTL analysis. eQTL analysis was performed with MatrixEQTL v2.1.1 (Shabalin, 2012) using the first 5 genotype principal components as covariates. Latent variables were identified in the gene expression data using PEER v1.0 (Stegle et al., 2010) . Expression residuals were computed by removing the first 20 PEER components. Since multiple iPSC lines were assayed from each individual, the expression value for each individual was summarized as the mean expression residual value from the multiple lines for a given individual and gene. The mean values for each individual were subsequently quantile normalized for each gene. Cis-eQTL analysis considered markers within 1Mb of the transcription state site of each gene. False discovery rates were computed following Benjamini-Hochberg. Regions around eQTLs were visualized with locuszoom v1.3 (Pruim et al., 2010) .
Allele-Specific Expression
This analysis exploits the fact that expression of a single gene can be separated into the transcripts originating from the maternal and paternal chromosomes when there is an expressed heterozygous genetic variant that distinguishes the two parental haplotypes. Instead of comparing gene expression across individuals, analysis of ASE (Lappalainen et al., 2013) uses an internal control by comparing the number of RNA-seq reads containing the reference allele to the total number of reads at a heterozygous site within the same experiment. Thus, a reference ratio of 0.5 indicates balanced expression of the two alleles while a significant deviation from 0.5 indicates allelic imbalance (Figure 3) . ASE can only be detected in individuals with a heterozygous exonic SNP in the relevant gene. Despite these limitations, we illustrated this aspect of transcriptional variability. Allele-specific reads from RNA-seq were counted at heterozygous sites from imputed array-based genotype data. For a single individual, a site was considered heterozygous if the imputed dosage value was between 0.99 and 1.01 to retain genotyped sites, plus only imputed sites most likely to be true heterozygotes. In order to remove known biases in allele-specific expression (GTEx Consortium, 2015; Lappalainen et al., 2013) , sites overlapping genomic regions with 50bp mapability score < 1 from the UCSC mapability track or showing excess bias in simulations were excluded. Only sites with over 30 reads were retained, and the reference fraction for each site was tested for a deviation from balanced expression using a binomial test. Sites with mono-allelic expression were only retained for canonically imprinted genes. Ideally, balanced expression would yield 50% reference alleles, but due to known reference bias, this fraction is slightly higher (Lappalainen et al., 2013) . Instead, for each experiment, the genome-wide reference ratios were computed for each REF/ALT pair, and these values were used as empirical null values. These empirical null values were then used to compute a weighted reference ratio that was used in downstream analysis (Lappalainen et al., 2013) . The reference ratio for each site was then tested against the matching REF/ALT genome-wide empirical null. False discovery rates were computed with qvalue. The genome-wide correlation between a pair of samples is the correlation between the weighted reference ratios for sites that pass the above cutoffs in both experiments (GTEx Consortium, 2015) . The functional impact of variants was annotated with Variant Effect Predictor (McLaren et al., 2010) .
Assessing eQTL Overlap across Datasets
For each gene with a genome-wide significant cis-eQTL in the current dataset, the most significant genetic marker was selected, and we tested whether there was evidence for that marker being an eQTL for the same gene in each tissue in the GTEx data (GTEx Consortium, 2015) . We applied a widely used metric p 1 that indicates the fraction of eQTL replicated in a second dataset (GTEx Consortium, 2015) . This statistic avoids using an explicit p value cutoff for identifying genome-wide significant eQTLs and is a better metric of eQTL sharing when studies have low power to replicate eQTLs at genome-wide significance. For a given tissue in GTEx, the p values for markers corresponding to eQTLs in the current dataset were extracted and Storey's q-value was used to estimate p 0 , the fraction of tests that come from the null model of no association between genotype and expression. Since p 0 estimates the fraction of tests under the null model, p 1 = 1-p 0 is the estimated fraction of tests that are statistically significant. Thus p 1 indicates estimated fraction of markers that are eQTLs in the current dataset as well as in the given GTEx tissue (GTEx Consortium, 2015) . Reporting p 1 for each tissue shows the degree of eQTL sharing between the current dataset and each GTEx tissue.
Enrichment of eQTLs Near GWAS Hits
We selected the most significant genetic marker for each gene with a genome-wide significant cis-eQTL in the current dataset. For each of these markers, we counted the genome-wide significant markers from the GWAS Catalog (Welter et al., 2014) associated with each phenotype that were within an r 2 of 0.5 based on European individuals from the 1000 Genomes Project (1000 Genomes Project Consortium, 2015). In order to compute an odds ratio for the enrichment compared to the null model of no overlap between GWAS for each phenotype and eQTL signals, we used a permutation approach that generated 10,000 sets of markers with similar properties to the real set of eQTL markers. For each real eQTL marker, a corresponding marker was selected with minor allele frequency within 2%, distance to transcription start site within 1Kb, gene density within 30 genes per Mb. For each phenotype, the overlap between GWAS hits and real eQTLs from the current data was compared to the mean overlap under the empirical null distribution and this was used to compute odds ratios and 95% confidence intervals.
Integration of eQTLs with Epigenomics Roadmap
To assess how cis-eQTLs relate to known enhancer sequences, we tested for overlap between eQTLs and enhancer sequences from the (Roadmap Epigenomics Consortium, 2015) . More specifically, we used chromatin states for enhancer sequences (active, genic, and weak enhancers), derived from a recent joint analysis that the Roadmap Epigenomics Consortium applied in different chromatin immunoprecipitation sequencing (ChIPseq) data across 98 human tissues and cell lines. We included tissues that were assayed for 6 different chromatin marks (H3K4me1, H3K4me3, H3K27ac, H3K36me3, H3K27me3, and H3K9me3). We tested for enrichment of significant eQTLs at FDR % 5%, using as an ''index'' eQTL SNP (eSNP) the most significantly associated SNP per gene.
For each tissue or cell line, we counted the number of index eSNPs that lie within enhancer sequences respectively found in that tissue or cell line. To assess if this overlap is higher than expected by chance, we generated 1,000 sets of random SNPs matched with the index cis-eSNPs, in terms of allele frequency, gene density, distance from TSS, and density of tagSNPs arising from genomic variability of linkage disequilibrium. Z scores were estimated as:
Where observed is the number of index eSNPs that lie within enhancers, and mean null and SD null are the mean and standard deviation of the null distribution of overlap, as estimated using the sets of permuted SNPs.
Co-expression Network Construction
Previous network analyses employing high variance gene expression filters, generally including more lowly expressed genes, have demonstrated the ability to identify biologically meaningful correlations that have elucidated complex traits (Zhang et al., 2013) . For network construction purposes, we used the voom function from the limma R package (Ritchie et al., 2015) to normalize the gene counts and filtered out genes that did not have at least 0.1 counts per million (cpm) in 10% of the samples. We then adjusted the normalized counts for the following covariates: gender, reprogramming source cell, race, age, body mass index, RNA extraction method and insulin status. Co-expression networks were constructed using the coexpp R package (Langfelder and Horvath, 2008) (Linderman and Zhang, 2011) . coexpp: Large-scale Coexpression network creation and manipulation using WGCNA. R package version 0.1.0. https://bitbucket.org/multiscale/coexpp). Seeding gene lists to input in pathFinder were obtained by selecting genes in co-expression modules that were statistically enriched for the top 10% most varying genes.
Sensitivity Analysis
To demonstrate that the covariance structure was robust against technical effects (i.e., correlations driven by transcripts dominated by zero counts and coincident non-zero counts in a small number of samples) we constructed a similar co-expression network after adding a small amount of random noise to the zero reads of any gene in the raw RNA-seq count matrix. We then selected in this new network modules enriched for the top 10% most varying genes. The selected modules comprised of 2167 genes were homologous to the 6 modules described above, with an overlap of 2115 genes (p value of Fisher's exact test < 10 À300 ) and modular functional annotations (data not shown) and GO term enrichments that were virtually identical. These analyses confirmed that the covariance structure on which the networks rely were not significantly affected by the technical noise of genes with low expression levels.
Prior Network Construction A prior network of gene and protein interactions was built by integrating two public databases: ConsensusPathDB, (CPDB) (Kamburov et al., 2013) and MetaCore (v6.24 from Thomson Reuters). While many of these interactions are at the protein level, the nodes in our network are gene IDs and we thereby implicitly assume equivalence between genes and proteins at the interaction level. We allow, however, two types of nodes that are not genes: protein complexes and protein families or classes (genes that code for proteins that are interchangeable for a given interaction). These two types of nodes were contained in the databases that we used to construct the network. They allow indirect interactions between genes through protein complexes or via a set of interchangeable proteins. The prior network contains interactions observed in a variety of human tissues. To make the network specific to iPSCs, we made use of Roadmap Epigenomics Project data (Roadmap Epigenomics Consortium, 2015) from iPSC lines to predict which genes are active, repressed or bivalent. Nodes predicted to be repressed in these iPSC lines were removed from the literature-curated prior network (complexes are removed if any component is repressed and families are removed if all family members are repressed) as well as all incoming and outgoing edges from these nodes. Thus any interactions that involve genes repressed in iPSC are removed and the resulting network should be iPSC-specific. The epigenetic classification of genes into active, repressed, and bivalent genes was done in three steps: first, peaks called from histone modification marks were used to predict active, repressed, and bivalent sections of the genome. Individual transcripts were then classified based on the overlap of their promoter regions with these three classes of genome segments. Finally, genes were classified based on the classification of all of their associated transcripts.
To predict the state of genome segments we used the publicly available broad peak calls for histone modification marks H3K9me3 and H3K27me3 and gapped peak calls for H3K4me3, H3K9ac and H3K27ac. Using BEDOPS (Neph et al., 2012) , active genome segments were defined as regions of the genome where H3K4me3 peaks overlapped with either H3K9ac or H3K27ac peaks and lacking H3K27me3 peaks. Repressed segments are characterized by either the absence of any histone modification marks or by the presence of either H3K9ac or H3K27ac peaks with no overlap with H3K4me3 peaks. Bivalent segments have overlapping H3K4me3 and H3K27me3 peaks.
Transcripts were classified into active/repressed/bivalent states by using a rule-based classifier. Specifically, a transcript was classified as active if its promoter region (defined as the transcription start site +-a certain window size, typically between 125bp and 1kb) overlapped with active segments. Transcripts not classified as active were considered bivalent if their promoters overlap with bivalent segments. Any unclassified transcripts that overlap with repressed marks were classified as repressed.
A gene was classified as active if any of its transcripts was active, as bivalent if none of its transcripts was active and at least one was bivalent, and as repressed if none of its transcripts was active or bivalent and at least one transcript was repressed.
There are several iPSC lines available in the Roadmap data. However for only two cell lines, iPS-18 and iPS-20b, ChIPseq data are available for all 5 histone modification marks (H3K4me3, H3K9ac, H3K9me3, H3K27ac and H3K27me3). After generating prior networks for each of these two cell-lines, the final iPSC-specific prior network was obtained by merging the two respective networks. The prior networks were built using RefSeq transcripts annotation downloaded from the UCSC Genome Browser in April 2015 and gene IDs were converted to ENSEMBL gene IDs using the biomaRt R package (Durinck et al., 2009 ). This final prior network contains 16,850 nodes and 246,139 edges.
pathFinder, a Fast Graphical Algorithm
We developed pathFinder, an efficient graphical algorithm to extract neighborhood structures, given an initial gene set from a larger background network (in our case this will be the prior iPSC network). PathFinder is based on the classical Depth First Search (DFS) algorithm and allows users to expand an initial input gene set by including genes located in the paths connecting input genes in the background network. Since the background network contains directed and undirected edges, we transform the undirected edges into two directed edges with the same two end nodes but opposite directions. We do not allow these two edges to appear simultaneously in one path.
For every gene in the input list, the DFS explores all paths in the background network that start at that gene. The exploration of a path is stopped if it reaches length k (we used k = 3), or arrives at a node with no valid child node(s). Only paths that start and end at genes included on the input list are retained. All nodes between the start and end genes on retained paths are included in the pathFinder output. When we apply pathFinder to the prior iPSC network, we only report genes along each path and not protein complexes or families. The final Bayesian network will not contain such nodes.
Bayesian Network Construction
We developed an integrative modeling pipeline to build causal and predictive network models by integrating multi-scale '-omics' data, including genomic, transcriptomic, proteomic, and epigenomic data, with the scientific literature and knowledgebase, specifically the ConsensusPathDB (Kamburov et al., 2013) and MetaCore (v6.24 from Thomson Reuters). Our pipeline constructed these networks in four steps: 1) We built a tissue-specific, multi-scale prior network from public databases (see section ''Prior Network Construction'' below). 2) We built co-expression modules from the gene expression data and extracted seeding gene lists from these modules to build Bayesian network (see section ''Co-expression network construction and analysis'' below). 3) To capture a comprehensive representation of the biology that is important in the context of pluripotency, we recruited the prior network from last step to compensate the limitations of using RNA-seq data and co-expression networks: i) RNA-seq data fails to capture protein-protein interaction; ii) linear Gaussian assumption in co-expression network may lead to missing non-linear correlations among genes, and iii) randomness in tuning the global parameters of co-expression network Our pipeline used this tissue-specific, multi-scale prior network to expand the set of seeding genes by using a graphical algorithm, pathFinder, that we developed for this purpose (see section ''pathFinder, a Fast Graphical Algorithm'' above). The outcome of pathFinder was an expanded set of molecules which consists of the original seeding genes and genes, proteins, and metabolites connecting to the original seeding genes in k steps (k = 3 here) in the prior interaction network. 4) This expanded set of genes was used for constructing causal and predictive molecular interaction networks. We developed a Bayesian network component, which computes the Bayesian Dirichlet (BD) score at each step of the Markov chain Monte Carlo (MCMC) algorithm during the heuristic search for network structure. To avoid getting trapped at local maxima, we developed a hybrid search algorithm by integrating hill-climbing exploration for local neighbor structure with a global Hastings ratio for overall network structure update. For each move, we randomly selected a local node and calculate the BD score of all local neighbor structures reachable by a single move around the selected node. In this way, we segmented the global neighborhood of the current network structure into subsets of local neighbors, randomly selected a subset per step and explored all local structures within this subset. Then, we selected the local structure with maximal score in this subset as our candidate structure. Finally, we calculated the Hastings ratio between the BD scores of the current and candidate structures. This hybrid search algorithm made it feasible to efficiently search a very large structure space and ensured a probability for the MCMC chain to move out of a local maximal when the BD score of current structure was bigger than all its local neighbors. Our Bayesian network module integrated genetic data with gene expression data by translating the cis-eQTL genes into structural constraints during structure learning. Specifically, cis-eQTL genes were considered root nodes and other nodes weren't allowed as their parents. The learned Bayesian network depicted causal molecular interactions.
Key Driver Analysis
To do Key Driver Analysis, we used the R package KDA (Zhang and Zhu, 2013)(KDA R package version 0.1, available at http://research.mssm.edu/multiscalenetwork/Resources.html). The package first defines a background sub-network by looking for a neighborhood K-step away from each node in the target gene list in the network. Then, stemming from each node in this sub-network, it assesses the enrichment in its k-step (k varies from 1 to K) downstream neighborhood for the target gene list. In this analysis, we used K = 6.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical Analysis of Gene Expression Data Analysis was implemented in R (R Core Team, 2015) . Hierarchical clustering used the complete-linkage algorithm, where each gene was centered and scaled to have a mean of 0 and a variance of 1. Results from clustering based on Euclidian distances between each pair of samples are shown, but results using a correlation-based distance (i.e., 1-correlation) show a very similar clustering of multiple iPSC lines from the same individual. Gene expression gradients were estimated by regressing the expression of a single gene on the first two principal components. The gradient corresponds to the predicted expression value based on this regression model. The relationship between the percentage of cross-individual variation for each gene and the probability that each gene has a genomewide significant cis-eQTL was modeled with logistic regression in order to ensure a monotonically increasing smooth curve. A response variable was coded as 1 for genes with a detected cis-eQTL and 0 for genes without a cis-eQTL, and the percentage of variation explained by individual was used as a predictor. The standard Wald test for logistic regression was used to compute the p value under the null hypothesis of no association between the response and predictor.
Additional Statistical Analysis in R For all enrichment tests, Fisher's Exact Test was performed using R. All p values shown in the paper were FDR corrected (BH method). To test enrichment with GO annotations, the R packages goseq (Young et al., 2010) , topGO (Alexa and Rahnenfuhrer, 2010) . topGO: topGO: Enrichment analysis for Gene Ontology. R package version 2.18.0.) and org.Hs.eg.db (Carlson M. org.Hs.eg.db: Genome wide annotation for Human. R package version 3.2.3.) were used. To test msigDB pathway enrichment, the R packages HTSanalyzeR (Wang et al., 2011) , GSEABase (Morgan M, Falcon S and Gentleman R. GSEABase: Gene set enrichment data structures and methods. R package version 1.32.0., and gage (Luo et al., 2009) were used. All gene mapping was performed using the biomaRt R package (Durinck et al., 2009 ). Figures where generated using the R packages ggplot2 (Wickham, 2009 ) scales (Wickham, 2012) . scales: Scale functions for graphics. R package version 0.2.3. http://cran.r-project.org/ web/packages/scales/index.html), reshape2 (Wickham, 2007) and grid (Murrell, 2005) . The lmFit function from the limma package was used for the differential expression analyses (Ritchie et al., 2015) .
DATA AND SOFTWARE AVAILABILITY Software
We used a number of previously published software resources as outlined in the individual method descriptions and Key Resources Table. For the custom software, variancePartition is a statistical and visualization framework that fits a linear mixed model for each gene and partitions the total variance into the contribution of each variable in the experimental design plus the residual variance: http://www.bioconductor.org/packages/release/bioc/html/variancePartition.html
Data Resources
The accession numbers for the RNA-seq data reported in this paper are GEO: GSE79636 and dbGAP: phs001139.
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