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1. Introduction
We consider the following problem:
(1λ)
{
Lu= λf (x,u), x ∈Rn, n > 2
lim|x|→∞ u(x)= 0
u(x) > 0, x ∈Rn,
where L = − + c2, c > 0, f (·, u) is superlinear and subcritical with positive values,
f (x,0) > 0, lim|x|→∞ f (x,0) = 0, and λ > 0. Here a solution of (1λ) means a C2(Rn)
solution. In [9] Simon and Volkmann studied some similar problems and proved that, in
some cases, there exist two solutions of (1λ), for λ sufficiently small. In this article, for
one of the cases studied in [9], we prove the existence of an unbounded global branch of
solutions of (1λ), emanating from (0,0). This branch is the continuation of the branch of
minimal solutions of (1λ). To construct the branch of minimal solutions of (1λ), we use
the classical method as in the case of a bounded domain Ω (Amann [1], Crandall and
Rabinowitz [2], Mignot and Puel [6], . . .) and obtain a critical value for λ. To prove the
existence of at least one solution for the critical value of λ, we need the assumption of
subcriticality and symmetry to insure the existence of an a priori bound for the solutions
of (1λ). To obtain a global, unbounded branch, we apply an abstract theorem given by
Dancer [3].
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We use the weighted spaces as defined in [9]. The Green’s function of L will be denoted
by G(x,y), and we recall the main properties of G(x,y)=G(|x − y|).
Let r = |x − y|. G is given by the explicit formula:
G(r)= c
n−3
2 e−cr
2(2π)
n−1
2 Γ
(
n−1
2
) I (r)
r
n−1
2
, (2.1)
where
I (r)=
∞∫
0
e−ss
n−3
2 ds.
From (2.1), we get:
G(r) ∼
r→0
1
n(n− 2)ωnrn−2 ,
G(r) ∼
r→∞
c
n−3
2
2(2π)
n−1
2
e−cr
r
n−1
2
.
We denote by G the integral operator with kernel G(x,y), i.e.,
Gf (x)=
∫
G(x,y)f (y) dy =
∫ (
G|x − y|)f (y) dy
with f a measurable, bounded function.
Definition 2.1. A weight ω is a C∞ function ω : R+→ [1,+∞[, increasing and such that
limt→∞ω(t)=+∞.
Let ωδ(x)= [ω(|x|)]δ, δ > 0.
Definition 2.2. The weightω is adapted to G, if there exist three positive constants α,γ1, γ2
such that for every δ ∈ ]0, a[, we have:
0 < γ1 
∫
G(x,y)
ωδ(x)
ωδ(y)
dy  γ2, (2.2)∫ ∣∣∣∣∂G∂xi (x, y)
∣∣∣∣ωδ(x)ωδ(y) dy  γ2 (i = 1, . . . , n). (2.3)
Examples of weights.
• ω(t)= 1+ t , is a weight adapted to G for any a,
• ω(t)= et , is a weight adapted to G for a = c (see [9]).
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[u]ωk,δ = sup
x∈Rn
{
ωδ(x)
∣∣Dku(x)∣∣},
[u]ωk,α,δ = sup
x∈Rn
x =y
{ |Dku(x)−Dku(y)|
|x − y|α ωδ(z)
}
,
where z is either x or y , chosen such that
|z| =min{|x|, |y|}, 0< α < 1,
and the norms:
‖u‖ωk,α,δ =
∑
lk
[u]ωl,δ + [u]ωk,α,δ.
Finally the space:
Ck,αωδ =
{
u ∈Ck(Rn), ‖u‖ωk,α,δ <∞}
is a Banach space.
Let ω and ω˜ be two arbitrary weights. The properties needed are contained in the
following proposition:
Proposition 2.1.
(i) The injection Ckωδ1 → C
l
ω˜δ
is continuous if k  l and
sup
x∈Rn
ω˜δ(x)
ωδ1(x)
<+∞.
In the case where ω˜= ω, the last condition becomes δ  δ1.
(ii) The inclusion map i :Ck+1ωδ →Ck,αωδ is continuous, ∀α.
(iii) The inclusion map i :Ck,α1ωδ1 → C
k,α
ω˜δ
is compact, if α1 > α and ω˜δ(x)ωδ1 (x) →|x|→∞0. In
particular, if ω˜= ω, the last condition is equivalent to δ < δ1.
(iv) The multiplication map
(f, g)→ fg,
C0,αωδ ×C0,βω˜γ → C
0,min(α,β)
ωδ×ω˜γ
is continuous.
As a consequence of (iii) and (iv), the multiplication map
(f, g)→ fg,
C0,αωδ ×C0,βω˜γ → C0,γωδ , γ < min(α,β)
is continuous (cf. [8,9]).
Now, let ω be a weight adapted to G and 0 < δ < a. We have
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f →Gf
C0ωδ →C1ωδ
is continuous (cf. [9]).
We now make precise the class of nonlinearities we will study
(H1) The function
f
{
(x, t)→ f (x, t)
R
n × [0,+∞[→ [0,+∞[
is locally Holder continuous.
(H2) There exits a weight ω adapted to G, two positive constants α1, α2 and δ < a such
that
0 < α1  f (x,0)ωδ(x) α2.
(H3) t → f (x, t) is C1, t → ft (x, t) is increasing, and ft (x,0)  0, ft (x,0) ≡ 0, there
exists ϕ2 ∈ C0ωδ , ϕ2  0 such that
0 ft (x, t) ϕ2(x)(1+ t)k−1, k > 1.
(H4) f (x, t) = f (|x1| ↘, . . . , |xn| ↘, t ↗) and limt→∞ f (x,t)tk = G(x), uniformly in x ,
G(0) > 0, G is continuous, 1 < k < n+2
n−2 and
lim
t→0|x|→∞
f (x, t)= 0.
Example. f (x, t) = [h(x) + c(x)t]k, 1 < k < n+2
n−2 , with suitable assumptions on the
coefficients h(x), c(x) so that (H2), (H3), and (H4) are satisfied.
We write (1λ) in the form
u=Φλ(u)= λΦ(u) (2λ)
with:
Φλ(u)(x)= λ
∫
G(x,y)f
(
y,u(y)
)
dy,
Φ(u)(x)=
∫
G(x,y)f
(
y,u(y)
)
dy.
Note that the pair (0,0) is a solution of (2λ).
Let ω˜ be a weight adapted to G, such that
(H5) ω˜γ (x)ωδ(x) →|x|→∞0 where ωδ is given by (H2), and let E = C
0
ω˜γ
.
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u ∈ C0ωδ ∩C2, and Φλ :E→E is a compact map.
Proof. Let u be a solution of (2λ) in E. Then
u(x)ωδ(x)= λ
∫
G(x,y)ωδ(x)f
(
y,u(y)
)
dy.
By (H3), we get
(Φu)(x)ωδ(x)=
∫
G(x,y)
ωδ(x)
ωδ(y)
[
ωδ(y)f
(
y,u(y)
)]
dy

∫
G(x,y)
ωδ(x)
ωδ(y)
{
ωδ(y)f (y,0)
+ωδ(y)ϕ2(y)u(y)
(
1+ u(y))k−1}dy
 γ2
(
α2 + ‖ϕ2‖ω0,δ‖u‖0
(
1+ ‖u‖0
)k−1)
.
Then u ∈ C0ωδ . By standard regularity theory, u ∈ C2. By a similar proof we get that
Φu ∈ C1ωδ . As the inclusion map C1ωδ → C0ω˜γ is compact by (H5), we know that Φ maps
bounded sets of C0ωδ into relatively compact sets of E.
The continuity of Φ(E→E) is easily proved. Let un → u, in E. Then
‖Φun −Φu‖E = sup
x
∫
G(x,y)ω˜γ (x)
[
f
(
y,un(y)
)− f (y,u(y))]dy.
Using (H3), we have∣∣f (y,un(y))− f (y,u(y))∣∣ ∣∣un(y)− u(y)∣∣ϕ2(y) · (1+ ζ(y))k−1,
ζ(y)= u(y)+ θ(u(y)− un(y)), 0< θ < 1,
and
‖Φun −Φu‖E  ‖un − u‖E
∫
G(x,y)
ω˜γ (x)
ω˜γ (y)
ϕ2(y) ·
[
1+ ζ(y)]k−1 dy
 ‖un − u‖E · K˜.
3. The branch of solutions
Let E = C0ω˜γ , and K be the cone of positive functions in E, i.e., K = {u ∈ E, u(x)
0, x ∈Rn}.
We consider S = {(λ,u) ∈ [0,+∞[×K: (λ,u) is a solution of (1λ)}, and let S0 be the
component of S containing the pair (0,0).
Proposition 3.1. There exists λ1 such that for λ > λ1, problem (2λ) has no solution in E.
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of a λ1 such that for λ > λ1, (2λ) has no solution in C0ωδ .
By (H3)
Gf
(
x,u(x)
)
G
[
f (x,0)+ u(x)ft (x,0)
]
. (3.1)
As ft (x,0) ≡ 0, there exists a nonnegative continuous function β with compact support
such that
ft (x,0) β(x).
Fix such a β . Let C be the cone of positive functions in C0ωδ , and C
∗ the dual cone of C,
i.e.,
C∗ = {v ∈ (C0ωδ )∗, (v,u) 0, ∀u ∈ C}.
(·, ·) denotes the duality between C0ωδ and (C0ωδ )∗.
We consider the linear problem
v1 = λ1G∗βv1, v1 ∈ C∗, λ1 > 0. (3.2)
Gβ is the composed operator Gβu(x) = G(βu)(x) and G∗β is the conjugate operator of
Gβ . As β has compact support, it belongs to C0ωγ , for any γ > 0. Then Gβ is a linear,
positive, compact operator from C0ωδ into itself with a positive spectral radius (cf. [9]), and
the problem (5) has a solution. Now we assume that (2λ) has a solution with λ > λ1. Then:
(v1, u)= λ
(
v1,Gf˜ (u)
)
, f˜
(
u(x)
)= f (x,u(x)).
By (3.4), (3.5) and (H2), we get:
0= (v1, u)− λ
(
v1,Gf˜ (u)
)
 (v1, u)− λ
(
v1,Gf (x,0)
)− λ(v1,Gβu).
As
ωδ(x)Gf (x,0)=
∫
G(x,y)
ωδ(x)
ωδ(y)
[
ωδ(y)f (y,0)
]
dy  α1γ1,
Gf (x,0) ∈ IntC and (v1,Gf (x,0))> 0.
Then, we get
0 (v1, u)
(
1− λ
λ1
)
− λ(v1,Gf (x,0)). (3.3)
If λ > λ1 the right hand member of (3.6) is strictly negative and thus we are led to a
contradiction. From Proposition 4, we see that λ is bounded on S0.
4. Construction of the minimal branch of solutions of 2λ
We write (2λ) in the form
F(u,λ)≡ u− λΦ(u)= 0 (3λ)
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u− λG[f˜ (u)]= 0.
By (H3), we can write
DuF(u,λ)= Id − λG
[
f˜t (u)
]
.
We have F(0,0)= 0 and DuF(0,0)= Id.
By the implicit function theorem in Banach spaces, there exist ε > 0, η > 0,
u1
{ [0, ε[→ (u ∈E,‖u‖E < η)
λ→ u1(λ)
of class C1 such that: λ ∈ [0, ε[, ‖u1‖E < η, F (u1(λ), λ)= 0.
We write
u1(λ)− λG
[
f˜
(
u1(λ)
)]= 0. (4.1)
Let v1(λ)= du1dλ . By differentiation of (3.7), we get:{
Id− λG[f˜t (u1(λ))]}v1(λ)=G[f˜ (u1(λ))]. (4.2)
We consider the linear operator:
A(λ,u)= Id − λG[f˜t (u(λ))].
For λ ∈ [0, ε], and ‖u‖E < η,A(λ,u) is invertible becauseA(0,0)= Id is an isomorphism
of E and the set of isomorphisms is open in L(E). Then in (3.8), the left hand operator is
invertible. As the right hand member is positive, we can write
v1(λ)=
( ∞∑
k=0
λkG
[
f˜t
(
u1(λ)
)])
G
[
f˜
(
u1(λ)
)]
and v1(λ) 0; then for λ < ε, λ→ u1(λ) is an increasing function.
Let us consider A(λ,u); this operator is invertible if: G[f˜t (u)] − Idλ is invertible, or
Id
λ
/∈ spG[f˜t (u(λ))].
By (H3), u → f˜t (u) is an increasing function. Let us consider the linear operator
v → G[f˜t (u(λ))]v. It is positive and compact E→ E. This operator has an eigenvector
and an eigenvalue equal to the spectral radius of G[f˜t (u(λ))], by the weak form of the
Krein–Rutman theorem. Then G[f˜t (u(λ))] − Idλ is invertible if 1λ = r(G[f˜t (u)]), where
r(A) is the spectral radius of the linear operator A.
On the other hand if β1  β  0, we have r(Gβ1)  r(Gβ) (Gβ :u→ G(βu)), i.e.,
the spectral radius of Gβ is an increasing function of β (cf. [5]). As λ →G[f˜t (u(λ))] is
increasing, so is λ → r(G[f˜t (u(λ))]). Finally A(λ,u) is invertible so long as:
λ <
1
r(Gf˜t (u(λ)))
.
Now let Λ = {λ ∈ [0,+∞[, Id − λG[f˜t (u(λ))] regular} = {λ ∈ [0,+∞[, u1(λ) exists,
solution of (3λ) in E}. As in the case of a bounded Ω , we have [6].
178 A.L. Edelson, A. Simon / J. Math. Anal. Appl. 278 (2003) 171–181Proposition 4.1.
(i) Λ is an open, bounded interval,
(ii) for λ ∈Λ,u1(λ) is the minimal solution of (2λ).
Proof. (i) We know already that Λ is open and bounded.
Let λ ∈Λ, u1(λ) the solution defined, and µ< λ.
We have
u1(λ)= λG
[
f˜t
(
u1(λ)
)]
>µG
[
f˜t
(
u1(λ)
)]
.
Thus, u1(λ) µΦ(u1(λ)) and u1(λ) is a supersolution for (2µ) in E.
On the other hand, let u0 be the solution of
Lu0 = µf (x,0). (4.3)
We know that (4.9) has a unique positive solution in C0ωδ . Furthermore u0 satisfies
inf
x∈Rn u0(x)ωδ(x) > 0.
We have
u0 = µGf (x,0)Gf (x,u0)
or
u0  µΦ(u0).
u0 is a subsolution of (2µ); u0 ∈ C0ωδ and thus is in E. We have u1  u0, as
u1 − u0 = λG
[
f (x,u1)
]−µG[f (x,0)]> λ{G[f (x,u1)]−G[f (x,0)]} 0.
Φ is a compact, increasing operator from the order interval [u0, u1(λ)] into itself. Then by
the monotone iteration theorem there exists v such that u0  v  u1(λ) with v a solution
of (2µ) in K . Thus µ ∈Λ.
(ii) For λ ∈Λ, let u1(λ) be the solution constructed. Let u be any solution of (2λ) in K .
We have:
u0(λ)= λG
[
f (x,0)
]
.
Then
u0(λ) u
because:
u0(λ)− u= λ
[
G
(
f (x,0)− f (x,u))] 0.
Let z=min(u1(λ),u). Then z is continuous, z is a supersolution of (2λ), and z u0(λ).
Then, by the monotone iteration scheme, there exists zˆ ∈E such that:
u0(λ) zˆ z u1(λ).
By the implicit function theorem, there exists a unique solution of (3λ) in a ball of E with
radius η; then zˆ= u1, and
u1 = zˆ= z u.
A.L. Edelson, A. Simon / J. Math. Anal. Appl. 278 (2003) 171–181 179Then u1(λ) is the minimal solution of (2λ).
By the definition of Λ, we have:
supΛ= λ∗ ∈ sp(Id −G[f˜t (u1(λ))]),
or
λ∗ = 1
r[G(f˜t (u1(λ∗))]
.
Thus we proved.
Theorem 4.1. Assuming (H1), (H2), (H3), (H5), there exists a bounded interval [0, λ∗[ such
that for λ ∈ [0, λ∗[, the problem (3λ) or (2λ) has a branch of minimal solutions u1(λ), with:
λ→ u1(λ) increasing.
Remark 4.1. To obtain the branch of minimal solutions we do not need (H4), i.e., the
subcriticality of f .
We will need to study the behavior of the branch in the neighborhood of λ∗.
Proposition 4.2. Under assumptions (H1), (H2), (H3), (H4), (H5), there exists a solution
of (2λ) in K for λ= λ∗.
Proof. Let λ ∈ ]0, λ∗[. By Theorem 3.1 of [9] there exists Mλ such that for every solution
of (2λ) in E, we have
u(λ)(x)Mλ.
We show that this estimate is uniform with respect to λ, by means of an argument similar
to that in the proof of Theorem 3.1 of [9]. Then we get
u(λ)(x)M
(
λ ∈ ]0, λ∗[). (4.4)
Let (λn)n∈N be a sequence, with λn → λ∗. We consider the sequence (un(λn)) of minimal
solutions of (2λn).
We have:∥∥un(λn)∥∥E = sup
x
{
ω˜γ (x)un(λn)(x)
}
.
But:
un(λn)(x)ωδ(x) λn
∫
G(x,y)ωδ(x)f
(
y,un(y)
)
dy
 λn
∫
G(x,y)
ωδ(x)
ωδ(y)
[
ωδ(y)f (y,0)
+ωδ(y)ϕ2(y)M(1+M)k−1
]
dy
 λ∗γ2
[
α2 + ‖ϕ2‖ω M(1+M)k−1
]
,0,δ
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x
[
ωδ(x)un(λn)(x)
ω˜γ (x)
ωδ(x)
]
which implies that ‖un(λn)‖E M1.
Now Φ :E→ E is compact; the sequence (un)n is bounded in E. From the sequence
(Φ(un))n, we can extract a convergent subsequence: Φ(unk ). We define
u(λ∗)= lim
λnk→λ∗
unk (λnk )
and the proof is complete. ✷
5. The global branch of solutions
We recall the theorem of Dancer [3].
Theorem 5.1. Let E be a real Banach space and K a cone in E. Suppose that
Φ : [0,+∞[ × K → K is compact, with Φ(0, u) = 0,∀u ∈ K . Then the component S0
is unbounded in [0,∞[×K .
We can apply this theorem to the present problem, with E = C0ω˜γ ,K the cone of positive
functions in E, Φ(λ,u)=Φλ(u). We proved already that the assumptions of the preceding
theorem are satisfied. Then S0 is unbounded in [0,+∞[×K. It follows that if (λn,un) ∈
S0, ‖un‖E →+∞. It also follows that for 0 < λ< λ∗, there exist at least two solutions of
(2λ) in E, and we have proved the stated result.
Theorem 5.2. Under assumptions (H1), (H2), (H3), (H4), (H5), there exists λ∗ > 0 such
that for 0 < λ< λ∗, the problem (2λ) (or (1λ)) has at least two solutions in C0ωδ , for λ= λ∗,
the problem has at least one solution, and for λ > λ∗, the problem has no solution in C0ωδ .
Remark 5.1. With additional conditions we can get a branch of solutions in W 2,p(Rn). If
ω(|x|)−1 ∈ Lδp(Rn), C2ωδ ⊂W 2,p(Rn).
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