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Angle-resolved linear dichroism is a recent technique that exploits images recorded using an illumi-
nation field whose polarization angle is sequentially rotated during acquisition. It allows to retrieve
orientation information of the fluorescent molecules, namely the average orientation angle and the
amplitude of the fluctuations around this average. In order to boost up the acquisition speed without
sacrificing the axial sectioning, we propose to combine a spinning disk confocal excitation scheme
together with an electrooptical polarization switching and a camera acquisition. The polarization dis-
tortions induced when passing through the spinning disk system have been quantified and effectively
compensated. The signal to noise features of the camera have been analyzed in detail so that the preci-
sion of the method can be quantified. The technique has been successfully tested on giant unilamellar
vesicles and on living cells labeled with different fluorescent lipid probes, DiIC18 and di-8-ANEPPQ.
It was able to acquire precise orientation images at full frame rates in the range of a second, ulti-
mately limited by the fluorophore brightness and the camera sensitivity. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4807318]
I. INTRODUCTION
Polarization is a property of light that is widely exploited
in life science microscopy for studying the structural organi-
zation of proteins and lipids using fluorescence probes. This
relies on the fact that (i) the absorption efficiency of a fluores-
cent molecule is sensitive to the relative orientation between
its absorbing dipole and the exciting electric field, and (ii) the
emitted fluorescence light is polarized according to the direc-
tion of its emitting dipole.
The large variety of techniques based on these proper-
ties can be summarized into two main classes. First, so-called
fluorescence anisotropy methods use a given polarization for
excitation and are based on the analysis of the polarized emit-
ted fluorescence. Because they are sensitive to depolarization
process such as energy transfer, rotational diffusion, they have
been first introduced to investigate molecules in solutions.1
Later, they have been used to address the issue of the organi-
zation of biomolecular assemblies.2, 3
A second class of techniques exploits the change of
absorption efficiency for different polarization conditions,
namely the linear dichroism (LD). Because they are known
to be weakly affected by depolarization processes,4, 5 they
are widely used to probe orientation of molecules, in or-
der to address a vast variety of issues, including choles-
terol depletion in membranes,4 orientational distributions of
lipid probes,6 and conformal changes of proteins.7 In prac-
tice, LD usually involves a comparison of the fluorescence
response recorded for two orthogonal directions of polariza-
tion of excitation. Measurements can be carried out using one-
photon5or multiphoton4, 6, 7 absorption processes, using single
point5–7 or multiplexed4 laser scanning. The data analysis can
a)Electronic mail: patrick.ferrand@fresnel.fr
be performed either by post-processing two images that have
been acquired sequentially,4 or by a real-time hardware5 or
software7 demodulation of a signal recorded using a fast po-
larization two-state switching at each scanning point.
While fluorescence anisotropy and LD have helped to
solve important questions related to the structural organiza-
tion of proteins and lipids, both techniques are based on two
orthogonal directions of measurements and suffer from lim-
itations because the observation volume usually addresses
more than one emitter. In this case indeed, the description
of the system cannot be given by a single orientation value
and needs to introduce a geometrical model and a more com-
plete set of parameters, for instance, the average orientation
of the fluorophores and the width of the orientation distribu-
tion of the ensemble, an information that cannot be retrieved
exhaustively by two measurements only. The usual approach
has been to simplify the problem by restricting it to areas of
samples where the orientation is appropriate,2, 3, 7, 8 or to study
specifically samples of perfectly controlled geometry,6, 9, 10 so
that various orientations can be addressed in a controlled fash-
ion. Another possibility would be to repeat the same mea-
surement on a rotated sample,5 which is not convenient in
practice. For these reasons, it considerably reduces the range
of explorations and fails to grasp the whole complexity of
molecular organization in heterogeneous samples.
Recently, a more refined mode of operation of LD mea-
surement has been proposed, in order to circumvent these
limitations. In this scheme that we summarize here under
the generic term of angle-resolved LD, the sample is probed
using several excitation polarization angles denoted α, as
illustrated in Fig. 1(a), and an unpolarized detection.
DeMay et al. have reported11 on the use of four sequen-
tially acquired fluorescence images, which allowed to quan-
tify rapidly (0.3 fps) both orientation and anisotropy of septin
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FIG. 1. (a) Principle of angle-resolved LD acquisition. An image stack is recorded for various polarization angles α. The plot is an example of dataset extracted
at one pixel. (b) The orientational distribution of fluorescent probes that insert perpendicularly to the membrane can be modeled as a 3D cone, defined by two
angles ρ and ψ . (c) The case of probes that lie on the membrane surface can be modeled as a pancake-like distribution, defined by two angles ρ and ψ , too.
(d) Experimental setup. The inset shows the linear polarization state of the exciting light, making an angle α in the sample plane. HWP: half wave plate, GP:
Glan polarizer, EOM: electrooptic modulator, QWP: quarter wave plate, SBC: Soleil-Babinet compensator, BE: beam expander, DM: dichroic mirror, TL: tube
lens, EF: emission filter, PCU: polarization control unit; CSU: confocal spinning disk unit.
proteins in live yeast, without any a priori orientational
knowledge, a clear improvement as compared to conventional
LD. However, in order to avoid polarization distortions in-
duced by a dichroic mirror, the reported work used a wide
field trans-illumination configuration, which restricts the tech-
nique to thin samples, causes photo-bleaching, and does not
provide axial sectioning. An epi-fluorescence scheme, still
based on wide field geometry, has been proposed by Lesoine
et al.12 However, experimental data recorded on controlled
samples do not show the expected results yet and still re-
quire, according to the authors, further investigations. Based
on the same principle as the above-mentioned methods, we
have proposed a scheme by adapting a laser scanning con-
focal epi-fluorescence microscope,13 in which the polariza-
tion distortion induced by the dichroic mirror and scanning
galvanometers has been fully controlled. Using a cone (see
Fig. 1(b)) or a pancake-like model (see Fig. 1(c)) as compre-
hensive descriptions for the distribution of orientation of the
fluorophore, we were able to map the local organization of
cell membranes13 and to monitor the polymorphism of amy-
loid fibrils.14 However, the measurement scheme that was
chosen for these proofs of principle was based on point-by-
point scanning for image acquisition and mechanical control
of the input polarization, so that it was highly time-consuming
and, therefore, limited to static samples.
In this article, we propose a dramatic improvement of the
acquisition speed of angle-resolved LD using a highly par-
allel confocal image system and fast polarization switching,
without sacrificing the axial sectioning provided by confo-
cal microscopy. For this purpose, we propose to perform the
image acquisition using a high-speed spinning disk confocal
unit. This system is capable of generating and scanning pat-
terns of thousands excitation spots in the specimen, that are
analyzed in parallel in a confocal detection scheme by a cam-
era, allowing acquisition rates up to several hundred frames
per second. Fast switching of the polarization state is provided
by an electrooptical modulator placed in the excitation path.
With this technique, fast confocal images can be recorded at
any desired polarization angle, which offers the possibility to
build polarimetric image stacks, in order to provide real-time
monitoring of molecular order in dynamic specimens.
This article is organized as follows. Section II gives tech-
nical details on the setup, including the polarization con-
trol method. Section III describes the calibration protocol.
Section IV details the data processing. Results obtained on
two kinds of samples are reported in Sec. V. The acquisi-
tion rate as well as the use of multi-photon absorption are
discussed in Sec. VI.
II. DESCRIPTION OF THE SETUP
A. Optical setup
The optical setup is presented in Fig. 1(d). It is based on a
confocal spinning disk unit (CSU-X1-M1, Yokogawa) that is
connected to the side-port of an inverted microscope (Eclipse
Ti-U, Nikon). Laser excitation is provided by a continuous-
wave vertically-polarized 488-nm optically-pumped
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semiconductor laser (Sapphire 488-20, Coherent). Ex-
citation power is adjusted by rotating a half-wave plate
(WPH05M-488, Thorlabs) in front of a Glan polarizer
(GL5-A, Thorlabs) having its transmission axis vertical. The
laser beam is then sent into the polarization control unit
(see Sec. II B), and then expanded using a 10 × telescope
(BE10, Thorlabs), in order to reach a transverse size that
is comparable to the area of the pinhole array disk that is
imaged onto the specimen. In order to minimize the number
of optical elements on the excitation path, the collimation
and shaping optics of the confocal spinning disk unit (CSU)
were bypassed: a mirror in the excitation path of the CSU,
which was accessible from outside, was removed, so that
the laser beam could directly illuminate the microlens array
disk of the CSU. The optical configuration of the CSU,
which is detailed in Ref. 15, uses this microlens array disk
in order to improve the illumination of the pinhole array
disk, which is optically conjugated onto the sample plane,
using an objective lens (Nikon Plan Apo VC 60 ×, N.A. =
1.2, water immersion) and an extra magnification of 1.5 ×.
This generates about 1000 excitation spots that illuminate
simultaneously the specimen. The emitted fluorescence
light is collected through the same objective lens, spatially
filtered by the pinhole array disk, reflected by the dichroic
mirror (Di01-T488-13×15×0.5, Semrock), spectrally filtered
(bandpass 525/45) and imaged onto the camera (iXon 897
EMCCD, 512×512 pixels, Andor). Microlens and pinhole
array disks rotate synchronously at a speed of 1800 rpm,
and can generate a uniform scanning by a rotation of 30◦ so
that the exposure time of the camera needs to be an integral
multiple of that time, namely 1/360 = 2.77 ms. Note that
there is no need to monitor or synchronize the rotation angle
since any rotation of 30◦, irrespectively to the start and stop
position, provides an appropriate illumination.15
B. Polarization control
The polarization control is achieved by means of an elec-
trooptical transverse modulator (EOM) (Pockels cell, model
No 28-NP, Quantum Technology) followed by a quarter wave-
plate (WPQ05M-488, Thorlabs). Both elements are inserted
such as their main axes make respective angles of 45◦ and
0◦ with respect to the input linear polarization. In this opti-
cal configuration, the output polarization state is linear, and
is rotated by an angle, which is half of the phase retardation
induced by the EOM. A rotation range of 180◦ is, therefore,
achievable by a retardation range of one wavelength, which
corresponds to a typical high voltage range of 400 V.
In order to ensure that any desired polarization state of
the excitation could be properly delivered to the sample and
not converted into elliptical states, the possible polarization
distortions induced by the CSU have been investigated: a se-
ries of linear polarization states of various angles α has been
generated using a polarizer, launched into the CSU, and the
output light was analyzed by means of a home built polarime-
ter located in place of the objective lens. For each case, the
polarimeter, which is described in the Appendix, provides the
measured values the orientation  of the main axis of the el-
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FIG. 2. (a) Definition of angles  and  used to describe a general ellip-
tical polarization state. (b) Polarimetric analysis of the excitation light after
being transmitted through the CSU, as a function of the input linear polar-
ization angle α. Filled markers: before compensation. Empty markers: after
compensation.
lipse and of its ellipticity tan (), as defined by Fig. 2(a). The
first results, which are plotted in Fig. 2(b) (filled markers),
showed that the output light follows the same orientation than
the input light, but the CSU induces a weak ellipticity at some
angles. We found out that this response could be perfectly re-
produced analytically by modeling the CSU (including trans-
mission through the microlens array and the dichroic mirror,
and reflections on the mirrors) as a single birefringent optical
element having its fast axis oriented at 32.4◦, a phase retar-
dation of 12.3◦, and no diattenuation. In order to compen-
sate these distortions, a Soleil Babinet compensator (SBC-
VIS, Thorlabs) was finely oriented and tuned in retardation
and introduced in the polarization control unit after the quar-
ter waveplate (see Fig. 1(d)). By repeating the measurements
after this compensation, it appears clearly (empty markers in
Fig. 2(b)) that the appropriate polarization state is now deliv-
ered to the objective lens.
Similar investigations are needed in principle for the
emission path. However, since fluorescence is only analyzed
in terms of intensity, and not polarization, polarization distor-
tions would not affect the measurement. The only necessary
requirement is that the detection efficiency is not polarization
dependent. A test was performed using white from a tung-
sten lamp was attenuated, collimated, linearly polarized, in-
troduced in place of the objective lens, sent into the CSU (i.e.,
reflected on the dichroic mirror and other deflections mirrors),
spectrally filtered, and measured with the camera. By rotat-
ing the input polarization, we have recorded output intensity
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variations of a few percents only, which were considered to
be negligible.
C. Data acquisition
The data acquisition hardware is presented in Fig. 1(d).
The command of the polarization control includes a high-
speed analog output (AO) board (NI-USB-6351, National In-
struments), which generates a control voltage in the ±2.5 V
range, followed by a waveform amplifier (WA301, Aim &
Thurlby Thander Instruments) that does not affect the voltage
but increases the output power, and a high voltage amplifier
(HVA-1M, Quantum Technology) which produces the high
voltage (±200 V) that is applied to the EOM, in addition to a
bias of 200 V. All these elements have a frequency response
ranging from DC to 1 MHz. Moreover, the AO board uses di-
rect memory access, so that the calculated sequence of com-
mand voltages is stored in a buffer, and then delivered without
communication to the computer. This ensures fast switching
between successive linear polarization states.
In order to ensure the shortest acquisition time together
with an accurate synchronization between polarization con-
trol and the camera, the timing of the camera acquisition se-
quence has been carefully optimized: when the exposure time,
an integral multiple of 1/360 s, is set by the user to the camera,
the minimum cycle time, which includes exposure time and
delay to read the chip, is returned by the camera. This cycle
time is set so that it is the duration of each polarization step,
and therefore will determine the effective acquisition rate. In
addition, the camera acquisition is externally trigged by a start
pulse generated by the AO board at the starting of each se-
quence, and the image stack is stored in the camera buffer
until it is transferred to the computer, after each stack acqui-
sition.
Our camera can operate down to cycle times of 30 ms, a
value that is obtained for full definition operation and that can
be reduced drastically using binning and/or using a cropped
sensor mode. Ultimately, by using three polarization angles,
up to about ten polarimetric full definition stacks can be
recorded by the system every second.
III. CALIBRATIONS
A. Polarization control voltage
A full calibration curve that gives the relationship be-
tween voltage applied to the AO board and the polarization
angle has been measured at the place of the objective lens,
and is presented in Fig. 3. This reference curve allows to set
accurately any desired polarization angle α to the system.
B. Linearity of the camera response
In order to ensure precise quantitative data analyses, the
response of the camera has been carefully investigated. First,
the analysis of the camera response in dark conditions shows
a systematic offset of 380 as returned by the camera, irre-
spectively of the gain and exposure time. This offset will be
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FIG. 3. Calibration of the excitation polarization angle vs. AO voltage.
systematically subtracted from all data acquisitions, including
calibrations below.
In order to investigate the linearity of the camera response
for given acquisition settings, fluorescence images of solu-
tions of Rhodamine 6G in water, with concentrations ranging
from a 1 μM to 5 μM, have been recorded under various exci-
tation power, ranging between 50 μW and 7.5 mW, in order to
generate a wide range of signal. For every condition, a several
regions of interest of 10 × 10 pixels have been selected, over
which the response has been averaged. This analysis has been
carried out for various gain settings, ranging between 100 and
1000. As it clearly appears in Fig. 4, we have observed a sys-
tematic threshold value of a measured signal (as encoded by
the camera) of 6000, above which the response of the camera
versus excitation power is no longer linear. Note that since this
threshold does not depend on the excitation power, it clearly
indicates that the source of the saturation is not a saturation of
fluorescence itself, but the camera readout process. Below this
threshold, the linear relationship of recorded signal vs. the ex-
citation power is verified, which guarantees that the measure-
ments can be processed in a quantitative way without further
signal correction.
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FIG. 4. Signal returned by the camera vs. excitation light power for different
concentrations of solutions (connected data points) and different gain values.
Response is linear below signal value of 6000.
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FIG. 5. Camera noise analysis. (a) Relationship between standard deviation
σ I and mean value 〈i〉 for the case g = 600. Square markers: data, black line:
best fit using relationship σI = κg
√〈I 〉, with here κg = 1.3. (b) Dependence
on the noise factor κg as the function of gain g.
C. Camera noise analysis
The noise that affects the signal I of the camera has been
analyzed in details. Using, as above, a solution as fluorescent
sample, various measurement conditions of exposure time and
gain have been tested. For each case, 100 fluorescence im-
ages have been recorded, allowing to analyze systematically
the standard deviation σ I as a function of the mean value 〈I〉
of the signal. A global analysis performed for many configu-
rations shows that σ I depends on the mean signal according to
σI = κg
√〈I 〉, as illustrated in Fig. 5(a) for the case g = 600.
The factor κg was found to be only dependent on the gain
g, although 〈I〉 depends both on gain and exposure time. The
dependence of κg versus g is plotted in Fig. 5(b). The conse-
quences of the camera noise on the precision of the technique
will be discussed in Sec. IV C.
IV. DATA PROCESSING
A. Theoretical model
Using a similar formalism to what was developed in a
framework of two photon absorption microscopy,16 the steady
state fluorescence intensity emitted by an ensemble of dipoles
is here written as
Iρ,ψ (α) =
∫ 2π
0
dφ
∫ π
0
dθ sin θ | μ(θ, φ) · E(α)|2
×fρ,ψ (θ, φ) J (θ, φ). (1)
This equation is a sum over all possible angles (θ , φ) in space
taken by an absorption transient dipole μ. The square mod-
ulus represents its absorption probability when excited by an
electric field E having a linear state of polarization along an
angle α with respect to the X axis in the sample plane, as illus-
trated in the inset of Fig. 1(d). The function J represents the
detection probability of fluorescence and is needed in order
to take into account the numerical aperture of the objective
lens.2
The modeling of the angular distributions of the dipoles
uses a normalized distribution function fρ, ψ , that is chosen in
accordance with the properties of the fluorescent probe and
the geometry of the system to be imaged. In the present work,
we address lipid membranes. For a lipid probe that would
insert perpendicularly to the membrane, disorder induces a
freedom of angles around this direction so that the orienta-
tional distribution can be modeled by a 3D filled cone of full
aperture ψ , as illustrated in Fig. 1(b). Limiting the investi-
gations to the equatorial plane of the cell/vesicle allows to
assume that the cone axis lies in the sample plane, making
an angle with respect to the X axis that is denoted ρ. In the
case of a fluorescent probe that lies on the membrane sur-
face, it is more appropriate to use a pancake-like model, as il-
lustrated in Fig. 1(c), with the corresponding definitions of ρ
and ψ .
For any set (ρ, ψ), Iρ, ψ has a sine dependence upon the
angle α with a period of 180◦, so it can be written as a trun-
cated Fourier series13
Iρ,ψ (α) = I0[1 + A(ρ,ψ) cos(2α) + B(ρ,ψ) sin(2α)],
(2)
with
A(ρ,ψ) = 2
I0π
∫ π
0
dα Iρ,ψ (α) cos(2α), (3)
B(ρ,ψ) = 2
I0π
∫ π
0
dα Iρ,ψ (α) sin(2α) (4)
and I0 = 1π
∫ π
0 dα Iρ,ψ (α). Note here that A(ρ, ψ) and B(ρ,
ψ) range between −1 and 1. Moreover, one can show13 that
any set (ρ, ψ) corresponds to a unique set [A(ρ, ψ), B(ρ, ψ)],
as illustrated in Fig. 6. This allows to compute numerically
the inverse relationships ρ(A, B) and ψ(A, B).
As compare to other methods that are based on ba-
sic mathematical operations,11, 12 this modeling approach
may appear tedious. Nevertheless, this method is generic,
so it can process any type and number of input polariza-
tion state or angular distribution. Moreover, we believe that
the models (pancake or cone) that are used for decades
to investigate lipid probe orientations2 provide a picture
of the molecular order which is both comprehensive and
quantitative.
B. Data processing
Images are recorded using a set of N regularly-spaced
polarization angles αk, where k refers to the kth image of
the stack. Due to the sine shape of the response, three po-
larization with steps of 60◦ are in principle enough for an
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FIG. 6. Left: value of ρ (colorscale) as a function of (A, B). Dependence
is purely azimutal. Right: value of ψ (colorscale) as a function of (A, B).
Dependence is purely radial. (a) Cone model of Fig. 1(b), (b) pancake model
of Fig. 1(c).
unambiguous retrieval of ρ and ψ . However, a denser sam-
pling, like a longer acquisition time, can improve the preci-
sion of the technique.
At each pixel of interest, the two coefficients A and B are
computed according to
A = 2
I0N
N∑
k=1
I (αk) cos(2αk), (5)
B = 2
I0N
N∑
k=1
I (αk) sin(2αk), (6)
where I0 = 1N
∑N
k=1 I (αk). The values of the angles ρ and ψ
are then retrieved using the inverse relationships ρ(A, B) and
ψ(A, B), that has been built up numerically once for all values
of A and B between −1 and 1, with a sampling of 0.02.
In practice, pixels of interest are selected by regions de-
fined manually by the operator and on the basis on their total
fluorescence
∑
kI(αk). This allows to reject systematically im-
age area where the low signal compromises the precision of
the method.13
The validity of the retrieved set (ρ, ψ) is assessed by cal-
culating the normalized chi-square
χ2 = 1
N
N∑
k=1
[I (αk) − Itheory(αk)]2
σ 2I (αk)
, (7)
where Itheory(αk) is the reconstructed intensity dependence
calculated by introducing the computed values of A and B in
Eq. (2). In agreement with the camera noise analysis detailed
in Sec. III C, the variance of every data point σ 2I is assumed to
be κ2g I (αk). According to our experience, data with χ2 < 1.5
always showed a good agreement between measurement and
theory. In practice, values of χ2 > 1.5 are due to instabilities
such as sample drift, membrane local motion, photobleaching,
etc., and are systematically rejected.
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FIG. 7. Precision analysis. For each set (ρ, ψ) (indicated by a cross, the
rectangle represents error bars on ρ (rectangle width is twice the standard
deviation on ρ) and ψ (rectangle height is twice the standard deviation on
ψ). See text for simulation parameters.
The whole data processing takes about 100 ms on a stan-
dard personal computer.
C. Precision analysis
The precision of the method has been investigated using
Monte Carlo simulations. For each set (ρ, ψ), the theoret-
ical response I(αk) has been computed for the cone model
(Fig. 1(b)) using Eq. (1), for six angles αk from α1 = 0◦ to
α6 = 150◦ and scaled in order to simulate a total fluorescence
signal Itot = 2000, using a camera gain of g = 500. These
values correspond to typical acquisition parameters. Using a
normally-distributed random-number generator, 500 artificial
datasets have been simulated and processed using the method
described above. The distribution of the retrieved values of ρ
and ψ values have been statistically analyzed.
The result are summarized in Fig. 7, where each nominal
set (ρ, ψ) is represented as a cross. The rectangle quantifies
the distribution of the retrieved values ρ and ψ . The center of
the rectangle is the mean value, and its width (and height) is
twice the standard deviation on ρ (and ψ , respectively). These
results show an uncertainty on ψ of about 5◦. This precision is
slightly better for large ψ values, but does not depend on the
actual ρ. The uncertainty on ρ is in the range of the degree,
except for large values of ψ for which orientation becomes
meaningless. Simulations carried out for various Itot (not pre-
sented here) show that the obtained uncertainty on both ρ and
ψ are simply scaled according to
√
Itot, irrespectively on the
number of angle steps. Therefore, increasing exposure time,
using smaller angle steps, or binning neighbor pixels, are ap-
propriate ways to improve the precision. Note that, although
not presented here, comparable results have been obtained us-
ing the pancake model of Fig. 1(c).
Note that camera gain provides another powerful way to
increase the signal. However, the effect of gain on signal and
noise is specific to the camera used, so a systematic study
on a given device is out of the scope of the present article.
For the sake of clarity and generality, these simulations were
restricted to a unique value of camera gain.
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V. RESULTS
A. Giant unilamellar vesicles
The technique has been tested preliminarily on gi-
ant unilamellar vesicles (GUVs), which constitute a well-
documented model systems.17–20 GUVs made of 1,2-dioleoyl-
sn-glycero-3-phosphocholine (DOPC) and dye (concentra-
tion 1%) mixtures, with diameters ranging from 10 to
80 μm, were prepared by electroformation21 using the method
detailed in Ref. 16. The dye that we used was DiIC18(3) (Invit-
rogen), a lipophilic membrane stain that lies on the membrane
surface,2 and whose angular distribution can be described us-
ing the pancake model of Fig. 1(c).
The sample was probed by 30 polarization angles from
α1 = 0◦ to α30 = 174◦. Camera gain was set to g = 1000, ex-
posure time was set to 33.3 ms, cycle time was 72 ms, so the
whole image stack was acquired in about 2.5 s. The total flu-
orescence image obtained on the equatorial plane of a GUV
of diameter 15 μm is shown in Fig. 8(a). As expected from a
confocal system, the center of GUV appears dark, a signature
of good sectioning capabilities. Figure 8(b) shows the data
corresponding to point labeled as A in Fig. 8(a), as well as the
theoretical response corresponding to the retrieved parameters
ρ and ψ . The post processing of a whole image stack takes
about 100 ms, and the obtained result is shown in Fig. 8(c)
(cf. Video 1), which is a composite image built by superim-
posing a gray-scale image of total fluorescence and colored
sticks for every processed pixel. Each stick is oriented with
the retrieved angle ρ, while its color gives the value of ψ .
Such picture is displayed in real time to the user, with a frame
rate of 0.4 fps.
These results show clearly that the angle ρ is perpendic-
ular to the membrane, i.e., the fluorescent dipole lies on the
membrane. As expected for this system, made of a unique
molecular species, the value of the angle ψ is homogeneous
over the membrane contour, showing remarkably that the
technique addresses with the same efficiency all membrane
orientations. The average value of ψ of 72◦ is in agreement
with previous measurements.13 The histogram in Fig. 8(c)
(cf. Video 1) shows the narrow distribution of the values.
Note that in the present case, the main source of the
obtained standard deviation of 9◦ is the uncertainty of the
method. Indeed, numerical simulations have been run, in or-
der to generate an artificial dataset of an ideal GUV having a
single value ψ = 72◦, assuming the same measurement con-
ditions (angle steps, total intensity, camera gain, etc.). The re-
sult after processing is reported in Fig. 8(d), with a standard
deviation comparable to what was observed on a real sample.
B. COS-7 cells
Compared to GUVs, the morphology of cell membranes
is usually more complex, due to sub-resolution morphological
features,13 so that polarization-resolved microscopy can show
its power. We use here COS-7 cells that have been labeled by
di-8-ANEPPQ, a membrane potential dye that inserts perpen-
dicularly to the membrane,16 so that possible orientations can
be described by our cone model. The samples were prepared
 ψ (deg) 
20
40
60
80
100
120
140
160
180
(b)
 ψ (deg) 
20
40
60
80
100
120
140
160
180
 
0
5K(a)
160
120
80
40
Si
gn
al
16012080400
α(deg)
 χ2=0.43 Ψ=69 ρ=167
40 60 80 100
Ψ= 72±  8.9
40 60 80 100
Ψ= 71±  9.4
(d)
(c)
A
FIG. 8. Results of measurements performed on a GUV labeled with DiIC18.
(a) Image of the total fluorescence intensity Itot. (b) An example of dataset
extracted at the point indicated by a circle in Fig. 8(a). (c) Experimental
composite image showing the mean orientation ρ (indicated by an orientated
stick) and the angular aperture ψ (ranging from 0◦ to 180◦ and encoded as
a color) of the pancake model used to describe the orientation of the fluo-
rophore. The histogram shows the distribution of ψ values. Scale bar is 5 μm.
(d) Numerical simulation of data processing for an artificial dataset mimick-
ing a GUV. Parameters are ψ = 72◦, Itot = 2000, g = 1000 (enhanced online).
[URL: http://dx.doi.org/10.1063/1.4807318.1]
following the protocol detailed in Ref. 16. Imaging was per-
formed at room temperature.
Measurements have been carried on cells with the same
acquisition parameters as for GUVs of Sec. V A. The fo-
cus was set in an intermediate plane in order to ensure that
the fluorescent molecules lie in average in the sample plane.
An example of measurement for a typical cell is shown in
Fig. 9. Here again, dipoles are clearly perpendicular to the
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FIG. 9. Experimental results on COS-7 cells labeled with di-8-ANEPPQ.
(a) Fluorescence image. The colorscale indicates the total intensity ∑kI(αk).
(b) Composite image summarizes the mean orientation ρ (indicated by an ori-
entated stick) and the angular aperture ψ (ranging from 0◦ to 180◦, encoded
as a color). Insets are close-ups. Scale bars are 5 μm.
membrane. Similar to what was observed in previous work,
the values of ψ recorded on the membrane allow to sepa-
rate clearly regions of high order (ψ ≈ 80◦) and low order
(ψ ≈ 150◦) along the contour which can be explained by pos-
sible sub-resolution morphological features.13 A more homo-
geneous response is obtained in the less ordered cytoplasm
regions, where ψ ≈ 180◦ indicates an isotropic angular distri-
bution of fluorophores.
VI. DISCUSSION AND CONCLUSION
These examples show that our technique allows to re-
trieve the values of ρ and ψ at a rate of 0.4 fps, a value
which is significantly lower than the acquisition rate of 10 fps
claimed in Sec. II C. This is mainly due to the high precision
that was desired for ρ and ψ , together with the relatively low
brightness of the fluorophores that we have used in this work.
More generally, for a given setup and sample, strategies
to improve the acquisition rate include: (i) reducing the num-
ber of polarization angles or the exposure time, which will
also reduce the precision of the retrieved parameters, as dis-
cussed in Sec. IV C, (ii) reducing the number of pixel to
be measured, by means of pixel binning or sensor cropping,
which does not affect the precision. In practice, it appears that
the acquisition rate is much more limited by the fluorophore
brightness and camera signal to noise ratio than by the polar-
ization switching or CSU velocity.
Although the instrument presented here was based on
one-photon absorption, a similar development could be car-
ried out using multi-photon excitation. This latter could be
indeed a relevant choice in the case of weakly oriented dis-
tributions (i.e., ψ ≈ 60◦–140◦), for which the more directed
photo-selectivity of multiphoton excitation would provide a
better precision4 on the retrieved parameters. However, the
choice of multi-photon vs. one-photon excitation should not
be motivated by the need to investigate thick samples, as it is
often the case for imaging. Indeed, the multipoint excitation
strategy of the CSU makes it intrinsically sensitive to pinhole
cross-talk and, therefore, limited to thin samples. The case of
multipoint excitation of thick scattering samples deserves a
specific instrumental development, either using a CSU with
increased interpinhole distances,22 or a beam multiplexing
system.4, 23
In conclusion, this technique clearly improves the ac-
quisition rate of angle-resolved LD data, by making possi-
ble high precision measurements at the timescale of the sec-
ond, opening the door to more dynamic samples. Together
with the highly parallel acquisition, the spinning disk confo-
cal geometry offers the benefit of an axial resolution which is
similar to what is obtained using conventional scanning con-
focal microscopy,15 and therefore can address complex 3D
biomolecular objects.
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APPENDIX: MEASUREMENT OF POLARIZATION
STATE
Polarization states of the system have been analyzed us-
ing the method of the rotating quarter wave plate.24 The light
to be analyzed is sent onto a quarter wave plate, whose fast
axis makes an angle  with respect to direction X, followed
by a vertical polarizer and a photodetector.
It is easy to show, for instance, using the Jones formalism,
that the intensity I() measured by the detector can be written
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as
I () = I0
[
1
2
− 1
4
cos 2 cos 2 − 1
2
sin 2 sin 2
−1
4
cos 2 cos 2 cos 4
−1
4
cos 2 sin 2 sin 4
]
, (A1)
where  is the main axis of the ellipse and tan  is the el-
lipticity of the incident light, which is described here as a
general elliptical polarization state, as shown in Fig. 2(a).
Equation (A1) can be written as a truncated Fourier series
I () =
+∞∑
k=0
[
pk cos k + qk sin k
]
,
the only non-zero coefficients being
p0 = I02 −
I0
4
cos 2 cos 2 = I0
2
+ q4,
q2 = −I02 sin 2,
p4 = −I04 cos 2 cos 2,
q4 = −I04 cos 2 sin 2.
These coefficients can be easily extracted from the experi-
mental values I() using basic Fourier algebra
pk = 2
N
N∑
p=1
I (p) cos kp,
qk = 2
N
N∑
p=1
I (p) sin kp,
for k = 2, 4 and p0 = 1N
∑N
p=1 I (p), where N is the number
of discrete regularly spaced measured angles p. Then, one
can show that
 = 1
2
arctan
(
q4
p4
)
+ nπ/2,
where n is an integer. Because −π2 ≤  ≤ π2 , cos 2 ≥ 0, n is
chosen so that both cos 2 with p4, and sin 2 with p4 are
opposite in sign. Finally,  is given by
 = 1
2
arctan
(
q2 sin 2
2q4
)
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