Tool presentation: We present work in progress on a stand-alone implementation of Lagrangian reachability, a recently introduced over-approximation technique for nonlinear continuous systems. Unlike the previous prototype, the current implementation does not depend on the over-approximation tool CAPD, and invokes an improved Lohner's QR method to tame the infamous wrapping effect.
Introduction
Nonlinear ordinary differential equations (ODEs) are ubiquitous in the formal modeling of cyber-physical and biological systems [15, 18, 28, 8] . Unfortunately, exact solutions of ODEs are limited to linear systems. Thus, the verification of safety-critical nonlinear systems requires one to compute an over-approximation of their reachable states, in as tight a fashion as possible.
This work continues the line of research on Lagrangian Reachtube analysis (LRT) [11, 12] , a formal over-approximation approach for nonlinear continuous ODEs, based on their associated variational equations [13, 14, 19, 9] . Roughly speaking, variational equations determine tangents along a given family of nonlinear ODEs solutions. The underlying information, in particular the Cauchy-Green stretching factor (SF), is then used to construct a reachtube that tightly over-approximates the set of reachable states at each point in time.
Our main goal is to make LRT a stand-alone tool that scales to large systems of nonlinear ODEs, such as the ones associated with deep (recurrent) neural networks or our deep neural regulatory networks [20] . To this end, we first aimed to remove the dependence of the LRT tool we presented in [11, 12] , on the verification tool CAPD [7, 29, 30] . This required us to replace the CAPD routines with verified integration schemes [22, 24, 4] , an approach also taken by other tools, including CAPD, CORA [6] and Flow* [10] . Additionally, we take advantage of an improved Lohner's QR method [21, 24] to account for the infamous wrapping effect, which is intrinsically connected to interval arithmetic [27] . For ease of presentation, we discuss our approach in the context of the Euler method, the simplest integration scheme available. Our prototype, however, supports also higher-order Runge-Kutta schemes.
This paper presents work in progress. The performance of our current implementation is still below that of one of our previous LRT tools on the benchmarks in [11, 12] . The reasons for the lower performance and various ways of improving it are discussed in Section 5.
Notation. We denote by I the identity matrix in R n×n , and by ∂ x the partial derivative with respect to variable x. We denote by · 2 the Euclidean norm, and by · ∞ the maximum norm. A similar notation is used for the induced operator norms. Following standard notation, the symbol 0 stands for positive definiteness. For a given square matrix M 0, let B M (x, δ) be the closed ball with center x and radius δ > 0 with respect to the metric
is used for a box in R n , i.e., a product of compact intervals. We denote by mid ([x] ) and rad ([x] ) the midpoint and the radius of [x], respectively. We call an n × n matrix [F] an interval matrix, if for all 1 ≤ i, j ≤ n, the entries [F](i, j) of [F] are intervals.
Preliminaries
We study a system of nonlinear ODEs in unknown x ∈ R n , as given in Eq. 1(left), with the corresponding system of variational equations in unknown ξ ∈ R n , as given in Eq. 1(right), where the field f : R n → R n is assumed to be a sufficiently smooth, time-invariant function (at least twice continuously differentiable):
and
Since time dependence can be incorporated by adding the auxiliary variable ∂ t x 0 = 1 to the system, our discussion naturally extends to time-varying systems of the form
The approach presented in this paper is based on our recent work on Lagrangian reachability (LRT), where the main idea is to use the Variational Eq. (1)(right), for obtaining a tight overapproximation [11, 12] . More specifically, let χ t1 t0 be the solution flow induced by Eq. (1)(left), i.e., χ t1 t0 (x 0 ) = x(t 1 ) when ∂ t x = f (x) and x(t 0 ) = x 0 . The gradient of the solution flow with respect to initial conditions, known as the sensitivity matrix [13, 14] , is defined by the function x → (∂ x χ t1 t0 )(x) and satisfies, for ξ 0 ∈ R n and small η ∈ R, the relation:
The above equation allows one to approximate χ t1 t0 (x 0 + ηξ 0 ) using χ t1 t0 (x 0 ) and (∂ x χ t1 t0 )(x 0 ), when η is small. Moreover, the sensitivity matrix (∂ x χ t1 t0 )(x 0 ) can be related to the variational equations via (∂ x χ t1 t0 )(x 0 )·ξ 0 = ξ(t 1 ), provided that ξ satisfies ∂ t ξ = (∂ x f )(x)·ξ, with ξ(t 0 ) = ξ 0 , and that x obeys ∂ t x = f (x) for x(t 0 ) = x 0 (see Chapter V, Theorem 3.1 in [16] ). This motivates us to consider the gradient of the flow matrix (called simply the gradient) F (t, x 0 ) that is given by the variational matrix equation
Next, we formally relate the over-approximation of (1) to its variational equations. To this end, we fix two matrices M 0 , M 1 0 and consider as the initial region B M0 (x 0 , δ 0 ), i.e., the ball in metric space M 0 centered at x 0 with radius δ 0 . Moreover, we chose y 0 to be a point on the surface of B M0 (x 0 , δ 0 ) and set x 0 = χ t1 t0 (x 0 ) and y 0 = χ t1 t0 (y 0 ). Let δ 1 be the distance between y 0 and x 0 in the metric space defined by matrix M 1 , as shown in Figure 1 (left).
The Cauchy Green stretching factor (SF) Λ measures the deformation of the ball B M0 (x 0 , δ 0 ) into the ball B M1 (x 0 , δ 1 ), i.e., Λ = δ 1 /δ 0 . One can thus use the SF to bound the infinite set of reachable states at time t 1 with the ball-overestimate
The correctness of the LRT approach is rooted in the following theorem.
Theorem 1 (Thm. 1 in [12] ). Let t 0 ≤ t 1 be time points, and χ t1 t0 (x) be the solution at t 1 of the Cauchy problem (1), with initial condition 
Suppose Λ > 0 is an upper bound of the whole set of M 0,1 SFs [11] , that is:
where λ max represents the maximum eigenvalue. Then,
meaning that the reachable states at time t 1 are contained in the ball B M1 (χ t1 t0 (x 0 ), Λ · δ 0 ). In order to obtain a tight over-approximation, we wish to minimize Λ, the upper bound for the M 0,1 -SF given in Theorem 1. Since finding the minimal value across all F ∈ [F] is a difficult task, we use the following heuristics. Given that the set [F] is represented by an interval matrix in our algorithm, we pick the M 1 that minimizes the M 1 -SF with respect to mid ([F]), where mid ( [F] ) is the value of F at the center of [F] . In [12] , the following formula for such an M 1 , conveniently denoted byM 1 , has been obtained.
n×n have full rank andÂ 1 ,M 1 be such that
Algorithm 1 Lagrangian Reachability Algorithm [11, 12] .
compute over-approximation [X ] of B M0 (x 0 , δ 0 ) in Cartesian coordinates 4: set t 1 ← t 0 + 2h 5:
compute tighter over-approximation [
compute Λ 0 as a bound of the M 0 -SF
11:
compute optimal metricM 1 (F ) =Â 1 (F ) 
set Λ to a bound of the M 0,1 -SF (Thm. 1)
end if 18: compute over-approximation [
if b = 1 then set (M 0 , x 0 , δ 0 , t 0 ) ← (M 1 , x 1 , δ 1 , t 1 ) (prepare for next iteration) 25: end while where matrices V (F ) andÂ 1 (F ) −1 contain the normalized eigenvectors of F . Then:
where the M 1 -SF is given by
. In other words, the symmetric positive-definite matrixM 1 =Â T 1Â1 minimizes the M 1 -SF.
Lagrangian Reachability Algorithm
Algorithm 1 summarizes the overall approach. Following [11, 12] , the choice of the current step size t 1 − t 0 is adaptive and based on infinitesimal strain theory (IST). Specifically, the time-step is successively halved until the displacement gradient is sufficiently small. This is to help ensure that the over-approximation at the next time step is tight. The algorithm does not specify how the over-approximation of [X ] and [F] is accomplished. This is discussed below.
By invoking low-order schemes, we aim to improve the scalability of [11, 12] . Previously, we appealed to the CAPD verification tool [7, 29, 30] , which utilizes high-order Taylor numerical schemes. To simplify the presentation, we next discuss only the Euler's method. The wrapping effect is addressed by an improved version of the Lohner's QR method [21, 24] and a careful choice of the next norm during the computation of the SF.
Computation of [X ] in Algorithm 1. The dynamical system specified by Eq. (1) is defined with respect to Cartesian coordinates (CC). In contrast, the over-approximation of the reachable states B M0 (x 0 , δ 0 ) from the previous ball B Mi (x i , δ i ) in one integration step is given in norm M 0 . To work in CC, we first estimate B M0 ( 
Due to the linearity of the variational equations, it holds that φ [30] . This breaks down to finding an enclosure [J i+1 ] such that φ t0+hi t0 
As proposed in [30] , we compute [J i ] by setting each element of the matrix to the interval [± max(e l[0,hi] )] and refine this enclosure by using the variational matrix equations related to (1) , where l denotes the logarithmic Euclidean norm of ∂ x f ([X i ]). Afterwards, the tight enclosure [J i+1 ] is obtained by exploiting the relation:
local truncation error , which underlies Euler's method. By recalling that ∂ t F (t,
, as has been observed in [30] . Hence:
To allow for tight estimation, we do not evaluate the right-hand side of (7) (7) as:
where we set:
To combat the wrapping effect, we use the Lohner's QR factorization method, where in each step a new basis
and that: At the first step, we set Q 0 :
In each step thereafter, the new coordinate system Q i+1 is chosen starting with
. Following [24] , the columns of U i+1 are rearranged by a permutation matrix P i+1 such that the first column ofŨ i+1 (= U i+1 · P i+1 ) corresponds to the longest edge of U i+1 ·[∆F Qi i ], the second column to the second longest, and so on. To obtain the new coordinate system Q i+1 we set it to the orthogonal matrix of the QR-factorization ofŨ i+1 . For a more detailed discussion of the steps discussed above, please refer to [24] and [30] .
Putting everything together. We are now in a position to explain Algorithm 1 in detail. More specifically, [x i+1 ] in line 18 is computed by applying Runge-Kutta of second order (RK2) to f ; instead, [F * 1 ] in line 7 is computed by applying RK2 to the variational matrix equations, without taking the local truncation error into account. This is faster than using Lohner's method. Moreover, the absence of a rigorous bound is not critical because [F * 1 ] is only used to set the next timestep. Instead, [F 1 ] in line 9 is obtained by applying Euler's and Lohner's method to the variational matrix equations. Since [F 1 ] is stored as an interval matrix, the estimation of Λ 0 , Λ 1 and Λ as the bounds for the M 0 -, M 1 -and M 0,1 -SF in the lines 10, 11 and 14, respectively, amounts to the estimation of the largest eigenvalue; see also Theorem 1. To this end, we rely on the interval matrix algorithms of IBEX [2] and Eigen [1] .
Tool Architecture
The LRT tool implements Algorithm 1 which is based on the fundamental research we presented in [11, 12] . We ensure soundness of LRT by performing all computations in interval arithmetic [23] , where a real-valued variable x is represented as an interval [x,x] such that x ≥ x and x ≤x. The architecture of the stand-alone LRT is illustrated in Figure 2 . Below we discuss each of its major components, which gives a complementary view of Algorithm 1:
• Parser: The system dynamics and the initial condition are defined in two separate text files. Currently, we are using IBEX's built-in functionality to parse the systems dynamics, and we implemented our own parser for the initial conditions.
• SF computation: The SF Λ in Figure 1 is computed based on the Cauchy-Green interval matrix, which depends on the gradient of the solution flow starting at B M0 (x 0 , δ 0 ). Hence, we need to compute a compact, conservative interval gradient matrix [F 1 ] such that:
, the next step of LRT is to compute the maximum eigenvalue of the Cauchy-Green (CG) interval matrix CG = [
, which is a symmetric positive-definite interval matrix (tensor).
2 To compute an upper bound of the maximal eigenvalue of all symmetric matrices in some interval bounds, we implemented several algorithms from [17, 26, 25] and use the tightest result available.
• External Packages: For interval arithmetic and linear algebra operations, we use IBEX [2] C++ library and Eigen [1] C++ library, respectively.
Conclusion
The main motivation of our current work was to scale up (C)LRT to high-dimensional systems, for example, deep neural networks and the deep neural regulatory networks we have introduced in [20] . To this end, we considered the use of lower-order integration schemes, such as the advanced Runge-Kutta methods recently presented in [3] , for the numerical computation of the (interval) sensitivity matrix [F] . The main reason behind this consideration is that computing the truncation order for high-dimensional systems is computationally prohibitive [3] .
Other tools such as CAPD [7] , which we used in [11, 12] , also employ a variant of the C1-Lohner method to integrate the variational matrix equations of a given set of ODEs for obtaining [F] . CAPD, however, uses higher-order integration schemes based on the Taylor expansion, whereas we desire to keep the order low. Moreover, CAPD only uses the C1-Lohner method to combat the wrapping effect, while we combine it with a change of norm.
We conducted a preliminary evaluation of our stand-alone LRT tool on the benchmark models from [11, 12] . We were able to recover the tight over-approximation of the 2-dimensional Brusselator, the 2-dimensional Mitchell-Schaeffer cardiac-cell model, and the 12-dimensional Polynomial System. The other models from [12] , however, led to blowups in the overapproximation. CAPD [7] , CORA [5] and Flow* [10] also seem to suffer from similar blowups if restricted to low-order schemes (or Taylor models). Hence, we will need to increase this order.
We will also explore three ways of improving performance. First, we will seek to reduce the wrapping deficiency of line 3 in Algorithm 1. This can be achieved by working in the M i norm with both [F i ] and B Mi (x i , δ i ), or by working in the Cartesian norm and employing a QR decomposition to support the use of the orange box shown in Figure 1(right) , instead of the red box. Second, we wish to obtain a better Cauchy Green SF. As per Theorem 2, the tightness of the SF depends on the choice of metric M i , which in turn depends on the eigenvalues of the particular F i chosen out of [F i ]. Since the F i 's can significantly differ, we would like to explore genetic-or gradient-based techniques for their optimal choice. Third, we will improve the efficiency of the stand-alone LRT tool by tailoring it to specific classes of ODEs, in particular the ones corresponding to deep neural regulatory networks [20] . 
