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I want to dedicate this dissertation to all the young girls and women aspiring
to a career in science. Pursuing science is challenging in many ways. Though
you will expand your understanding of the world around you, you will also face
many adversities that are unfortunately ingrained in the STEM education system.
Without the mentors I have had throughout my career, including my 6th-grade
science teacher, Ms. Katy Drinkhouse, and my high-school science teachers, Sr.
Mary-Ethel Parrott and Sr. Judith Averbeck, I would not have pursued a STEM
degree.
In addition, without the strong support of my partner, Vikram–to whom I
also dedicate this dissertation–I could not have persevered through many obstacles
to complete this thesis.
I hope one day you will not face questions of the space you occupy or your
abilities as a scientist. Until then, I leave you with this inspirational poem:
And Still I Rise
You may write me down in history
With your bitter, twisted lies,
You may trod me in the very dirt
But still, like dust, I’ll rise.
Does my sassiness upset you?
Why are you beset with gloom?
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’Cause I walk like I’ve got oil wells
Pumping in my living room.
Just like moons and like suns,
With the certainty of tides,
Just like hopes springing high,
Still I’ll rise.
Did you want to see me broken?
Bowed head and lowered eyes?
Shoulders falling down like teardrops,
Weakened by my soulful cries?
Does my haughtiness offend you?
Don’t you take it awful hard
’Cause I laugh like I’ve got gold mines
Diggin’ in my own backyard.
You may shoot me with your words,
You may cut me with your eyes,
You may kill me with your hatefulness,
But still, like air, I’ll rise.
Does my sexiness upset you?
Does it come as a surprise
That I dance like I’ve got diamonds
At the meeting of my thighs?
Out of the huts of history’s shame
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I rise
Up from a past that’s rooted in pain
I rise
I’m a black ocean, leaping and wide,
Welling and swelling I bear in the tide.
Leaving behind nights of terror and fear
I rise
Into a daybreak that’s wondrously clear
I rise
Bringing the gifts that my ancestors gave,
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1.1 Overview of climate change
Following the Industrial Revolution in 1750, rapid economic growth driven
by rising population and standards of living continues to increase fossil fuel
usage (Abram et al. 2016). Various industrialization processes, such as
electricity generation, transportation, cement production, and land-use changes
from agricultural activities, have increased the atmospheric burden of infrared active
gases, called greenhouse gases (GHG; Hoffert et al. 2002).
Anthropogenic climate change is primarily attributable to increasing GHG
concentrations since pre-industrial time, enhancing the atmospheric absorption of
outgoing terrestrial radiation (Manabe and Strickler 1964). Of particular concern
has been the increase in atmospheric carbon dioxide (CO2) concentrations from
approximately 280 parts per million (ppm) to currently over 412 ppm (Figure SPM
4 see in Stocker et al. 2013 and Keeling et al. 2005 as of September 2019), a
47% increase since pre-industrial. Further, CO2 concentrations are expected to
continue rising as economic growth, particularly of developing nations, increases
energy demands and fossil fuel consumption (Stocker et al. 2013).
1.1.1 Radiative forcing concept
The modulation of climate is often characterized as a change in top-of-the-
atmosphere (TOA) radiative forcing (RF), a measurement of the capacity of a gas
or other forcing agent to affect Earth’s energy balance. The RF of a gas is defined
as the difference between incoming solar radiation and outgoing radiation caused
by the increased concentration of that gas, expressed in Wm-2 (Stocker et al. 2013).
For CO2, a well-mixed GHG, the relationship between concentration and RF follows
a logarithmic relationship (see Equation 1.1) given by:




where C is the CO2 concentration in parts per million by volume (ppmv) and
C0 is the reference concentration.
The relationship derives from the absorption spectrum of CO2, where the
major absorption bands decay exponentially with the distance to band center
(Pierrehumbert 2011). The spectrally averaged absorptivity, therefore, grows
logarithmically with the absorber amount (Huang and Bani Shahabadi 2014). We
exploit this relationship in Chapter 5 of this dissertation.
Temporal changes in climate response to perturbations vary depending on
the species emitted and are important for understanding near-term climate change
addressed in this study (Pierrehumbert 2014). Global attention has been focused
on long-term climate change responses from increased CO2 concentrations, the most
abundant anthropogenic GHG. Of increasing importance are near-term climate
change responses and the components that drive this change (Anenberg et al. 2012;
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Shindell et al. 2012).
Short-lived climate forcers (SLCFs) constitute a class of atmospheric species
with lifetimes shorter than CO2 and an outsized near-term climate impact, including
both methane (CH4) and aerosols, such as black carbon (BC). Methane, a well-mixed
GHG (WMGHG), has a relatively short atmospheric lifetime compared to CO2 and
is often included as a SLCF. In addition, CH4 is a precursor to other SLCFs, such
as tropospheric ozone (Lelieveld et al. 1993; Shine 2010). CH4 accounts for 17% of
the net global increase in RF (Rogelj et al. 2014) since 1750, and its individual RF
is given by:




M0) − (f(M, N0)− f(M0, N0)) (1.2)
where M is CH4 in ppbv, N is nitrous oxide (N2O) in ppbv, and f represents a
function of the overlapping absorption bands with N2O and water vapor (Huang
and Bani Shahabadi 2014).
Methane is of increasing importance as both natural (melting of Arctic
permafrost or emissions from tropical wetlands (e.g., Christensen et al. 2004; Walter
et al. 2006) and anthropogenic (e.g., hydraulic fracturing) sources are causing its
atmospheric concentration to rise (e.g., Howarth 2015; Howarth et al. 2011). This
increase is of acute concern because methane is a stronger GHG than CO2—it has
a 28 times larger global warning potential (GWP) than CO2 (Myhre et al. 2014),
a measure of the radiative forcing of 1 ton of emissions of a given gas over a time
horizon, relative to the emissions of 1 ton of CO2 on a 100-year time horizon.
Aerosols, particles in the atmosphere formed through physical and chemical
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processes, have lifetimes generally many orders of magnitude shorter than CH4.
Though the term ‘aerosol’ encompasses a myriad of chemical species from both
natural (e.g., volcanic eruptions) and anthropogenic sources (e.g., biomass burning)
with differing climate effects, the net anthropogenic RF on climate is negative and
partially offsets the WMGHG contributions (Myhre et al. 2014).
The impacts of anthropogenic aerosols are usually taken as the sum of the
direct and indirect effects (Mahowald et al. 2011). Figure 1.1 shows the aerosol
impacts on Earth’s radiative budget and climate (Solomon et al. 2007). The direct
effect refers to the scattering and absorption of radiation by the particles, while
the semi-direct and indirect effects refer to the influence of the aerosols on cloud
properties and lifetime (Charlson et al. 1992). Taken as the sum, the global mean
RF of aerosols and their precursors, including mineral dust, sulfate, nitrate, organic
carbon, and BC as −0.35 Wm-2 (Myhre et al. 2014). (Note: The radiative forcing is
for the period 1750-2011 and includes an uncertainty range of −0.85 to 0.15 Wm-2.
See Table 8.6 in Myhre et al. 2014.)
The radiative forcing of BC is a function of its emissions (EBC) given by:
RFBC = 0.0743 Wm
−2 TG−1 × EBC (1.3)
where the coefficient includes both indirect and direct forcings of BC (fossil fuel and
biomass; see Table C1 in Bond et al. 2013).
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Fig. 1.1: Schematic diagram of various direct and indirect effects from aerosols (Solomon
et al. 2007).
1.1.2 Temperature response
The response of the climate system to perturbations is commonly described
as changes in global-mean surface temperature (GMST). At equilibrium, total TOA
RF (RFtotal) is related through a linear relationship to the change in GMST (∆Ts),
given by:
∆Ts = λ× RFtotal(t) (1.4)
where λ is the climate sensitivity parameter, the inverse of the feedback parameter,
in units of ◦C/Wm-2 (Forster et al. 2007).
In 2017, human-induced warming reached approximately 1◦C (likely— >66%
probability — between 0.81-2◦C) above pre-industrial levels (Allen et al. 2018a),
increasing at 0.2◦C (likely between 0.1-0.3◦C) per decade, an unprecedented rate in
modern time (Smith et al. 2015). Recent international agreements, such as the Paris
Climate Accord, are attempting to limit end-of-century global mean temperature
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rise to 1.5◦C (Allen et al. 2018a). Even central estimates of future global mean
temperature, however, estimate the rise in temperature to be 1.8-3.2◦C by 2100,
relative to pre-industrial levels (Fricko et al. 2017; Riahi et al. 2017; see Figure 1.2),
and calls into question the ability of Paris pledges to reach the temperature target
(Allen et al. 2018a).
Uncertainty in long-term projections of future warming derives from several
sources extrinsic (i.e., assumptions about future GHG emissions or policy decisions)
and intrinsic (i.e. internal variability or climate response to GHG concentrations)
to the climate system. Examples of the intrinsic modes of variability that
influences GMST on seasonal to multi-decadal to centennial timescales includes
El Niño–Southern Oscillation or the Atlantic Meridional Overturning Circulation,
among others (Canty et al. 2013; Easterling and Wehner 2009; Hope et al. 2017;
Meehl et al. 2007; Stocker et al. 2013). Further, for a given future scenario of
anthropogenic emissions, the carbon cycle adds uncertainty in the relationship
between emissions and concentrations, and physical processes and feedbacks
contribute to the uncertainty in the climate response to a given GHG concentration
or aerosol forcing (Friedlingstein et al. 2014). Thus, there is increasing uncertainty
at each step in the cause-effect chain (Myhre et al. 2014). We make note of this in
Chapter 2.
It is the uncertainty in climate sensitivity (CS) values, λ in Equation 1.4,
which is a measure of the temperature increase for a unit increase in forcing, that
provides the main source of uncertainty in long-term projections of future warming
(Hawkins and Sutton 2009). The range in CS derives from our lack of understanding
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Fig. 1.2: Global temperature projections showing an updated version of Figure 11.25b
from IPCC AR5. CMIP5 model projections relative to 1986-2005 are shown in
light grey, and those relative to 2006-2012 are shown in dark grey. The IPCC
AR5 “likely range” for global temperatures in the 2016-2035 period is shown
in red hatching, and the black bar is the 2016-2035 average. The HadCRUT4.6
global temperature time-series and uncertainty are shown in the black line, while
the other observational datasets are shown in the blue lines (Cowtan and Way,
NASA GISTEMP, NOAA GlobalTemp, BEST). The green axis (right) shows the
temperatures relative to 1850-1900. (Image credt: Ed Hawkins and the Climate
Lab Notebook.)
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and observations of physical feedbacks, such as the large range in cloud feedbacks,
+0.6 (−0.2 to +2.0 Wm-2/◦C) (Boucher et al. 2013) and the uncertainty in aerosol
forcing (Shindell 2014).
Model and instrumental records indicate that the transient climate response,
the temperature at CO2 doubling, is likely to be in the range of 1 - 2.5
◦C (Stocker
et al. 2013). By contrast, equilibrium climate sensitivity, defined as the global
temperature rise following a doubling of CO2 concentration in the atmosphere
compared to pre-industrial levels, ranges in values from 2–4.5◦C with the best
estimate of 3◦C in the IPCC AR4 (see Figure 1 in Ceppi et al. 2017). This has
been subsequently revised to a likely range of 1.5–4.5◦C in the IPCC AR5 (Stocker
et al. 2013). In Chapter 5, we explore the range of climate response over time.
1.2 Climate models of varying complexity
Climate models are one of the primary tools used to understand changes
in Earth’s climate. Models are generally classified by their complexity and
comprehensiveness, ranging from energy balance models (EBMs) to Earth System
Models (ESMs) (see Figure 1.3). Here, we provide an overview of the classifications
of climate models and place them into the context of the literature and this
dissertation.
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1.2.1 Energy balance models
Numerical models were originally developed to address fundamental climate
questions before the advent of readily-available modern computational power (Bryan
et al. 1982). During this period, simple models were generally used to understand
Earth’s energy balance (EBMs, e.g., Budyko 1969; Sellers 1969) and the climate and
carbon-cycle response to anthropogenic perturbations (Hansen et al. 1984; Hoffert
et al. 1980). EBMs are still employed to answer fundamental climate questions
and disentangle climate responses, though the community notes their abilities are
limited (Dommenget and Flöter 2011; Geoffroy et al. 2013).
1.2.2 Simple climate models
Simple climate models are one step in complexity above EBMs and have
representations of the most fundamental equations driving the Earth system, such
the carbon cycle. SCMs have several advantageous features (e.g., low computational
intensity, ease of use, etc.), and are commonly used to addresses computationally
intensive questions, such as probabilistic studies (van Vuuren et al. 2008), or within
interdisciplinary models, which typically represent the dynamics within the human
system such as energy systems and land-use changes (Strassmann and Joos 2018).
We follow the established literature and categorize simple climate models
(SCMs) into two broad categories based on their structure: comprehensive SCMs,
physically based SCMs, and idealized SCMs, often utilizing sums of exponentials.
We provide a brief introduction to these classes of models below, while noting the
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Fig. 1.3: Diagram of climate models of varying complexity reproduced from Provenzale
2014.
more details are available in Chapter 2, part of (Schwarber et al. 2019).
Idealized SCMs. Idealized SCMs and sums of exponentials are commonly
used to investigate a number of climate indicators, such as transient climate
response, and other metrics (Allen et al. 2018b; Millar et al. 2017). In addition,
sums of exponentials are also commonly used to calculate other climate metrics,
such as global warming potential (GWP) and global temperature potential (Aamaas
et al. 2013; Berntsen and Fuglestvedt 2008; Fuglestvedt et al. 2010; Peters et al.
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2011). Individual idealized SCM developers explore the ability of impulse-response
functions to simulate the climate or carbon-cycles (Hooß et al. 2001; Millar et al.
2017; Strassmann and Joos 2018), often comparing to more complex models (Joos
and Bruno 1996).
In Chapter 2, we characterize the response of two idealized SCMs to
fundamental impulse tests—the Finite Amplitude Impulse Response Model (FAIR;
Millar et al. 2015) and the impulse response model used in the IPCC AR5 (Flato
et al. 2014).
Comprehensive SCMs. Comprehensive SCMs are commonly used in
applications requiring a physically-based climate component, without the of
disadvantages of more complex models—for example within human-Earth system
models (Hartin et al. 2015; Ortiz and Markandya 2010; Schneider et al. 2000). Other
studies evaluate SCMs based on their abilities to simulate the climate or carbon cycle
(Friedlingstein et al. 2014; Joos et al. 1999; Knutti et al. 2008; Meinshausen et al.
2009; Rogelj et al. 2014; Schimel 1998; van Vuuren et al. 2011b) or to emulate the
behavior of more complex models (Hope 2006; Kleidon and Renner 2017; Knutti
et al. 2008; Meinshausen et al. 2008, 2011; Monckton et al. 2015). Often, this
SCM analysis includes complex model emulation to understand the behavior of
anthropogenic perturbations, and to address model spread in the various model
intercomparison projects (MIPs) (Knutti and Sedláček 2013).
In Chapter 2, we characterize the response of three comprehensive SCMs to
fundamental impulse tests—MAGICC versions 5.3 and 6.0 (Meinshausen et al. 2009,
2011), and Hectorv1.1 (Hartin et al. 2015). The wide and varied uses of such SCMs
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illustrates the necessity of evaluating their behavior using fundamental impulse tests,
which we explore in Chapter 2.
1.2.3 Earth System Models of Intermediate Complexity
Earth System Models of Intermediate Complexity (EMICs) fill the gap between
SCMs and complex model, such as Earth System Models (ESMs). With generally
simpler representation of one or more components of the Earth System, EMICs
produce low internal variability with a faster integration time than fully coupled
complex climate models (see below). This allows EMICs to potentially contain more
subcomponent models than their ESM counterparts, and serve as a test bed for new
model subcomponents (e.g., ice sheet models). Further, EMICs are often used to
investigate system processes over inherently long time scales, making them ideal
for testing paleoclimate reconstructions and understanding the forced components
of the climate system (Claussen et al. 2002; Eby et al. 2013). Further, EMICs are
commonly involved in intercomparison projects where they are compared with more
complex models (Weber 2010), and citations therein) (see below). In our case, we
use results from several EMICs to compare to our SCMs (see Chapter 2; Joos et al.
2013).
1.2.4 Complex Models: Coupled Atmosphere-Ocean General Circulation Models
and Earth System Models
Coupled Atmosphere-Ocean General Circulation Models (AOGCMs) are
general circulation models that solve the fundamental equations of motion with both
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complex and comprehensive representations of the climate system, often requiring
supercomputers to run. Slightly simplified versions of AOGCMs focus on one portion
of the Earth system and are referred to as ocean GCMs (OGCMs), atmospheric
GCMs (AGCMs), or terrestrial/land models. Often the terms AOGCMs and
Earth System Models (ESMs) are used interchangeably, however ESMs also include
interactive biogeochemical processes that interact with the climate system (Flato
2011).
Complex models, such as ESMs, are one of the most comprehensive
tools available to understand changes in climate. Increasingly sophisticated
computational abilities have allowed the comparison of ESMs to observational
records and other complex models (Olivié et al. 2012) through coordinated
international efforts (e.g., Friedlingstein et al. 2014; Gillett et al. 2013; Good et al.
2013; Knutti and Sedláček 2013; Schwinger et al. 2014, etc.)
CMIP5. A commonly used database of complex model results, Phase 5 of
the Coupled Model Intercomparison Project (CMIP5), is a product of such efforts
and serves as a significant scientific resource supporting many studies, including the
IPCC reports.
We use complex model results from CMIP5 in subsequent chapters, forming
one of the primary model data sources for this dissertation. In Chapter 2, we use
results from the 4xCO2 experiment, a stylized CMIP5 experiment whereby CO2
concentration is instantaneously quadrupled. In Chapter 4, we use results from
several CMIP5 experiments: PiControl (pre-industrial control, run for hundreds
of years), past1000 (paleoclimate run from 850 to 1850), and historical (historical
13
simulation initiated from the past1000 and run for hundreds of years from ∼1850 to
2012). Finally, in Chapter 5, we return to astylized experiment and use results
from the 1pctCO2 experiment, whereby CO2 concentration is increase 1% yr
−1
until doubling. We generally refer to the complex models as ESMs throughout
for simplicity, while noting the differences here.
Advances in Earth System modelling is not without its criticisms (Annan and
Hargreaves 2017). As ESMs become more complex (e.g., ice sheet dynamics, cloud
microphysics schemes, biogeochemical cycles) they can also become “black boxes”
and scientists may have greater difficulty extracting meaning from model responses.
Scientists often rely on the suite of model types and observations to provide insights
into complex model behavior, therefore. We discuss more about the observations
used in this thesis in Chapter 3.
1.3 Thesis objectives and outline
The literature above uses climate models to address a variety of scientific and
policy questions. Many studies, however, do not fully characterize the models which
underpin their analysis. Our work herein focuses on robustly characterizing climate
models of varying complexity, from SCMs to ESMs, and seeks to take advantage of
the full range of climate information available, including historical observations and
paleoclimate reconstructions, to answer several important questions (numbered) and
discuss the methods employed to address these questions (bullets):
1. How do SCM responses compare under fundamental unit tests and
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how well do they compare to more complex models?
• Conduct fundamental impulse response tests in SCMs ranging in
complexity from comprehensive SCMs to idealized SCMs using three
main forcing and emission impulse tests to understand the response of the
climate system and gas cycles in the models: (a) a concentration impulse
of CO2, (b) emissions impulses of BC, CH4, or CO2, (c) a 4 xCO2 step
increase in CO2.
• Compare response tests to more complex models by relying on previous
work and results from stylized CMIP5 experiments.
• Provide a set of tests that we recommend as a standard validation suite
for any SCM.
2. How realistic is complex climate model variability compared to
observations?
• Find the average spectral density of simulation and observation data
over PAGES2k regions and for select time bins, focussing on periods of
interest.
• Understand the range of unforced variability (“noise”) in complex models
to infer reliability of spectral analysis.
• Compare average spectral density from the past1000, PiControl, and
Historical CMIP5 experiments with the relevant historical observational
datasets and the PAGES2k paleoclimate reconstruction.
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3. How does the climate response in CMIP5 models vary over time?
• Employ a quantitative approach to investigate the climate responses
from two CMIP5 experiments: piControl (pre-industrial control, run for
hundreds of years) and 1pctCO2 (1% annual increase in [CO2]; Taylor
et al. 2012), using the rate of temperature response over time (RTt) and
land-ocean warming ratios (φ).
• Produced results showing the change in response over time at a sub-global
scale.
• Use linear CO2 forcing regime without relying on both temperature and
limited forcing data.
The dissertation is divided into six chapters. The first (and present) chapter
presents an introduction to climate change and the wide use of climate models of
varying complexity to address questions of scientific and policy import. Chapter 2
presents the results of fundamental unit tests in several SCMs. This work is
published in Earth System Dynamics (Schwarber et al. 2019). Chapter 3 thoroughly
describes the observational data used in Chapters 4 and 5, including sensitivity
analysis for choices made when analyzing the observational data. Chapter 4
characterizes forced and unforced variability in complex models and compared the
variability to observations over spatial and temporal scales important for human
systems. This work will be submitted to the Journal of Geophysical Research -
Atmospheres (Schwarber et al. 2020ain prep). Chapter 5 describes the changing
climate sensitivity in complex models and will be submitted to the Journal of
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Climate (Schwarber et al. 2020b). The summary and future directions are provided
in Chapter 6.
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Chapter 2: Simple Climate Model Evaluation Using Fundamental
Unit Tests (published as Schwarber et al., 2019)
2.1 Introduction
Simple climate models (SCMs) are widely used in scientific and decision-
making contexts largely because of their advantageous features, including their ease
of use and low computational intensiveness. In particular, SCMs are traditionally
used within human-Earth system models. These models couple the climate system
with representations of the dynamics within the human system (e.g., energy
systems and land-use changes; Hartin et al. 2015; Ortiz and Markandya 2010;
Schneider et al. 2000; Strassmann and Joos 2018) and are used to assess global
forcing or temperature targets (e.g., Representative Concentration Pathways van
Vuuren et al. 2011a, Shared Socioeconomic Pathways Moss et al. 2010). Several
studies investigated potential sources of human-Earth system model uncertainty by
exploring the climate components driving the models (Calel and Stainforth 2017;
Harmsen et al. 2015; van Vuuren et al. 2011b, 2008). Van Vuuren et al. (2011b)
concluded that in most cases the results from human-Earth system models and
SCMs were similar to the more complex, coupled Earth System Models (ESMs; van
Vuuren et al. 2011b). The authors further noted that differences in SCM results can
have implications for decision makers informed by such results, illustrating the need
for improvements in uncertainty analysis (e.g., carbon cycle feedbacks). Harmsen et
al. (2015) extended van Vuuren’s analysis to investigate emission reduction scenarios
by including non-CO2 radiative forcing. The authors concluded that many models
may underestimate forcing differences after applying emission reduction scenarios,
due to the omission of important short-lived climate forcers, such as black carbon
(BC).
Few studies utilize idealized SCMs in human-Earth system models because of
their inability to represent nonlinear forcings, such as air-sea exchanges (Khodayari
et al. 2013) or ocean chemistry (Hooß et al. 2001; Tanaka and Kriegler 2007).
With simple extensions of the carbon cycle (e.g., ocean carbonate chemistry), both
Hoos et al. (2001) and Tanaka and Kriegler (2007) found improved responses from
their respective impulse response models, applicable when coupling to human-Earth
system models (Tanaka and Kriegler 2007).
Comprehensive SCMs are also used to simulate the climate or carbon cycle
(Friedlingstein et al. 2014; Joos et al. 1999; Knutti et al. 2008), explore responses
to anthropogenic perturbations (Geoffroy et al. 2013; Hope 2006; Meinshausen
et al. 2009; Rogelj et al. 2014), or address model spread in the various model
intercomparison projects (MIPs; Knutti and Sedláček 2013; Monckton et al. 2015;
Rogelj et al. 2012). These analyses often include comparisons to more complex
models (Meinshausen et al. 2008, 2011). One comprehensive SCM in particular,
MAGICC 6.0, is used as a reference in many studies because of its well-documented
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ability to emulate complex models (e.g., van Vuuren et al. 2011b).
Similarly, individual idealized SCM developers also explore the ability
of impulse-response functions to simulate climate or carbon-cycle responses to
perturbations (Hooß et al. 2001; Millar et al. 2017; Sausen and Schumann 2000;
Strassmann and Joos 2018; Thompson and Randerson 1999), often comparing to
more complex models (Joos and Bruno 1996). Sand et al. (2016), for example,
employed an idealized SCM using sums of exponentials (AR5-IR) to find the Arctic
temperature response to regional short-lived climate forcer emissions (e.g., BC) and
compared these responses to more complex models (Sand et al. 2016).
Climate indicators, such as transient climate response (TCR; Allen et al.
2018b; Millar et al. 2017), can also be informed using SCMs. TCR is the measure
of the climate response to a 1% yr-1 increase in CO2 concentration until doubling
of CO2 relative to pre-industrial level. TCR is useful for understanding the climate
response on shorter time scales, as CO2 concentration doubling takes place in 70
years, a time-frame relevant for many planning decisions (Flato et al. 2014; Millar
et al. 2015). TCR and the equilibrium climate sensitivity (ECS) can be combined
to estimate the realized warming fraction (RWF), the fraction of total warming
manifested up to a given time. Millar et al. (2015) investigated TCR and ECS
within an impulse-response model to show the implications of these values on future
climate projections by specifically looking at the RWF (Millar et al. 2015).
Sums of exponentials are also commonly used to calculate other climate
metrics, such as the global warming potential (GWP) and global temperature
potential (GTP; Aamaas et al. 2013; Berntsen and Fuglestvedt 2008; Fuglestvedt
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et al. 2010; Peters et al. 2011; Sarofim and Giordano 2018). Idealized SCMs,
however, often do not account for carbon cycle feedbacks, important for more
realistic representations of climate. Both Millar et al. (2017) and Gasser et al.
(2017) investigated the effects of adding carbon cycle feedbacks on these metrics
produced with idealized SCMs, and found that accounting for feedbacks improved
model responses (Gasser et al. 2017; Millar et al. 2017).
Despite their importance and wide use, the fundamental responses of SCMs
have not been fully characterized (Thompson 2018). In this paper, we use impulse-
response tests to address this gap.
2.2 Methods
2.2.1 Fundamental impulse tests.
Impulse-response tests characterize the SCMs’ climate and gas-cycle response
to a forcing or emission impulse (Good et al. 2011; Joos et al. 2013). Though
fundamental impulse tests have been used in the literature (e.g., Joos et al. 2013),
we employ these existing techniques to evaluate several SCMs. In fact, the U.S.
National Academies of Science (National Academies of Sciences and Medicine 2016)
specifically suggested that SCMs be “assessed on the basis of the response to a pulse
of emissions,” which we do here.
We use three main forcing and emission impulse tests to understand the
response of the climate system and gas cycles in the models: (a) a concentration
impulse of CO2, (b) emissions impulses of BC, CH4, or CO2, (c) a 4 xCO2 step
21
increase in CO2 concentration. We carry out these experiments by instantaneously
increasing emissions or forcing values in 2015 to avoid the model base years of our
SCMs.
We begin with CO2 because this well-mixed greenhouse gas is the largest
contributor to anthropogenic forcing changes (Myhre et al. 2014). Methane is
also of interest because it is a shorter-lived greenhouse gas, with its major sink
from chemical interactions with the hydroxyl radical and other species (Cicerone
and Oremland 1988). Finally, we use BC perturbations to represent aerosols more
generally because we are interested in model responses to short-lived climate forcers
(Bond et al. 2013; Harmsen et al. 2015). SCM representations of other aerosols
species are similar so we do not conduct impulse tests of other species.
In many SCMs, forcing over historical periods is explicitly calibrated to a
model base year, so it is not possible to conduct perturbations during these time
periods. Therefore, our perturbations are conducted for 2015 to avoid the model
base years of our SCMs. We show some model responses out to 2300, the end of the
MAGICC model runs, equal to 285 years after the perturbation.
We run reference scenarios in the SCMs, followed by each perturbation case
described below. For each experiment (see below) we report the response, which is
obtained by subtracting the reference from the perturbation results. For instance,
the CO2 concentration response is obtained as follows:
CO2 concentration response(t) = CO2 concentration perturabtion(t)−CO2 concentration reference(t)
(2.1)
22
We conducted the following impulse tests:
Concentration impulse (CO2). These SCMs can be used in a mode where
CO2 concentrations are exogenously specified. We carry out this experiment by
instantaneously increasing CO2 concentration by 200 ppm in 2015. After 2015,
CO2 concentrations return to the baseline levels following the published RCP4.5
scenario. Note, we do not conduct separate forcing impulse experiments because this
is functionally equivalent to a concentration impulse. In this experiment, we are only
interested in the dynamics of the models’ temperature response. This experiment
eliminates the added uncertainty in the emissions to concentrations calculation and
complicating factors from carbon cycle feedbacks.
Emissions impulse (BC, CH4, CO2). For this experiment all models were
run with an emissions input. We carry out this experiment by increasing individual
emissions (BC, CH4, or CO2) in one year. Following that year, the emissions return
to the RCP4.5 pathway for all subsequent years. In this experiment CO2 and other
GHG concentrations are allowed to vary as determined by each model. We find our
perturbation values by doubling the 2015 value for each chemical species equal to a
9.2 PgC pulse of CO2, a 329 Tg pulse of CH4, and a 7981 Gg pulse of BC. We also
perturb CO2 emissions in 2010, 2020, 2030, 2040, 2050 to understand changes in
model responses over time and see a very small difference in the model response (S4).
We compare results from three comprehensive SCMs to two IR models, AR5-IR and
FAIR model (Millar et al. 2017; Myhre et al. 2014).
We also compared results to several ESMs and EMICs by carrying out a 100
GtC CO2 impulse, following Joos et al. (2013). This is approximately 10x the CO2
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perturbation pulse described above (Joos et al. 2013).
Step increase in CO2 concentration.
Similar to comparison (a), in this experiment, CO2 concentrations are
prescribed. We have CO2 concentrations follow a pre-industrial pathway (278.0516
ppmv in 1765) until 2014. The CO2 concentration is quadrupled (4x) in 2015 and
maintained at this level until 2300. This follows the experimental protocol used in
the CMIP5 experimental design (Taylor et al. 2012).
We compare these results to drift-corrected (Gupta et al. 2013) global mean
temperature results from 20 complex climate models from the CMIP5 archive. We
drift-correct the CMIP5 global mean temperature time series by subtracting the
slope of the linear fit from the full-time series of the corresponding pre-industrial
experiment for each individual model (see S3 of Schwarber et al. 2019 for details).
We note that impulse-response tests can be considered a type of unit test. Unit
testing in software refers to a specific method of comparing output from the smallest
portion of code, called a unit (i.e., function), to known outputs (Clune and Rood
2011). Here, we use this term in a similar way as van Vuuren et al. (2011b), where
MAGICC 6.0 was used as the reference output to compare several human-Earth
system models (van Vuuren et al. 2011b).
2.2.2 Background concentrations.
Our impulse response tests are conducted against a time-changing greenhouse
gas (GHG) concentration background using emissions from the Representative
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Concentration Pathway (RCP) 4.5 scenario (Thomson et al. 2011). For each test,
therefore, we run a reference scenario in the SCMs, followed by each perturbation
case. We report the response, which is obtained by subtracting the reference from the
perturbation results for each model. A changing GHG background concentration is a
more realistic scenario overall and also reveals biases not otherwise apparent under
constant concentration conditions, for example, in SCMs insensitive to changing
background concentrations. Further, for emissions impulses this methodology is
more readily implemented as a standard impulse test, as we recommend below.
Conducting tests against a constant concentration background in any but the most
idealized SCM requires an inversion calculation to determine the emissions pathway
that results in a constant concentration. This is an unnecessary barrier to conducting
routine impulse response tests.
2.2.3 Models.
Three comprehensive SCMs–Hector v2.0 (Hartin et al. 2015; Kriegler 2005),
MAGICC 5.3 BC-OC (Raper and Cubasch 1996; Smith and Bond 2014; Wigley and
Raper 2002), and MAGICC 6.0 (Meinshausen et al. 2011)–are used in this study
(S2). The models were selected based on their availability, use in the literature,
and their applicability to decision making. We also include two idealized SCMs
which employ sums of exponentials to represent the climate or gas-cycle responses,
a general approach often used in the literature (Aamaas et al. 2013; Fuglestvedt et al.
2003), referred to as impulse response functions (IRFs). IRFs linearly approximate
the response of a system to a given forcing (Hooß et al. 2001). A widely used version
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tested here is the impulse response (IR) model used in the Intergovernmental Panel
on Climate Change Fifth Assessment Report (Myhre et al. 2014; See Section 8.7.1.2
- 8.7.1.3; See Section 8.SM.11 for model equations), referred to here as AR5-IR.
Additionally, we test version 1.0 of the Finite Amplitude IR (FAIR) model, an
extension of AR5-IR including a representation of carbon cycle feedbacks and non-
linear forcing (Millar et al. 2017).
IPCC AR5. The IPCC AR5 (See caption under Figure 8.28 in Myhre et al.
2014) describes the underlying multi-gas impulse response model used to quantify
the multi-gas equivalence metric, Absolute Global Temperature Potential (AGTP),
to compare temperature changes at a chosen time in response to a unit pulse of
emissions i. AGTP is found via a convolution of the fraction of the species i
remaining in the atmosphere after an emissions pulse and the climate response to
a unit forcing (see See 8.7.13 and Equation 8.1 in Myhre et al. 2014). We refer to
this model as AR5-IR. For this work, AR5-IR was recoded in R and is available
for download with the Supplementary Materials of the published paper (Schwarber
et al. 2019).
FAIR. The FAIR v1.0 model is a modified version of the AR5-IR carbon
cycle component to include the state-dependence of the CO2 airborne fraction
to reproduce the relationship between CO2-only emissions, concentrations, and
temperature over the historical period. Millar et al. (2017) began with the impulse
response functions used for calculation of multi-gas equivalence metrics in IPCC-
AR5 (Myhre et al. 2014) and extended the CO2 IRF by coupling the carbon-cycle
to the thermal response and to cumulative carbon uptake by terrestrial and marine
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sinks. FAIR is available for download at https://github.com/OMS-NetZero/FAIR
(Millar et al. 2017.
FAIR calculates the global mean temperature response as the sum of the
temperature response from the fast and slow timescale components, which represent
the upper and deep ocean. The model does not report the internally-calculated
forcing response, so this is not included in Figure 2.2 in the main paper.
Here, we use the first iteration of FAIR, but we note that two new versions have
recently been published, FAIR v1.1 and FAIR v1.3. FAIR v1.3 extends the original
version to, “calculate non-CO2 greenhouse gas concentrations from emissions,
aerosol forcing from aerosol precursor emissions, tropospheric and stratospheric
ozone forcing from the emissions of precursors, and forcings from black carbon
on snow, stratospheric methane oxidation to water vapour, contrails and land use
change (Smith et al. 2018).” Additionally, a brief discussion of the parameter choices
for this model is available in S2.4.
MAGICC 5.3 BC-OC.MAGICC 5.3 BC-OC is a version of MAGICC 5.3
developed in conjunction with the Global Change Assessment Model (GCAM).
MAGICC 5.3 used here is available in GCAM version 4.4, available for download at
https://github.com/JGCRI/gcam-core/releases. The major change in this version
of MAGICC was the addition of explicit BC and OC (Smith and Bond 2014). We
ran this model with all its default configuration settings unless otherwise noted in
the text.
MAGICC 6.0. MAGICC 6.0 was run with all the default settings.
For the main experiments, the climate sensitivity was set to 3.0◦ C to match
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the default setting of MAGICC 5.3 BC-OC and Hector v2.0, unless otherwise
noted. The MAGICC 6.0 executable is available for free download here:
http://www.magicc.org/.
Hector v2.0 Settings. In the version we use here, Hector (v2.0), is coupled to
a 1-D diffusive heat and energy balance model (DOECLIM: Diffusion Ocean Energy
balance CLIMate model). We are using the 1-D diffusive ocean heat component
of DOECLIM. DOECLIM is well documented and has been widely used in climate
uncertainty studies (Bakker et al. 2017; Kriegler 2005; Urban et al. 2014). Using
default Hector parameter values for climate sensitivity and heat diffusivity, we
find that the new coupled model (Hector v2.0) exhibits improved vertical ocean
structure and heat uptake, as well as surface temperature response to radiative
forcing, compared to earlier versions of Hector.
2.2.4 Parameter selection.
We are testing the model responses as they would be ‘out of the box’ and only
make modifications if required for the models to run. A model’s ability to emulate
an ESM or the multi-model ESM mean is generally explored by the individual
SCM development teams, as noted in the references for the Hector, MAGICC, and
FAIR models. While emulation is outside the scope of this paper, we conduct
sensitivity tests by relying on parameters derived from ESM emulation experiments
using MAGICC 6.0. We note that due to structural differences in the SCMs it
is, in general, not possible to operate the models with identical parameter values.
This reinforces the importance of conducting fundamental impulse response tests to
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Tab. 2.1: Main carbon cycle and climate characteristics of SCMs and IRFs.
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quantify the behavior of the SCMs.
2.3 Results
In our paper, we evaluated the SCMs by comparing the models to each other
and also, in the limited cases where this is possible, to more complex models. We
compare against the suite of complex model results because it has been shown that
the multi-model mean behavior of the complex models replicates well a broad suite
of observations (e.g., Figure 9.7, Flato et al. 2014). We highlight differences in model
responses to a suite of impulse tests to support an informed model selection.
We begin by testing the fundamental dynamics of the temperature response
to a well-mixed greenhouse gas forcing impulse by perturbing CO2 concentrations
Figure 2.1, bypassing the carbon cycle (if present). We report both time-series
responses (Figure 2.1a) and time-integrated responses (Figure 2.1b). Integrated
responses form the basis of commonly used metrics, such as GWP and GTP
(Fuglestvedt et al. 2010).
2.3.1 Responses to CO2 Concentration Impulse.
First, we consider the comprehensive SCMs. Both versions of MAGICC
show shifted responses in the first few years following the perturbation due to the
way this model treats sub-annual integration of forcing. The shifted responses do
not significantly impact integrated results. MAGICC 6.0 initially responds more
strongly to the perturbation, with a 6% larger integrated temperature response 20
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Fig. 2.1: Global mean temperature response (a) and integrated global mean temperature
response (b) from a CO2 concentration perturbation in SCMs (MAGICC 6.0 –
yellow, MAGICC 5.3 BC–OC – red, Hector v2.0 – blue, AR5-IR – green, FAIR
– pink). The perturbations are conducted in 2015 against the background of the
Representative Concentration Pathway (RCP) 4.5 scenario (see Methods). The
time-integrated response, analogous to the absolute global temperature potential,
is reported as 0–285 years after the perturbation.
years after the impulse compared to the comprehensive SCM average (S9). After 30
years, the comprehensive SCMs are within 2% of each other.
The idealized SCMs show varied responses to a CO2 concentration impulse.
Differences in the AR5-IR and FAIR responses are due to a nonlinearity also
present in FAIR. According to Equation 8 in Millar et al. (2017) FAIR will have a
differential response to changing background CO2 concentrations. By contrast, AR5-
IR parameterizes the climate response to a unit forcing using a sum of exponentials
as given by Equation 8.SM.13 in Myhre et al. (2014).
AR5-IR has a much stronger response compared to the comprehensive SCMs;
the integrated response is 6% larger than the comprehensive SCMs 20 years after the
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Fig. 2.2: Total forcing response from CO2 (dashed) and CH4 (solid) emissions
perturbations in SCMs (MAGICC 6.0 – yellow, MAGICC 5.3 BC–OC – red,
Hector v2.0 – blue, AR5-IR – green). FAIR does not report forcing. We report
the total forcing response, which has slight differences from the gas-only forcing
response. The perturbations are conducted in 2015 against the background of the
Representative Concentration Pathway (RCP) 4.5 scenario (see Methods). The
time-integrated response, analogous to the absolute global warming potential, is
reported as 0–285 years after the perturbation.
pulse, increasing to 30% by the end of the model runs. This large difference is due
to the absence of feedbacks and nonlinearities in the AR-IR model. FAIR contains
an approximate representation of these nonlinearities, responding similarly to the
comprehensive SCMs in the near-term, but has a 7% weaker integrated response
285 years after the impulse. The approximations used to represent the carbon cycle
and non-linear forcing might account for this, but it is unclear from these results.
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2.3.2 Responses to Emissions Impulses.
We now test the model response to an emissions impulse. Compared to
forcing-only experiments, emissions perturbation experiments have additional levels
of uncertainty from the conversion of emissions to concentrations, as well as carbon
cycle feedbacks. As a diagnostic we examine the forcing response, functionally
equivalent to examining the concentration response. The three comprehensive SCMs
have small differences (<10%) in the integrated forcing response (Figure 2.2) from
CO2 (dashed) emission impulses for all time horizons. AR5-IR, an idealized SCM,
responds 11% stronger than the comprehensive SCMs average 20 years after the
pulse, increasing to a 17% difference in the integrated response 285 years after the
impulse. FAIR does not calculate concentration or forcing, so cannot be included
in these comparisons.
We complete the model response sequence by examining the temperature
response from emissions perturbations, which is conceptually the combination of
the temperature response from a concentration impulse (Figure 2.1) and the forcing
response from an emissions impulse (Figure 2.2). Similarities in the comprehensive
SCM responses in (Figure 2.1) and (Figure 2.2) are reflected in the <5% difference
in the temperature response from a CO2 emissions perturbation 20 years after the
impulse (Figure 2.3a). AR5-IR responds 30% stronger and FAIR <10% weaker
compared to the comprehensive SCM average 20 years after the perturbation (Figure
2.3a). FAIR introduces a state-dependent carbon cycle representation (Millar et al.
2017) and is, in general, an improvement over AR5-IR, but shows a systematic
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difference with the comprehensive SCMs.
We also indirectly compare the time-integrated airborne fraction in our SCMs
to three comprehensive ESMs and seven Earth System Models of Intermediate
Complexity (EMICs) using results from the Joos et al. (2013) 100 GtC CO2 pulse
experiment, henceforth referred to as Joos et al. Unlike Joos et al., we conduct
this experiment with a changing background concentration. We use the RCP 4.5
scenario and add a 100GtC CO2 pulse for 2015. The airborne fraction, which is
defined as the ratio of the annual increase of atmospheric CO2 to total emissions
from anthropogenic sources, is therefore higher in our results. Despite the difference
in methodology, comparing the MAGICC 6.0 results here and in Joos et al. allows
us to use transitive logic to draw broader conclusions about the other comprehensive
SCMs. We note that the Joos et al. MAGICC 6.0 ensemble mean airborne fraction
is similar to their multi-model mean at each time horizon. Because Hector and
MAGICC 5.3 have a similar response to MAGICC 6.0 in our results, we conclude
that the comprehensive SCM carbon cycle representations generally capture ESM
and EMIC responses to the extent this can be evaluated for indirect comparison.
Table 2.2 shows the time-integrated airborne fraction at chosen time horizons
from the 100 GtC pulse of CO2 emissions. The Table 2.2 results are graphically
represented in Figure 2.3. These results are largely discussed in the main paper.
Similarly, we compare the temperature response of the comprehensive SCMs
to Joos et al. MAGICC 6.0 was used both here and by Joos et al., and we find
similar responses with 6 1◦C yr difference from Joos et al. at each reported period.
Though the other two comprehensive SCMs were not used by Joos et al., their
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Tab. 2.2: Time-integrated Airborne Fraction from a 100 GtC CO2 Emissions Impulse in
SCMs Compared to Results from Table 4 in Joos et al. (2013).
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Fig. 2.3: Time-integrated airborne fraction from a 100GtC CO2 emissions impulse in
SCMs compared to Joos et al. This is not a direct comparison because we
did not perform this experiment with a constant CO2 concentration background,
as done by Joos et al. The colored points represent the time-integrated airborne
fraction in the SCMs used in this study, following Joos et al., and the Joos et
al. MAGICC 6.0 ensemble mean. The black point is the Joos et al. multi-model
mean and the vertical black line represents the range of the Joos et al. model
results. (Joos et al. MAGICC 6.0 ensemble mean –grey, MAGICC 6.0 – yellow,
MAGICC 5.3 BC-OC – red, Hector v2.0 – blue, AR5-IR – green, FAIR –pink).
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Tab. 2.3: Time-integrated temperature response from a 100 GtC CO2 Emissions Impulse
in SCMs Compared to Results from Table 7 in Joos et al. (2013).
similar responses to our MAGICC 6.0 allow us to make a larger conclusion, as done
in the main paper. Using this logic, we are able to validate our SCM responses from
a finite pulse. We find that the comprehensive SCM responses are generally less
varied, close to the Joos et al. ensemble mean 20 years after the pulse, and below
most Joos et al. model responses 50 and 100 years after the pulse. We find that
the comprehensive SCMs capture ESM and EMIC responses in the near-term, with
expected differences in response over longer time horizons due to rising background
concentrations.
For idealized SCMs, we find that under changing background conditions, FAIR
underestimates the airborne fraction compared to the Joos et al. multi-model mean
at each time horizon. Without a physical processes-based carbon cycle, AR5-IR is
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Fig. 2.4: Time-integrated temperature response from a 100GtC CO2 emissions impulse in
SCMs compared to Joos et al. This is not a direct comparison because we did
not perform this experiment with a constant CO2 concentration background, as
done by Joos et al. The colored points represent the time-integrated temperature
response in the SCMs used in this study, following Joos et al., and the Joos et
al. MAGICC 6.0 ensemble mean. The black point is the Joos et al. multi-model
mean and the vertical black line represents the range of the Joos et al. model
results. (Joos et al. MAGICC 6.0 ensemble mean –grey, MAGICC 6.0 – yellow,
MAGICC 5.3 BC-OC – red, Hector v2.0 – blue).
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Fig. 2.5: Global mean temperature response from CO2 and CH4 emissions perturbations
(a) and BC emissions perturbation (b) in SCMs(MAGICC 6.0 – yellow, MAGICC
5.3 BC–OC – red, Hector v2.0 – blue, AR5-IR – green, FAIR – pink).
insensitive to pulse size and background concentration (Millar et al. 2017), which
results in a similar time-integrated airborne fraction compared to the Joos et al.
multi-model mean at each time horizon. The comprehensive SCMs and to a lesser
extent, FAIR, offer an improved response compared to AR5-IR (Millar et al. 2017).
We next consider model responses to methane (CH4) emissions perturbations,
a shorter-lived greenhouse gas with a dynamic atmospheric lifetime. The integrated
forcing responses of Hector and MAGICC 5.3 are similar, as expected (see S9.3
of Schwarber et al. 2019). The MAGICC 6.0 integrated forcing response difference
from the comprehensive SCM average is 9% larger 100 years after the pulse, however
(Figure 2.2). As in the CO2 emissions perturbations, AR5-IR has a much stronger
response to a CH4 emissions perturbation–22% larger 20 years after the pulse–with
no meaningful increase 50 years after the pulse.
Finally, we look at the models’ temperature responses to aerosols by perturbing
black carbon (BC) forcing (Figure 2.5). The BC response increases quickly in both
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MAGICC models compared to the other SCMs. Differences in these responses to
a BC perturbation derive from model design. Both versions of MAGICC have
differential and faster forcing responses over land, where most BC is located,
compared to oceans, termed the geometrical effect (Meinshausen et al. 2011). This
results in MAGICC responding faster than Hector v2.0, which does not differentiate
forcing over land and ocean. Because AR5-IR represents the aerosol forcing as an
exponential decay, the integrated temperature response is 20% stronger 20 years
after the pulse compared to the other SCMs.
Due to the geometrical effect, we presume that the faster response in MAGICC
is more realistic. However, models vary in the representations of aerosol effects. The
greenhouse gas-like representation of aerosols in AR5-IR, for example, results in the
unrealistically long response time scale found in this test. We do not explicitly
conduct other aerosol perturbations (e.g., sulfate), but we would expect results
showing similar responses.
BC has a unique set of atmospheric interactions as an absorbing aerosol,
causing warming within the atmosphere, but potentially also surface cooling (Stjern
et al. 2017; Yang et al. 2019). The response to a step change in BC emissions in two
coupled model experiments has been found to have a flat long-term temperature
response (Sand et al. 2016; Yang et al. 2019). In contrast, the comprehensive simple
models continue to respond over a much longer time scale (Figure 2.6). This is an
indication that SCM responses to BC, in particular, should be reevaluated.
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Fig. 2.6: Global mean temperature response from a 4xBC emissions step in the SCMs
(MAGICC 5.3 BC-OC – red, Hector v2.0 – blue).
2.3.3 Responses to 4xCO2 Concentration Step.
Finally, we compare our SCMs with complex models using the abrupt 4xCO2
concentration experiment from Phase 5 of the Coupled Model Intercomparison
Project (CMIP5; Taylor et al. 2012). We find that Hector, MAGICC 5.3, and FAIR
have initially quicker responses to an abrupt 4xCO2 concentration increase compared
to more complex models (Figure 2.7). The quicker responses are also reflected in
their long term RWF, which is also larger than most of the complex models (see
S10 in Schwarber et al. 2019). Compared to the other SCMs, AR5-IR has a faster
response to an abrupt 4xCO2 concentration increase and is consistent with the
stronger response to a forcing impulse. Differences between the model responses to
a finite pulse Figure 2.1 and a large concentration step Figure 2.7 demonstrates the
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Fig. 2.7: Global mean temperature response from 4xCO2 concentration step in CMIP5
models (grey) and SCMs (MAGICC 6.0 – yellow, MAGICC 5.3 BC–OC – red,
Hector v2.0 – blue, FAIR – pink, AR5-IR – green). A climate sensitivity value
of 3 ◦C was used in the comprehensive SCMs, while in the idealized SCMs the
parameter is not adjustable. The thick lines represent CMIP5 models with an
ECS between 2.5 and 3.5 ◦C.
expected bias in AR5-IR under larger perturbations. The insensitivity of idealized
SCMs to changing background concentrations will bias results if used under realistic
future pathways (Millar et al. 2017).
Compared to the other comprehensive SCMs, MAGICC 6.0 initially responds
more strongly under a CO2 concentration impulse 2.1. In the non-linear abrupt
4xCO2 concentration regime, however, MAGICC 6.0 responds more slowly, similar
to the complex model responses, especially in the first 20 years after the pulse.
MAGICC 6.0 appears to respond more reasonably under stronger forcing conditions
than the other SCMs.
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2.4 Conclusions
The impulse response tests conducted here enable us to uncover differences
in model behavior that are not apparent when running standard, multi-emission
scenarios. Indeed, one of the important uses of SCMs is to conduct model
experiments where there may be relatively small changes in emissions between
two scenarios. Because SCMs do not exhibit internal variability, such experiments
can be used to quantify such changes. Impulse response tests also allow us to
understand, on a more fundamental level, differences between SCMs that have been
found comparing simulations of more conventional scenarios (e.g., van Vuuren et al.
2011a).
By using fundamental impulse tests, we found that idealized SCMs using sums
of exponentials often fail to capture the responses of more complex models. SCMs
that include representations of non-linear processes, such as FAIR, show improved
responses, though these models still do not perform as well as comprehensive
SCMs with physically-based representations. Fundamental tests, such as a 4xCO2
concentration step, show that most of the SCMs used here have a faster warming
rate in this strong forcing regime compared to more complex models. However,
comprehensive SCM responses are similar to more complex models under smaller,
more realistic perturbations (Joos et al. 2013).
It is not possible to compare these fundamental responses with observations,
and it is even more difficult to compare SCMs with the more complex models at
decadal time horizons due to internal variability (e.g., Figure 2a from Joos et al.
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2013). However, it is common in the climate modeling literature to use the multi-
model mean as a base comparison. In fact, the CMIP5 multi-model mean has been
shown to replicate observations better than any individual complex model (Flato
et al. 2014).
Thus, we use the comprehensive SCM multi-model mean to compare to the
individual model responses for most of our experiments. We also use the CMIP5
multi-model mean, developed using only those complex models with comparable
climate sensitivity values to the SCMs, to compare the SCM responses from a
4xCO2 forcing step. We posit that the responses closer to the multi-model mean are
likely to more accurately represent that particular response pattern. We illustrate
this assumption by reporting the time-integrated temperature response percent
difference from the relevant multi-model mean in Table 2.4.
We note that the comprehensive SCM responses to a CO2 concentration
impulse are within 2% of the comprehensive SCM average, while the idealized SCMs,
FAIR v1.0 and AR5-IR, have greater differences 100 years after the pulse.
Under the 4xCO2 concentration step experiment, we can compare the SCM
responses to more complex models from CMIP5. MAGICC 6.0 appears to respond
more reasonably under stronger forcing conditions than the other SCMs 100 years
after the pulse, though only marginally better than FAIR. Hector v2.0, MAGICC 5.3,
and FAIR have initially quicker responses to an abrupt 4xCO2 concentration increase
compared to the ESMs. AR5-IR has too strong a response to an abrupt 4xCO2
concentration increase and is insensitive to changing background concentrations.
For CH4 emissions impulses, we use the difference from the comprehensive
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SCM average to rate the responses. CH4 is a well-mixed GHG and, therefore, we
expect that the climate system response to CH4 concentration perturbations will be
similar to that for CO2. However, it would be useful to evaluate in more complex
models to determine if the simple representation of chemistry in the comprehensive
SCMs adequately represents the time evolution of CH4 concentrations in response
to a change in emissions.
Finally, we do not have a definitive reference for the time-dependent response
to BC forcing perturbations. Instead, we compare the SCMs using the difference
from the average of both MAGICC models, which both differentiate aerosol forcing
between land and ocean, resulting in a faster overall climate response to aerosols
as compared to greenhouse gases (Sand et al. 2016; Shindell 2014; Yang et al.
2019). And in the case of BC, we note that the SCM responses should be taken
critically because they do not accurately represent the temporal response to a BC
step found in ESMs. A more definitive evaluation of climate system responses
to aerosol perturbations would be useful. This would require additional complex
model simulations of step emission changes for various aerosol species and/or
forcing mechanisms. There are currently two studies that have conducted this
test, one study specifically investigated NorESM’s response to black carbon (BC)
perturbations (Sand et al. 2016) and a more recent study that conducted similar
BC perturbations in CESM (Yang et al. 2019).
There are numerous benefits to using simplified models, but the selection of
the model should be rooted in a clear understanding of the model responses (see
Table 2.4). Our work illustrates the necessity of using fundamental impulse tests
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Tab. 2.4: Integrated temperature response differences. The values are the percent
difference in time-integrated temperature response compared to the relevant
reference (generally comprehensive SCM average; see Sect. S9). For BC
specifically, we note that none of the SCMs reflect the temporal response for
BC seen in two complex models (Sand et al. 2016; Yang et al. 2019).
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to evaluate SCMs and we recommend that modeling communities adopt them as a
standard validation suite for any SCM. Given that idealized SCMs are biased in their
temporal responses, more comprehensive SCMs could be used for many applications




Historical surface temperature observations are often limited in spatial and
temporal scale, but those gaps have largely been filled with the increase in computing
resources and capabilities and with the onset of the satellite era, excepting
paleoclimate reconstructions (Broccoli et al. 2001; Guo et al. 2015; Hartmann et al.
2013; Santer et al. 2011). Now, observations of the climate system include ground-
based and remotely sensed datasets of surface climate variables (e.g., temperature
(Morice et al. 2012; Tett et al. 1999), atmospheric composition (Hartmann et al.
2013), carbon and heat fluxes (Byrne et al. 2017; Byrne and O’Gorman 2013),
teleconnection patterns (Graham 1994; Jones et al. 2001), etc.) over global and
regional scales (Abram et al. 2016; Stott et al. 2010).
Numerous other efforts have been made to expand historical data back in
time via paleoclimate reconstructions. For example, paleoclimate reconstructions
produced by Neukom et al. (2014), Deser et al. (2012), and Friedmann et al.
(2013) explore trends at inter-annual timescales (Deser et al. 2012; Friedman et al.
2013; Neukom et al. 2014), while those produced by Mann et al. (2007) and Ahmed
et al. (2013) explore climate responses at multi-millennial time spans (Ahmed et al.
2013; Mann et al. 2007). The long time series produced through reconstruction
efforts allow for comparisons of models with past climatic variations. For instance,
reconstructions and simulations can also be used together to evaluate estimates of
climate sensitivity to external forcings (e.g. Braconnot et al. 2012; Hegerl et al.
2006; Rohling et al. 2012).
Observational datasets, including those used in Chapters 4 and 5, are often
used to test the fidelity of climate model results and improve climate model
projections (Rahmstorf et al. 2007). Observations contain both the anthropogenic
and natural influences on climate and maybe contain biases due to observational
technique or post-processing, while simulations are parametric representations of
the climate system driven by our understanding of the system. Thus, observations
and simulations represent two different representations of the behavior of the actual
climate system, and so comparisons often have large uncertainties (Ahmed et al.
2013).
Our work focusses on in-situ observations and paleoclimate reconstructions of
surface temperature for regions that offer overlapping datasets in time and space to
provide a complete view of the climate response (see Section 3.2). In Chapter 4 we
compared variability in several observational datasets to the variability in complex
models. In Chapter 5 we addressed changes in climate sensitivity over time and
compare to trends in observations. Here, we provide more information on those
observational datasets and some of the choices made in our comparisons.
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3.2 Datasets
In this chapter, we use four well-known observational datasets to compare
with variability in the CMIP5 models: HadCRUTv4.6 (Morice et al. 2012), BEST
(Rohde et al. 2013b), NOAAGlobalTemp (Vose et al. 2012), GISTEMP (Hansen
et al. 2010; see Table 3.1), which provides a more complete observational picture.
3.2.1 Historical datasets
In Chapter 4 and 5, we only use HadCRUT and GISTEMP because, for reasons
that will become apparent below, we found that similarities in the observational
records did not warrant repeating the analysis with all datasets (Figure 2.14 in
Hartmann et al. 2013) and we aim to avoid the limitations of NOAAGlobalTemp and
BEST. In addition, we use a multi-centennial reconstruction from seven continental-
scale regions developed by the PAGES2k Consortium (Ahmed et al. 2013).
Hadley Centre Global Temperature (HadCRUTv4.6). The
HadCRUTv4.6 (called HadCRUT from hereafter) dataset, produced by the Met
Office Hadley Centre and the Climatic Research Unit at the University of East
Anglia, provides gridded, global historical surface temperature anomalies relative
to a 1961-1990 reference period. The gridded data are a blend of land-surface
air temperature data from CRUTEM4 and sea-surface temperature data from
HadSST3, and is available at a monthly temporal resolution since January 1850 on
a 5x5 degree latitude-longitude grid. The dataset is presented as an ensemble of 100
realizations produced by sampling the uncertainty in non-climatic factors affecting
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Fig. 3.1: Annual mean temperature change between 1901-1920 and 1991-2010 from
HadCRUT. Credit: ClimateDataGuide, NCAR
near-surface temperature observations, such as assumptions about components of
the error (see discussion in (Morice et al. 2012). Though all 100 realizations are
available for use, our analyses rely on the ensemble median, which is produced for
each grid box for each time step from the 100 members.
NOAAGlobalTemp (aka MLOST). The National Oceanic and
Atmospheric Administration’s (NOAA) Merged Land Ocean Global Surface
Temperature Analysis Dataset (NOAAGlobalTemp), formally known as the Merged
Land-Ocean Surface Temperature Analysis (MLOST), combines Global Historical
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Climatology Network, Monthly (GHCN-M) version 3 land surface air temperatures
with ERSSTv3b SSTs, providing a blended global surface temperature dataset
(Vose et al. 2012). Data are provided at a monthly resolution from 1880 to the
present on a 5x5 degree latitude-longitude grid. Station records are interpolated
to provide broad spatial coverage, and the land and ocean domains are treated
separately. Using empirical orthogonal functions, the high and low-frequency
variations in each domain are reconstructed separately, then combined and blended
with the original records. In addition, care is taken to handle data-sparse areas via
masking to reduce the over expression of highly smoothed reconstructions because
of their sampling frequency. In general, the NOAAGlobalTemp dataset has poor
coverage in the polar regions because sea ice values are set to missing (NCAR
2014).
GISS Surface Temperature Analysis (GISTEMPv4). NASA Goddard’s
Global Surface Temperature Analysis (GISTEMPv4; hereafter GISTEMP) is
a global surface temperature data set produced by blending land surface air
temperatures primarily from meteorological stations operated through the NOAA
GHCN v4 dataset, and SSTs from the ERSST v5 dataset (Hansen et al. 2010).
The gridded data span 1880 to the present at a monthly resolution, on a 2x2
degree latitude-longitude grid. GISTEMP has greater polar coverage than MLOST
or HadCRUT, in part because it includes Antarctic ‘READER’ station data, in
addition to the interpolation method used, which relies on linear inverse distance
weighting to infill gridboxes with records from stations up to 1200 km away (NCAR
2014). Another variation of the data provides data up to a 250 km limit, which we
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Fig. 3.2: Annual mean temperature change between 1901-1920 and 1991-2010 from NOAA
MLOST. Credit: ClimateDataGuide, NCAR
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Fig. 3.3: Annual mean land temperature change between 1901-1920 and 1991-2010 from
GISTEMP (with ERSSTv3b SSTs). Credit: ClimateDataGuide, NCAR
use in our analyses.
Berkeley Earth Surface Temperatures (BEST). Among other data
products, the Berkeley Earth Surface Temperatures (BEST) provides a gridded
reconstruction of land surface air temperature records from 1701 to present, which
we used in our analyses. The Berkeley Earth project was developed to provide
an alternative, independent assessment of global temperature change, incorporating
approximately 39,000 records, in comparison to the other datasets listed above which
rely on roughly 5000-7000 land stations. The large number of records BEST is able
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Fig. 3.4: Annual mean land temperature change between 1901-1920 and 1991-2010 from
Berkeley Earth. Credit: ClimateDataGuide, NCAR
to use beyond GHCN derives from its use of a statistical model that allows short,
fragmented timeseries to be incorporated into the complete dataset. The Berkeley
group offers several products: land records available at higher spatial and temporal
resolutions than the main reconstruction, one merged land-ocean dataset that infers
air temperatures over sea-ice-covered regions, and an alternative merged land-ocean
dataset that uses the nearest available SST observations (Rohde et al. 2013a). In
this chapter, we use the main reconstruction.
General advantages and disadvantages. Each dataset has advantages and
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disadvantages. Using all four datasets will provide a more complete observational
picture. NOAA MLOST has nearly global coverage, but only provides anomalies.
The HadCRUT dataset separates land and ocean data sets, with less analysis and
smoothing/interpolation than other data sets for land and ocean domains. However,
HadCRUT has less spatial coverage, resulting in more gaps as compared with in-
filled datasets like GISTEMP or MLOST. Still, GISTEMP has limited coverage of
polar regions. Finally, BEST uses a large number of stations with long temporal
lengths, but uses a Kriging procedure to produce highly smoothed data (NCAR
2014).
3.2.2 PAGES2k Paleoclimate Reconstruction
The PAGES2k dataset provides a multi-centennial temperature reconstruction
from seven continental-scale regions consisting of 511 time series of tree rings, pollen,
corals, lake and marine sediments, glacier ice, speleothems and historical documents.
The PAGES2k Consortium, the international collaborative that developed the
dataset, allowed each of the international groups assigned to a given region to
identify the proxy climate records “best suited” for reconstructing annual or warm-
season temperature within their region based on apriori criteria (see Supplementary
Database S1 of Ahmed et al. 2013). The temperature reconstructions over Arctic,
Europe and Antarctica span approximately 2,000 years, Asia, South America
and Australasia temperature reconstructions span the past 1,000-1,200 years, and
North America consists to two datasets: a shorter decadally resolved tree-ring-
based reconstruction back to 1200 and a longer 30-year-resolved pollen-based
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reconstruction back to 360 (Ahmed et al. 2013). The temperature reconstructions
are provided at an annual resolution, excepting North America, where we use the
30-year-resolved pollen-based reconstruction throughout our analyses because there
is evidence of spectral biases in tree-ring proxy data (Franke et al. 2013). For
all time series we limit the temperature-time series to data before 1850 to allow
for a consistent comparison with model data in Chapter 4, thus analyzing our
temperature-time series over the same temporal scale.
3.3 Processing Choices
To process the model and observational data we use the NCAR command
operators, or CDO commands, in R (CDO 2018: Climate Data Operators. Available
at: http : //www.mpimet.mpg.de/cdo). Both model and observational data were
remapped from the source grid (see Table 3.1) to a 360x180 longitude-latitude
grid using a first-order conservation remapping tool (Jones 1998). Remapping or
regridding between spherical grids is essentially required for earth-system modeling
(Hill et al. 2004) and for this, CDO employs the Spherical Coordinate Remapping
and Interpolation Package (SCRIP).
From Jones (1998), first-order conservative remapping can be explained by











Tab. 3.1: Summary of Global Surface Temperature Datasets (NCAR 2014).
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where F is the area-averaged flux and Ak is the area of a cell k (Jones 1998).
Unlike the case above, which calculates F̄k using only those cell grids which are at
least partially covered by the destination grid, one can calculate F̄k when the cell k







Assuming the flux is constant across a source grid cell, fn, the previous equation
would lead to the first-order area-weighted scheme.
The model data are also aggregated from the original time steps to monthly
averages using the “fldmean” CDO command and the monthly observational data
was pulled from its source. Further, both model and observational data were
processed to correspond to the PAGES2k temperature reconstructions (Bothe et al.
2013a) for each region (Table 3.2) by averaging over consistent temporal and area-
weighted spatial scales, unless otherwise noted.
Each region was also masked using three different partitions: land-only, ocean-
only, and land-and-ocean surface temperature. For the models, the masking was
carried out using the corresponding fractional land masking in the “areacella” file
from CMIP5, which provides information on the area of the grid for a given model.
For the observations, we used the area file provided with the individual dataset.
For the remainder of this chapter, we further investigate the impacts of our
methodological choices described above.
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Tab. 3.2: PAGES2k region definitions from Goosse 2015.
Fig. 3.5: Graphical representation of the PAGES2k regions with masking (Goosse 2015).
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3.3.1 Impact of regridding method
When processing the historical observational datasets to match the PAGES2k
regions, as described above, we remap the original grid to a 180x360 grid using
the first-order remapping tool. However, there are numerous grid interpolation
methods and the appropriate method should be selected based on the intended task.
Here, we compare the temperature-time series results from the four observational
datasets produced using the first-order conservative remapping tool, compared to
three others: second-order remapping (Jones 1998), bilinear remapping (Press et al.
1992), and bicubic remapping (Press et al. 1992).
For second-order remapping, Jones (1998) found that remapping from a fine
grid to a coarse grid (essentially an averaging) has “virtually no advantage to using
the second-order method in such cases” and we see this same result in Figure 3.6
(Jones 1998).
Bilinear remapping is commonly employed when processing climate model
output, but the remapping tool is applicable for logically rectangular grids only
(Jones 1998), though a newly developed method allows bilinear remapping to be
used on irregular grids (Kim et al. 2019). Bicubic remapping suffers from this same
limitation. As a result, we use first-order conservative remapping as our base method
in the main chapters.
In Figure 3.6, as an example, we report the difference in the temperature-time
series found using a second-order remapping, bilinear, or bicubic remapping versus
the first-order remapping for each historical observational dataset over Australasia,
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one of the seven continental-scale regions defined by PAGES2k. As expected, the
difference between the two conservative mapping techniques is small. The difference
between the bilinear and bicubic techniques and the standard remapping are within
±0.5◦ C, with the largest difference from the HadCRUT dataset.
For other regions the difference between the two conservative mapping
techniques is also small. Only over North America for NOAAGlobalTemp is the
difference noticeably larger at a max difference of ±0.0125◦ C. In addition, the
differences between the bilinear and bicubic techniques and the standard remapping
are within ±0.5◦ C, with the exception of the polar regions. In the polar regions we
see larger differences of ±2◦ C for datasets with poor polar spatiotemporal coverage,
such as HadCRUT in the Arctic region.
In general, the regridding technique has minimal impact on the temperature
time-series, especially compared to other factor impacting data reliability, such as
spatial coverage or infilling technique.
3.4 Spectral Density Estimates Using Base Method
In Chapter 4, we compare variability in several complex climate to two
historical observational datasets, HadCRUT and GISTEMP, in frequency space
using estimates of spectral density found using the multitaper method (see Chapter 4
for methods; Riedel and Sidorenko 1995; Thomson 1982; Walden et al. 1998).
In Figure 3.7, we show the spectral densities for all observational datasets
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Fig. 3.6: Comparison of temperature-time series produced using various regridding
techniques for each in-situ dataset over Australasia.
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specific differences between the spectral densities of the PAGES2k reconstruction
and the historical datasets (see discussion in Bothe et al. 2013a). Additionally,
we see similarities in the spectral densities across the historical datasets, though
there are some datasets with lower spectral densities in certain regions including
Antarctica, Europe, and South America. Below, we discuss some of the interesting
regional features.
Taking Antarctica as an example, we see that BEST has a smaller spectral
density by a factor of 100 (note the log scale) at long time scales compared to
HadCRUT and GISTEMP. The difference is likely a result of the BEST dataset
providing surface temperature anomalies over the land surface for a limited area
of the Antarctic region compared to other infilled datasets, such as GISTEMP. We
also note that NOAAGlobalTemp does not provide surface temperature results over
Antarctica. In addition, PAGES2k has a lower spectral density across all time scales
compared to HadCRUT and GISTEMP.
By contrast the datasets have a strong coherence in North America where
temperature trends have been well documented, especially in the satellite era.
Some studies indicate, however, that land datasets may underestimate warming
in northern areas (Wang et al. 2017; Way et al. 2017), though we do not see this
here with BEST. We also note that PAGES2k is highly smoothed in this region
because, unlike the other datasets, paleoclimate reconstructions over North America
are limited. We use the pollen record reconstruction provided from PAGES2k at a
30-year resolution as mentioned above.
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Fig. 3.7: Spectral density estimates of observational data over the PAGES2k regions.
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Tab. 3.3: Region definitions for sensitivity analysis (Smith et al. 2015).
3.4.1 Region size sensitivity tests
We next perform a test to examine how the size of the regions impacts the
spectral density results for two select regions, Asia and North America. Details on
the region bounds used in our main analysis are available in Table 3.2. We expand
upon these regions to test if doubling the regional area, or shifting a region to include
more ocean area consistently impacts the variability of the observations across time
scales. Table 3.3 describes the region definitions for this sensitivity analysis.
We examine the variability for two main historical datasets, HadCRUT and
GISTEMP, for each region in Table 3 at each spectral bin of interest also used
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in our main analyses (see Figure 3.9). Overall, the impact of the shifting regions
is smaller than the differences in the variability differences across the regions (see
Table 7.2 in Appendix 7). A separate study from Smith et al. (2015) similarly found
that region selection had a limited impact on their results, though the authors were
studying temperature trends in the time domain. In addition, we note that we did
not explicitly examine the impacts of shifting regions on PAGES2k data, though
such domain changes can have differences due to the mix of proxies used in the
regions as some types respond differently to temperature changes, in addition to the
spatial and temporal sampling differences. Thus, even though we see some shift in
the spectral density over the different land-ocean partitions and region sizes, more
fundamental regional differences can account for larger portion of the differences
between the regions.
3.5 Conclusions
Here, we summarize the choice to use the HadCRUT and GISTEMP data,
while excluding others in subsequent analyses. We note that the HadCRUT dataset
separates land and ocean data sets, with less analysis and smoothing/interpolation
than comparable data sets for land and ocean domains. HadCRUT also has less
spatial coverage, resulting in more gaps as compared with in-filled datasets like
GISTEMP. GISTEMP has limited coverage of polar regions. Other datasets are
also explored, but because some datasets have lower spectral density over longer
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Fig. 3.8: Average spectral density for GISTEMP and HadCRUT over Asia (top) and North
America (bottom) with changing region sizes.
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do not include all datasets in subsequent analyses.
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Chapter 4: Characterization of Unforced Model Variability in
CMIP5 (in prep for submission to Journal of Geophysical
Research - Atmospheres)
4.1 Introduction
Contributions from both unforced variability (e.g., ocean-atmosphere
interactions) and external forcing (e.g., anthropogenic greenhouse gas emissions,
volcanic activity, changes in solar intensity) drive changes in Earth’s global mean
surface temperature (GMST; Hawkins and Sutton 2009). Understanding the relative
contributions from these different components has been of great interest to the
scientific community and society, more generally.
In the context of climate change, it is important to decipher the forcing
contributions from anthropogenic sources, and those from “natural” sources.
Detection and attribution studies, for example, often investigate important time
periods (e.g., Anthropocene) and regions (e.g., Northern Hemisphere, Arctic) in an
effort to identify the magnitude of human influence on the climate (e.g., Santer et al.
2013 and citations there-in). Yet other studies consider the time at which climate
change ’signal’ emerges from the ’noise’ of natural variability, termed the time of
emergence, for a number of key variables (see Giorgi and Bi 2009; Hawkins and
Sutton 2012; Sui et al. 2014). We adopt the convention common in such literature
and refer to external forcings as the signal and unforced variability as noise (Brown
et al. 2015).
Many studies have also sought to disentangle the internal climate mechanisms
that also influence GMST trends (e.g., Cai et al. 2015; Canty et al. 2013; Easterling
and Wehner 2009; England et al. 2014; Hope et al. 2017; Kosaka et al. 2013; Meehl
et al. 2007; Perry et al. 2017; Stocker et al. 2013). Internal mechanisms can vary on
seasonal to multi-decadal to centennial timescales, for example oscillations with large
extents such as the El Niño–Southern Oscillation, Atlantic Meridional Overturning
Circulation, Asian Monsoon, or North Atlantic Oscillation, etc.
Often, climate models are used in these analyses to assess our ability to predict
future climate change, for example. However, a single run from a complex climate
model, a tool commonly used to understand changes in the climate system (e.g.,
temperature trends, teleconnection patterns), contains both the forced signal and
unforced noise, however. Isolating the components can be accomplished by averaging
over several independent realizations (i.e. different initial conditions) of the forced
and unforced model runs. Several studies (e.g., Bothe et al. 2013a,b; Coats et al.
2015a,b; Covey et al. 2003; Furrer et al. 2007a,b; Giorgi and Mearns 2002; Goosse
2015; Hargreaves et al. 2013; Knutti et al. 2008; Meehl et al. 1997; Neukom et al.
2014; Santer et al. 2011, 2007; Tebaldi and Knutti 2007) employed this method and
used multi-model ensembles to determine the statistical significance of the signal
versus the noise.
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There are limited studies, however, that have explicitly characterized the
model-specific unforced variability. One recent study by Libardoni et al. (2019)
found that estimating internal variability from a single model at the global scale
produces distributions of important climate indicators (i.e., climate sensitivity) that
“do not fully represent the uncertainty in the climate system.” However, this analysis
does not utilize spectral density to characterize the unforced variability over all time
scales.
Spectral analysis in frequency space, which can provide information on climate
response or natural and forced perturbations over all time scales, is frequently
used in climate science studies to understand modes of unforced variability, such
as ENSO (Feldstein 2000), or in analyzing the coherence of paleoclimate data with
observational data (Ahmed et al. 2013; Franke et al. 2013; Fyfe et al. 2013).
Fyfe et al. (2013) estimates spectral densities of paleoclimate data over
the Arctic in comparison to HadCRUT and climate model data to qualitatively
assess the similarities between the reconstructions and simulations (Fyfe et al.
2013). Goosse et al. (2015) goes further and utilized correlations, which can be
a problematic technique (Hu et al. 2017), to determine the coherence of historical
datasets with the PAGES2k reconstruction (Goosse 2015). Here, we go further and
compare the historical data, reconstruction, and model data across all timescales
using a robust assessment of model variability to inform the time scales we can
consider to be reliable.
In general, observational and reconstructed temperature datasets are often
used to test the fidelity of model results to past and current climate conditions (e.g.,
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Haustein et al. 2019). Comparing observations and simulations is difficult because
these represent two different representations of the behavior of the actual climate
system, creating more uncertainties (Bothe et al. 2013a). Observational datasets
provide insights into perturbations of our climate over the last century, with higher
resolution particularly available after the satellite era (> 1970s), though none of
the datasets used in this dissertation rely on satellite data. Many satellite- and in-
situ-based temperature datasets, however, are limited by their temporal and spatial
coverage, especially during times of war or in areas of interest, but with low human
population (e.g., Arctic).
Paleoclimate reconstructions overcome some of these limitations (and add a
few others) by providing millennial scale temperature time-series. For example,
comparing observations and simulations is difficult because these represent two
different representations of the behavior of the actual climate system, creating more
uncertainties (Bothe et al. 2013a). Additionally, some techniques to compare these
disparate datasets must be used with caution (Hu et al. 2017).
The long time series, however, allows for comparisons of models with past
climatic variations. For example, reconstructions and simulations can also be used
together to evaluate estimates of climate sensitivity to external radiative forcing
(e.g. Braconnot et al. 2012; Hegerl et al. 2006; Rohling et al. 2012).
In this study, we draw from the PAGES2k Consortium as our source of the
paleoclimate data in addition to uses the continentia-scale regions it defines. Looking
at the PAGES2k data, studies have postulated that the regional differences in the
evolution of temperature at multi-decadal to centennial time scales could result from
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major modes of natural atmospheric variability (Ahmed et al. 2013; Fernández-
Donado et al. 2013; Goosse et al. 2012). In addition, it has been noted that
the simulated magnitude of regional changes is often not as large as the observed
magnitude (Braconnot et al. 2012). This may be because models underestimate
internal variability or do not have the correct magnitude of repones to external
forcing, or it could be caused by the absence of or incorrect representation of key
feedback mechanisms (Braconnot et al. 2012; Valdes 2011). These past studies
provide an important backdrop to our work, providing support for some regional-
specific conclusions.
In our work, we utilize the full suite of climate data including models,
observations, and reconstructions to characterize variability in the models.
Understanding unforced variability is crucial to extracting the forced component
in these disparate datasets (Bothe et al. 2013a). Though many studies draw
conclusions using estimate of, or assumptions about, unforced variability, a robust
characterization of unforced model variability has not been attempted in the
literature. We fill this gap by determining how realistic unforced model variability in
complex models is compared to observations for regions and time periods important
to human systems.
4.2 Data and Methods
We use model output from several complex model experiments from the
CMIP5, a commonly cited dataset: PiControl (pre-industrial control, run for
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hundreds of years), past1000 (paleoclimate run from 850 to 1850), and historical
(historical simulation run for hundreds of years from ∼1850 to 2012) (Taylor et al.
2012). Our analysis focusses on those models with sufficiently-long PiControl series
and past1000 simulations available: CCSM4, CSIRO-Mk3L-1-2, HadCM3, IPSL-
CM5A-LR, MPI-ESM, MIROC-ESM, MRI-CGCM3 (see Table 4.1).
Raw output from the selected models was obtained from the CMIP5 data
archive http : //cmip − pcmdi.llnl.gov/cmip5/dataportal.html ) and the World
Data Center for Climate site http : //cera − www.dkrz.de/WDCC/ui/Index.jsp.
Monthly temperature data are aggregated to the global annual mean level using
code developed using CDOs (see CDO 2018: Climate Data Operators. Available
at http : //www.mpimet.mpg.de/cdo). The long-term drift is removed from the
CMIP5 model data by subtracting the linear trend from the corresponding pre-
industrial control run (Gupta et al. 2013) prior to conducting subsequent analyses.
Additionally, we use two well-known observational datasets that provide
surface temperature anomalies for the recent historical period: HadCRUTv4.6 and
GISTEMP to understand the unforced variability in the CMIP5 models (Sutton
et al. 2007; see Chapter 3). Each dataset has advantages and disadvantages.
The HadCRUT dataset separates land and ocean data sets, with less analysis and
smoothing/interpolation than comparable data sets for land and ocean domains.
HadCRUT has less spatial coverage, resulting in more gaps as compared with in-
filled datasets like GISTEMP. GISTEMP has limited coverage of polar regions.
Other datasets are also explored in Chapter 3, but we find significant problems with
some of the datasets in the context of the spectral analysis we conduct here.
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Tab. 4.1: CMIP5 data and experiment description for the models used in Chapter 4. The
table includes the centre that produced the model, the model’s names, and
the length of the data available for the PiControl, Historical, and past1000
experiments. More information on the model specifications is available in
Table 7.1 Appendix 7.
Robust statistical analysis of climate trends requires a long time series of data.
Despite techniques to fill observational records, the temporally limited records pose
a challenge in understanding the forces driving variability. To account for this
limitation, several efforts have been made to expand the historical data available
via paleoclimate reconstructions. Here, we use PAGES2k (Ahmed et al. 2013), a
multi-centennial reconstruction from seven continents, to add statistical robustness
to our analysis otherwise limited by datasets with less temporal coverage. Short-
term climate dynamics, however, are not easily resolved from the PAGES2k dataset.
It had been suggested, for example, that these data might be most reliable for trends
longer than 40 years (Smith et al. 2015).
We select analysis regions matching PAGES2k: South America, North
America, Europe, Arctic, Antarctica, Australasia, and Asia (see Table 3.2). Model
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and observational data were processed to correspond to the temporal and area-
weighted spatial averaging of the PAGES2k temperature reconstructions (Ahmed
et al. 2013) for each continental-scale region. In addition, we matched the CMIP5
data seasonally to the season targets in PAGES2k. See Chapter 3 for more
information on the methods of subsetting data by region and season.
We also conduct our analysis in frequency space using the power spectral
density of the complex model simulations from the past1000, PiControl, and
Historical compared with the relevant observational datasets and the PAGES2k
paleoclimate reconstruction. For example, we compare the PAGES2k dataset with
the past1000 model run, and the HadCRUT and GISTEMP datasets with the
Historical model results.
The spectral densities were generated by using the multitaper method (Riedel
and Sidorenko 1995; Thomson 1982; Walden et al. 1998) in R through the multitaper
package (Rahim et al. 2014), which achieves an optimal tradeoff between leakage
and resolution (Yiou et al. 1996). It uses K modified periodograms with each one
obtained using a different Slepian sequence as the window. Let Sf (f), defined by,









denote the modified periodogram obtained with the k-th Slepian sequence, gk,n.
In the simplest form, the multitaper method simply averages the K modified







The multitaper spectral estimation technique uses the weighted average of
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Fig. 4.1: Schematic of multitaper method (Figure 4b in Prerau et al. 2016; used with
permission by publisher under licence number 4754810545289).
several direct spectral estimates over the entire signal, each computed using a
different member of a family of orthogonal tapers. This is graphically represented
in Figure4.1.
We use a half-bandwidth parameter of 4, which favors statistical significance
over resolution, and is therefore the most conservative setting. When estimating
the spectral density, the mean is removed from model data and observations at
either the annual or seasonal level depending on the temporal scale of the data (see
Table 3.2), with the exception of PAGES2k, to avoid biasing the estimate.
Figure 4.2 provides an example of the resulting spectral densities of the CMIP5
models and observational datasets used in this study over Australasia.
In analyzing the results, we compare the average spectral densities of the
models and observations by differencing the values in select time bins (i.e., 02-05 to
70-100 years; Huybers and Curry 2006; Zhu et al. 2019). We select the time bins
based on the periods we are interested in understanding ranging from short time
scales (02-30 years) to long time periods (50-100 years). The equation describing
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Fig. 4.2: Spectral Density of Models Across all Regions.
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Fig. 4.3: Schematic of Method to Find Normalized Spectral Difference.
this procedure to compare models and observations is as follows:
Snormalized difference(f ′) =
Smodel(f ′)− Sobservation(f ′)
Smulti−model mean(f ′)
(4.3)
where S is the average spectral density for a given frequency band, f ′. We normalize
by the spectral density multi-model mean, produced by averaging the spectral
density of the long model PiControl runs, in order to compare across our results.
Biases associated with nonuniform sampling in frequency space—whereby
more points are located in higher-frequencies than low-frequencies—have been
addressed in the literature (Babu and Stoica 2010; Zhu et al. 2019), and we
sample our data at the same frequencies in addition to using the frequency binning
procedure to address these issues (Huybers and Curry 2006; Zhu et al. 2019).
Rather than simply providing qualitative descriptions of the spectral densities,
we produce box plots for each region that show the normalized average spectral
differences. Figure 4.3 illustrates how we arrive at this graphical representation
of Equation 4.3. To produce normalized average spectral differences (right), we
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first estimate the spectral density over all time periods (left). We then average
each dataset separately over the spectral bins of interest (black outline on left) and
find the difference between relevant datasets (e.g., past1000-PAGES2k, Historical-
GISTEMP, Historical-HadCRUT). The result, the average normalized difference, is
the represented graphically for each period of interest using a color scale to indicate
the magnitude of the difference (right). Positive differences or the red side of the
scale indicate that models have greater variability than the comparison observational
dataset. The opposite is the case for negative average normalized differences or the
blue side of the color scale. The intensity of the color indicates the magnitude of
difference.
4.3 Results and Discussion
Here, we walk through each step of our results, introducing the relevant
graphical presentations of the analysis and discussing their relevance. We step
through our analysis of model control run variability, our comparison of models to
models, and finally the comparison of models to observations. This will be followed
by a region-by-region assessment of the results.
4.3.1 Control Run Variability
We begin by characterizing the PiControl run variability, which is important
for determining over which time scales we can consider our subsequent results
reliable. We carry this out by conducting a bootstrap estimation of the normalized
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average spectral density (◦C2/year) in the PiControl models for a given region and
time span. We sample each PiControl temperature-time series at a given length, L,
before estimating the spectral density. We then follow the same procedure as above
to find the average normalized spectral density for each of these samples.
We conduct this analysis at L=150 years to understand the robustness of
our spectral density estimates of the ∼150-year-long historical observational data,
HadCRUT and GISTEMP, compared to the models. We report the halfwidth of
the normalized spectral density when describing the robustness of the control run.
We consider the normalized spectral density results we report to be robust if the
difference exceeds the halfwidth of the normalized spectral density found from the
PiControl run.
Figure 4.4 shows the normalized spectral density, and therefore variability, for
each L=150 year sample as a point. We see that the results range from ±1 over
longer time periods (lower frequency) across the suite of models used in this study,
implying that differences between models, or models and historical observations, of
this magnitude could be caused by sampling. We determine that the last two bins
(50-70 and 70-100 period bins) are less reliable and so we do not provide results over
these period bins in the main discussion here.
Although, we note that the results over the aforementioned bins are not always
less reliable for all models. Some models in certain regions have a robust, though
low, spectral power across all frequencies. Taking Australasia as an example we
see that CSIRO-Mk3L-1-2 and IPSL-CM5A-LR have consistently lower variability

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Normalized average PiControl spectral density for SAmerica at L= 150
Fig. 4.4: Bootstrap Estimation of PiControl Internal Variability at L=150 years. Each
model-specific data point represents a PiControl sample of length, L.
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or split, in the variability for this particular region below.
The logic behind this robustness analysis applies to observations and also
reconstructions. Reconstructions represent only one realization of the Earth system,
and therefore, we can only expect models to agree with observations within the
natural variability of the Earth system. Additionally, the actual background
variability is unknown, presenting an irreducible level of uncertainty in this analysis
and the literature, in general.
We also conduct the bootstrap estimation at L=500 years (Figure 4.5),
which is the length of the shortest control run experiment used here, providing
a general estimate for the magnitude beneath which differences between models and
observations are not reliable. The magnitude and halfwidth values for our analyses
are available in Table 7.2 in Appendix 7.
Looking across the models in the robustness analysis, we see that the range in
normalized average spectral densities often do not overlap, leading us to conclude
that the models examined here are distinct in their variability. This could be
exploited in the future for studies of model finger printing (Allen and Stott 2003;
Allen and Tett 1999; Stott et al. 2003).
One of the models we use in this study, MRI-CGCM3, has a PiControl run
500 years in length, and therefore, is not included in Figure 4.5 because we cannot
sample the model at this length. We can instead rely on the L=150 analysis because
MRI-CGCM3’s average spectral density is similar to other models used in this study
that do have longer control runs, such as MPI-ESM-P or MIROC-ESM. Looking at
the results where this model is valid in the L=150 year bootstrap analysis, we find
84
no evidence that 500 years of PiControl data is insufficient to be considered reliable.
However, the L=500 analysis may underestimate the robustness of the results
for most PiControl runs, because we are not sampling the full length of the control
run time series, which is generally longer than 500 years. In the later results, we
look at the deviation from the full control run to assess this rather than limiting our
analysis to just 500 years. We further discuss region-specific characteristics below.
4.3.2 Model Noise and Forced Variability
In comparing models to models, we begin by looking at the normalized
difference between the individual PiControl model runs and the PiControl multi-
model mean. As mentioned above, the multi-model mean is found using those
models with (1) sufficiently-long PiControl series (≥ 500 years) and (2) available
past1000 simulations (top of Figure 4.7). We normalize our results for comparability
across analyses, placing all our results on the same “scale” (see Equation 4.3). As a
result, the normalized average spectral density differences are unitless. In Figure 4.6,
we provide the normalized model-to-model spectral differences found in Figure 4.10
with overlaid values.
From Figure 4.7 (top), we see that noise in the individual models differ from
the multi-model mean across timescales and regions with little consistency. This
analysis allows us to understand the magnitude of noise in each model as we step
through subsequent analyses.
We can also explore how the models respond to perturbations (bottom of


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Normalized average PiControl spectral density for SAmerica at L= 500
Fig. 4.5: Bootstrap estimation of PiControl internal variability at L=500 years. Each
model-specific data point represents a PiControl sample of length, L. The




















































































































































































































































































































































































































































































































































































































































































Normalized (Model − Model) Spectral Difference for SAmerica
Fig. 4.6: Normalized model-to-model control run spectral difference with values. Positive
differences or the red side of the scale indicates models have greater variability
than the multi-model mean (top) or respond more strongly to perturbations
than the multi-model mean (bottom). The opposite is the case for negative
differences or the blue side of the color scale. The intensity of the color indicates

















































































































































































































































































































































































































































































































































































Normalized (Model − Model) Spectral Difference for SAmerica
Fig. 4.7: Normalized model-to-model control run spectral difference. Positive differences
or the red side of the scale indicates models have greater variability than the
multi-model mean (top) or respond more strongly to perturbations than the
multi-model mean (bottom). The opposite is the case for negative differences or
the blue side of the color scale. The intensity of the color indicates the magnitude
of difference. Values are available in Figure 4.6.
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at the normalized average spectral differences of the past1000 experimental forcing
response and unforced variability represented by the control runs. We see that the
models have varied responses across the regions.
In addition to interpreting the results for select bins, we also compare the
responses over long (50-70 year periods) and short (10-30 year periods) time scales.
We find that in the control run, many models have characteristic long and short
variability generally consistently across regions. Combined with the boostrap
analysis, these two analyses need to be used together to get a complete picture
of the response and its robustness. The bootstrap figure shows how the results vary
depending on the sample chosen for the control run, while our other results show
the mean response, not the variability.
4.3.3 Model-to-Observations Comparison
When comparing the models to observations of the recent ∼150 years, we also
determine that the last two longer period bins (50-70 and 70-100 year periods),
which have a variability of ±1, are less reliable and have larger noise. Therefore, we
do not present results for these periods in our main analysis. This is also supported
numerically and we provide the full set of values in Figure 4.9. In Figure 4.9, we
provide the full normalized model-to-observation spectral differences with values. In
the remainder of the chapter, we do not report the differences over all period bins.
In looking at our PAGES2k comparison, we rely on the literature to inform
the time scales at which we find the data reliable. From the PAGES2k Consortium,
itself, we know that this data is highly smoothed, even at annual time scales (Bothe
89



































































Ratio of Normalized (Model − Model) Spectral Difference for Antarctica

































































Ratio of Normalized (Model − Model) Spectral Difference for Arctic





























































Ratio of Normalized (Model − Model) Spectral Difference for Asia




































































Ratio of Normalized (Model − Model) Spectral Difference for Australasia




































































Ratio of Normalized (Model − Model) Spectral Difference for Europe


































































Ratio of Normalized (Model − Model) Spectral Difference for NAmerica



































































Ratio of Normalized (Model − Model) Spectral Difference for SAmerica
































































































































































































































































































































































































































































































































































































































































































































































































































Normalized (Model − Observations) Spectral Difference for SAmerica
Fig. 4.9: Normalized model-to-observation spectral difference with values.
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et al. 2013a. As a result, we also remove short periods (or high frequency) results
from the main PAGES2k comparisons.
4.4 Regional Analysis
Below, we explore the results region-by-region, drawing conclusions about the
differences in internal model variability across the models, as well as comparing
variability in both the models and observations. We provide a thorough exploration
of the results for the first region, Australasia, and highlight primary results for the
remaining regions.
4.4.1 Australasia
Control Run Variability. For Figure 4.5 at L=500 years, we find that the
halfwidth between the 20-30 year period bin up to the 70-100 year period bin is ±1
across the range of models, while the shorter time periods up to 10-20 year period
bins have a range of normalized spectral density of ±0.6. Thus in this region, the
models have higher robustness at shorter time periods. We also see a bifurcation in
the model variability in Figure 4.5, which shows the robustness of internal model
variability over different timescales sampled at L=500 years.
Two models, CSIRO-Mk3L-1-2 and IPSL-CM5A-LR, have lower spectral
density, and therefore variability, at all periods compared to the other models. We
report both the magnitude of the variability (center value) and the robustness of the












































































































































































































































































































































































































































































































































































































































































Normalized (Model − Observations) Spectral Difference for SAmerica
Fig. 4.10: Normalized Model-to-Observation Spectral Difference. Values are available
in Figure 4.9, which shows full results including those excluded in the main
analysis.
93
ranging from 0.45±0.018 over the 02-05 period bin to 0.34±0.13 over the 50-70 year
period bin. Similarly, IPSL-CM5A-LR has an average normalized spectral density
ranging from 0.47±0.03 to 0.33±0.14 over those same period bins. We note that we
provide a better estimate of the spectral density, below, when using the full time
series of each of the control runs, rather than just the 500 year samples.
Looking at Figure 4.7, we see that the magnitude of the difference from the
multi-model mean for these two models is more negative than other models. For
instance, CSIRO-Mk3L-1-2 has a normalized spectral difference of −0.54 over the
02-05 period bin to −0.69 over the 50-70 year period bin. (Recall that the negative
values indicate that the models have smaller variability compared to the multi-model
mean.) Similarly, IPSL-CM5A-LR has a normalized spectral difference ranging from
−0.53 to −0.63 over those same period bins.
Comparing the overall magnitude of the control run deviation (Figure 4.7) and
the robustness of these results (Figure 4.5) to characterize these individual models,
we see that CSIRO-Mk3L-1-2 and IPSL-CM5A-lR are robust with the lowest overall
spectral power in all bins, and larger, less robust deviation from the multi-model
mean.
We also see that some models, HadCM3 and MPI-ESM-P, have higher spectral
density, and therefore variability at all periods compared to the other models.
HadCM3 has an average normalized spectral density range from 1.64±0.092 over the
02-05 period bin to 1.6±0.46 over the 50-70 year period bin. Similarly, MPI-ESM-P
has an average normalized spectral density ranging from 1.0±0.15 to 1.3±0.34 over
those same period bins.
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CCSM4 has a high, but consistent control run difference, and the range of
spectral density over the period bins decreases over longer periods. In addition, we
note that the results appears to change state in the periods with low robustness.
So, for example, in the 20-30 period bin, depending on what 500-year period was
chosen, CCSM4 might have relatively low spectral power, comparable to the two
low variability models, or might have spectral power more comparable to the higher
variability models. It seems CCSM4, therefore, might undergo some sort of regime
shift in terms of variability in this frequency range.
Model Noise and Forced Variability. The bottom panel of Figure 4.7
shows the strength of the model response to perturbations in the past1000
experiment. In this particular region, Australasia, we see stronger responses relative
to the control run across the models at longer time periods (lower frequencies).
In Figure 4.7, MPI-ESM-P has a larger response to the past1000 forcings
over longer periods (averaging 1.1 over the 50-100 year period), compared to the
other models, but it also has lower levels of internal variability compared to the
multi-model mean (0.29 over the same period bin). We also see that MPI-ESM-P
has generally small responses at shorter periods (high frequencies). By contrast,
MIROC has the weakest response to past1000 forcings (−0.77 over the 50-100 year
period), but the highest level of internal variability (0.81 over the same period). In
these two examples, we have one model with low noise and a high response (MPI-
ESM-P), and vice versa for the other (MIROC). This result suggests that for this
region, the response to the past1000 forcing is not correlated with the noise.
Model-to-Observations Comparison. Australasia presents an interesting
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case when comparing the variability of the models and observations, where the
models have higher levels of variability across all time scales. Only two models,
IPSL-CM5A-LR and CSIRO-Mk3L-1-2, are close to the observations as illustrated
by Figure 4.9. In comparison to HadCRUT, IPSL-CM5A-LR has an normalized
spectral difference ranging from 0.28-0.35 for the 10-20 to 02-05 spectral bins,
respectively. (We note that the observational datasets have a high coherence in
this region and so will rely on HadCRUT when explicitly stating results). Over the
same comparison periods, CSIRO-Mk3L-1-2 has an normalized spectral difference
ranging from 0.19-0.41, respectively.
According to our analysis, the spectral density of the past1000 response in
these two models is larger than the halfwidth range from unforced model noise
(Figure 4.5; see discussion above), and so the results can be considered robust from
the standpoint of internal model variability. The similarity in the variability of the
observations and CSIRO-Mk3L-1-2 is of particular interest because this model is
produced by an institute in Australia, and literature on the model indicates that it
simulated oceanic circulation including the strength of the Antarctic Circumpolar
Current, reasonably well compared to observations. CSIRO-Mk3L-1-2 also produces
reasonable representations of the leading modes of internal climate variability
(Phipps et al. 2011).
For other models, the higher level of variability across all time scales suggests
some model processes result in higher spectral differences, and therefore variability,
across all time scales compared to the observations. The higher variability could be
caused by modes of variability in the models that are particularly strong and not
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captured by the observations, or caused by a consistent deficiency in the models.
Our conclusion is particularly robust across both paleoclimate data and the two
instrumental records, and across all time scales, with the exception of IPSL-CM5A-
LR and CSIRO-Mk3L-1-2. IPSL-CM5A-LR and CSIRO-Mk3L-1-2 are also close to
the PAGES2k reconstruction. IPSL-CM5A-LR has a normalized average spectral
difference of 0.49 over the 50-70 year period bin and CSIRO-Mk3L-1-2 as a difference
of 0.38 over the same period. We can only conclude that the variability of these two
models is larger than the reconstruction, which may itself have biased-low variability
due to smoothing.
Regional Conclusions.
1. The internal model variability in this region is bifurcated, such that two models
have lower levels of variability, while two others have higher levels of variability
compared to the multi-model mean.
2. The bifurcation and variability in the model responses suggests one should
use caution when making assumptions about or relying on model noise to be
a good predictor of natural variability.
3. In this region, the model noise and response do not appear to be correlated.




Exploring Control Run Variability. Antarctica presents another
particularly interesting case where the model variability in Figure 4.5 is bifurcated
across all spectral bins. Again we see that CSIRO-Mk3L-1-2 has lower internal
variability compared to the other models with a halfwidth between the 20-30 year
period bin up to the 70-100 year period bin ranging from 0.49±0.11 - 0.46±0.26,
respectively, while the shorter time periods up to 10-20 year period bins have a
range of normalized spectral density of ∼±0.7.
CCSM4 also serves as an “intermediate case” in Antarctica. Initially, the
internal variability is grouped with other models, but over longer period bins, we
see that the variability decreases compared to the other models to 0.56±0.32 at the
70-100 year period bin.
By contrast, IPSL-CM5A-LR in Antarctica has a high level of model noise that
varies greatly over time from 1.1±0.08 for the 02-05 year bin to 2.1±0.70 for the
70-100 period bin. In general, it is unsurprising that models would have high levels
of internal variability over Antarctica because physical processes across a number of
timescales are not well constrained by observations.
Model Noise and Forced Variability. Looking again at the bottom panel
of Figure 4.7, we see that in this region, though model responses to the perturbations
in the past1000 experiment vary for each model over time, the magnitude of the
normalized average spectral density difference is lower than for other regions. For
instance, if we look across all the models for this region on short time scales, we
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have a response range from -0.33 to 0.25, and a range of -0.27 to 0.42 over long time
periods.
However, based on our analysis of the robustness of our internal variability
estimates, we see that at some intermediate time scales (i.e., 05-10 and 10-20 year
periods) the model responses to perturbations in the past1000 experiment are within
the halfwidth range of internal model variability (see discussion above). For instance,
we find that MPI-ESM-P has an average spectral density difference in response
to past1000 forcing of −0.074 and 0.2 over the 02-05 and 05-10 year period bins,
respectively, while the halfwidth for those same period bins are ±0.067 and ±0.093.
Thus, the results cannot be considered robust on these time scales.
However, at other time scales some models have responses robust against
internal variability. The exception is CCSM4, which has stronger responses than
the control run that are robust across most timescales, other than over the 30-50
year period bin. One will recall that this model’s internal variability decreases over
longer time scales. Thus, CCSM4 has a high response, and increasingly lower noise
relative to other models.
This suggests that for Antarctica, as with the previous region, that model
response and noise are not correlated. However, this conclusion is not robust over
all time scales where some models may have high noise and a low response, or other
combinations therein.
Model-to-Observations Comparison. In Antarctica, we see consistently
robust and negative normalized spectral density differences between the model and
the observations across all models and time scales, with a general coherence between
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the two historical observation datasets.
Only HadCM3 has a positive spectral difference, especially over shorter time
scales, indicating that for this region, the model has a stronger response compared
to the observations. However, over the majority of period bins, these results are
within the halfwidth, suggesting that they are within variability due to sampling.
Only over the 02-05 and 05-10 period bins can we consider the results robust because
the difference is not within the halfwidth.
Thus, either the models fail to capture important features in the observational
datasets, or the observations are underrepresenting variability present in the actual
climate system in this region, or a combination of both. Because both models and
observations are known to be problematic in this region, it is not possible with our
analysis to draw conclusions about which explanation is most likely.
The normalized average spectral difference between the past1000 experiment
and PAGES2k shows mixed results. Several models have forced response spectral
differences close to the observations including HadCM3. We also note that the
normalized magnitude of the model and observational spectral densities is less than
the halfwidth, making it difficult to draw a conclusion for these models since the
spectral density signals are not robust, even for HadCM3. Thus, it is important to
exercise caution when using models internal variability in this region.
Regional Conclusions.
1. We note that for Antarctica, the bifurcation and variability in the model
responses suggests one should use caution when making assumptions about
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or relying on model noise to be a good predictor of the natural variability,
particularly at the low end of the spectrum (or high frequencies).
2. Compared to the historical observational datasets, the majority of the models
have robustly negative normalized spectral difference, and therefore variability,
indicating a bias in either the model or observations.
3. Because of the high level of internal model variability, or noise, in this region,
it is not possible to draw an overarching conclusion about the model responses
across all time scales.
4.4.3 Arctic
Exploring Control Run Variability. Looking at our second polar region,
the Arctic, we do not have a clear bifurcation in the ranges of internal variability, as
with Australasia, but there are some interesting features that are worth exploring
here (Figure 4.5).
For example, CCSM4 has a more positive normalized spectral difference, and
therefore, higher internal variability and level of noise, especially in the short time
periods (high frequencies) compared to other models. For instance, CCSM4 has
robust normalized spectral differences of 0.14 over the 02-05 period bin to -0.56 over
the 50-70 year period bin.
And we see that the results for CSIRO-Mk3L-1-12 are similar in strength to
CCSM4, though opposite in magnitude. The average spectral density halfwidth
range from 0.53±0.025 over the 02-05 year period to maximum of 0.56±0.22 over
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the 30-50 year period. Over these same spectral bins, the difference from the multi-
model mean is -0.52 and increases to -0.66, and so can be considered robust.
We also see that just as in Antarctica, the HadCM3 model has one 500 year
time slice with a normalized average spectral density that is outside the range of
other slices in the model. Because of this, depending on the time range selected
in our study, one may report a much higher level of internal variability for this
model. It is important, therefore, to understand the range in internal variability
by conducting such an analysis in order to prevent the selection of a potentially
spurious level of internal variability.
Model Noise and Forced Variability. In the Arctic region, we also
generally see a stronger response to past1000 forcing relative to the control run
across the models at longer time periods (lower frequencies).
CCSM4, for example, has a particularly strong response to the past1000 forcing
compared to the control run over long periods. The average normalized spectral
difference, for instance, is 1.7 over the 70-100 year bin, which is robust for this model.
As in Antarctica, one will recall that this model’s internal variability decreases over
longer time scales. Thus, this model has a high response, and low noise.
Other models in the region, including CSIRO-Mk3L-1-2, HadCM3, IPSL-
CM5A-LR, also have strong responses to the past1000 experiment compared to the
control run and low noise. However, the response of HadCM3 is not robust across all
time scales because the halfwidths are greater than the normalized average spectral
differences.
The three other models, MRI-CGCM3, MPI-ESM-P, and MIROC-ESM have
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higher model noise and mixed results for the response depending on the time scale
examined. For example, looking across these three models over the 70-100 year bin,
we see that noise in MPI-ESM-P is similar to the multi-model mean (0.04), but the
model has a strong response (1.6) that is robust compared to the internal model
variability (±0.49).
Model-to-Observations Comparison. When comparing to observations,
we see that the robustness and variability of the model responses are dependent on
the time period bin being examined. Over the 02-05 period bin, for instance, the
normalized average spectral density differences compared to HadCRUT are initially
robust and low across the majority of the models, and increase over the 05-10 and
10-20 period bins. Relating this to the physical results, we find that the observations
have higher spectral density, and thus higher variability, over the 02-05 time period,
while the models have higher spectral density over the 05-10 and 10-20 period bins.
Over longer period bins where we rely on PAGES2k for a comparison, we can
see that the differences have a somewhat inconsistent trend in normalized spectral
density. For instance, over the 50-70 year period bin, PAGES2k has a lower spectral
density than the majority of models, while over other longer time bins the models
have a similar level of variability compared to the PAGES2k reconstruction.
CCSM4 does not follow the trends discussed above, and has a consistently
high normalized spectral density difference, and thus a higher variability, compared
to all the observational datasets.
We also note that over the Arctic, the responses between the two historical
observation datasets are not coherent, such that for most periods the responses
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across the datasets are different in magnitude and sign.
Regional Conclusions.
1. The limited overlap in the variability in the model ranges of internal variability
suggests one should use caution when making assumptions about or relying
on model noise to be a good predictor of the natural variability.
2. This region has little consistency in the model response to past1000 experiment
across the modes. MRI-CGCM3, MPI-ESM-P, and MIROC-ESM have high
model noise and mixed results for the response to the past1000 experiment
depending on the time scale examined. CSIRO-Mk3L-1-2, HadCM3, IPSL-
CM5A-LR have stronger responses to the past1000 experiment compared to
the control run and low noise.
3. CCMS4 has a higher response to forcing relative to both observations and
other models
4. Because of the high level of internal variability, or noise, in this region, it is not
possible to draw an overarching conclusion about the model responses across
all time scales.
4.4.4 Asia
Exploring Control Run Variability. In Figure 4.5, we see that the
internal variability in the models is increasing in range over longer periods (lower
frequencies). In addition, the internal variability across the models overlap,
especially over longer periods, indicating that the internal variability estimated
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from any one 500 year-long time series in a model would be generally consistent
with one another. Other regions, such as in North and South America, also have
a similar overlap in internal model variability. However, this serves as our first
example explored here where a region generally considered to not be problematic
(in comparison to the polar regions), and does not display some of the bifurcation
in internal variability across the models seen previously.
We do see that HadCM3 as a higher internal model variability compared to
the other models at the 02-05 year period, and MIROC-ESM has a higher internal
model variability at the 20-30 year period. In general, however, the ranges in internal
variability across the models overlaps.
Model Noise and Forced Variability. In Asia, we see that four models
have consistently low noise, CCSM4, CSIRO-Mk3L-1-2, IPSL-CM5-LR, and MRI-
CGCM3. The remaining three have low noise over some periods, such as MPI-ESM-
P and MIROC-ESM in the short periods (02-05 to 10-20) and higher difference from
the multi-model mean.
In response to the forcing in the past1000 run, we see that in Asia all models
have large positive spectral density differences. From Figure 4.7, we see that these
results are also robust because the normalized average spectral density difference
between the past1000 and control runs are greater than the internal variability
halfwidths. Further, across all the regions examined here, the models over Asia
have the consistently strongest response to natural forcing compared to the control
run.
Model-to-Observations Comparison. Over short-time periods (02-05 to
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20-30) the comparison of the model spectral density to the observational spectral
density yields mixed results. The normalized average spectral density differences
for the two historical datasets bear some similarities in magnitude. However,
GISTEMP has lower spectral density compared to the models, while HadCRUT
has greater spectral density compared to the models. Drawing conclusions from
the observational datasets is difficult because of the disagreement between the
normalized average spectral density differences from the observational datasets.
Over longer time periods (greater than 20-30 years), PAGES2k has consistently
larger negative spectral density values in comparison to the models. We already
discussed that the model response is consistently large and positive in response to
the past1000 experiment over all time periods compared to the control run. The
higher variability could be caused by modes of variability in the models that are
particularly strong and not captured by the paleoclimate reconstruction, or caused
by a consistent deficiency in the models over this region and time periods.
Regional Conclusions.
1. Asia has a generally consistent level of internal model variability, thus model
noise may be a good predictor of natural variability.
2. The models respond consistently strong, or with larger positive spectral
density, to the past1000 experiment over all time periods compared to the
control run.
3. It is difficult to draw conclusions about the recent historical period since the
sign of the normalized average spectral difference compared to the historical
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observational data do not agree.
4.4.5 Europe
Exploring Control Run Variability. We again report both the range
in control run variability of the results (halfwidth). In particular, MIROC-ESM
and IPSL-CM5A-LR have lower spectral densities, and therefore, lower internal
variability than other models. MIROC-ESM has a spectral density halfwidth of
±0.03 over the 02-05 period bin, ±0.15 over the 05-10 period bin, and ±0.33 over
the 10-20 period bin. IPSL-CM5A-LR has a spectral density halfwidth of ±0.35
over the 02-05 period bin, ±0.74 over the 05-10 period bin, and ±0.86 over the
10-20 period bin.
By comparison, CCSM4 has higher spectral density halfwidth over the same
period: ±0.19, ±0.15, and ±0.19, respectively. Thus, similar to the results of
both Australasia and Antarctica, in Europe we also see a slight bifurcation in the
model internal variability, however this is largely evident at short time periods (high
frequencies).
Model Noise and Forced Variability. In Europe, two models have higher
spectral density, and therefore, higher internal variability compared to the multi-
model mean: CCSM4 and MPI-ESM-P. CCSM4 has a difference ranging from 0.47
over the 02-05 period to 0.23 over the 50-70 period bin. MPI-ESM-P has a range of
difference from 0.31 to 0.48 over the same period bins, respectively.
We also see that CCSM4 has the strongest response to the past1000
experiment, which we also note are robust across all time scales. This model has a
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strong response and a high level of noise.
The majority of other models show strong responses to the past1000
experiment and low levels of noise, including MIROC-ESM, IPSL-CM5-LR, and
CSIRO-Mk3L-1-2.
As for other regions, we also note that over Europe, we can conclude that the
model noise and response are not correlated.
Model-to-Observations Comparison. Over short time scales (02-05 to 10-
20 period bins) we see that some models have similar or higher spectral densities
compared to the observations. These differences are also coherent across both
observational datasets. Over longer time periods the models have lower spectral
densities than PAGES2k.
Regional Conclusions.
1. Over Europe, we find that the model noise and response are not correlated.
2. We do not find a trend in the model response to the past1000 experiment and
conclude that the response is model specific.
3. Over longer time periods the models have lower spectral densities than
PAGES2k.
4.4.6 North America
Exploring Control Run Variability. In Figure 4.5, we see that the
internal variability in the models is increasing in range over longer periods (lower
frequencies). As with Asia, the internal variability across the models overlaps,
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however this is more prominent over shorter periods, indicating that the internal
variability estimated from any one 500 year-long time series in a model would not
be dramatically different from one another. We do see that CCSM4 as a higher
internal model variability compared to the other models over long time periods,
while HadCM3 lower internal variability over these periods. In general, however,
the ranges in internal variability across the models overlaps.
Model Noise and Forced Variability. For this particular region, we do
not see a consistent level of noise in the models across time scales. Instead, MIROC-
ESM and CCSM4 have a higher noise compared to the multi-model mean compared
to other models in the region, while MRI-CGCM3, IPSL-CM5A-LR, HadCM3, and
CSIRO-Mk3L-1-2 have lower noise than the multi-model mean.
In this region as with Australasia, we have we have one model with low noise
and a high response (CSIRO-Mk3L-1-2), and vice versa for the other (MIROC-
ESM). Again we see that the response to the past1000 experiment is not correlated
with the noise. It also worth recalling that for this region, the PAGES2k data is at
a coarse temporal resolution and may not be capturing the spectral power seen in
the historical datasets (see Chapter 3).
Model-to-Observations Comparison. Similar to Australasia, when
comparing the variability of the models and observations, we see that the models
have higher levels of variability across all time scales. We also note that the results
are robust over all timescales. Further, this suggests that there is a model process
that results in higher spectral differences, and therefore variability, across all time
scales compared to the observations. We restate that this could be caused by modes
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of variability in the models that is particularly strong and not captured by the
observations, or caused by a consistent deficiency in the models. This conclusion is
particularly robust across both paleoclimate data and the two instrumental records,
and across all time scales.
Regional Conclusions.
1. As with Asia, the internal variability across the models overlaps, however this
is more prominent over shorter periods.
2. This indicates that the internal variability estimated from any one 500 year-
long time series in a model would not be consistent with another.
3. In this region, the model noise and response do not appear to be correlated.
4. All models have larger variability compared to observations across all time
scales. However, the larger variability in the models could be caused by
deficiencies sin the paleoclimate data due to the course data in North America
(30 year for pollen data).
4.4.7 South America
Exploring Control Run Variability. In Figure 4.5, over South America
we see that CCSM4 has consistently low internal variability across all time scales
compared to the other models in this region. Over the 02-05 period, CCSM4 has
a halfwidth of ±0.034 which increases to ±0.37 at the 70-100 period bin. By
comparison, MIROC-ESM has a large range of variability of ±0.45 over the 70-100
period.
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Model Noise and Forced Variability. In South America, two models
have lower spectral density compared to the multi-model mean: CCSM4 and MRI-
CGCM3. CCSM4 has a range of difference from −0.33 over the 02-05 year period
to −0.4 over the 50-70 year period bin. MRI-CGCM3 has a range of difference from
−0.2 to −0.57 over the same period bins, respectively.
We also see that CCSM4 responses more strongly to the past1000 experiment,
which we also note is robust across all time scales. This model has a strong response
and a low level of noise. The majority of other models show mixed levels of noise.
HadCM3, MPI-ESM-P, and CSIRO-Mk3L-1-2, also have strong responses to the
past1000 experiment. Thus, as for other regions, we can conclude that the model
noise and response are not correlated.
Model-to-Observations Comparison. The model comparison to the
observations for South America yields mixed results. Over the 10-20 period bins, the
models have a similar spectral density to the observations with coherence between
the two historical observational datasets. The other time periods are not consistent
between the models in this region and the two historical observational datasets.
In addition, the model response to the past1000 experiment is also not
consistent across time periods with the historical observational data. Bothe et
al. (2013a) described this difference in the PAGES2k data, finding that the




1. We also see that CCSM4 has a strong response to the past1000 experiment,
which we also note are robust across all time scales. This model has a strong
response and a high level of noise.
2. The majority of other models show mixed levels of noise. HadCM3, MPI-
ESM-P, and CSIRO-Mk3L-1-2, also have strong responses to the past1000
experiment.
3. We can conclude that the model noise and response are not correlated.
4.5 Conclusions
Our study has focused on determining how realistic unforced model variability
in complex models is compared to observations for regions and time periods
important to human systems. It began by processing the climate and model data
at continental scales consistent with PAGES2k over all time scales using estimates
of the spectral density. This is the first study to systematically characterize the
variability of models and observations over all time scales. From this we find several
overarching conclusions about the observation and climate model variability.
First, for several continental-scale regions including Australasia, Antarctica,
and the Arctic, the internal model variability is bifurcated. The bifurcation and
variability across the model responses suggests one should use caution when making
assumptions about or relying on model noise to be a good predictor of natural
variability. From our analysis, we also note that even 500 year control runs can be
insufficient to fully characterize variability in some models.
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Second, we find that the model noise and response do not appear to be
correlated. Throughout we have made note of models with low noise and a high
response, and vice versa. This suggests that the response to the past1000 forcing is
not correlated with the noise.
Third, several models have large positive or negative levels of variability across
regions and time scales compared to the multi-model mean. For instance, CCSM4
has large positive spectral differences in the Arctic and Europe compared to the
multi-model mean, while in Antarctica and Asia it has high negative spectral
differences compared to the multi-model mean. Thus, model analyses should be
conducted on a scale at which the noise can be characterized. In our study, we
demonstrated that model noise is often inconsistent across regions.
Fourth, models have consistently larger variability compared to observations
across all time scales for Australasia, and suggests some model processes result in
higher spectral differences, and therefore variability, across all time scales compared
to the observations. This could be caused by modes of variability in the models
that are particularly strong and not captured by the observations, or caused by a
consistent deficiency in the models.
In some instances, we also find a lack of coherence in the observational data,
which more strongly suggests that for that particular region, the observational data
are not capturing an important process.
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Chapter 5: Climate Response Over Time (in prep for submission to
Journal of Climate)
5.1 Motivation
Responses of the climate system to anthropogenic emissions vary on different
time scales depending on the species emitted (Hansen et al. 1997; Manabe and
Strickler 1964). Carbon dioxide (CO2) emissions primarily drive anthropogenic
climate change, however emissions of various other radiative forcing agents, such
as short-lived climate forcers (SLCFs), contribute significantly to Earth’s altered
radiative budget (Shine 2000; Shine and de F Forster 1999). Much of the literature
focuses on long-term climate responses emphasizing analysis with equilibrium
climate sensitivity (ECS) or transient climate response (TCR; Forster and Taylor
2006; Senior and Mitchell 2000; Wigley et al. 2005). There is a more limited set of
literature exploring short-term climate change responses occurring in a 20-30 year
time horizon (Hasselmann et al. 2003; Pierrehumbert 2014; Shindell 2014; Smith
and Mizrahi 2013). To address this gap, we investigate climate dynamics on decadal
time scales with the ultimate goal of understanding the implications of near-term
emission reductions on climate.
5.2 Background
Understanding spatial distributions of climate responses are important for
addressing near-term climate change. In addition, the impacts of climate change
will be (and are) felt most acutely at the regional level (Hawkins and Sutton
2012). Further, the rate of the temperature increase over multi-decadal time
scales has important implications for century-long climate strategies because of the
considerable inertia in the climate system. For example, despite the continued
increase in anthropogenic GHG emissions, the expected temperature increase is not
fully realized because the oceans have a large heat capacity-absorbing more than
97% of the accumulated energy in the climate system from 1971 to 2010 (Abraham
et al. 2013).
By contrast, the land surface covers 29% of the Earth’s surface, largely in the
Northern Hemisphere (NH), and has a much lower heat capacity. The resulting
differential heating of the Earth’s surface has implications for seasonal climatology
and hemispheric warming differences (Cubasch et al. 2001; Joshi et al. 2008; Lambert
and Chiang 2007; Manabe et al. 1991; Meehl et al. 2007; Sutton et al. 2007).
Anthropogenic emissions are also mainly generated over the land surface, adding to
the importance of understanding hemispheric-scale contributions to climate change.
Though global emphasis has been placed on long-term emission mitigation
strategies via CO2 emission reductions, SLCFs generated over the land surface,
including aerosols, play a significant role in modifying climate (Fuzzi et al. 2015;
Ødemark et al. 2012; Schmale 2016; Shindell et al. 2012). Atmospheric circulations
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allow longer-lived constituents to have relatively uniform concentrations throughout
the atmosphere; SLCFs are more quickly removed via chemical and physical
reactions. The SLCFs discussed in this dissertation, BC and CH4, have atmospheric
lifetimes of 4-12 days and at steady-state, 12 years, respectively (Bond et al. 2013;
Lelieveld et al. 1993). In an effort to reduce the unprecedented rate of temperature
increase in recent history, there is growing interest in near-term climate mitigation
strategies specifically targeting SLCFs (Rogelj et al. 2014; Smith and Mizrahi 2013).
5.3 Methods
Understanding the temporal and spatial variations of SLCFs influences
by perturbing CMIP5 models requires large computing resources and generates
noisy output so few CMIP5 model results specifically investigate aerosol impacts.
Therefore, in this study, we employ a quantitative approach to determine the range
of responses in a stylized CMIP5 experiment.
We investigate the climate responses from two CMIP5 experiments: piControl
(pre-industrial control, run for hundreds of years) and 1pctCO2 (1% annual increase
in [CO2]; Taylor et al. 2012). Climate model output from 18 models was obtained
from the CMIP5 data archive. The long-term drift is removed from the perturbed
CMIP5 model data by subtracting the linear trend from the pre-industrial control
run (Gupta et al. 2013).
Initially, we are investigating the range of responses from stylized CMIP5
experiments (e.g. 1% yr−1 CO2 increase), which can elucidate changes in climate
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responses on certain time scales. The stylized CMIP5 experiments allow the
opportunity to better quantify model noise in our sub-global analysis.
The range of responses within CMIP5 GHG-only or full-forcing runs can be
defined using two climate variables, the rate of temperature response over time (RTt)
and land-ocean warming ratios (φ). RTt is the linear fit of drift adjusted temperature
series, Tadj. The drift adjusted temperature series is given by the following equation:
Tadj = Ts(t)− (δTn(t)× t) (5.1)
where Ts(t) is the temperature at time t from the 1pctCO2 experiment, δTn is
the linear slope of the full temperature series from the corresponding piControl
experiment, and t is time. RTt is useful for understanding the climate response on
shorter time scales than other climate variables such as TCR, as CO2 concentrations
double in 70 years (Millar et al. 2015; see Table 9.5 from Flato et al. 2014). Using
RTt we can investigate the climate response on a decadal time scale (20-30 years),
capturing both the near-term climate response and the changing response over time.
Consistently processing data to sub-global spatial scales allows comparisons of
the temperature responses in four major boxes to understand the spatial differences
within the models. The four hemispheric boxes are: NH, SH, land, and ocean.
Because aerosols, a type of SLCF, are predominately influential over land, with the
majority located in the Northern Hemisphere, comparing land and ocean responses
of hemispheric responses can imform the range of responses within the CMIP5
models. Thus, RTt can be used in combination with a well-known climate change
117
variable, land-sea surface warming ratio (φ), a property which describes the rate the
land surface warms, compared to the ocean, under climate change conditions. φ is





Because of the larger land surface in the NH, this hemisphere exhibits stronger φ
supported by both models and observations of the 20th century (Joshi et al. 2013;
Lambert and Chiang 2007; Sutton et al. 2007).
Therefore, while RTt provides understanding of the temporal response changes
over time in our analysis, φ is a significant geographical variable for determining the
pattern of climate response (Geoffroy et al. 2015; Joshi et al. 2013). By explicitly
examining the spatial and temporal evolution of our two climate variables, we can
explore the range of responses in coupled models to inform our understanding of
short term climate responses and ultimately, SLCFs.
5.4 Preliminary Results
Here we report our preliminary results from analyzing the spread of climate
responses from the CMIP5 1pctCO2 experiment. The literature suggests that when
spatially varying climate forcers, such as SLCFs, constitute a large fraction of the
climate response, φ might change over time (Joshi et al. 2013; hereafter Joshi et
al.). Figure 5.1 shows our results for φ over time (in years) for 18 CMIP5 models.
The spread in φ varies over the time series, with significant model spread early in
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the time series. Numerically, when φ has a large spread early in the time series, the
variability comes from changes in ocean temperature, the denominator of the ratio
(see Equation 5.2).
The spread narrows over the time series and converges to an average value of
φ = 1.55. Joshi et al. conducted a similar analysis of the 1pctCO2 runs with 16
models and found the models converge to φ = 1.6. Our φ value range, 1.32-1.65,
is within the range found from observations (Drost et al. 2012), though it differs
from the range found by Joshi et al., 1.4-1.9. The differences can be accounted
for in model choices and methodology that may increase the spread in the Joshi
et al. range. While Joshi et al. (2008) defined φ as the ratio of the difference in
area-weighted GMST, our method followed Equation 5.2.
Similar RTt ratio comparisons can be made using the NH and SH. Figure 5.2
shows the ratio of the NH RTt to the SH RTt in same 18 CMIP5 models presented
in Figure 5.1. Compared to the φ results, there is more model spread in the NH/SH
comparison and a less delineated convergence point. The results show a large range
of 1.15-1.81, though the majority of models still center above or below a value of
1.5. Because the range of responses are greater than 1, the NH response has more
variability, especially early in the time series.
Each of the hemispheric ratios presented in Figure 5.1 and Figure 5.2 are
summarized in Figure 5.3 and Figure 5.4. Figure 5.3 shows the hemispheric warming
ratio (NH/SH, land/ocean) plotted with increasing transient climate response (TCR;
left to right) values from each CMIP5 model investigated in our 1pctCO2 analysis.
The model responses varied, with four models showing a greater NH/SH hemispheric
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Fig. 5.1: Ratio of land to ocean warming produced from CMIP5 1pctCO2 RTt series.
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Fig. 5.2: Ratio of NH to SH warming produced from CMIP5 1pctCO2 RTt series.
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Fig. 5.3: CMIP5 model comparison of the regional (NH/SH, land/ocean) RTt ratios in
order of increasing transient climate response values (TCR in ◦C).
ratio than a land/ocean ratio.
Figure 5.4 shows a box and whisker plot of the hemispheric response ratios.
The CMIP5 model responses show a much larger range in NH/SH ratio as compared
to the land/ocean ratio. We can compare our NH/SH ratio results to a similar study
conducted by Shindell et al. (2014). In our analysis, we calculated the RTt from two
hemispheric levels, NH/SH and the land/ocean. Unlike Shindell et al. (2014), we
did not specifically investigate the extratropics, however, the ranges of the results
are similar.
Other spatial areas of interest include the Arctic and Antarctic; where signal to
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Fig. 5.4: Mean and range of the hemispheric (NH/SH, land/ocean) RTt ratios. The outer
edge of the box represents the 25th and 75th quartile, the thick black line is the
median value, the range is represented by the whiskers of the plot.
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Fig. 5.5: Ratio of Arctic hemispheric-level warming produced from CMIP5 1pctCO2 RTt
series.
noise ratios will present challenges when interpreting values of RTt and φ. However,
given the well-documented climate impacts from SLCFs investigating responses in
the polar region can provide interesting results and insights into climate responses
from near-term climate change (Bond et al. 2013; Flanner 2013; Schmale 2016).
Figure 5.5 shows the Arctic/Global RTt ratio (top) and the Arctic/NH RTt ratio
(bottom) with a very large spread throughout the time series.
We see that the signal to noise ratio is larger in Figure 5.6, which shows
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Fig. 5.6: Ratio of Antarctic hemispheric-level warming produced from CMIP5 1pctCO2
RTt series.
the Antarctic/Global RTt ratio (top) and the Antarctic/SH RTt ratio (bottom)
compared to Figure 5.5. The models have very little agreement in response, with
one model having a negative RTt. However, the magnitude of the response for the
Antarctic/Global is similar to the magnitude of the Antarctic/SH response.
The large amount of noise in Figure 5.5 and Figure 5.6 illustrate the need for
a robust analysis of the 1pctCO2 RTt series. To understand when the 1pctCO2
time series becomes a true signal, we conducted a signal to noise analysis using
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the corresponding piControl experiments. We identified the climate change signal
to be the hemispheric-level 1pctCO2 time series and the variability to derive from
100-year random time sequences of the piControl experiment.
Figure 5.8 shows the time of emergence (ToE) values plotted for each
model. The shaded portion representing the 5-95% range of the noise (piControl
experiment), while the black line shows the global 1pctCO2 series (signal). We
defined the ToE as the first year in which the signal permanently exceeds the 5-
95% range of the noise threshold (Hawkins and Sutton 2012). The red dashed line
represents the ToE for the global 1pctCO2 series. The majority of the model signals
emerge from the noise before 20 years, the decadal period of interest in this work,
suggesting that we can be confident in our signal when comparing near-term climate
responses at 20 years to longer-term responses at 70 years.
However, our analysis does not allow us to understand if the temperature
response exceeds the internal model variability. What the analysis in Chapter 4 has
shown, the noise envelope analysis here might not be robust for models with shorter
control runs (and the model control runs are likely not long enough for many of
these models). Identifying where this is the case is the last step that will be needed
for this analysis.
To understand the factors driving the emergence of the forced signal, we
compared: (1) the half-width of the noise spectrum, (2) the hemispheric ratios, and
(3) the short-term and longer-term response, to the RTt(70) x 70. This response
value was found by multiplying the value the RTt(70) by time (t) = 70, the time
at [CO2] doubling. We calculated this response value because it is comparable to
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Fig. 5.7: Signal to noise analysis, with the red dashed line showing the ToE for each model.
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Fig. 5.8: Time of Emergence (in years) values plotted for the global-level RTt series from
each of the CMIP5 model used in this study.
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Fig. 5.9: IPCC Transient Climate Response values compared to the RTt(70) multiplied
by t = 70 for each CMIP5 model. The one-to-one line is in black.
the reported TCR values in Table 9.5 of the Intergovernmental Panel on Climate
Change’s Fifth Assessment Report (IPCC AR5; Stocker et al. 2013). Figure 5.9
illustrates that our calculated values are close to the reported TCR values. The
majority of the models fall close to the one-to-one line (black). The differences in
the values can be accounted for because we are using a linear fit to obtain the RTt
values, rather than the 20 year mean centered on the year of [CO2] doubling, as
defined by the IPCC.
The analysis (Appendix 7 B: Correlation Analysis) showed no correlation of
RTt(70) to the ToE, suggesting it is still unclear the factors driving the signal
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Fig. 5.10: Global ratio of near-term, RTt(20), to longer-term, RTt(70), response for each
CMIP5 model.
emergence (see Appendix 7 B: Correlation Analysis).
From this work, we can begin to classify the 18 CMIP5 models used in this
study according to their response. We compared the ratio of the 5-year average
of RTt(20)/RTt(70), given by RTt(20)/RTt(70) for each model to the hemispheric
levels. Figure 5.10 shows the ratio of the near-term response, RTt at t = 20, to
the longer-term response, RTt at t = 70. The results show a group of 9 models
within 20% of RTt(20)/RTt(70) = 1. The remaining 9 models have a distinctly
lower response at 20 years versus 70 years.
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5.5 Conclusions and Work Plans
Here we have used CMIP5 model results from a CO2 forced experiment to
investigate the range of spatial and temporal climate responses within the models.
Figure 5.10 shows a factor of two range in the temporal response of the near-term,
RTt(20), to longer-term, RTt(70), which is previously not seen in the literature. Our
next step is to determine the factors driving the large range in models responses in
the short-term, compared to the longer-term. The literature suggestes investigating
ocean heat flux in the CMIP5 models might provide one path forward. In particular,
Gregory et al. (2004) (hereafter Gregory et al.) used the linear regression of the
top of the atmosphere radiative forcing and the effective temperature to estimate
the effective climate sensitivity under a highly non-linear regime (i.e. 4xCO2
experiment). Known as the Gregory method, the results produced a concave scatter
plot pattern, illustrating that climate sensitivity increases as the climate warms.
Since the Gregory et al. publication, it has been noted in the literature that the
concavity of climate sensitivity over time in the CMIP5 models may suggest an
active role in the ocean on the decadal scale.
The Gregory et al. results hinted at the possible short-term implications for
the concave pattern of response. Using our methodology, we are able to investigate
short-term decadal responses in a linear CO2 forcing regime without relying on both
temperature and limited forcing data. Furthermore, we produced results showing
the change in response over time at a sub-global scale (Figure 5.7), illustrating the
robustness of our methods.
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Chapter 6: Concluding Remarks and Future Work
6.1 Concluding Remarks
The following overarching findings are provided to the scientific community by
the completion of this thesis:
6.1.1 Fundamental Impulse response tests in SCMs
SCMs are widely used in the literature and in decision-making context,
e.g., within Intergovernmental Panel on Climate Change(IPCC) Reports, coupled
with Integrated Assessment Models. A paper describing a commonly used SCM,
MAGICC 6.0, has been cited 371 times in the literature and policy contexts. Another
model, the impulse response model used in the IPCC Fifth Assessment Report (AR5-
IR), is heavily used by the scientific community to support decision making.
Despite their importance, the fundamental responses of SCMs are not fully
characterized. The U.S. National Academies of Science (2016) specifically suggested
that SCMs be, “assessed on the basis of the response to a pulse of emissions,” which
we do here. Additionally, we provide a set of tests that we recommend as a standard
validation suite for any SCM.
SCMs range in complexity from comprehensive SCMs (e.g., MAGICC 6.0)
to idealized SCMs (e.g., AR5-IR) and we test SCMs in both categories. We find
that idealized SCMs often fail to capture the responses of more complex Earth
system models. Biases in the model responses to perturbations will affect reported
climate metrics, such as Global Warming Potential, and subsequent climate policy
analysis. While SCMs are able to capture some responses of more complex models,
comprehensive SCMs still do not fully capture the response time scales from BC
perturbations found in more complex models, for example, indicating such SCM
responses should be reevaluated. We suggests improvements should be made to
SCMs, which affect numerous scientific endeavors and illustrates the necessity of
integrating unit tests into SCM development.
6.1.2 Characterizing unforced variability in CMIP5 models
Contributions from both unforced variability (e.g., ocean-atmosphere
interactions) and external forcing (e.g., anthropogenic greenhouse gas emissions,
volcanic activity, variations in solar intensity) drive changes in Earth’s global mean
surface temperature. Understanding the relative contributions from these different
components is of great interest to the scientific community (e.g., detection and
attribution studies, time of emergence estimates). Though many studies draw
conclusions using estimates of, or assumptions about, unforced variability using
multi-model ensembles, a robust characterization of model-specific unforced model
variability has not been conducted.
We fill this gap by determining how realistic unforced model variability in
complex models is compared to observations for regions and time periods important
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to human systems. From this, we can determine how realistic complex model
variability is compared to observations. We compare CMIP5 model results from the
past1000, PiControl, and Historical experiments with two historical observational
datasets(GISTEMP, HadCRUT) and paleoclimate reconstructions from PAGES2k.
We first examine variability in those CMIP5 models with sufficient data (e.g.,
published past1000 output and long PiControl runs).
We use power spectra of temperature-time series to compare variability across
all time scales. We also investigate model variability at the regional level, using
the sub-global regions defined by PAGES2k. Our approach allows for a more
robust assessment of complex model variability at time periods and regional levels
important to human systems.
6.1.3 Changes in Climate Response Over Time
The time scales of climate system responses to anthropogenic emissions vary
depending on the chemical species emitted. Though carbon dioxide(CO2) emissions
primarily drive anthropogenic climate change, emissions of various other radiative
forcing agents, including short-lived climate forcers (SLCFs), also contribute
significantly to Earth’s altered radiative budget. Much of the literature focuses
on long-term climate responses emphasizing analysis with equilibrium climate
sensitivity (ECS) or transient climate sensitivity (TCR). We seek to clarify climate
dynamics on decadal time scales with the ultimate goal of understanding the
implications of near-term emission reductions on climate. Using observations and
coupled model results from CMIP5, we analyze the range of temperature response
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over time, with specific attention to the 20-30 year time sequence. Similarly, we also
explore sub-global temperature responses at a hemispheric-scale. We find that the
range of responses of land/ocean varied less than the range of hemispheric responses.
Our results are a first step of better quantifying the short-term climate responses to
change in SLCFs.
6.2 Future Work
Though global emphasis has been placed on long-term emission mitigation
strategies via CO2 emissions reductions, short-term climate mitigation strategies
are a potentially valuable option for addressing anthropogenic climate change, with
importance placed on reducing the rate of climate change in the near-term.
Short-lived climate forcers (SLCFs) generated over the land surface, including
aerosols, play a significant role in modifying climate (Fuzzi et al. 2015; Ødemark
et al. 2012; Schmale 2016; Shindell et al. 2012). Atmospheric circulations
allow longer-lived constituents and CH4 to have relatively uniform concentrations
throughout the atmosphere; SLCFs are more quickly removed via chemical and
physical reactions. The SLCFs discussed in this dissertation, BC and CH4, have
atmospheric lifetimes of 4-12 days and at steady-state, 12 years, respectively (Bond
et al. 2013; Lelieveld et al. 1993). In an effort to reduce the unprecedented rate
of temperature increase in recent history, there is a growing interest in near-term
climate mitigation strategies specifically targeting SLCFs (Pierrehumbert 2014;
Rogelj et al. 2014; Shindell 2014; Smith and Mizrahi 2013).
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Addressing near-term emission reductions, however, requires understanding
climate impacts on shorter time scales. Utilizing the most recent and commonly used
climate model data set, CMIP5, to investigate SLCFs influences presents its own
challenges. Perturbing the CMIP5-class models requires large computing resources
and generates noisy output. Instead, climate metrics, such as the rate of temperature
response over time and land-ocean warming ratios, can be used define the range of
responses within CMIP5 GHG-only or full-forcing runs.
Emulating the range of responses from CMIP5 climate metrics in SCMs can
be a useful tool for clarifying the role SLCFs play in future climate. Reduced form
models, or SCMs, are computationally efficient—simulating thousands of scenarios
in minutes—with representations of the most fundamental climate components,
such as SLCF or ocean heat uptake. Though recent literature investigated the
hemispheric differences in the CMIP5 experiments and inferred that SCMs would
do a poor job at representing realistic spatial temperature responses due to the
omission of spatial forcing details in these SCMs, some models, such as the Model
for Greenhouse Gas Induced Climate Change (MAGICC), take this differential
hemispheric forcing into account.
Future studies could develop temperature uncertainty ranges illustrating
possible responses to changes in short-lived climate forcer (SLCF) emissions, among
other climate factors. Specifically, we could explore the implications of CH4 and BC
emissions reductions on climate in the next 20-30 years. Additionally, we can change
parameters within simplified models (e.g. Land-ocean warming ratio, Land-ocean
exchange coefficient, NH-SH exchange coefficient, global ocean heat diffusivity value,
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the upwelling rate), informed by observations and stylized CMIP5 experiments, to
capture ranges and uncertainty in the climate responses. This dissertation can
inform climate policies by contributing uncertainty ranges produced from SCMs,
which may lead to future improvements in model representations of SLCFs within
the models.
Further, following the cause-effect chain, we note that changes in emissions
ultimately cause climate impacts, which can be translated to economic losses
expressed in monetary units (e.g., dollars; Bosello et al. 2006; Pearce et al. 1996;
Tol 2003). Additional future work could estimate economic damages from climate
impacts depend on a litany of assumptions (e.g., spatial and temporal scale, exposure
dosage assumptions, valuation techniques), hence the increasing uncertainty down
the chain. Nonetheless, understanding climate impacts and placing them in the
context of economic consequences has increasing relevance to human systems and
provides important context to decision makers. Though outside the scope of this
dissertation, the fundamental questions addressed here do have implications for the
scientific community’s attempts to meaningfully address climate change.
6.2.1 CMIP5 Emulation in MAGICC 5.3
In future work, one can investigate the range of CMIP5 responses in MAGICC
5.3. Previous studies emulated CMIP-class model results in MAGICC. Raper et al.
(1996; 2001) used MAGICC 5.3, an upwelling diffusion (UD) model from Wigley and
Raper (1987), to emulate results from globally coupled ocean atmosphere general
circulation models (O/AGCMs; Raper and Cubasch 1996; Raper et al. 2001; Wigley
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and Raper 1987).
Raper et al. (2001) varied parameters such as climate sensitivity, Land-
ocean warming ratio, Land-ocean exchange coefficient, NH-SH exchange coefficient
to produce good simulations of the land/ocean and NH/SH temperature change
contrasts present in the HadCM2 results. Further, the authors altered the global
ocean heat diffusivity value (κ), the upwelling rate, and the parameter determining
the temperature change of incoming bottom water. These three parameters can be
varied to produce changes in the ocean heat uptake and were used by Raper et al.
(2001) to emulate the thermal expansion from the HadCM2 results.
MAGICC 5.3 is of particular interest in this study because the model has user-
defined parameters, such as climate sensitivity and φ, with regional temperature
output from the four major boxes investigated in our CMIP5 response runs: global,
ocean, land, and hemispheres (Wigley and Raper 1987). Similar to the Raper et al.
studies, we can adjust parameters such as the land-ocean warming ratio, land-ocean
exchange coefficient, NH-SH exchange coefficient to simulate the hemispheric-level
temperature response found in Chapter 5 (Raper and Cubasch 1996; Raper et al.
2001).
Figure 6.1 is a preliminary investigation of the model response in MAGICC
5.3. Using the same analysis as Figure 5.10, Figure 6.1 shows the ratio of near-term,
RTt(20), to longer-term, RTt(70), response for each CMIP5 model (diamonds) and
MAGICC 5.3 (squares) under different climate sensitivities (high = 4.5 ◦C, mid =
3 ◦C, low = 2 ◦C). Even with simple changes to MAGICC 5.3 climate sensitivity
values, we are able to capture a narrow range of CMIP5 responses.
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Fig. 6.1: RTt(20)/RTt(70) response for each CMIP5 model and MAGICC5.3 for different
climate sensitivities (high = 4.5 ◦C in red, mid = 3 ◦C in green, low = 2 ◦C) in
purple.
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In future work, one could change the global ocean heat diffusivity value (k),
the upwelling rate (W0), and the parameter determining the temperature change
of incoming bottom water (PI or π). Altering these values may allow us to more
closely reproduce not only the full range of the CMIP5 results, but the fundamental
climate dynamics driving the responses found in Chapter 5.
6.2.2 Understanding Climate Response to SLCFs
To understand the implications of SLCF emissions reductions we need to relate
the climate responses found under the CMIP5 CO2 forced experiments to SLCFs.
CH4 is often categorized as a SLCF, though it is a WMGHG with similar spatial
forcing to CO2. Therefore, results produced under the CO2 forced experiments
can be directly mapped to CH4. Reducing CH4 emissions has recently garnered
attention from the scientific community as a means to limit near-term climate
change. However, the range of results in Figure 5.10 suggest that near-term climate
mitigation of CH4 may not be as beneficial as previously expressed in the literature.
We will use SCMs to explore changes in CH4 emissions, investigating the implications
of such emission reductions on climate.
Similarly, one could use SCMs to investigate changes in aerosol emissions,
particularly BC. Aerosols, are inhomogenous forcers with differential impacts over
land and the Northern Hemisphere, where the largest concentration of aerosol
emissions occurs. It is commonly known in the literature that aerosol RF estimates
have large uncertainties. Our efforts have added additional levels of uncertainty by
uncovering the large range in RTt(20)/RTt(70), NH/SH, and land/ocean results. By
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coupling changes in BC emissions with user-defined parameters, we can investigate
the climate response to changes in emissions in the near-term.
SCMs are computationally efficient, so we will be able to investigate numerous
pathways while changing the parameter space, and produce results quickly. These
features provide us the opportunity to capture ranges and uncertainty in the SCMs
results, which has implications for decision support.Reducing SLCFs emissions has
attracted attention from both the scientific and policy community as a potential
method for reducing near-term climate change. Furthermore, SCMs are often used
to inform possible ranges of climate responses under a multitude of possible climate
futures. By exploring our three sources of uncertainty in the SCMs, we can develop
temperature uncertainty ranges illustrating possible responses to changes in SLCF




7.1 Additional Results for Chapter 4
Here we present additional results and figures from Chapter 4.
7.1.1 Additional CMIP5 Data Description
Table 7.1 provides additional details of the past1000 CMIP5 data used in
Chapter 4 of this dissertation.
7.1.2 Control Run Variability
In Table 7.2, we present the numerical values from Figure 4.5. We cite the
halfwidths through the chapter to characterize internal climate model variability
and to explore the robustness of our analyses.
7.2 Additional Results for Chapter 5
Here we present additional results and figures from Chapter 5.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 7.1: ToE values for each model plotted against the half-width at year 20.
7.2.1 Appendix B: Correlation Analysis
The ToE values for each model are plotted against the half-width of the 5-95%
noise range. Figure 7.1 shows the results at t = 20. We also looked at t = 10 and
15 and found that the model signals clustered with increasing time, inferring that
the models are in general agreement in their response. However, there is no obvious
trend in the results, suggesting the model noise, or internal variability, is not the
primary driver of the ToE.
In Figure 7.2, we further investigated the RTt(20)/RTt(70) compared to the
hemispheric values φ (top) and NH/SH (bottom). We found the model responses
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Fig. 7.2: RTt(20)/RTt(70) values for each model plotted against the hemispheric values of
φ (left) and NH/SH (right).
are not linear, but instead cluster in groups according to the shorter term response
compared to the longer term response.
Similarly, we compared the 5-year average of the RTt(20) and RTt(70) for each
model to the ToE, given by RTt(20) and RTt(70). We see no clear linear relationship,
which infers that the signal strength is also not apparently driving the ToE. It is
still unclear what is driving the emergence of the signal.
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Fig. 7.3: RTt(20) (top) and RTt(70) (bottom) values for each model plotted against the
Time of Emergence.
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Fig. 7.4: Northern Hemispheric ratio of near-term, RTt(20), to longer-term, RTt(70),
response for each CMIP5 model.
7.2.2 Appendix C: Decomposing the Spatial and Temporal Responses
We can decompose Figure 5.10 into the hemispheric levels to understand
the response at sub-global levels. Figure 7.4 shows the ratio of RTt(20)/RTt(70)
over the land (top) and ocean (bottom). The results show a similar distribution
of model response to that observed in Figure 5.10; 7 models are within 20% of
RTt(20)/RTt(70) = 1. The remaining 11 models have a distinctly lower response at
20 years versus 70 years.
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More interesting are the results from the SH. Figure 7.5 shows the ratio of
RTt(20)/RTt(70) over the land (top) and ocean (bottom). While, Figure 7.5 shows
a similar distribution in the SH land as previously observed for other hemispheric
levels, there is a greater distribution in the SH ocean (bottom). Here we see a group
of 7 models within 50% of RTt(20)/RTt(70) = 1.5. The remaining 10 models have
a lower response at 20 years versus 70 years (i.e., ratio less than 1). One model,
GFDL-ESM2M, has a higher near-term response compared to longer-term response.
This range of response might suggest that the SH ocean plays a important role in
the response of CMIP5 models.
Figure 7.6 provides a summary of the above information for a clear comparison
of the CMIP5 model response.
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Fig. 7.5: Southern Hemispheric ratio of near-term, RTt(20), to longer-term, RTt(70),
response for each CMIP5 model.
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Fig. 7.6: Summary of the ratios of near-term, RTt(20), to longer-term, RTt(70), response
for each CMIP5 model for each hemispheric level.
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Dommenget, D. and Flöter, J. (2011). Conceptual understanding of climate change
with a globally resolved energy balance model. Climate dynamics, 37(11-
12):2143–2165.
Drost, F., Karoly, D., and Braganza, K. (2012). Communicating global climate
change using simple indices: an update. Climate dynamics, 39(3-4):989–999.
Easterling, D. R. and Wehner, M. F. (2009). Is the climate warming or cooling?
Geophysical Research Letters, 36(8).
Eby, M., Weaver, A. J., Alexander, K., Zickfeld, K., Abe-Ouchi, A., Cimatoribus,
A., Crespin, E., Drijfhout, S., Edwards, N., Eliseev, A., et al. (2013). Historical
and idealized climate model experiments: an intercomparison of earth system
models of intermediate complexity. Climate of the Past, 9:1111–1140.
England, M. H., McGregor, S., Spence, P., Meehl, G. A., Timmermann, A., Cai, W.,
Gupta, A. S., McPhaden, M. J., Purich, A., and Santoso, A. (2014). Recent
intensification of wind-driven circulation in the pacific and the ongoing warming
hiatus. Nature climate change, 4(3):222.
Feldstein, S. B. (2000). The timescale, power spectra, and climate noise properties
of teleconnection patterns. Journal of Climate, 13(24):4430–4440.
Fernández-Donado, J., Raible, C., Ammann, C., Barriopedro, D., Garcia-
Bustamante, E., Jungclaus, J., Lorenz, S., Luterbacher, J., Phipps, S.,
Servonnat, J., et al. (2013). Large-scale temperature response to external
forcing in simulations and reconstructions of the last millennium. Climate of
the Past, 9(1):393–421.
Flanner, M. G. (2013). Arctic climate sensitivity to local black carbon. Journal of
Geophysical Research: Atmospheres, 118(4):1840–1851.
156
Flato, G., Marotzke, J., Abiodun, B., Braconnot, P., Chou, S. C., Collins, W., Cox,
P., Driouech, F., Emori, S., Eyring, V., et al. (2014). Evaluation of climate
models. In Climate change 2013: the physical science basis. Contribution of
Working Group I to the Fifth Assessment Report of the Intergovernmental Panel
on Climate Change, pages 741–866. Cambridge University Press.
Flato, G. M. (2011). Earth system models: an overview. Wiley Interdisciplinary
Reviews: Climate Change, 2(6):783–800.
Forster, P., Ramaswamy, V., Artaxo, P., Berntsen, T., Betts, R., Fahey, D. W.,
Haywood, J., Lean, J., Lowe, D. C., Myhre, G., et al. (2007). Changes in
atmospheric constituents and in radiative forcing. chapter 2. In Climate Change
2007. The Physical Science Basis.
Forster, P. M. F. and Taylor, K. E. (2006). Climate forcings and climate
sensitivities diagnosed from coupled climate model integrations. Journal of
climate, 19(23):6181–6194.
Franke, J., Frank, D., Raible, C. C., Esper, J., and Brönnimann, S. (2013). Spectral
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