An iterative algorithm in solving the linear synthesis problem on multi-sequences over finite fields is derived from the multi-strict continued fraction algorithm (m-SCFA in short). It is interesting that the derived iterative algorithm is the same as the generalized Berlekamp-Massey algorithm (GBMA in short), though the computations in the m-SCFA and the GBMA are completely different. As a consequence, the minimal polynomials and the discrepancy sequence obtained by acting GBMA on a multi-sequence r are expressed explicitly by data associated to the multi-strict continued fraction expansion of r.
Introduction
The linear synthesis problem for sequences over finite fields is derived from the problem of decoding BCH codes and has been applied to the field of communication and cryptography. The generalized Berlekamp-Massey algorithm [6, 11] is proposed directly for solving the linear synthesis problem of multi-sequences over finite fields. While the multi-continued fraction algorithm (m-CFA in short) [3] [4] [5] , a generalization of the classical continued fraction algorithm [12, 14] (1-CFA in short), is introduced in dealing with the optimal rational approximation problem of the multi-formal Laurent series, and applied to solving the same synthesis problem. It is worth of pointing out that the computations in the m-CFA and in the GBMA are completely different.
For single sequences it was shown [8] that the 1-CFA can be applied to solving the linear synthesis problem; and was shown [14] that 1-CFA is virtually equivalent to Berlekamp's algorithm [1] ; later it was shown [2] further that an iterative algorithm is obtained naturally from the 1-CFA, and it is exactly the same as the Berlekamp-Massey Algorithm [1, 7] when F is the binary field.
In this work it is shown that an iterative algorithm for solving the linear synthesis problem on multi-sequences over finite fields is derived from a special form of m-CFA, which is called the multi-strict continued fraction algorithm (m-SCFA in short). It is interesting that the derived iterative algorithm itself is the same as the generalized Berlekamp-Massey algorithm. As a consequence, for any given multi-sequence r over a finite field, which is identified with a multi-formal Laurent series, the minimal polynomial profile of r and the corresponding discrepancy sequence obtained by acting GBMA on r is expressed explicitly by data associated to the multi-strict continued fraction expansion of r.
Multi-continued fraction algorithm
The multi-dimensional continued fraction algorithm (m-CFA in short) is proposed and studied in [3] [4] [5] , and it is applied to solving the linear synthesis problem for multi-sequences. In this section we give a brief introduction to m-CFA. At first we recall some necessary notations and concepts [3] [4] [5] , and they can be found in [3] [4] [5] .
Notations
Denote by Z the ring of integers and by F a finite filed. Let F [z] be the polynomial ring over F and 
A linear order on Z m × Z

Definition 1 (Order over Z m × Z). For any two elements (h, v) and (
The order defined as above over Z m × Z is linear [9] . It is clear that if (j, n) < (j , n ), then (j, n + x) < (j , n + x) for any x ∈ Z. Denote
The following fact is clear. 
Fact 1 (Principle of mathematical induction
(j, n) ∈ S ⇒ (j, n) + ∈ S for all (j, n) ∈ S, then S = Z m × Z + .
Monomial decomposition
which will be called the (j, n)th monomial in F ((z −1 )) m ; and denote
which is the set of all possible monomials in F ((z −1 )) m . We denote
Any element r in F ((z −1 )) m can be expressed as 
and Iv(r) is called the indexed valuation of r, v the valuation of r and denoted by v(r), and h the index of r and denoted by I (r). By convention, Iv(0) = (1, ∞).
It is clear that
Iv(m (j,n) ) = Iv(z −n e j ) = (j, n). Denote by v(·) the discrete valuation on F ((z −1 )), i.e., v( ) = v if = i v a i z −i ∈ F ((z −1 )) and a v = 0. Then v(r) = min {v(r j )|1 j m}, I (r) = min {i|v(r j ) = v(r), 1 j m}.
We call
Supp(r) = {m|m ∈ M, m ∈ r} the support set of r and call
the maximal support point of r if the maximal value exists. 
Multi-Continued Fraction Algorithm
For an non-zero element 
is a diagonal matrix of order m. If k−1 = 0, then the computations for the kth round are defined by the following steps:
(6) Take = k and the algorithm terminates if k = 0; and go to the (k + 1)th round otherwise.
Denote = ∞ if the above procedure never terminates. As a result of m-SCFA, we get an expansion form
which is called the m-strict continued fraction expansion of r. When m = 1, the m-SCFA is exactly the classical continued fraction algorithm [12] for power series. In fact, when m = 1, one may write r = r, a k = a k . The result C(r) does not depend on the parameters Iv( k−2 k−1 ) and k−1 . In fact, when m = 1, at every kth round, k−1 is a matrix of size 1 × 1, just a power of z, then the condition
hence, a k = A k . Therefore, in getting the result C(r) the 1-CFA becomes as follows:
) are defined, the computations for the kth round are defined by the following steps:
(3) Take = k and the algorithm terminates if k = 0; and go to the (k + 1)th round otherwise.
Denote = ∞ if the above procedure never terminates.
Four basic conditions satisfied by C(r)
Associated to C(r), we list some important parameters as follows. For 1 k and 1 j m we denote by a k,j the jth component of a k , and
(2.6.1) Proposition 1 (Dai et al. [3] [4] [5] ). The multi-strict continued fraction expansion C(r) satisfies the following 4 conditions: for 1 k ,
And Conditions 2 and 4 imply Condition 3.
m-SCFA and linear synthesis problem on multi-sequences
In this section we recall some basic concepts related to the linear synthesis problem on multi-sequences, and then we show how the m-SCFA is applied to solving this synthesis problem. All the contents in this section are referred to [4, 5] .
Linear synthesis problem of multi-sequences
The concepts related to the linear synthesis problem are usually introduced in terms of linear feedback shift registers [6, 7, 10, 15] . For convenience, we restate these concepts by means of the language of the formal Laurent series.
An infinite sequence r = {a i } i 1 of elements in F is identified with the Laurent series whose valuation is larger than 0: r = i 1 a i z −i ∈ F ((z −1 )); and the n-prefix (a 1 , a 2 , . . . , a n ) of r, which is a sequence of length n and denoted by r (n) , is identified with the element 1 i n a i z −i in F ((z −1 )). Correspondingly, an m-tuple r = (r 1 , . . . , r j , . . . , r m ) of infinite sequences over F is identified with the element in F ((z −1 )) m whose valuation is larger than 0: 1 j m r j e j = 1 j m,i 1 a j,i z −i e j ∈ F ((z −1 )) m , where the r j = {a j,i } i 1 is a sequence of infinite length and considered as an element in
of the multi-sequence r, which is a multi-sequence of length (j, n) and denoted by r (j,n) , is identified with the element 1 i j r (n) 
which is the (n − d)th coefficient of fr and called the nth discrepancy of f on r and denoted by n (f ; r).
; f is called a minimal polynomial of r (j,n) if it is a characteristic polynomial of r (j,n) of the smallest degree; and the degree of a minimal polynomial of r (j,n) is called the linear complexity of r (j,n) , and denoted by L(j, n). The linear synthesis problem for a multi-sequence r is essentially how to find a minimal polynomial of r (j,n) for each (j, n).
m-SCFA and linear synthesis of multi-sequences
Associated to C(r), define iteratively the following square matrix B k of order (m+1) over F [z]:
where E h is the matrix of order (m + 1) which comes by exchanging the hth column and the (m + 1)th column of the identity matrix I m+1 of order (m + 1):
which is the last column of B k , where
Then the set Z m × Z + has a partition:
where Z + denotes the set of all positive integers, and∪ the disjoint union. A minimal polynomial of r (j,n) is obtained for each (j, n), based on m-SCFA, as shown as the following proposition:
Proposition 2 (Dai et al. [4, 5] ). deg(q k ) = d k , and q k is a minimal polynomial of r (j,n) 
From the above proposition we see that the multi-strict continued fraction expansion C(r) characterizes the linear structure of r perfectly.
Main results
In the sequel we fix an none-zero multi-sequence r ∈ F ((z −1 ) ) m , and keep the notation C(r), which is the m-strict continued fraction expansion of r. Keep the notations which are made for the data associated to C(r) in the previous sections. In this section we will show an iterative algorithm in solving the linear synthesis problem on a multi-sequence r over a finite field is derived from the multi-strict continued fraction algorithm (m-SCFA in short). It is mainly obtained by constructing a minimal polynomial profile {f j,n } (j,n) (1, 1) of r and by showing some recurrence relations among them, based on data associated to C(r). The constructions and the recurrence relations are obtained by tracing the track of the monomial decomposition of each D k a k associated to C(r). Let
be the monomial decomposition of a k , and let the monomials m k,i be ordered such that
and denote
The following lemma is clear from Proposition 1.
In particular,
Based on the above lemma, we get immediately the following partition of N k :
where
Then, based on the above partition of N k we define
where q k,i ∈ F [z] are defined as below:
There exist some recurrence relations among these f j,n . In order to show them, we make some more notations and define some arrays. For 0 k , we denote by
the first m columns of the matrix B k , where P k−1 is a matrix of size m × m, and Q k−1 is a matrix of size 1 × m. It is clear that
For 0 k , we denote
Now we define
which is an array of size 3 × m, where
Ldc(R k−1,j ) denotes the leading coefficient of R k−1,j , and R k−1,j denotes the jth column of R k−1 . Define
which is called the (j, n)th spare array of r.
Main Theorem.
(1) f j,n (z) is a minimal polynomial of r (j,n) for each (j, n) (1, 1).
(2) (Iterative algorithm for getting the minimal polynomial profile f = {f (j,n)
, and denote by SA j,n (h) = (g h , w h , u h ) the hth column of the spare array SA j,n for 1 h m. 
(4.0.16) ( 3) The discrepancy sequence is expressed explicitly by data associated to C(r):
By comparing the iterative algorithm given by Main Theorem with the generalized Berlekamp-Massey algorithm for multi-sequence shift-register synthesis [6, 11, 13] , we see there are no difference between them. As a consequence, the minimal polynomials and the corresponding discrepancy sequence obtained by acting GBMA on a multi-sequence r is now expressed explicitly by data associated C(r).
Proof of theorems
Before proving the main theorem of this paper, we recall some properties of C(r) which are developed in [4, 5] , and give some lemmas as preparations. [4, 5] ).
(1) For 1 k , we have
which leads to this item.
(2) Note that
and
we see
, where the latter comes from the fact that
For 2 i k , we have
(2) It comes from definitions and Proposition 3.
Note that t > i 1 and
In the sequel, we let
In the sequel, we denote by c j,n ( ) the (j, n)th coefficient of for any ∈ F ((z −1 )) m ; and for the sake of convenience we denote 
Proof.
(1) It is easy to check, based on the fact that q 0 = 1.
(2) We only need to prove c j, 
Therefore, we have
, it is enough to prove
for those s such that 1 s i and
Proof. We have
and then
(1) Note that
and that
where a + k,i is defined in Lemma 2, we get
The part (c) is an easy consequence of the part (a) and (b). (2) Note that
The part (c) is an easy consequence of the part (a) and (b).
Proof. It is an easy consequence of Lemmas 5 and 6.
As a consequence,
where k,j is referred to Main Theorem.
Proof. In the case l(k, j ) = 0, we have
The following lemma is prepared for transferring the relation between q k,i and q k,i−1 , which is given in Lemma 3, to that between f (j,n) + and f j,n . 
