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1. Introduction
1.1. Setting of the model
In this paper we study the quasistatic problem of inelastic deformations theory, with nonlinearity in the equation of
motion:
−divx D
(
ε(t, x) − Bz(t, x))= f (t, x)− F (u(t, x)),
ε(t, x) = 1
2
(∇u(t, x) + ∇T u(t, x)),
zt(t, x) = g
(−ρ∇zψ(ε(t, x), z(t, x))), (1.1)
u(t)|∂Ω = gD(t), z(0, x) = z0(x).
We assume that x ∈ Ω , t ∈ [0, T ], where Ω ⊂ R3 is open, bounded, with smooth boundary ∂Ω . The nonlinear function
F :R3 → R3 depends on the displacement ﬁeld u : [0, T ] × Ω → R3 only.1 For dynamic problems we have additionally the
term ρutt (where ρ > 0 is constant mass density) on the left side of the equation of motion. In the quasistatic case, this
term is assumed to be negligible (the deformation is slow).
D : S(3) → S(3) is called the elasticity tensor. This is a linear, symmetric, and positive deﬁnite mapping, deﬁned on the
set of symmetric, 3 × 3 matrices S(3). There exist constants α,β > 0 such that for all matrices T ∈ R3×3 the following
inequalities hold:
α−2|T |2 DT · T  β2|T |2. (1.2)
E-mail address: p.kaminski@mini.pw.edu.pl.
1 It is possible to obtain existence for nonlinearities of the type −div F (ε) and F (u,∇u) for Lipschitz-continuous, coercive models.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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ﬁeld u. We are only dealing with inﬁnitesimal inelastic deformation theory, which means that ∇u∇T u is small,2 z : [0, T ] ×
Ω → Rn is the vector of internal variables while B :Rn → S(3) is the natural imbedding of the ﬁrst six variables from Rn
into S(3) (Bz = εp is called the plastic strain; in viscoplasticity it is assumed that ε = εe + εp with εe being the elastic part
of strain).
We also assume that the free energy ρψ : S(3) × Rn → [0,∞) is a bilinear mapping, given by the formula: ρψ(ε, z) =
1
2D(ε − Bz) · (ε − Bz)+ 12 Lz · z. From the Second Law of Thermodynamics one can obtain (cf. [1])
ρ∇εψ(ε, z) = T = D(ε − Bz),
ρ∇zψ(ε, z) · g
(−ρ∇zψ(ε, z)) 0.
The ﬁrst equation deﬁnes the stress tensor T .3 The second equation is called the dissipative inequality; it makes reasonable
the assumption that g :Rn →Rn be monotone.
The form ρψ is non-negative. If ρψ(ε, z) = 0 implies (ε, z) = 0, then the model considered is coercive. This means that
the matrix L ∈Rn×n is positive deﬁnite. In case of non-coercive models, L is only positive semi-deﬁnite.
Deﬁne the energy
E(ε, z) = 1
2
∫
Ω
D(ε − Bz) · (ε − Bz)dx+ 1
2
∫
Ω
Lz · z dx. (1.3)
If the model is coercive, then
√E(ε, z) deﬁnes a norm on L2(Ω; S(3) × Rn), equivalent to the standard one, with the
corresponding energetic scalar product being
〈
(ε, z), (ε¯, z¯)
〉
E =
1
2
∫
Ω
D(ε − Bz) · (ε¯ − z¯)dx+ 1
2
∫
Ω
Lz · z¯ dx. (1.4)
Coercive problems are easier to study because of this property, thus the ﬁrst sections are devoted to them.
Finally, the problem is studied with Dirichlet boundary data gD : [0, T ] × ∂Ω →R3 and with initial data z0 :Ω →Rn .
To the author’s knowledge, no problems with nonlinearity in the equation of motion have been studied before in inelastic
deformations theory, except for the paper [12], which deals with the dynamic problem. The motivation to investigate such
problems could come from studying the Cauchy–Green stress tensor C . If we do not assume that the deformation is small,
as it is usually done, the term ∇u∇T u cannot be neglected and the balance equation becomes nonlinear. Therefore (1.1) can
be thought as an approach, although incomplete, to study such problems. Also, (1.1)1 may be interpreted as a simpliﬁcation
of more complicated processes, for example a material heated by electromagnetic induction, as described in [11]. Apart from
physical interpretation, the mathematical analysis of these kind of problems seems interesting, especially the diﬃculty of
removing the growth assumptions on F .
Some mathematical challenges occur when studying the quasistatic problem (1.1). To pass to the limit when approximat-
ing our nonlinearities with Lipschitz functions, we need stronger assumptions on F when compared with [12].4 The main
problem is that when we do energy estimates, we get the term F (u) · ut , which, in general, is very hard to handle.5 This is
why we assume that F is of gradient type, F = ∇N , and then F (u) · ut = ddt N(u).
Remark. Throughout the paper we assume that F (0) = 0. Physically, this means that there are no additional forces when
there is no displacement.
Even with these assumptions on F the mathematical analysis of (1.1) is complicated. We will assume additionally that
g is of gradient type and then apply the technique from [2] and [6] for passing to the limit in Yosida approximations. Then
we use Young measures to prove that the limit functions also satisfy (1.1).
The paper is organized as follows: ﬁrst we introduce the function spaces we will be working in, then state the fundamen-
tal theorem of Young measures. Next we prove existence for Lipschitz nonlinearities, thus getting existence for approximated
problems. After that we pass to the case of non-Lipschitz nonlinearities, with the aid of Yosida approximation. We do this
ﬁrst for coercive problems and then for non-coercive ones, satisfying the safe-load condition. For the non-coercive case we
will need to even strengthen the already strict assumptions on F .
2 Without this assumption we would have to consider the nonlinear Cauchy–Green strain tensor C = ∇u + ∇T u + ∇u∇T u.
3 The same symbol T will denote the stress tensor and the maximal time for which our problem is considered. We hope the reader will not be confused
by this fact, the time T being ﬁxed constant throughout the whole paper.
4 This paper, as well as [12], assume growth conditions on F , and we cannot see how this can be avoided. This is an important issue, since, in general,
g does not need such assumptions.
5 We could have taken the right-hand side to be F (ut ) as in [12], but it seems diﬃcult to prove existence for the case of quasistatic problems, even for F
Lipschitz.
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The symbol W 1,p(Ω;Rk) denotes the Sobolev space of weakly differentiable functions u :Ω → Rk such that u ∈
Lp(Ω;Rk) and ∇u ∈ Lp(Ω;Rn×k), where Lp(Ω) is the Lebesgue space of p-integrable functions. In the following we will
drop the symbol Rk and write only W 1,p(Ω) and sometimes even W 1,p . The norm in W 1,p(Ω) is denoted by ‖ · ‖1,p,Ω ,
while the norm in Lp(Ω) by ‖ · ‖2,Ω . If p = 2 we write H1 instead of W 1,2. We will use the well-known trace the-
orem, i.e. that there exists a linear, bounded operator |∂Ω :W 1,p(Ω) → W 1−
1
p ,p(∂Ω), called the trace. In particular
|∂Ω : H1(Ω) → H 12 (∂Ω).
The dual space to W 1,p(Ω) will be denoted by W−1,q(Ω), where 1p + 1q = 1. In particular, (H1(Ω))	 = H−1(Ω). We will
write ‖ · ‖−1,p,Ω for the norm in W−1,p(Ω).
The space Lpdiv(Ω) = {u ∈ Lp(Ω): divu ∈ Lp(Ω)} is a Banach space with the norm ‖u‖p,div,Ω = ‖u‖p,Ω + ‖divu‖p,Ω . We
can also deﬁne the trace of functions from Lpdiv, but only in the direction normal to the boundary of ∂Ω .
Theorem 1.1. (See [12,16].) Let Ω ⊆ R3 be an open bounded set with boundary of class C2 , 1 < r < ∞, and 1r + 1r′ = 1. Then there
exists a continuous linear operator trν : Lrdiv(Ω) → W−
1
r ,r(∂Ω), such that for every u ∈ C∞(Ω) we have trν = u · ν|∂Ω ,6 i.e. trν is
the restriction of the trace operator in the normal direction for smooth functions. Moreover, Stokes formula holds for all u ∈ Lrdiv(Ω)
and w ∈ W 1,r′(Ω):∫
Ω
(u · ∇w + divu · w)dx = 〈trν u,w|∂Ω 〉.
The continuity of trν means that there exists a positive constant C such that for all u ∈ Lrdiv(Ω)
‖trν‖− 1r ,r,∂Ω  C‖u‖r,div,Ω .
Also, we will make use of the space Lp([0, T ]; X) (X – a Banach space with norm ‖ ·‖X ) of strongly measurable functions
u : [0, T ] → X such that their norm
‖u‖Lp([0,T ];X) =
( t∫
0
∥∥u(t)∥∥X dt
) 1
p
for 1 p < ∞,
‖u‖L∞([0,T ];X) = esssup[0,T ]
∥∥u(t)∥∥X for p = ∞
is ﬁnite. Often we will write for short Lp(X). Analogously we deﬁne the spaces W 1,p([0, T ]; X) of functions which are
weakly differentiable with respect to t .
1.3. Young measures
In passing to the limit we will make use of Young measures. For a general introduction see [15]. The fundamental
theorem of Young measures is
Theorem 1.2. (See [3].) Let K ⊂Rm be closed and zk :Ω →Rm be a sequence of measurable functions such that
lim
j→∞
∣∣{x ∈ Ω: zk(x) /∈ U}∣∣= 0
for any U ⊂ Rm open such that K ⊂ U . Then there exists a subsequence {zk j } of {zk} and a family {νx} ⊂ M(Ω),7 x ∈ Ω of positive
measures on Rm, depending measurably on x, such that
(A1) ‖νx‖M(Ω) =
∫
Rm
dνx  1 for a.e. x ∈ Ω ,
(A2) suppνx ⊂ K for a.e. x ∈ Ω , and
(A3) f (zk j )
	
⇀ 〈νx, f 〉 =
∫
Rm
f (λ)dνx(λ) in L∞(Ω) for each continuous f :Rm →R satisfying lim|λ|→∞ f (λ) = 0.
If, additionally, {zk j } satisﬁes the boundedness (tightness) condition
lim
α→∞ supj∈N
∣∣{x ∈ Ω ∩ BR : ∣∣zk j ∣∣ α}∣∣= 0
6 ν(x) is the direction normal to the boundary ∂Ω at x.
7 M(Ω) is the set of Radon measures on Ω .
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f
(
zk j
)
⇀ 〈νx, f 〉 in L1(A)
for any continuous f :Rm →R such that { f (zk j )} is sequentially weakly relatively compact in L1(A).
2. Lipschitz nonlinearities
Assume that F and g are Lipschitz continuous functions with constants LF and Lg respectively. We will transform
the problem (1.1) so that it will have homogeneous boundary values. From the Trace Theorem in Sobolev spaces, for gD ∈
H1(R+; H 12 (∂Ω)) there exists w ∈ H1(R+; H1(Ω)) such that for a.e. t ∈R+ , w(t)|∂Ω = gD(t). Take u¯ = u−w , ε¯ = ε−ε(w).
Our problem now takes the form:
−divD(ε¯ − Bz) = f + divDε(w) − F (u¯ + w),
ε¯ = 1
2
(∇u + ∇T u),
zt = g
(−ρ∇zψ(ε¯, z)− ρ∇zψ(ε(w),0)) (2.1)
with homogeneous boundary values
u¯(t)|∂Ω = 0
and the initial condition
z(0) = z0.
In this section we will only consider the problem (2.1) and write u, ε instead of u¯, ε¯.
The following theorem is proved in [10].
Theorem 2.1 (Schaeffer). Let X be a Banach space, A : X → X a continuous and compact mapping. Suppose that the set{
u ∈ X: ∃λ ∈ [0,1] u = λAu}= {u ∈ X: ∃λ 1 λu = Au}
is bounded. Then A possesses a ﬁxed point.
Lemma 2.2. Assume f ∈ H−1(Ω) and that F ∈ Lip(LF ) is a monotone function. Then the problem
−divDε(u) = f − F (u + w),
u|∂Ω = 0
possesses exactly one solution u ∈ H10(Ω).
Proof. Take v ∈ L2(Ω) and consider the problem
−divDε(u) = f − F (v + w),
u|∂Ω = 0. (2.2)
This has exactly one solution, from the Lax–Milgram Lemma. Therefore we can deﬁne the operator A¯ : L2(Ω) → H10(Ω) as
A¯v = u, where u is the solution of (2.2) with v on the right-hand side. Multiplying by u and using coercivity of D (cf. (1.2))
we arrive at the inequality
‖ A¯v − A¯ v¯‖2E =
∫
Ω
(
F (v + w)− F (v¯ + w)) · (u − u¯)dx C‖u − u¯‖E‖v − v¯‖2,Ω . (2.3)
Therefore ‖ A¯v − A¯ v¯‖E  C‖v − v¯‖2,Ω , where the constant depends on LF linearly. This means that A¯ is continuous (and of
course linear).
From the Rellich–Kondrachov Theorem we know that the identity operator I : H10(Ω) → L2(Ω) is compact. Therefore
A = A¯ ◦ I : H10(Ω) → H10(Ω) is compact.
Now, take λ 1 and assume that λu = Au, which means that
−divλDε(u) = f − F (u + w),
u|∂Ω = 0.
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λ‖u‖2E = 〈 f ,u〉1,2,Ω −
(
F (u + w)− F (w),u)2,Ω − (F (w),u)2,Ω
 C‖u‖E
(‖ f ‖−1,2,Ω + ‖w‖2,Ω).
Therefore the set {u ∈ H10(Ω): ∃λ 1 λu = Au} is bounded in H10(Ω).
From the Schaeffer’s Theorem we conclude that A has a ﬁxed point; it is not diﬃcult to see that it must be unique. 
Theorem 2.3. Suppose f ∈ H1(R+; L2(Ω)), z0 ∈ L2(Ω), gD ∈ H1(R+; H 12 (∂Ω)), and let F be monotone. Then for all T > 0 the
problem (2.1) possesses exactly one solution with regularity
(u, z) ∈ H1((0, T ); H10(Ω) × L2(Ω)).
Proof. Let X = L2((0, T ); L2(Ω)). Every function y ∈ X , in a natural way, generates the functional div y ∈ L2((0, T ); H−1(Ω)).8
The problem
−divDε(u(t)) = f (t)− F (u(t)+ w(t))− divDBy(t)+ divDε(w),
u|∂Ω = 0
has, according to Lemma 2.2, for almost all t ∈ (0, T ), exactly one solution of class u(t) ∈ H10(Ω). We will now show that it
is of class L2(H1):
T∫
0
∥∥u(t)∥∥2E dt =
T∫
0
∫
Ω
Dε(u(t)) · ε(u(t))dxdt
=
T∫
0
(
f (t),u(t)
)
2,Ω dt −
T∫
0
(
F
(
u(t)+ w(t))− F (w(t)),u(t))2,Ω︸ ︷︷ ︸
0
dt
−
T∫
0
(
F
(
w(t)
)
,u(t)
)
2,Ω dt +
T∫
0
(DBy(t), ε(u(t)))2,Ω dt −
T∫
0
(Dε(w(t)), ε(u(t)))2,Ω dt
 C
(‖ f ‖L2(L2) + ‖w‖L2(H1) + ‖y‖L2(L2) + 1)
( T∫
0
∥∥u(t)∥∥E dt
) 1
2
.
Therefore( T∫
0
∥∥u(t)∥∥2E dt
) 1
2
 C
(‖ f ‖L2(L2) + ‖w‖L2(H1) + ‖y‖L2(L2) + 1). (2.4)
This proves that u ∈ L2((0, T ); H10(Ω)).
Using the assumption that g is Lipschitz continuous we can now deﬁne
z(t) = z0 +
t∫
0
g
(−ρ∇zψ(ε(u(s)), y(s))− ρ∇zψ(ε(w(s)),0))dt. (2.5)
It is easily observed that z ∈ L2((0, T ); L2(Ω)). Put Ay = z; then A : X → X . Moreover
T∫
0
‖Ay − A y¯‖22,Ω dt =
T∫
0
‖z − z¯‖22,Ω dt
 T 2
T∫
0
∥∥g(−ρ∇zψ(ε(u(s)), y(s))− ρ∇zψ(ε(w(s)),0))
8 For v ∈ H10(Ω) we have, for almost all t , 〈div y(t), v〉1,2,Ω = −
∫
Ω
y(t) · ∇v dx, from the deﬁnition of div y(t). Therefore the inequality∫ T
0 ‖div y(t)‖2−1,2,Ω dt 
∫ T
0 ‖y(t)‖22,Ω dt holds and so div y ∈ L2((0, T ); H−1(Ω)).
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 T 2L2g
T∫
0
∥∥−ρ∇zψ(ε(u), y)+ ρ∇zψ(ε(u¯), y¯)∥∥22,Ω dt.
Therefore
‖Ay − A y¯‖L2(L2)  T Lg
∥∥−ρ∇zψ(ε(u), y)+ ρ∇zψ(ε(u¯), y¯)∥∥L2(L2). (2.6)
From inequality similar to (2.4) we get that
∫ T
0 ‖u − u¯‖2E dt  C
∫ T
0 ‖y − y¯‖22,Ω dt and the constant does not depend on LF
nor Lg . Finally ‖Ay − A y¯‖X  T C‖y − y¯‖X and so, for suﬃciently small T , A is a contraction, therefore it has exactly one
ﬁxed point z = Az ∈ X , according to the Banach Theorem.
Now we use the extension argument to prove existence for bigger T ; one just needs to consider problem similar to (2.1),
but with the initial data shifted to z(T ).
From (2.5) we conclude that z ∈ H1((0, T ); L2(Ω)). Moreover, ∫ T0 ‖uh −u‖2E dt  C(∫ T0 ‖ fh − f ‖22,Ω dt+∫ T0 ‖zh − z‖22,Ω dt+∫ T
0 ‖wh − w‖22,Ω dt).9 Dividing by h2 and taking h → 0 we see that u ∈ H1(H10). 
3. Non-Lipschitz nonlinearities
3.1. Introduction
Now we proceed to study non-Lipschitz nonlinearities. We will use the Yosida approximation for F and g in order to get
Lipschitz-continuous nonlinearities on the right-hand side:
−divx D
(
ελ − Bzλ)= f − Fλ(uλ),
ελ = 1
2
(∇uλ + ∇T uλ),
zλt = gλ
(−ρ∇zψ(ελ, zλ)), (3.1)
uλ(t)|∂Ω = gD(t), zλ(0) = z0.
Existence for these approximation problems follows from results of the previous section.
We would like to obtain some estimates for the sequence {uλt , ελt , zλt } in order to pass to weak limits. Unfortunately, the
function F makes it very hard, if possible, to obtain L∞(L2) estimates for this sequence.10 We will thus try to obtain only
L2(L2) estimates by following the reasoning from [6], which is only true if g = ∇M , with M ∈ C1(Rn) convex (then for the
Yosida approximation we have gλ = ∇Mλ11), F = ∇N , and N is convex of class C2(R3).
Moreover, we need stronger growth assumptions on F as compared to [12] so that |F (u)| C(1+ |u|p) for some p < 2.
3.2. The weak safe-load condition and energy estimates
Consider the linear problem
−div T 	 = f ,
T 	 = Dε(u	),
u	(t)|∂Ω = g	D(t). (3.2)
Deﬁnition 3.1. The density force f ∈ H1(L2) satisﬁes the weak safe-load condition if there exists g	D ∈ H1(H
3
2 ) such that the
solution (u	, T 	) of (3.2) satisﬁes:
(u	, T 	) ∈ H1((0, T ); H2 × H1), and
g
(
BT T 	
)= ∇M(BT T 	) ∈ L2((0, T ); L2).
Remark. The above deﬁnition requires weaker assumptions on f than Deﬁnition 3.1 in [8], but in this paper we only show
L2(L2) convergence, instead of the usual L∞(L2). Notice that we do not consider here the Neumann condition gN . Also, we
have used regularity theory for such problems (cf. [17]).
9 Here, the constant C depends on LF , because of the boundary condition w .
10 Although we can easily prove that (u, z) ∈ W 1,∞(H1 × L2) for the case of Lipschitz nonlinearities, provided that f ∈ W 1,∞(L2) and gD ∈ W 1,∞(H 12 ).
11 Mλ(z) = infw∈RN 12λ {|z − w|2 + M(w)}.
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Now we introduce some assumptions about the initial datum z0. Consider the problem
−divx T λ,0 = f (0) − Fλ
(
uλ,0
)
,
T λ,0 = D(ε(uλ,0)− Bz0),
uλ,0|∂Ω = gD(0). (3.3)
It can be proven that the sequence T λ,0 is bounded in L2div . In fact, take w ∈ H10 such that w|∂Ω = gD(0) and −div T = f (0),
where T = Dε(w). Then for the energy
E0(ε, z) =
∫
Ω
D(ε − Bz) · (ε − Bz)dx
associated with this problem we have
E0(ε(uλ,0)− ε(w), z0)= ∫
Ω
D(ε(uλ,0)− Bz0 − ε(w)) · (ε(uλ,0)− Bz0 − ε(w))dx
= −
∫
Ω
div
(
T λ,0 − T ) · (uλ,0 − w)dx− ∫
Ω
(
T λ,0 − T ) · Bz0 dx
= −
∫
Ω
Fλ
(
uλ,0
) · (uλ,0 − w)dx− ∫
Ω
(
T λ,0 − T ) · Bz0 dx
−
∫
Ω
Fλ(w) ·
(
uλ,0 − w)dx− ∫
Ω
(
T λ,0 − T ) · Bz0 dx.
Moving appropriate terms to the left we obtain boundedness of the energy E0 and, in particular, of {uλ,0} in H1(Ω). Now,
from the ﬁrst equation in (3.3) and inequality |F (u)| C(1+ |u|p) for p < 2 we get the boundedness of {div T λ,0} in L2(Ω),
provided that f (0) ∈ L2(Ω).
Theorem 3.2. Suppose that f ∈ H1(R+; L2(Ω)) and gD ∈ H2(R+; H 12 (∂Ω)). For the initial data z0 assume that BT T λ,0 − Lz0 ∈
D(∇M) ⊂ L2(Ω) and that {Mλ(BT T λ,0 − Lz0)} is bounded in L2(Ω). Then the sequence {T λt , zλt } is bounded in L2(L2) and there
exists C > 0 such that for all t > 0
∫
Ω
Mλ
(−ρ∇zψ(ελ, zλ))dx+
t∫
0
∫
Ω
D−1T λt · T λt dxdt +
t∫
0
∫
Ω
Lzλt · zλt dxdt  C
[∫
Ω
Mλ
(
BT T λ,0 − Lz0)dx+ 1]. (3.4)
Proof. We start out exactly as in the proof of Theorem 2.5 in [6]. First, observe that
d
dt
∫
Ω
Mλ
(−ρ∇zψ(ελ, zλ))dx = ∫
Ω
zλt ·
(
BT T λt − Lzλt
)
dx
=
∫
Ω
T λt · Bzλt dx−
∫
Ω
Lzλt · zλt dx
= −
∫
Ω
D−1T λt · T λt dx−
∫
Ω
Lzλt · zλt dx+
∫
Ω
T λt · ελt dx. (3.5)
Integrating the above equality with respect to t , we get:
∫
Ω
Mλ
(−ρ∇zψ(ελ, zλ))dx+
t∫
0
∫
Ω
D−1T λt · T λt dxdt +
t∫
0
∫
Ω
Lzλt · zλt dxdt
=
∫
Mλ
(
BT T λ,0 − Lz0)dx+ t∫ ∫ T λt · ελt dxdt. (3.6)Ω 0 Ω
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t∫
0
∫
Ω
T λt · ελt dxdt =
t∫
0
∫
Ω
ft · uλt dxdt −
t∫
0
∫
Ω
D2Nλ
(
uλ
)(
uλt ,u
λ
t
)
dxdt +
t∫
0
〈
T λt · n, gD,t
〉
∂Ω
dt

t∫
0
∫
Ω
ft · uλt dxdt +
t∫
0
〈
T λt · n, gD,t
〉
∂Ω
dt. (3.7)
Now we integrate by parts to get:
t∫
0
∫
Ω
T λt · ελt dxdt 
t∫
0
∫
Ω
ft · uλt dxdt −
t∫
0
〈
T λ · n, gD,tt
〉
∂Ω
dt + 〈T λ(t) · n, gD,t(t)〉∂Ω − 〈T λ,0 · n, gD,t(0)〉∂Ω . (3.8)
The ﬁrst integral on the right can be estimated with the aid of Korn’s inequality for the space H10
t∫
0
∫
Ω
ft · uλt dxdt =
t∫
0
∫
Ω
ft ·
(
uλt − wt
)
dxdt +
t∫
0
∫
Ω
ft · wt dxdt  
t∫
0
∥∥ελt ∥∥22,Ω dt + C, (3.9)
where w is some function such that w(t)|∂Ω = gD(t). Observe that〈
T λ(t) · n, gD,t(t)
〉

∥∥gD,t(t)∥∥ 1
2 ,2,∂Ω
(∥∥T λ(t)∥∥2,Ω + ∥∥div T λ(t)∥∥2,Ω)
 C
(∥∥T λ(t)∥∥2,Ω + 1)+ ∥∥uλ(t)∥∥21,2,Ω (3.10)
(we have used the assumption |∇N(u)| C(1+ |u|p) and Young’s inequality13) and that
t∫
0
〈
T λ · n, gD,tt
〉
dt  sup
(0,t)
(∥∥T λ∥∥2,Ω + ∥∥div T λ∥∥2,Ω) ·
t∫
0
‖gD,tt‖ 1
2 ,2,∂Ω
dt, (3.11)
and this is estimated similarly to (3.10). From the representation T λ(t) = T λ,0 + ∫ t0 T λt dt we get the estimate ‖T λ(t)‖2,Ω 
C +  ∫ t0 ‖T λt ‖22,Ω dt .
Thus, combining these facts together (and using the coercivity assumption), inequality (3.8) becomes
t∫
0
∫
Ω
T λt · ελt dxdt  C + 
( t∫
0
∥∥T λt ∥∥22,Ω dt +
t∫
0
∥∥Lzλt ∥∥22,Ω dt
)
, (3.12)
where the constant C depends on F , gD , and z0. Inserting this into (3.6), the theorem is proved. 
3.4. Young measures
We are now ready to prove existence for the problem (1.1). We will follow the reasoning from [8, pp. 1370–1373].
Theorem 3.3. Assume that f satisﬁes the weak safe-load condition and gD ∈ H1(H 12 (∂Ω)). Suppose that F = ∇N, g = ∇M, g is
strictly monotone, and |F (u)| C(1+|u|p) for 0 p < 2. Moreover, let the initial data z0 be as in Theorem 3.2. Then the problem (1.1)
possesses a solution of regularity
(u, T , z) ∈ H1((0, T ); H1(Ω) × L2(Ω)× L2(Ω)).
Proof. The sequences {zλ}, {T λ}, and {ελ} are all bounded in H1(L2) and thus possess a weakly convergent subsequence in
this space. The limit functions satisfy the system of equations
12 The Yosida approximation of a convex function is convex.
13 Note that Young’s inequality is true if p 1; for the case p < 1 we use the fact that∫
Ω
|u|p dx =
∫
{|u|<1}
|u|p dx+
∫
{|u|1}
|u|p dx |Ω| +
∫
Ω
|u|dx C + 
∫
Ω
|u|2 dx.
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ε = 1
2
(∇u + ∇T u),
zt = χ (3.13)
with boundary and initial conditions
u(t)|∂Ω = gD(t), z(0) = z0,
where φ = w-limλ→0+ Fλ(uλ) and χ = w-limλ→0+ gλ(BT T λ − Lzλ). Observe that {uλ} is bounded in H1(H1), so it has a
weakly convergent subsequence. But this sequence is compact in L2(L2) and so it has an almost everywhere convergent
subsequence: uλ → u for a.e. (t, x) ∈ (0, T ) ×Ω .
Let J Fλ = (I + λF )−1 be the resolvent of F ; this is a Lipschitz continuous function. From the properties of Yosida ap-
proximation we get that Fλ(u) = F ( J Fλ (u)).14 Thus Fλ(uλ) → F (u) for a.e. (t, x) ∈ (0, T ) × Ω (it is not diﬃcult to prove
that J Fλ (u
λ) → u a.e.). From Egoroff ’s Theorem, this implies that for any δ > 0 there exists a set E ⊆ (0, T ) × Ω with
|(0, T ) ×Ω \ E| < δ such that Fλ(uλ)⇒ F (u) uniformly on E . We will use this fact later.
We now engage Young measures. If yλ = −ρ∇zψ(ελ, zλ), then the sequence ϑλ = J gλ(yλ), being bounded in L2(L2),
is weakly convergent (after passing to a subsequence): ϑλ⇀ϑ15; also yλ⇀y. But from the deﬁnition of the resolvent,
yλ = ϑλ + λg(ϑλ). The second term converges to 0, because g(ϑλ) is bounded. We conclude that y = ϑ .
The sequence {ϑλ} generates the Young measure νt,x . We need to show that this is a Dirac measure, i.e. νt,x = δϑ(t,x) for
almost all (t, x) ∈ (0, T ) ×Ω . This will be accomplished by showing that the integral
t∫
0
∫
Ω
∫
Rn
[
g(ξ)− g
( ∫
Rn
ζ dνs,x(ζ )
)]
·
[
ξ −
∫
Rn
ζ dνs,x(ζ )
]
dνs,x(ξ)dxds (3.14)
is equal to 0. This is the hardest part in Young measures theory. For simpler equations, as in [9, pp. 54–56], the div–curl
lemma is used. In this paper we will rely on monotonicity of g and convexity of the energy function. In fact, monotonicity
of the function g implies that (3.14) is  0. Also, one can easily see that (3.14) is equal to
t∫
0
∫
Ω
∫
Rn
g(ξ) · ξ dνs,x(ξ)dxds −
t∫
0
∫
Ω
∫
Rn
g(ξ)dνs,x(ξ) ·
∫
Rn
ξ dνs,x(ξ)dxds. (3.15)
Next we will show that
limsup
λ→0+
t∫
0
∫
Ω
g
(
ϑλ
) · yλ dxdt  t∫
0
∫
Ω
χ · ϑ dxdt (3.16)
and
t∫
0
∫
Ω
∫
Rn
g(ξ) · ξ dνs,x(ξ)dxds lim inf
λ→0+
t∫
0
∫
Ω
g
(
ϑλ
) · yλ dxdt. (3.17)
This implies that (3.15) is  0 and so (3.14) is equal to 0. From the assumption that g is strictly monotone, supp(νt,x) =
{∫
Rn
ξ dνt,x(ξ)} = {ϑ(t, x)} for a.e. (t, x) ∈ (0, T ) ×Ω .
First, observe that from the resolvent equation,
t∫
0
∫
Ω
g
(
ϑλ
) · yλ dxdt = t∫
0
∫
Ω
g
(
ϑλ
) · ϑλ dxdt + λ t∫
0
∫
Ω
∣∣g(ϑλ)∣∣2 dxdt. (3.18)
The second term on the right-hand side converges to 0 for λ → 0+ (the sequence g(ϑλ) = zλt being bounded in L2(L2)),
thus
lim inf
λ→0+
t∫
0
∫
Ω
g
(
ϑλ
) · yλ dxdt = lim inf
λ→0+
t∫
0
∫
Ω
g
(
ϑλ
) · ϑλ dxdt. (3.19)
This justiﬁes the multiplication by yλ in (3.17).16
14 ( J Aλ (u), Aλ(u)) ∈ A(u) for any maximal monotone operator A with u ∈ D(A), J Aλ being the resolvent and Aλ the Yosida approximation of A (cf. [4,
p. 28]).
15 Notice that from what we have stated earlier about the Yosida approximation, g(ϑλ) = gλ(yλ).
16 We have assumed νt,x to be the Young measure associated with {ϑλ} and not with {yλ}.
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which is true in a more general setting. The ﬁrst one is proved in Theorem 4.4 of the mentioned paper. We will modify the
proof so that it works in the case of our nonlinearity F .
Writing out the energy of the system, we arrive at inequality
E(ελ − ε	, zλ)(t)+ t∫
0
∫
Ω
gλ
(−ρ∇zψ(ελ, zλ)) · (−ρ∇zψ(ελ, zλ)+ ρ∇zψ(ε	, z	))dxdt
+
t∫
0
∫
Ω
Fλ
(
uλ
) · (uλt − u	t )dxdt + Rλ(t)
 E(ε − ε	, z)(t) +
t∫
0
∫
Ω
χ · (−ρ∇zψ(ε, z) + ρ∇zψ(ε	, z	))dxdt +
t∫
0
∫
Ω
F (u) · (uλt − u	t )dxdt
(Rλ(t), just as in [8], are terms converging uniformly to 0 when λ → 0). Now observe that:
t∫
0
∫
Ω
Fλ
(
uλ
) · (uλt − u	t )dxdt =
t∫
0
∫
Ω
(
Fλ
(
uλ
)− F (u)) · (uλt − u	t )dxdt +
t∫
0
∫
Ω
F (u) · (uλt − u	t )dxdt. (3.20)
The second integral on the right-hand side converges to
∫ t
0
∫
Ω
F (u) · (ut − u	t )dxdt . Write the ﬁrst integral as:
t∫
0
∫
Ω
(
Fλ
(
uλ
)− F (u)) · (uλt − u	t )dxdt =
∫ ∫
E
(
Fλ
(
uλ
)− F (u)) · (uλt − u	t )dxdt
+
∫ ∫
(0,t)×Ω\E
(
Fλ
(
uλ
)− F (u)) · (uλt − u	t )dxdt.
The sequence Fλ(uλ) converges uniformly on E , thus the ﬁrst integral is small for suﬃciently small λ. The second integral
is also small, for any λ, because of uniform integrability of the integrand.18 We therefore get that
t∫
0
∫
Ω
Fλ
(
uλ
) · (uλt − u	t )dxdt →
t∫
0
∫
Ω
F (u) · (ut − u	t )dxdt.
Using convexity of the energy function, we obtain inequality (3.16).
We have thus proven that the integral (3.14) is equal to 0. This means that the sequence (ϑλ) converges in measure to ϑ .
The conclusion is that χ = g(−ρ∇zψ(ε, z)). 
Remark. Observe that when employing Young measures, we have not used the assumption F = ∇N and g = ∇M , only the
continuity of F was needed.
4. Non-coercive problems
4.1. Introduction
In this section we will deal with problems for which L  0, i.e. the energy function does not need to be coercive.
Existence will be shown by approximating the problem (1.1) with coercive problems (assuming that both nonlinearities are
of gradient type):
−divx D
(
εk − Bzk + 1
k
εk
)
= f − ∇N(uk),
εk = 1
2
(∇uk + ∇T uk),
zkt = ∇M
(−ρ∇zψk(εk, zk)), (4.1)
17 The proof of (3.16) is based on the coercivity assumption on g in [8], while in this paper we only use the L2-estimates. This is because we have stronger
assumptions on the model (coercivity and later self-control).
18 If a sequence {ζk} is bounded in L2(Lq) for some q > 1, then it is uniformly integrable: for any  > 0 there exists a δ > 0 such that for any compact
E ⊆ (0, T )×Ω for which |(0, T )×Ω \ E| < δ we have ∫
(0,T )×Ω\E |ζk|dx  .
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where ρψk(ε, z) = 12D(ε − Bz) · (ε − Bz)+ 12 Lz · z + 12kDε · ε. Associated with this problem we have the energy
Ek(ε, z) = 1
2
∫
Ω
(
D(ε − Bz) · (ε − Bz)+ Lz · z + 1
k
Dε · ε
)
dx.
To show existence for each approximation step, we use the reasoning from previous sections: the Yosida approximation
is applied, then one passes to limit λ → 0+ with the aid of Young measures. Of course we must assume that |∇N(u)| 
C(1+ |u|p) for some p < 2, and that the data f , gD , z0 are as in Theorem 3.2. Nevertheless, to show convergence of those
approximation problems, we can use the weaker assumption p < 3.
Now we will introduce an assumption on the model, similar to the self-controlling property from [6].
Deﬁnition 4.1. The model has the L2 self-controlling property if there exists a continuous function F :R+ ×R+ → R+ such
that
t∫
0
∥∥B∇M(z)∥∥22,Ω F
( t∫
0
∥∥L∇M(z)∥∥22,Ω dt,
t∫
0
‖z‖22,Ω dt
)
for all z ∈ L2((0, T ); D(∇M)).19
The above deﬁnition is somewhat different from the self-controlling property, nevertheless it contains, as a special case,
linear self-controlling models, i.e. those for which the function F is aﬃne (for example, the Melan–Prager model, see [13,14],
and the mathematical analysis in [5] and [7]).
We use the notation T k = D(εk − Bzk + 1k εk), Tˆ k = D(εk − Bzk).
4.2. Energy estimate
Lemma 4.2. Suppose that f satisﬁes the weak safe-load condition. Assume that
N(u) β|u|p+δ,∣∣∇N(u)∣∣ C(1+ |u|p), (4.2)
where β , δ > 0, u ∈ R3 , 0  p < p + δ  3. Let the boundary data gD , g	D have regularity H1(W
1
r ,r
′
), where 1 < r < p+δp and
1
r + 1r′ = 1. Then the following inequality holds:
∥∥uk(t)∥∥p+δp+δ,Ω + Ek(εk − ε	, zk)(t)
∫
Ω
N
(
uk(0)
)
dx+ Ek(εk − ε	, zk)(0)+ 
k
t∫
0
∥∥εkt ∥∥22,Ω + C,
where C is independent of k and  > 0 is some small number.
Proof. Compute the derivative
d
dt
Ek(εk − ε	, zk)(t) = ∫
Ω
[
T k −
(
1+ 1
k
)
T 	
]
· (εkt − ε	t )dx−
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk]zkt dx
= −1
k
∫
Ω
f · (ukt − u	t )dx−
∫
Ω
∇N(uk)(ukt − u	t )dx
−
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk]zkt dx+
〈(
T k −
(
1+ 1
k
)
T 	
)
· n, gD,t − g	D,t
〉
∂Ω
−1
k
∫
Ω
f · (ukt − u	t )dx− ddt
∫
Ω
N
(
uk
)
dx+
∫
Ω
∇N(uk)u	t dx
−
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk]g(BT T 	)dx+ 〈(T k −(1+ 1
k
)
T 	
)
· n, gD,t − g	D,t
〉
∂Ω
.
19 We assume here that D(∇M) ⊆ L2(Ω).
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∫
Ω
N
(
uk(t)
)
dx+ Ek(εk − ε	, zk)(t) ∫
Ω
N
(
uk(0)
)
dx+ Ek(εk − ε	, zk)(0) − 1
k
t∫
0
∫
Ω
f
(
ukt − u	t
)
dxdt
+
t∫
0
∫
Ω
∇N(uk)u	t dxdt −
t∫
0
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk]g(BT T 	)dxdt
+
t∫
0
〈(
T k −
(
1+ 1
k
)
T 	
)
· n, gD,t − g	D,t
〉
∂Ω
dt. (4.3)
From the assumptions about N , the ﬁrst integral on the left is not less than β
∫
Ω
|uk|p+δ dx.
Apply Young’s inequality to the second integral on the right:
1
k
t∫
0
∫
Ω
f · (ukt − u	t )dxdt  C + k
t∫
0
∥∥εkt ∥∥22,Ω dt.
Now consider the third integral in (4.3). Using the assumptions about N it can be estimated as follows:
t∫
0
∫
Ω
∇N(uk)u	t dxdt  C
t∫
0
∫
Ω
(∣∣u	t ∣∣+ ∣∣uk∣∣p∣∣u	t ∣∣)dxdt  C + 
t∫
0
∫
Ω
∣∣uk∣∣p+δ dxdt
(we have used the regularity assumption about u	: for n = 3, H2(Ω) ⊂ C(Ω)). Notice that for p  1 we have used Young’s
inequality. In case 0< p < 1 we can write∫
Ω
∣∣uk∣∣p dx = ∫
{|uk |<σ }
∣∣uk∣∣p dx+ ∫
{|uk |σ }
∣∣uk∣∣p+δ 1|uk|δ dx σ p|Ω| + 1σ δ
∫
Ω
∣∣uk∣∣p+δ dx.
Taking σ large enough (independent of k), we get the desired estimate.
The fourth integral in (4.3) is estimated, using Young’s inequality, by
C +  sup
(0,t)
Ek(εk − ε	, zk).
Finally we estimate the boundary term as follows
C
(
1+
t∫
0
(∥∥T k − T 	∥∥r,Ω + ∥∥div T k∥∥r,Ω)dt
)
 C + 
t∫
0
∥∥T k − T 	∥∥22,Ω dt +
t∫
0
(∫
Ω
∣∣uk∣∣pr dx) 1r dt.
From Young’s inequality and assumptions about r(∫
Ω
∣∣uk∣∣pr dx) 1r  C +  ∫
Ω
∣∣uk∣∣pr dx C +  ∫
Ω
∣∣uk∣∣p+δ dx
(in the last inequality we again use the division Ω = {|uk| < 1} ∪ {|uk| 1}).
Combining these facts together, (4.2) is proved. 
Remark. In case gD = g	D we do not have the boundary values and so the regularity assumptions on gD can be weakened
to H1(H
1
2 ).
4.3. Estimates for time derivatives
Consider the problem, corresponding to t = 0
−div T k,0 = f (0) − ∇N(uk,0),
T k,0 = D
(
εk,0 − Bz0 + 1
k
εk,0
)
,
uk,0|∂Ω = gD(0). (4.4)
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data: f ∈ H2(L2). Let gD , g	D ∈ H2(W
1
r ,r
′
), where r, r′ are as in Lemma 4.2. Moreover, let the initial data z0 and nonlinearity N be as
in Theorem 3.2 and Lemma 4.2 and let p + δ > 1. Suppose that z0 satisﬁes additionally
BT T k,0 − Lz0 ∈ D(∇M),{
uk,0
}
is bounded in Lp(Ω), and{∇M(BT T k,0 − Lz0)} is bounded in L2(Ω).
Finally, assume that the model has the L2 self-controlling property. Then
(A1) the sequence {T kt , Lzkt , } is bounded in L2(L2) and there exists C > 0 such that for all t > 0∫
Ω
M
(−ρ∇zψk(εk, zk))dx+
t∫
0
∫
Ω
D−1 Tˆ kt · Tˆ kt dxdt +
t∫
0
∫
Ω
Lzkt · zkt dxdt +
1
k
t∫
0
∫
Ω
Dεkt · εkt dxdt  C, (4.5)
(A2) the sequence {ukt , εkt , zkt } is bounded in L2(L2).
Proof. (A1) Start by differentiating with respect to time:
d
dt
∫
Ω
M
(−ρ∇zψk(εk, zk))dx = ∫
Ω
zkt ·
(
BT Tˆ kt − Lzkt
)
dx
=
∫
Ω
Tˆ kt · Bzkt dx−
∫
Ω
Lzkt · zkt dx
= −
∫
Ω
D−1 Tˆ kt · Tˆ kt dx+
∫
Ω
T kt · εkt dx−
∫
Ω
Lzkt · zkt dx−
1
k
∫
Ω
Dεkt · εkt dxdt. (4.6)
Moving appropriate terms to the left and integrating we get
∫
Ω
M
(−ρ∇zψk(εk, zk))dx+
t∫
0
∫
Ω
D−1 Tˆ kt · Tˆ kt dxdt +
t∫
0
∫
Ω
Lzkt · zkt dxdt +
1
k
t∫
0
∫
Ω
Dεk · εk dxdt
=
∫
Ω
M
(−ρ∇zψk(εk(0), zk(0)))dx+
t∫
0
∫
Ω
T kt · εkt dxdt. (4.7)
Let us write out the second integral on the right-hand side:
t∫
0
∫
Ω
T kt · εkt dxdt =
t∫
0
∫
Ω
T kt ·
(
εkt − ε	t
)
dxdt +
t∫
0
∫
Ω
T kt · ε	t dxdt
=
t∫
0
∫
Ω
ft ·
(
ukt − u	t
)
dxdt −
t∫
0
∫
Ω
D2N
(
uk
)(
ukt ,u
k
t
)
dxdt
+
t∫
0
∫
Ω
D2N
(
uk
)(
ukt ,u
	
t
)
dxdt +
t∫
0
∫
Ω
T kt · ε	t dxdt +
t∫
0
〈
T kt · n, gD,t − g	D,t
〉
∂Ω
dt. (4.8)
The second integral is less than 0 because of convexity of N .
In the ﬁrst integral we integrate by parts
t∫
0
∫
Ω
ft ·
(
ukt − u	t
)
dxdt = −
t∫
0
∫
Ω
ftt ·
(
uk − u	)dxdt + ∫
Ω
ft(t) ·
(
uk(t)− u	(t))dx− ∫
Ω
ft(0) ·
(
uk(0) − u	(0))dx.
Thus, from Lemma 4.2, this integral is bounded by C + k
∫ t
0 ‖εkt ‖22,Ω dt .20
20 It is here that we require the assumption p + δ > 1. Without this term ( ft = 0) we could have proved boundedness for 0 p < 3.
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t ) = ddt ∇N(uk)u	t :
t∫
0
∫
Ω
D2N
(
uk
)(
ukt ,u
	
t
)
dxdt = −
t∫
0
∫
Ω
∇N(uk)u	tt dxdt +
∫
Ω
∇N(uk(t))u	t (t)dx−
∫
Ω
∇N(uk(0))u	t (0)dx C .
The fourth integral is easily estimated by
C + 
t∫
0
∫
Ω
D−1 Tˆ kt · Tˆ kt dxdt + 
1
k
t∫
0
∫
Ω
Dεkt · εkt dxdt.
In the last integral we integrate by parts and obtain
−
t∫
0
〈
T k · n, gD,tt − g	D,tt
〉
∂Ω
dt + 〈T k · n, gD,tt − g	D,tt 〉∂Ω(t)− 〈T k · n, gD,tt − g	D,tt 〉∂Ω(0).
These terms are estimated as in Lemma 4.2 by
C + 
t∫
0
D−1 Tˆ kt · Tˆ kt dt +

k
t∫
0
Dεkt · εkt dt + 
∥∥uk∥∥p+δp+δ,Ω .
Now we can move the terms with ‘ ’ to the left of (4.7) and (A1) is proved.
(A2) This is a consequence of (A1) and the L2 self-controlling property: from what has been established, the sequence
{Bzkt }, and therefore also the sequence {εkt }, is bounded in L2(L2). 
Remark. For linear L2 self-controlling models:
t∫
0
∥∥B∇M(z)∥∥22,Ω dt  C
( t∫
0
∥∥L∇M(z)∥∥22,Ω dt +
t∫
0
‖z‖22,Ω dt + 1
)
we have
t∫
0
∫
Ω
ft ·
(
ukt − u	t
)
dxdt  C + 
t∫
0
∫
Ω
D−1 Tˆ kt · Tˆ kt dxdt + 
t∫
0
∥∥Bzkt ∥∥22,Ω dt
 C + 
t∫
0
∫
Ω
D−1 Tˆ kt · Tˆ kt dxdt + 
t∫
0
∫
Ω
Lzkt · zkt dxdt.
Thus, in this case, we do not need the assumption p + δ > 1.
4.4. Young measures
Theorem 4.4. Let f , gD , z0 , and F = ∇N satisfy assumptions of Theorem 4.3. Suppose that the model has the L2 self-controlling
property and that g = ∇M is strictly monotone. Then the problem (1.1) possesses a solution of regularity
(u, T , z) ∈ H1((0, T ); H1(Ω) × L2(Ω)× L2(Ω)).
Proof. Again, we use Young measures to show that w-limk→∞ g(BT T k − Lzk) = g(BT T − Lz).21 As before, we prove that
F (uk) → F (u) for almost all (t, x) ∈ (0, T ) ×Ω . Thus the limit problem becomes:
−divx D(ε − Bz) = f − F (u),
ε = 1
2
(∇u + ∇T u),
zt = χ = w-limk→∞ g
(−ρ∇zψk(εk, zk)). (4.9)
21 We will write g = ∇M and F = ∇N in this proof.
298 P. Kamin´ski / J. Math. Anal. Appl. 357 (2009) 284–299Take ϑk = −ρ∇zψk(εk, zk). This sequence is weakly convergent in L2(L2) :ϑk ⇀ ϑ . Let νt,x be the Young measure as-
sociated with the sequence {ϑk}. We need to show that νt,x = δϑ(t,x) for a.e. (t, x) ∈ (0, T ) × Ω . For this we need to show
that
t∫
0
∫
Ω
∫
Rn
[
g(ξ)− g
( ∫
Rn
ζ dνs,x(ζ )
)]
·
[
ξ −
∫
Rn
ζ dνs,x(ζ )
]
dνs,x(ξ)dxdt (4.10)
is equal to 0. Again, we will prove that
limsup
λ→0+
t∫
0
∫
Ω
g
(
ϑk
) · ϑk dxdt  t∫
0
∫
Ω
χ · ϑ dxdt (4.11)
and
t∫
0
∫
Ω
∫
Rn
g(ξ) · ξ dνs,x(ξ)dxds lim inf
λ→0+
t∫
0
∫
Ω
g
(
ϑk
) · ϑk dxds. (4.12)
The second inequality is a consequence of Lemma 5.1 in [8].
We will modify the proof of Theorem 4.4 in [8] to obtain the ﬁrst inequality. For this, we write out the energy:
Ek(εk − ε	, zk)(t)+ t∫
0
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk]zkt dxdt + 1k
t∫
0
∫
Ω
f
(
ukt − u	t
)
dxdt
+
t∫
0
∫
Ω
F
(
uk
)(
ukt − u	t
)
dxdt −
t∫
0
〈(
T k −
(
1+ 1
k
)
T 	
)
· n, gD,t − g	D,t
〉
dt
= Ek(εk − ε	, zk)(0).
Similarly we obtain for the limit functions
E(ε − ε	, z)(t)+
t∫
0
∫
Ω
[
BT (T − T 	)− Lz]zt dxdt −
t∫
0
〈
(T − T 	) · n, gD,t − g	D,t
〉+ t∫
0
∫
Ω
F (u)
(
ut − u	t
)
dxdt
= E(ε − ε	, z)(0).
For the initial energies we have
Ek(εk − ε	, zk)(0) = E(ε − ε	, z)(0) + 1
2k
∫
Ω
Dε0 · ε0 dx.
Thus we obtain
Ek(εk − ε	, zk)(t)+ t∫
0
∫
Ω
[
BT
(
Tˆ k − T 	)− Lzk] · g(BT Tˆ k − Lzk)dxdt + t∫
0
∫
Ω
F
(
uk
)(
ukt − u	t
)
dxdt + Rk(t)
= E(ε − ε	, z)(t) +
t∫
0
∫
Ω
[
BT (T − T 	)− Lz] · χ dxdt + t∫
0
∫
Ω
F (u)
(
ut − u	t
)
dxdt.
Similarly as before, we get that
t∫
0
∫
Ω
F
(
uk
) · (ukt − u	t )dxdt →
t∫
0
∫
Ω
F (u) · (ut − u	t )dxdt
(we can use the uniform integrability argument, because the integrand is in L2(Lq) for some q > 1). Using convexity of
the energy function, we ﬁnally prove (4.11) (observe that the sequence T k is bounded in L2div and thus has a L
2
div-weakly
convergent subsequence). 
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