This paper is concerned with the numerical solution of the time fractional coupled Burgers' equation. The proposed hybrid solution is based on Chebyshev collection method for space variable, and the trapezoidal quadrature technique. Finally the error analysis is discussed and some test examples are presented to demonstrate the applicability and efficiency of the method. c 2017 all rights reserved.
Introduction
The fractional calculus [8, 13, 21, 23, 25, 26] is an important branch of applied mathematics. This type of differentiation and integration could be considered as generalization to the usual definition of differentiation and integration to non-integer order [1, 3, 4] . Fractional partial differential equations have recently been applied to different areas of sciences, mathematics, physics, chemistry, engineering, continuum, statistical mechanics, and dynamic system [2, 5, 8, 14, 23, 29, 33, 34] .
In this paper, we study the coupled Burgers' equation with time-fractional derivatives given as
∂v ∂x − ∂(uv) ∂x + g(x, t).
The Burgers' equation can be linearized by Hopf-Cole transformation [12] . Mathematical models of essential flow equations describing unsteady transport issues consist of systems of nonlinear parabolic and hyperbolic partial differential equations. The coupled Burgers' equations form an important type of such partial differential equations. These equations happen in a large number of physical problems such as the phenomena of turbulence flow through a shock wave traveling in a viscous fluid (see [6, 24] ). In recent years, many researchers have studied the fractional partial differential equations and dealt with the fractional Burgers' equation utilizing different techniques [9, 16, 17, 19, 20, 27, 28, 32, 35] . More recently, the authors in [15] applied the Chebyshev polynomials expansion method to find both analytical and numerical solutions of the fractional transport equation in the one dimensional geometry. Dehghan et al. [10] studied Burgers' equation by using novel semi-analytical methods such as the homotopy perturbation method. Also, the solution of two dimensional Burgers' equation based on operational matrices was presented in [18] .
In the present paper, we use the spectral collection method based on orthogonal Chebyshev polynomials, and trapezoidal quadrature (TQ) and finite difference method (FDM) by Caputo derivative to solve the system of coupled Burgers' equation.
Definitions and basic properties
In this section, we give some basic notions about fractional calculus and Chebyshev polynomials, which are required for our subsequent development.
Fractional derivatives
Here we recall definitions and basic results about the fractional calculus. For more details we refer to [26] . Definition 2.1. A real function u(t), t > 0 is said to be in space C µ , µ ∈ R if there exists a real number p > µ, such that u(t) = t p u 1 (t), where u 1 (t) ∈ C(0, ∞), and it is said to be in the space C n µ if and only if u (n) ∈ C µ , n ∈ N. Definition 2.2. The Riemann-Liouville fractional integral operator of order α > 0, of a function f ∈ C µ , µ −1, is defined as
where Γ (.) is the well-known Gamma function.
Definition 2.3. The fractional derivative of u(t) in the Caputo sense is defined as
for m − 1 < α m, m ∈ N, t > 0 and u ∈ C m −1 . Also it can be rewritten in the following form
Similar to integer-order differentiation, Caputo fractional differential has the linear property:
where c 1 and c 2 are constants. If so, for Caputo derivative we have the following basic properties, i)
where c is constant, α and α are floor and ceiling functions, respectively, N 0 = {0, 1, 2, . . .}, and N = {1, 2, . . .}.
Chebyshev polynomials
The well-known Chebyshev polynomial of the first kind of degree n, which are defined on interval [−1, 1] are given by [5] :
by setting x = cos(θ), we have:
hence, we have the relation: 
Shifted Chebyshev polynomials T * n (x) satisfy in the recurrence relation:
with the starting value,
L − 1. These polynomials are orthogonal with respect to the weight function w(x) = (Lx − x 2 ) −1/2 , 0 x L. Also, shifted Chebyshev polynomials may be represented by:
Shifted Chebyshev polynomials derivatives
The derivative formula for the shifted Chebyshev polynomial, via Eq. (2.2), is given by
where m is positive integer number. An arbitrary function u(x) can be approximated in the interval [0, L] with shifted Chebyshev polynomials by the formula u n (x) = n i=0 a i T * i (x) and then we can write
3), we have:
For solving the time-fractional partial differential equations, we apply the Chebyshev polynomials collection method on space variable, which gives the exponential convergence rate on space.
Function approximation
Let w(x) = (1 − x 2 ) −1/2 which denotes a non-negative, integrable, real-valued function over the interval Λ = (−1, 1). We define
where
is the norm induced by the inner product of the space L 2 w (Λ),
It is easily seen that T j (x) j 0 denotes a system which is mutually orthogonal under (3.1), i.e.,
The classical Weierstrass theorem [31] implies that such a system is complete in the space L 2 w (Λ). Thus, for any function u(x) ∈ L 2 w (Λ) the following expansion holds
If u(x) in the Eq. (3.2) is truncated up to the m-th terms, then it can be written as
Now, we can estimate an upper bound for function approximation in a special case. Firstly, the error function can be defined in the following form
Accordingly, the maximum error bound for T n (x) will be as:
If so, the completeness of the system
is achieved by virtue of:
Lemma 3.1. The Chebyshev norm error can be rewritten as
Proof. The completeness of the system T i (x) i 0 helped us to consider the error as
Using the definition of . w , one has
and consequently, Eq. (3.3) proves the lemma.
This lemma shows that the convergence rate is involved with the function u(x). Now, by knowing that the function u(x) ∈ L 2 w (Λ) has some good properties, we could present an upper bound for estimating the error of function approximation by this basis function.
w (Λ) obtained by (3.4) and be analytic on Λ, then an error bound for this approximation can be presented as follows:
Proof. Using Eq. (3.3), and knowing that u(x) is analytic, we have
Also, using the following property of Chebyshev polynomials 1) and using Eq. (3.5) give
Also, according to Lemma 3.1, we can prove the theorem, as
If u(x) is finite times continuously differentiable, some bounds for truncation error have been presented by [7] .
The natural Sobolev norms in which to measure approximation errors for the Chebyshev system involves the Chebyshev weight in the quadratic averages of the error and its derivatives over the interval Λ. Thus, we set
The Hilbert space associated to this norm is denoted by H r w (Λ). We also define the seminorms 
Trapezoidal quadrature formula
Now we recognize the following fractional differential equation,
which by applying Eq. (2.1) converts to the Volterra integral equation,
For the numerical computation of (4.1), the integral is replaced by the trapezoidal quadrature formula at point t n
where g(s) = f(s, u(s)) and g n (s) is the piecewise linear interpolation of g with nodes and knots chosen at t j , j = 0, 1, 2, ..., n. After some elementary calculations, the right hand side of (4.2) gives [11] 
and k
j,n are positive number and bounded (0 < k
so that error bounds and orders of convergence for product integration follow from standard results of approximation theory. For a piecewise linear approximation to a smooth function g(t), the product trapezoidal is of second order [22] . The time-fractional coupled Burgers' equations
with the initial condition u(x, 0) = u 0 (x), v(x, 0) = v 0 (x) can be converted to the following singular integro-partial differential equation
Then, applying the trapezoidal quadrature formula (4.3), yields
(4.5)
The above space differential equations are independent of time variable and can be solved iteratively according to sufficient boundary conditions. The rate of convergence of this formula is O(τ 2 ) on time variable.
Finite difference approximations for time-fractional derivative
In this section, a fractional order finite difference approximation [21] for the time fractional partial differential equations is proposed.
Define t k = kτ, k = 0, 1, 2, ..., n , where τ = T/n . The time fractional derivative term of order 0 < α 1 with respect to time at t = t n is approximated by the following scheme,
Similarly,
where,
We apply this formula to discretize the time variable. The rate of convergence of this formula is O(τ 2−α ).
Collection method to solve time-fractional coupled Burgers' equation
In this paper, we decide to use the spectral collocation methods and in addition, trapezoidal formula or finite difference formula to solve time-fractional coupled Burgers' equation of the form:
with initial conditions
and the boundary conditions
where D α t , D β t denote the Caputo fractional derivatives of orders α and β with respect to t, respectively and u(x, t) and v(x, t) are unknown functions. For t = t n the functions u(x, t n ) and v(x, t n ) are discretized in time and they can be expanded as 
Numerical experiments
In this section we present four examples to illustrate the numerical results.
Example 7.1. We consider the following time fractional coupled Burgers' equation,
by initial conditions
where f(x, t) and g(x, t) are given by
Exact solution of this problem is u(x, t) = v(x, t) = xt 3 . First, we approximate u(x, t) and v(x, t) by forms of Eq. (6.1), hence, we have
Now, we can solve this problem by using spectral collection method with the basic principles of shifted Chebyshev polynomials T * i (x) at roots x r with two methods for time-fractional derivative for D α u, D β v . Trapezoidal formula. We apply trapezoidal formula in Eqs. (4.4) and (4.5) for this problem, and in addition to that we use the initial and boundary conditions, and by using approximates u(x, t) and v(x, t), we have
and
where x 1 , ..., x m−1 are the roots of T * m−1 (x), then by substituting this roots in Eqs. (7.1) and (7.2), hence we have system of equations which is numerical solution of the time fractional coupled Burgers' equation.
Finite difference method.
To do so, we use (5.1) along with the initial and boundary conditions and deduce
where x 1 , ..., x m−1 are the roots of T * m−1 (x). Then, by substituting the roots, above, in the Eqs. (7.3) and (7.4), we will have a system of equations. The maximum absolute errors E ∞ 5 are reported and compared between hybrid collection method and finite difference method in Tables 1 and 2 
Collection with TQ Collection with FDM 
Exact solution for this problem is u(x, t) = v(x, t) = t 3 sin(x).
The maximum absolute errors are reported and compared between hybrid collection method and finite difference method in Tables 3 and 4 . τ
Exact solution of this problem is u(x, t) = v(x, t) = x √ t 5 . The maximum absolute errors are reported and compared between hybrid collection method and finite difference method in Tables 5 and 6 . 
Collection with TQ Collection with FDM where E α is Mittag-Leffler function and it is given by E α (x) = E(α, x) = ∞ n=0
x n Γ (nα+1) . According to the proposed methods for α = β = 0.2, the L 2 error for time fractional coupled Burgers' Eqs. (7.5), (7.6) is shown in Table 7 . 
Conclusion
In this paper we presented a numerical method for solving the time-fractional Burgers' equation by utilizing the shifted Chebyshev polynomials and trapezoidal formula. Numerical results illustrate the validity and efficiency of the method and comparison between the maximum absolute errors of spectral collection method with trapezoidal formula and finite difference method shows the applicability and efficiency of the hybrid collection approach. Where, we see clearly that the error in the solution by trapezoidal formula is less than the error of the solution obtained by finite difference method.
