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Introduction
La couleur est par excellence la partie de l’art qui dé-
tient le don magique. Alors que le sujet, la forme, la ligne
s’adressent d’abord à la pensée, la couleur n’a aucun sens pour
l’intelligence, mais elle a tous les pouvoirs sur la sensibilité.
— Eugène Delacroix, xixe siècle
Représenter des éléments visuels avec des nombres, telle est la tâche qu’accomplissentaujourd’hui des centaines de millions d’ordinateurs et appareils photo numériques. La
représentation numérique basique d’une image est celle de l’écran, qui consiste en une suite
de pixels, codés par des nombres, et organisés dans un quadrillage rectangulaire très ﬁn. Lorsque
l’on veut analyser ou modiﬁer une image automatiquement, ce « tableau de nombres » ne fournit
pas toujours d’informations suﬃsamment explicites. La première étape des systèmes d’analyse
et de traitement d’image consiste alors souvent à transformer ce tableau, de façon à obtenir des
données plus pertinentes.
Depuis plus de vingt ans, les transformations en ondelettes permettent de séparer les infor-
mations liées aux détails de l’image en fonction de leur orientation et de leur taille. Certains
objets fondamentaux comme des contours, des points particuliers, des textures, peuvent être
plus simplement analysés et même modiﬁés, en travaillant dans le domaine des ondelettes plutôt
que directement sur les pixels. On peut alors évoluer vers des procédures de plus haut-niveau
comme la reconnaissance de formes complexes. Dans le cas d’un traitement, comme par ex-
emple la restauration d’une image d’archive, on pourra modiﬁer les données dans le domaine
des ondelettes ; ensuite, une transformation inverse permettra de les reconvertir en pixels, pour
reconstituer l’image restaurée.
Les ondelettes en traitement du signal et des images font référence aujourd’hui, particulière-
ment dans l’algorithme de compression jpeg-2000. Grâce au formalisme de l’analyse multi-
résolution, les ondelettes forment un lien théorique entre les données discrètes disponibles et
des objets continus sous-jacents. Elles se concrétisent par des algorithmes de transformation
numériquement stables, assurant la cohérence entre les opérations appliquées dans le domaine
des ondelettes d’une part, et les changements physiques résultants dans l’image d’autre part.
Cependant, et comme pour la plupart des outils mathématiques dédiés aux images en général,
la déﬁnition de transformées en ondelettes se heurte à un problème de dimension des données.
La plupart des applications utilisent une implantation dite séparable, qui applique une méthode
1D séparément sur chaque ligne et chaque colonne de l’image. Cette solution très simple à mettre
en œuvre ne permet néanmoins pas de capter la géométrie des structures de l’image de façon
satisfaisante, et privilégie les formes rectangulaires. C’est pourquoi de nombreuses variantes de
transformées en ondelettes 2D, utilisant des schémas non séparables, ont également été proposées
(la grande famille des « x-lets »).
Parmi ces multiples propositions, les ondelettes quaternioniques (2004) ont retenu notre
attention, car c’est à partir d’innovations autour du concept classique de signal analytique qu’elles
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parviennent à exploiter eﬃcacement la géométrie des structures de l’image. La particularité
de cette transformée est que ses coeﬃcients ne sont plus de simples nombres réels mais des
vecteurs composés d’une amplitude et d’une phase. Elle réunit deux travaux fondateurs datant
de 1999 : l’algorithme « dual-tree », qui réalise des ondelettes 1D approximativement analytiques
de façon numériquement stable, et le formalisme de signal quaternionique, qui généralise le signal
analytique pour les images à travers un concept nouveau de « phase 2D ». L’approche sous-jacente
dans ce domaine de recherche est l’étude des signaux 2D à travers les notions oscillatoires
de l’analyse de Fourier : amplitude, phase et fréquence. Le but recherché est la qualité et la
richesse de l’information portée par les coeﬃcients. D’une part, l’amplitude est invariante par
translation, propriété partagée avec la transformée de Fourier, mais pas avec la transformée en
ondelettes classique. D’autre part, il s’avère que la phase, issue d’une caractérisation physique
d’un phénomène vibratoire, traduit d’une certaine façon la géométrie locale des structures de
l’image. Cette approche signal, bien déﬁnie en 1D pour l’étude des signaux éléctriques, radars,
ou le son par exemple, suscite actuellement une recherche active visant à étendre ces notions
pour les images.
À partir de 2001, un nouvel axe est venu compléter le formalisme quaternionique, dans le
but d’améliorer cette analyse des images basée sur un concept de phase. Il repose sur une réelle
généralisation de la transformée de Hilbert, à savoir la transformée de Riesz. Le formalisme
monogène oﬀre alors une déﬁnition de « phase 2D » alternative, qui permet de rendre l’analyse
invariante par rotation, ce qui n’est pas le cas des outils quaternioniques. De plus, cette nou-
velle phase traduit des caractéristiques géométriques plus claires que la phase quaternionique,
notamment une mesure directe de l’orientation des structures. Ces propriétés sont très utiles
en pratique car les objets contenus dans les images peuvent prendre des directions diverses.
Basé sur ce concept prometteur, le premier algorithme de transformée en ondelettes monogènes
oﬀrant une reconstruction parfaite de l’image à partir des données d’analyse a été proposé en
même temps que cette thèse commençait (2009). Le signal monogène constitue une amélioration
théorique du signal quaternionique, et la transformée en ondelettes monogène oﬀre de nouvelles
perspectives en termes de représentation des images. Nous nous sommes donc fortement intéressé
à ces deux généralisations 2D de la transformée en ondelettes analytique.
À partir du constat que l’algèbre des nombres complexes, classiquement utilisée en traite-
ment du signal, est trop limitée pour modéliser les signaux multidimensionnels de manière sat-
isfaisante, les travaux sur l’extension 2D du signal analytique (le signal quaternionique et le
signal monogène) ont été proposés dans des algèbres plus générales : l’algèbre des quaternions,
et l’algèbre de Cliﬀord. C’est ainsi que les coeﬃcients d’analyse ne sont plus de simples nombres
réels mais des objets plus évolués, intégrant les notions d’amplitude et de phase dans une seule
entité.
Nous pensons que ce domaine de recherche est propice à étendre les outils de traitement
du signal aux signaux vectoriels, ce qui permettrait de déﬁnir une représentation en ondelettes
adaptée aux images couleur. En eﬀet, tous les outils que nous avons mentionnés jusqu’ici ne
sont applicables que sur des images en niveaux de gris. Les pixels des images en niveaux de
gris sont composés d’un simple nombre réel, traduisant l’intensité lumineuse, alors que les pixels
d’une image couleur consistent en général en trois nombres, correspondant aux composantes
primaires « rouge », « vert » et « bleu ». En pratique, lorsqu’il est nécessaire d’analyser ou de
traiter des images couleur, la méthode la plus utilisée est marginale, c’est-à-dire qu’elle consiste
à séparer l’image couleur en trois images scalaires, chacune liée à un canal couleur, puis à
appliquer séparément un outil scalaire (« gris »). Ces traitements marginaux ont parfois des eﬀets
indésirables comme l’apparition de fausses couleurs ou la non-détection de certaines formes, ce
qui est dû au fait que les couleurs de l’images ne sont pas prises en compte comme des entités, et
que donc le traitement n’est pas adapté à cette notion physique de couleur. Mathématiquement,
les images couleur posent à nouveau un problème de dimension, puisque l’on doit étendre les
outils de façon à prendre en compte les signaux dont les valeurs sont vectorielles. Notons que
ce problème est encore plus important avec des données multimédia plus riches, impliquant par
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exemple des objets en trois dimensions, de la video, des images multi- ou hyper- spectrales, des
images en stéréo-vision. . .
D’une manière générale en traitement d’image, les outils vectoriels sont rares. En ce qui
concerne le signal analytique, la transformée de Fourier et les transformées en ondelettes analy-
tiques, il n’existe pas à notre connaissance aujourd’hui d’outil vectoriel ou couleur parfaitement
établi.
C’est ici que nous plaçons notre travail, dans une problématique de redéﬁnition des outils
classiques de traitement du signal pour les images couleur. De tels outils pourraient à l’avenir
mieux prendre en compte les informations conjointes entre les canaux couleurs, en manipulant
de réelles entités géométriques couleur, tout en conservant la qualité de description géométrique
des outils scalaires modernes. Ce travail nécessite une reﬂexion sur le sens que l’on peut donner
à des objets comme une « oscillation couleur », un « contour couleur », une « phase couleur »,
ainsi qu’à la déﬁnition de l’orientation, et plus généralement des caractéristiques géométriques
des objets en couleur. Cette démarche passe par une modélisation mathématique particulière des
signaux couleur, de façon à identiﬁer certaines de leurs caractéristiques physiques, oscillatoires,
géométriques. Elle fera notamment appel aux outils issus de la géométrie diﬀérentielle. Nous
attendons de cette approche signal qu’elle aboutisse à une méthode peu redondante et inversible,
grâce aux notions d’échantillonnage et de théorie de l’information.
Le travail de recherche présenté dans ce mémoire de thèse a été guidé par des questions,
auxquelles nous tenterons de répondre :
Dans une perspective de manipulation des signaux aux dimensions diverses, quels nouveaux
outils peuvent émerger de l’étude d’algèbres générales comme les quaternions ou les algèbres
géométriques ?
Dans quelle mesure les notions liées aux phénomènes vibratoires, formant le cœur des outils de
traitement du signal et indispensables aux technologies du son, peuvent améliorer les méthodes
d’analyse en apportant une dimension physique à l’étude des images ? Et comment une grandeur
physique comme la couleur peut-elle être prise en compte eﬃcacement dans une telle démarche ?
Comment les outils classiques d’analyse d’image peuvent-ils être intégrés dans un processus
de synthèse, en d’autres termes, comment des mesures concrètes de caractéristiques physiques
peuvent à la fois résumer les structures visibles et permettre d’en reconstruire l’essentiel a
posteriori ? Et à quel point une méthode de représentation peut-elle concilier puissance d’analyse
et compacité des données ?
Ce mémoire commence avec la présentation des outils classiques de traitement du signal,
à travers les notions oscillatoires d’amplitude, de phase et de fréquence, pour aboutir à la de-
scription de l’algorithme dual-tree, qui ouvre la voie vers des schémas numériques d’ondelettes
analytiques. Ensuite, les approches quaternioniques pour le traitement d’image seront traitées,
et les ondelettes quaternioniques en particulier seront étudiées en détail, dans un travail d’abord
théorique, puis pratique. Les approches isotropes pour l’extension du signal analytique, aboutis-
sant aux ondelettes monogènes, seront étudiées au chapitre 3, ainsi qu’une première reﬂexion
sur l’extension couleur. Enﬁn, le chapitre 4 présentera une nouvelle déﬁnition de représentation
en ondelettes monogènes couleur.

1
Amplitude, phase et fréquence
Les outils élémentaires de représentation des signaux 1D et 2D sur lesquels se base notre travailsont présentés dans ce chapitre. Il s’agit de la transfomée de Fourier, du signal analytique
et des transformées en ondelettes.
Un phénomène oscillatoire élémentaire peut se modéliser par une fonction sinusoïdale s









La transformée de Fourier permet de construire n’importe quelle forme de signal en superposant
de telles sinusoïdes pour diﬀérentes valeurs d’amplitude A, de phase ϕ et de fréquence ω2pi (plus
précisément, ω est la pulsation, exprimée en radians par secondes, et ω2pi est la fréquence exprimée
en Hertz). L’analyse de Fourier est à l’origine de la discipline du traitement du signal et les car-
actéristiques oscillatoires sont les notions centrales de notre travail. L’analyse par ondelettes
permet de construire n’importe quelle forme de signal en superposant des sinusoïdes localisées





Ces « ondelettes » peuvent être paramétrées par une amplitude, une fréquence et parfois
une phase, mais aussi par une position dans le temps, et tout signal pourra s’écrire comme une
somme d’ondelettes.
Nous présentons dans ce chapitre les outils classiques de représentation des signaux en nous
focalisant sur ceux qui intègrent les notions d’amplitude et de phase. Ces derniers utilisent
en général l’algèbre des nombres complexes C, par opposition aux représentations « à valeurs
réelles », qui sont insuﬃsantes pour manipuler ces grandeurs physiques.
Le but de ce chapitre est de donner les bases pour l’étude des représentations en ondelettes
« analytiques » peu redondantes, avec les diﬃcultés sous-jacentes concernant l’extension de ces
outils aux images. Ainsi, les premières methodes d’extension des représentations analytiques
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aux signaux 2D seront présentées et permettront d’ouvrir vers les approches quaternioniques et
monogènes qui seront étudiées dans les chapitres suivants.
1.1 Outils de base 1D
1.1.1 Domaine fréquentiel
La transformée de Fourier décompose toute fonction s ∈ L2(R) en une somme de signaux










s(t)e−jωtdt = A(ω)ejϕ(ω) (1.1)
Les termes ejωt = cos(ωt) + j sin(ωt) sont des sinusoïdes complexes, correspondant à une
« fréquence pure ». Les coeﬃcients complexes s^ = Aejϕ déﬁnis par une amplitude A et une
phase ϕ composent la transformée de Fourier de s et caractérisent complètement ce signal. La
plupart du temps, les signaux étudiés sont à valeurs réelles (s(t) ∈ R), et la symmétrie hermi-
tienne de leur spectre s^(ω) = s^∗(−ω) nous permet de les représenter comme une somme plus
















A(ω) cos(ωt+ ϕ(ω))dω (1.3)
On voit bien dans cette equation que le module et l’argument des coeﬃcients de Fourier
encodent directement l’amplitude et la phase pour chaque fréquence. L’amplitude est liée à
une notion d’énergie, comme le montre l’égalité de Parseval-Plancherel ∫ s(t)2 = 12pi ∫ A(ω)2, et
donne accès à la puissance moyenne de la sinusoïde A cos(ωt + ϕ) qui vaut A2/2. Elle possède
une propriété appréciée en analyse, l’invariance par translation, régie par le théorème du retard
(ou du « décalage ») :
s(t− τ) F←→ e−jωτ s^(ω) = A(ω)ej(ϕ(ω)−ωτ) (1.4)
Il est clair que l’analyse de Fourier est fondamentalement liée à l’algèbre des nombres complexes
C, alors même que les signaux considérés sont réels. Les exponentielles complexes sont en fait les
vecteurs propres des systèmes linéaires invariant dans le temps (ou « à coeﬃcients constants »),
dont l’application à un signal s’eﬀectue par une convolution. En d’autres termes, les sinusoïdes
complexes sont les seules fonctions qui lorsqu’on les passe dans un système linéaire invariant dans
le temps, en ressortent simplement « pondérées » par un facteur complexe. Cette pondération
aﬀecte l’amplitude et la phase. Il faut de plus reconnaître que cette algèbre très répandue permet
d’uniﬁer de façon élégante les notions physiques d’amplitude (réel positif) et de phase (angle),
par le module et l’argument, dans un seul coeﬃcient ; et de modéliser une double opération
d’ampliﬁcation par A et de déphasage par ϕ par une simple multiplication <{Aejϕ ejωt} =
A cos(ωt+ ϕ).
Notons que la discrétisation de la transformée de Fourier est très bien établie grâce au
formalisme des distributions. Une séquence s[n] de N nombres caractérise un signal T -périodique
continu s(t) dont on a extraitN échantillons consécutifs à intervalles réguliers T/N . La déﬁnition










Cette représentation non-redondante est calculée classiquement par l’algorithme rapide « FFT ».
Les informations obtenues dans le domaine fréquentiel concernent des sinusoïdes inﬁnies et
ne sont donc pas localisées dans le temps. Nous allons voir qu’au contraire, le signal analytique
fournit une amplitude et une phase instantanées.
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1.1.2 Domaine temporel
La représentation à valeurs complexes de la transformée de Fourier formée d’une amplitude
et d’une phase trouve son analogie temporelle dans le signal analytique, construit à partir de la
transformée de Hilbert [55, 151].
Transformée de Hilbert
La transformée de Hilbert est apparue dans la communauté mathématique comme la relation
entre la partie réelle et la partie imaginaire des fonctions holomorphes [78], et se déﬁnit comme







F←→ −j sgn(ω)s^(ω) (1.6)
En dépit de sa singularité, elle possède la plupart des propriétés classiques des opérateurs linéaires
invariants par translation [78]. Unitaire dans L2, elle conserve l’énergie (∫ |s|2 = ∫ |Hs|2) et son
inverse/adjoint se réduit à −H. Le théorème de Bedrosian [6], que nous utiliserons par la suite,
donne une condition suﬃsante pour que H commute avec la multiplication :
s^1(ω)s^2(ω) = 0 ⇒ H{s1s2}(t) = s1(t)Hs2(t) (1.7)
(Les deux signaux occupent une bande fréquentielle distincte). La réponse fréquentielle de H
montre qu’elle déphase de −pi/2 toutes les sinusoïdes qui composent le signal. Dans le domaine
temporel, celà correspond à un décalage à droite de pi2ω (diﬀérent pour chaque sinusoïde), qui se
traduit sur le signal par une modiﬁcation locale de sa structure oscillante, comme illustré ﬁgure
1.1a. Le déphasage local de la transformée de Hilbert se distingue donc d’un simple décalage.
L’amplitude n’est pas aﬀectée à l’exception de la composante continue qui est annulée, H est
donc un ﬁltre « passe-tout », un « déphaseur pur ». On dit que s et Hs forment une « paire
de Hilbert », et sont « en quadrature » (terme qui renvoie à l’orthogonalité entre les fonctions,





(a) Signal s (ligne noire pleine) et sa transformée de













(b) Signal s (ligne noire pleine) et son enveloppe com-
plexe : Amplitude A (ligne pointillée à traits courts bleue)
et phase ϕ (ligne pointillée à traits longs rouge, échelle
de droite).
Figure 1.1 – Signal analytique 1D
Remarquons le lien étroit entre H et la dérivation :




Plus particulièrement, dans le cas de la sinusoïde, la transformée de Hilbert et la dérivée sont
égales au signe près : H cos(t) = sin(t) = −d cos(t)dt . Ce lien sera abordé à nouveau au chapitre 3.
L’implantation discrète ne peut malheureusement pas se déﬁnir aussi bien que pour la trans-
formée de Fourier. En eﬀet, la transformée de Hilbert est associée à une réponse impulsionnelle
inﬁnie, ce qui empêche le calcul numérique exact de Hs. En pratique, on calculera Hs en mul-
tipliant ses coeﬃcients de FFT par ±j. On considère en général que cette approximation est
satisfaisante.
Notons que la transformée de Hilbert n’est pas adaptée pour manipuler des signaux de
moyenne non-nulle, à cause de sa singularité autour de ω = 0.
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Phase ϕ 0 pi2 ±pi −pi2
Forme locale
Table 1.1 – Correspondance entre la phase et la forme locale [61, 15].
Signal analytique
Le signal analytique est un signal à valeurs complexes sA construit à partir d’un signal réel
s aﬁn d’extraire son « enveloppe ». Il est déﬁni par :
sA(t) = s(t) + jHs(t) = A(t)ejϕ(t) F←→ (1 + sgn(ω))s^(ω) (1.9)
On peut remarquer que cette extension de s correspond simplement à annuler les « fréquences
négatives » de son spectre, ce qui a pour eﬀet de convertir toutes les sinusoïdes réelles
A(ω) cos(ωt+ ϕ(ω)) qui le composent en sinusoïdes complexes A(ω)ejϕ(ω) correspondantes. On
a donc une représentation de redondance 2×.
L’enveloppe sA est composée d’une amplitude A(t) et d’une phase ϕ(t) instantanées, la
phase pouvant être dérivée pour obtenir la fréquence instantanée du signal ν(t) = 12pi ddtϕ(t).
Cette extraction de caractéristiques locales du signal réalise une démodulation en amplitude et
en fréquence (AM/FM), ce qui a bien sûr une application en télécommunications, mais aussi
pour la détection de la hauteur des sons par exemple.
On peut voir ﬁgure 1.1b que l’amplitude A enveloppe le signal de façon lisse. Cette donnée
analogue à celle de Fourier s’interprète comme l’amplitude d’une sinusoïde, mais cette fois-ci
localisée dans le temps, indépendamment de sa fréquence et de sa phase. On peut la voir comme
traduisant la présence d’une oscillation locale. La phase instantanée ϕ(t), dont les valeurs sont
dans [−pi;pi], traduit localement la position du signal par rapport à son oscillation courante. Par
exemple, les deux points particuliers de la ﬁgure 1.1b représentent respectivement un « creux »
et une « montée », ce qui correspond, au point central de ces structures, à des valeurs de phase
de ±pi et −pi/2. On peut alors interpréter la phase comme un descripteur continu de forme
géométrique locale [81, 61], dont les cas particuliers sont illustrés dans la table 1.1. Le signal
analytique peut donc être vu comme une représentation locale en termes de présence et de
forme. Cette interprétation structurelle ouvre de nouvelles perspectives dans l’extension de cet
outil pour l’image.
La modélisation du signal à partir de son enveloppe et de sa phase
s(t) = A(t) cos(ϕ(t)) (1.10)
révèle le modèle sous-jacent à cette représentation : une sinusoïde modulée en amplitude et
en phase/fréquence. Nous avons pointé précédemment que la transformée de Hilbert est mal
adaptée pour les signaux à moyenne non-nulle, nous allons maintenant voir qu’un signal à bande
étroite est requis pour les deux raisons suivantes :
D’abord, le concept de fréquence instantanée est incompatible avec l’éventuelle présence de
plusieurs composantes fréquentielles dans s. Par exemple, un signal contenant deux fréquences
d’amplitudes constantes sera assimilé à une seule fréquence modulée en amplitude, par l’identité
trigonométrique suivante :

















Dans le cas où les deux fréquences concernées sont proches (ω1 ≈ ω2), celà est bien connu
en acoustique sous le nom de phénomène de « battement ». Le modèle du signal analytique est
alors cohérent avec la perception auditive, puisque l’on entend une seule fréquence dont l’intensité
varie. Par contre, dans le cas où les deux fréquences sont bien distinctes, la modélisation des deux











F←→ h^(ω) = e−(ω−ωc)2σ2/2
HHj
h^(ω < 0) ≈ 0
ωc
Figure 1.2 – Filtre en quadrature de Gabor h et sa réponse fréquentielle h^.
oscillations par une onde modulée n’est pas satisfaisante, ce qui suggère clairement l’étude de
signaux à bande étroite, qui ne peuvent contenir simultanément que des fréquences suﬃsamment
proches.
Ensuite, il semble raisonnable que la fréquence soit relativement constante au voisinage d’un
cycle, ce qui implique une certaine régularité de la phase et donc du signal. D’un point de
vue « Fourier », la régularité signiﬁe l’absence de hautes fréquences, corroborant à nouveau la
contrainte de bande étroite.
Cette restriction suggère donc d’analyser une certaine bande fréquentielle du signal. Aﬁn
d’avoir une approche complète, prenant en compte toutes sortes de signaux, il faut utiliser la
représentation analytique dans une analyse multibande.
1.2 Analyse multibande 1D
Au coeur des techniques de traitement du signal, les représentations multibandes sont le
compromis nécessaire entre le domaine fréquentiel - dont les informations ne sont pas localisées
dans le temps - et le domaine spatial. Notons que ce genre d’outil est en accord avec la perception
humaine du son, ce qui explique son succès par exemple en codage de la parole pour les télécom-
munications. Les transformées en ondelettes facilitent ainsi l’analyse des signaux en localisant
l’information à la fois en temps et en fréquence, et permettent de les approximer eﬃcacement
par des reconstructions partielles simples.
Après la présentation de l’outil classique qu’est la représentation de Gabor, nous verrons
les bancs de ﬁltres orthogonaux et leurs extensions à valeurs complexes. De plus amples détails
pourront être trouvés dans [102, 150, 49].
1.2.1 Représentations continues : Gabor et Morlet
Atomes de Gabor
A cause de la contrainte de bande étroite sur la représentation analytique, l’analyse de
l’enveloppe temporelle des signaux se fait en général par un ﬁltre en quadrature, qui sélectionne
une bande fréquentielle tout en calculant la transformée de Hilbert associée. Un tel ﬁltre est déﬁni
à partir d’un ﬁltre passe-bande réel h1(t) et par son extension analytique h(t) = h1(t)+jHh1(t)
(voir ﬁgure 1.2). La linéarité de H implique que le signal ﬁltré par h est lui aussi analytique.
En pratique, puisque H est associé à une réponse impulsionnelle à support inﬁni, une paire
de Hilbert ne peut pas être constituée de deux ﬁltres à support compacts. Il est donc courant
d’utiliser des approximations de paire de Hilbert, comme le célèbre atome de Gabor déﬁni par le
fenêtrage d’une exponentielle complexe, illustré ﬁgure 1.2 dans la cas d’une fenêtre gaussienne.
L’approximation se traduit par une énergie non-nulle dans la partie négative du spectre, due à sa
forme gaussienne. Cette approximation peut aussi être expliquée par le théorème de Bedrosian
(equation (1.7)). Ce dernier indique que si les supports des spectres de la fenêtre e−t2/2σ2 et de
la sinusoïde cos(ωct) sont distincts, alors on peut eﬀectuer la commutation suivante :
e−t
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et réécrire h(t) comme le signal analytique (exact) associé à l’atome e−t2/2σ2 cos(ωct). En réalité,
les supports ne sont pas exactement distincts, mais le sont approximativement si la fréquence
centrale ωc est suﬃsamment grande par rapport à la largeur de la gaussienne σ. Le choix d’une
fenêtre gaussienne n’est pas anodin car il correspond au meilleur compromis entre la localisation
temporelle et la localisation fréquentielle.
En faisant varier la position de la fenêtre et la fréquence de l’exponentielle complexe, on
obtient une famille d’atomes temps-fréquence. Celà correspond à une transformée de Fourier






où g est la fenêtre utilisée. Le coeﬃcient w(ω, x) mesure l’amplitude et la phase du signal autour
de la position x et de la fréquence ω, constituant une fonction de deux variables. L’identité de
Parseval ∫ |s|2 = 12pi ∫ |w|2 confère au carré de l’amplitude |w|2 une valeur d’énergie qui déﬁnit le
« spectrogramme » de s. La mesure associée à chaque coeﬃcient se fait sur un certain voisinage
en temps ainsi qu’en fréquence, ce qui introduit une certaine régularité de w 1. Une implantation
discrète classique de la STFT consiste à eﬀectuer N transformées de Fourier pour un signal de
taille N , ce qui produit N2 coeﬃcients.






w(ω, x)ejωtg(t− x)dωdx (1.14)
modélisant donc le signal comme une somme d’oscillations locales à des fréquences diﬀérentes,
mais ne fonctionne pas toujours lorsque l’on discrétise la transformée (on ne peut pas calculer
un ensemble continu de coeﬃcients).
La particularité des atomes de Gabor à osciller dans une fenêtre de durée ﬁxée fait que
les atomes haute-fréquence présentent de plus nombreuses oscillations que les atomes basse-
fréquence. Cette variabilité de forme a suscité la recherche vers une analyse temps-fréquence
dont les atomes se ressembleraient plus, notamment pour l’analyse de sismogrammes [62]. Il
s’agit des ondelettes de Morlet.
Ondelettes de Morlet
Une évolution de cet outil est la représentation en ondelettes de Morlet/Gabor [62], qui






F←→ ψ^(ω) = (σ2pi)1/4e−(ω−ωc)2σ2/2 (1.15)
pour générer une famille d’ondelettes. Au lieu de simplement décaler la fenêtre, on va plutôt









F←→ √s e−jωxψ^(sω) avec s, x ∈ R (1.16)
Celà permet d’une part d’avoir des atomes qui portent tous la même énergie, puisque ∫ |ψs,x|2 =∫ |ψ|2, mais plus généralement les fonctions analysantes seront toutes semblables, contrairement
aux atomes de la STFT qui contiennent un nombre d’oscillations diﬀérent.
La notion d’échelle s vient remplacer la notion de fréquence, et si ψ a une fréquence centrale




s(t)ψs,x(t)dt = (s ∗ ψs,0)(x) (1.17)
1. Elle est égale à son lissage par un noyau reproducteur (voir aussi fonction d’ambiguïté), et ne produit pas
d’interférences, contrairement à la distribution de Wigner-Ville.
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Le module au carré des coeﬃcients |w|2 s’interprète comme un « scalogramme », analogue au
spectrogramme mais avec un découpage « log-fréquentiel » (par octaves), impliquant des bandes
plus grandes en hautes-fréquences, à l’image de notre perception du son.
La STFT de Gabor et les ondelettes de Morlet, que nous engloberont par la suite par le seul
nom « Gabor », possèdent une bonne qualité d’analyse grâce à une amplitude invariante par
translation et une résolution temps-fréquence très ﬁne. Elle est utile pour l’analyse des signaux
audio par exemple, qui peuvent souvent être modélisés par une somme d’oscillations modulées
en amplitude et en fréquence. L’analyse des formants de la parole (composantes sinusoïdale
apparaissant pour une courte durée et dont la fréquence varie lentement), peut se faire dans le
domaine de Gabor notamment via la détection de maxima de w (notion de « ridges »).
La condition d’admissibilité sur ψ (de moyenne nulle et continûment dérivable) assure la re-
construction du signal à partir de l’ensemble continu des coeﬃcients, et de nombreuses ondelettes
à valeurs réelles ont été proposées (Chapeau Mexicain, Shannon, Meyer, Haar, Battle-Lemarié,
Daubechies. . .), avec diﬀérentes propriétés d’orthogonalité, de taille de support, de symmétrie
et de nombre de moments nuls.
Dans le cadre de cette thèse, seules nous intéressent les ondelettes analytiques (ou approx-
imativement), car elles permettent d’extraire l’amplitude et la phase locale du signal analysé.
Malheureusement, ces représentations déﬁnies dans le domaine continu posent un problème de
discrétisation, et ne permettent pas en pratique la reconstruction stable du signal à partir des
coeﬃcients d’analyse. C’est pourquoi l’algorithme de S. Mallat [101] que nous présentons main-
tenant a marqué l’essor des représentations en ondelettes.
1.2.2 Bancs de ﬁltres orthogonaux à coeﬃcients réels
Les décompositions temps-fréquence peuvent être vues comme des projections du signal dans
des bases d’ondelettes de L2(R). L’article de S. Mallat [101] montre que l’on peut produire tous
les coeﬃcients de projection eﬃcacement avec un banc de ﬁltres à échantillonnage critique et
reconstruction parfaite. Ce résultat est issu du recoupement entre l’analyse multirésolution [106],
et le codage en sous-bandes, apparu dans les années 1970 en communications [32].
Une analyse multirésolution (AMR) est une séquence de sous-espaces emboîtés {Vj}j∈Z de
L2(R) tels que Vj ⊂ Vj+1. Cette théorie permet l’étude des approximations d’un signal dans
lesquelles les détails sont progressivement supprimés par lissages successifs. A chaque valeur de
j correspond une notion d’échelle, les signaux les plus « détaillés » étant pour des valeurs de
j grandes 2. Pour une AMR donnée, il existe une unique fonction d’échelle φ(t) telle que ses
translations et dilatations
φj,k(t) = 2
j/2φ(2jt− k) (j, k) ∈ Z2 (1.18)
forment des bases orthonormales des Vj . On approxime donc un signal s à l’échelle j en le




〈s, φj,k〉︸ ︷︷ ︸
vj [k]
φj,k(t) ∈ Vj (1.19)
Les coeﬃcients de cette projection sur une base discrète forment un signal discret vj [k] qui
approxime la fonction continue s. Cette relation permet de faire apparaître une convolution
discrète dans une expression faisant intervenir les coeﬃcients à deux échelles voisines. Ainsi, les
coeﬃcients d’approximation de s à l’échelle j peuvent être obtenus en ﬁltrant les coeﬃcients de
l’échelle j+1 et en ne gardant qu’un échantillon sur deux :
vj [n] = 〈s, φj,n〉 =
∑
k





2. Nous reprenons ici pour les valeurs de j la déﬁnition de l’article de Mallat [101].




































Figure 1.3 – Banc de ﬁltres à échantillonnage critique 1D. Dans cet exemple la profondeur de décompo-
sition choisie est de trois niveaux.









)φ(t− n)dt ~h[n] = h[−n] (1.21)
L’orthogonalité de la base formée par les translations de la fonction d’échelle (〈φj,k, φj,k+n〉 =
δ[n]) impose les contraintes suivantes sur ce ﬁltre :
|h^(0)| = 1 et |h^(ω)| 6= 0 pour ω ∈ [0;pi/2] « ﬁltre passe-bas » (1.22)
|h^(ω)|2 + |h^(ω + pi)|2 = 1 « ﬁltre conjugué » (1.23)
Les coeﬃcients dits d’ondelette sont construits comme « signal de détail », correspondant aux
détails perdus lorsque l’on passe à une résolution inférieure. On les obtient en projetant le signal
dans les espaces complémentaires Wj , qui sont tels que Wj ⊕ Vj = Vj+1. Les bases concernées
sont des bases d’ondelettes, construites par translation/dilatation d’une fonction d’ondelette
ψ. A nouveau, une convolution discrète apparait dans l’expression des coeﬃcients entre deux
échelles. Pour satisfaire l’orthogonalité de la base d’ondelettes, le ﬁltre d’ondelette g qui apparait
doit satisfaire :
|g^(ω)|2 + |g^(ω + pi)|2 = 1 « ﬁltre conjugué » (1.24)
h^(ω)g^∗(ω) + h^(ω + pi)g^∗(ω + pi) = 0 (1.25)
Ces deux conditions sont vériﬁées si g est déﬁni en fonction du ﬁltre d’échelle de la façon suivante :
g[n] = (−1)1−nh[1− n] ~g[n] = g[−n] (1.26)
La fonction d’ondelette est alors déﬁnie dans le domaine de Fourier par : ψ^(ω) = g^(ω/2)φ^(ω/2).
L’utilisation conjointe des détails et approximations permet de décomposer les signaux sur un
nombre ﬁni d’échelles. On dispose en pratique d’un signal discret s[n], dont on fait l’hypothèse
qu’il encode l’approximation à l’échelle 0 d’un signal s(t) continu, soit : s[n] = v0,n. La décompo-





plétée par un signal de détail w−1,k[n] = (v0,k ∗ ~g) [2n]. L’itération sur le signal d’approximation
vj,k permet d’obtenir tous les coeﬃcients de projection sur la base d’ondelettes. On arrête la
décomposition à une profondeur ﬁxée J (négative), telle que les détails aux échelles j < J sont
alors tous regroupé dans le seul signal d’approximation restant vJ,k. La décomposition complète










Le processus complet de décomposition et de reconstruction à partir des coeﬃcients peut
s’eﬀectuer eﬃcacement de façon récursive, à travers une structure de banc de ﬁltres à échan-
tillonnage critique, comme illustré ﬁgure 1.3. Une telle utilisation correspond au cas particulier
de banc de ﬁltres orthogonal, qui était déjà étudié dans le domaine du codage en sous-bandes
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[150]. Dans ce cas, les ﬁltres de décomposition ~h et ~g sont déﬁnis par retournement temporel des
ﬁltres de reconstruction h et g (comme nous l’avons spéciﬁé aux équations (1.21) et (1.26)), et
respectent les conditions de paraunitarité, correspondant aux équations (1.23), (1.24) et (1.25).
Au ﬁnal, une décomposition en ondelettes orthogonale est entièrement déterminée par le ﬁltre
d’échelle h. En termes de décomposition et reconstruction d’un signal, on peut relâcher la con-
trainte d’orthogonalité, permettre ~h et ~g d’être diﬀérents de h et g, et se concentrer simplement
sur la capacité du banc de ﬁltres à reconstruire parfaitement le signal de départ. Les conditions
plus générales de reconstruction parfaite sur les 4 ﬁltres sont les suivantes : h^(ω)~^h(ω) + g^(ω)~^g(ω) = 2h^(ω + pi)~^h(ω) + g^(ω + pi)~^g(ω) = 0 (1.28)
Dans ce cas la décomposition est dite « bi-orthogonales », et il est possible d’avoir des ﬁltres
symmétriques à support compact et coeﬃcients réels [33].
Cet outil est puissant pour représenter les signaux réguliers par morceaux, c’est-à-dire présen-
tant des singularités éparses. Cette nouvelle famille de décompositions en temps et en fréquence
est non-redondante et se calcule par un algorithme rapide de complexité linéaire. Il connaît
un réel succès dans des domaines très variés, dont la compression d’images, aboutissant à
l’intégration d’une transformée en ondelettes dans le format JPEG-2000. L’orthogonalité de
la décomposition en fait un outil de choix pour les analyses statistiques car le bruit blanc y est
décorrèlé. L’intégration rigoureuse du discret dans la théorie permet la reconstruction parfaite,
et donc le surpassement des problèmes de discrétisation posés par les ondelettes continues.
En revanche, le concept de phase est totalement perdu car les coeﬃcients sont considérés réels
dans la plupart des cas traités. Ceci est associé d’une part à une forte variance par translation,
qui n’existe pas dans les représentation analytiques et dans la transformée de Fourier, et d’autre
part à l’introduction d’oscillations indésirables (eﬀet « pseudo-Gibbs ») par traitements non-
linéaires dans le domaine des ondelettes. Toutes ces contreparties ont ammené une communanté
grandissante à travailler sur des bancs de ﬁltres complexes, voire analytiques, dont nous allons
parler maintenant, aﬁn de trouver un compromis entre les représentations analytiques continues
et les bancs de ﬁltres orthogonaux.
1.2.3 Extensions complexes
Suite à la constatation du défaut de variance et du manque d’interprétation amplitude/phase
des ondelettes, et vu la qualité d’analyse des ondelettes continues analytiques, il semble naturel de
s’intéresser à la déﬁnition de bancs de ﬁltres complexes, éventuellement légèrements redondants,
et si possible analytiques, au moins approximativement.
Dès 1993, une version complexe des ondelettes de Daubechies permet de concilier orthog-
onalité, symmétrie et support compact [92, 99, 157, 56]. La redondance de 2× réside dans les
valeurs complexes des coeﬃcients (deux nombres réels). En 1994, il a été proposé d’appliquer
la transformée de Hilbert sur le signal avant une décomposition en ondelettes classique [1, 16]
(permis par la linéarité de H), mais celà a l’inconvénient de supprimer sa composante continue.
En 2003, une solution proposée dans [149] consiste à utiliser un ﬁltrage complexe supprimant les
fréquences négatives en sortie d’un banc de ﬁltres classique. Avec un sous-échantillonnage de 4,
on obtient une redondance de 1× (N/2 coeﬃcients complexes pour N échantillons de départ).
A l’exception de cette non-redondance, cette méthode n’a pas montré à notre connaissance de
propriété signiﬁcative comme l’invariance par translation où l’interprétation géométrique de la
phase.
Une alternative intéressante et surtout plus ﬂexible pour des ondelettes analytiques est
d’utiliser deux décompositions orthogonales réelles en parallèle, l’une étant approximativement
« la transformée de Hilbert de l’autre » (redondance 2×). Nous présentons maintenant cette
méthode à travers l’algorithme « dual-tree » qui a été proposé en 1998 par N. Kingsbury [79, 124].
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Cet outil constitue également la base de la transformée en ondelettes quaternioniques, que nous
étudierons au chapitre suivant.
Le « dual-tree »
L’extension du formalisme des ondelettes aux valeurs complexes ne permet pas de déﬁnir une
décomposition analytique. D’une part, l’équation (1.23) empêche les ﬁltres d’avoir une réponse
faible pour les fréquences négatives, d’autre part, le découpage fréquentiel associé est trop con-
traint pour avoir une sélectivité satisfaisante. Aﬁn d’avoir plus de degrés de libertés dans la
construction, la transformée en ondelettes complexes « dual-tree » (DT-CWT) [124] consiste à
appliquer deux transformées en ondelettes orthogonales en parallèle, dont la déﬁnition des ﬁltres
(à support ﬁni) s’approche le plus possible d’une relation de Hilbert entre les deux analyses (voir




































Figure 1.4 – Banc de ﬁltres « dual-tree » 1D, sur un seul niveau de décomposition.
passe-haut h1[n] et g1[n], associé à l’ondelette ψ1(t) ; et un second à partir de h2[n] et g2[n],
associé à l’ondelette ψ2(t), tels que ψ2(t) ≈ Hψ1(t). Il suﬃt ensuite de combiner les sorties des
deux bancs de ﬁltres comme parties réelle et imaginaire d’une sortie complexe.
Il est montré dans [155] que la contrainte d’analyticité dans le cas orthogonal est équivalente
à :
h2[n] = h1[n− 0.5] F←→ h^2(ω) = e−jω/2h^1(ω) (1.29)
ce qui n’est bien sûr pas réaliste puisqu’il implique des indices non entiers, et rappelle
l’impossibilité de déﬁnir une paire de Hilbert à support compact. Plusieurs solutions relevant
du design de bancs de ﬁltres sont alors possibles [124] pour approcher cette contrainte, et ainsi
approcher l’invariance par translation de l’amplitude.
La solution « odd-even » proposée par Kingsbury [79] - qui avait alors pour seul but
l’invariance par translation - consiste à utiliser deux passe-bas symmétriques, l’un de taille
paire et l’autre de taille impaire (notons que la symmétrie implique la bi-orthogonalité). La
relation (1.29) est alors partiellement obtenue, car on obtient la diﬀérence de phase voulue
arg{h^2(ω)} = e−jω/2 arg{h^1(ω)}. La déﬁnition de tels ﬁltres doit être telle que leurs gains |h^1|
et |h^2| soient le plus proche possible.
La solution « q-shift », que nous retiendrons dans nos expérimentations, consiste à déﬁnir
un des deux ﬁltres passe-bas par la version retournée de l’autre : h2[n] = h1[N − 1 − n] (où N
est le nombre pair de coeﬃcients du ﬁltre). On obtient nécessairement le même gain fréquentiel
en amplitude, et la déﬁnition des ﬁltres doit être telle que la diﬀérence de phase soit proche
de ω/2. Il vient que cette contrainte implique une symmétrie approximative de h1 autour de
n = 0.5(N − 1) − 0.25, point qui se trouve à un quart d’unité (d’où le nom « q-shift ») avant
l’indice naturel de symmétrie. Diﬀérentes solutions dans le cas orthogonal sont données dans
[80], la cas où les ﬁltres sont de longeur 10 est donné dans la table 1.2.
Des ajustements algorithmiques sont également proposés. En ce qui concerne la première
échelle, les auteurs se sont aperçus que l’approximation de la condition (1.29) est signiﬁcative-
ment meilleure en utilisant des ﬁltres diﬀérents pour le premier niveau de décomposition [124]. Il
est également suggéré d’inverser les bancs de ﬁltres à chaque niveau, pour compenser les légères
diﬀérences de gain fréquentiel entre les deux décompositions.
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n -4 -3 -2 -1 0
h[n] 0.03516384 0 -0.08832942 0.23389032 0.76027237
n 1 2 3 4 5
h[n] 0.58751830 0 -0.11430184 0 0
Table 1.2 – Coeﬃcients « q-shift » pour le ﬁltre passe-bas du premier banc de ﬁltres dans l’algorithme
dual-tree, en ﬁxant la taille à 10 coeﬃcients. Ce cas intéressant n’a que 6 coeﬃcients non-nuls.
Notons que la reconstruction est eﬀectuée en moyennant les reconstructions des deux bancs
de ﬁltres, ce qui est parfaitement analogue au schéma de la transformée de Fourier, conformément
à l’équation (1.2). Les deux banc de ﬁltres correspondent à la partie paire et à la partie impaire
des atomes de reconstruction, dont la somme w1ψ1(t)+w2ψ2(t) permet de reconstituer un atome




2 et la phase arg{w1 + jw2}. Cette mécanique
permet de localiser les singularités précisément, contrairement aux décompositions réelles qui
impliquent un ensemble d’ondelettes dont les oscillations doivent se compenser les unes avec
les autres dans un voisinage. En conséquence, un traitement non linéaire comme un seuillage
produira beaucoup moins d’artefacts avec des ondelettes complexes. Notons que la déﬁnition de
la reconstruction est unique, ce qui n’est pas toujours le cas avec des représentations redondantes,
qui obligent parfois un choix arbitraire de méthode de recombinaison des coeﬃcients.
On notera également les paires de Hilbert de bases d’ondelettes de type spline qui ont été
proposées dans [26]. L’approximation sous-jacente réside dans la discrétisation de la transformée
de Hilbert - à l’origine continue - qui correspond à une periodisation de sa réponse fréquentielle
−j sgn(ω), où ω est alors compris modulo pi. Comme la réponse impulsionnelle est inﬁnie, le banc
de ﬁltres est réalisé dans le domaine de Fourier, à l’aide de FFT’s. Les phaselets [58] généralisent
également le dual-tree à travers la construction d’ondelettes complexes approximativement in-
variantes par translation.
Les ondelettes complexes oﬀrent un compromis intéressant entre l’analyse très ﬁne de Gabor
et le codage parcimonieux des bancs de ﬁltres orthogonaux. Elles permettent d’analyser les sig-
naux temporellement et fréquentiellement en termes d’amplitude et de phase, avec une certaine
invariance par translation, obtenue par une redondance légère de 2× tout en permettant une re-
construction parfaite et unique. Les applications des ondelettes complexes sont donc exactement
les mêmes que pour les ondelettes classiques, avec toutefois un bémol pour la compression sans-
pertes, qui ne proﬁtera pas forcément de la redondance 3. Cette évolution constitue une claire
amélioration des ondelettes classiques, et valide l’idée d’intégrer la notion de signal analytique
dans le domaine des ondelettes. L’extension de ces concepts pour des signaux 2D comme les
images suscite depuis le début des années 1980 et encore à ce jour une recherche active, décrite
dans la section suivante.
1.3 Vers des signaux 2D
Depuis une vingtaine d’années, de nombreuses décompositions multi-échelle « géométriques »
à reconstruction parfaite ont été proposées pour l’image, aﬁn de mieux prendre en compte les
informations structurelles 2D (transformées en « -let » et autres [72]). Ces approches n’utilisent
pas le concept de phase, ce dernier étant plus une grandeur physique que géométrique. Étant
donné le lien important que nous venons de mettre en avant entre la prise en compte de la phase
et la qualité de représentation des ondelettes complexes en 1D, notre travail de recherche tend
vers la déﬁnition d’une transformée en ondelettes analytique pour les images, qui possèderait
d’une part les avantages du dual-tree 1D (invariance de l’amplitude, phase liée à la forme du
3. En revanche, la compression avec pertes, souvent plus eﬃcace avec des transformées redondantes pour de
forts taux de compression, est tout-à-fait envisageable.
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signal, pas d’artefacts oscillants), et d’autre part une prise en compte eﬃcace de la géométrie
2D.
Nous présentons dans cette section les travaux qui ont donné naissance aux représentations
quaternioniques et monogènes - qui sont au cœur de cette thèse. Il s’agit d’une part de l’analyse
directionnelle de Gabor, qui a initié l’utilisation d’une phase en 2D, et d’autre part de la version
2D du dual-tree, qui réalise une décomposition type Gabor dans un contexte de banc de ﬁltres
orthogonaux à faible redondance. Ces outils correspondent implicitement à une extension direc-
tionnelle de la notion de signal analytique, que l’on peut alors utiliser dans plusieurs directions
spatiales ﬁxées.
A partir de maintenant, les coordonnées 2D seront notées en caractères gras et correspondront
à des vecteurs, comme x = [x1 x2]T et ω = [ω1 ω2]T.
1.3.1 La transformée de Fourier 2D
La version multi-dimensionnelle de la transformée de Fourier est bien déﬁnie mathématique-
ment. Elle décompose les signaux nD dans une base d’ondes planes complexes ejωTx, paramétrées
par leur fréquence ξ = ‖ω‖ et leur orientation θ = arg{ω1 + jω2}. Une onde plane oscille dans
la direction θ et reste constante dans les directions perpendiculaires θ± pi/2. La transformée de













On a dans ce modèle une notion de phase ϕ(ω), qui s’interprète donc comme dans le cas 1D
mais selon la direction spatiale θ. Comme en 1D, la restriction aux signaux réels s(x) ∈ R
implique une symmétrie hermitienne du spectre s(−x) = s∗(x) qui permet d’écrire une somme





























La sommation se fait dans le demi-plan R+ × R mais pourrait tout aussi bien se faire dans un
autre demi plan comme R × R+ par exemple. On remarque à cette occasion que la notion de
fréquence négative devient ambigüe en dimension supérieure à 1. D’ailleurs, on parlera plutôt
desormais de fréquence spatiale, exprimée en nombre de cycles par unité de longueur plutôt que
par unité de temps. Comme en 1D, l’amplitude est invariante par translation, grâce au théorème
du décalage :
s(x− x0) F←→ e−jϕ0(ω)s^(ω) = A(ω)ej(ϕ(ω)−ϕ0(ω)) (1.34)
avec ϕ0(ω) = ωTx0
Alors que l’amplitude des coeﬃcients A(ω) donne une information d’énergie fréquentielle
dépendante de l’orientation, la phase ϕ(ω) contient la structure globale de l’image, en termes de
contours. En eﬀet, la conﬁguration des diﬀérentes valeurs de phase dans une somme d’oscillations
en traduit les singularités, comme le montre le test très simple fait par exemple dans [114], qui
consiste à reconstruire une image à partir de ses coeﬃcients de Fourier après avoir neutralisé
l’amplitude (A(ω) = 1) ou la phase (ϕ(ω) = 0). Ce test illustré ﬁgure 1.5 conﬁrme que la
géométrie de l’image est contenue dans la phase.
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s(x) = F−1A(ω)ejϕ(ω) F−1A(ω) F−1ejϕ(ω)
Image Information dans A Information dans ϕ
Figure 1.5 – Importance de la phase dans Fourier (le contraste des deux images de droite a été renforcé).
Cette généralisation 2D de la transformée de Fourier suggère donc le réemploi de la phase
1D, conjointement à la nouvelle donnée d’orientation. C’est naturellement que l’approche multi-
résolution s’est tout d’abord faite de façon « directionnelle », c’est-à-dire indépendemment dans
plusieurs directions ﬁxées. Avant d’aborder concrètement ces représentations nous allons intro-
duire la transformée de Hilbert partielle, qui permet de faire le lien avec le signal analytique
1D.
Transformée de Hilbert partielle
La transformée de Hilbert partielle est déﬁnie de façon analogue à une dérivée partielle, et




F←→ −j sgn(ω1 cos(θ) + ω2 sin(θ)) s^(ω) (1.35)
Sa réponse fréquentielle est identique à la transformée de Hilbert sur la ligne d’orientation θ,
et sépare le spectre en deux parties, analogues aux fréquences « positives » et « négatives » du
cas 1D. On retiendra en particulier pour la suite les Hpart le long des axes x et y, ainsi que la





































Les schémas de droite indiquent la réponse fréquentielle associée. D’un point de vue numérique,
ces trois opérateurs s’implantent en combinant les transformées de Hilbert des lignes et des
colonnes de l’image.














si ω = ξ[cos(θ) sin(θ)]T (1.39)
La transformée de Hilbert partielle doit être paramétrée dans la même direction que l’onde plane
pour vériﬁer cette équation. Par rapport au cas 1D, on n’a plus une unique transformée qui relie
l’ensemble des atomes de Fourier, mais une famille de transformées orientées, qui transforment
les ondes planes de type cosinus en ondes planes de type sinus.
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1.3.2 Ondelettes de Gabor directionnelles
Les décompositions directionnelles pour l’analyse d’images ont été initiées probablement par
G. Granlund en 1978 sous forme d’un fenêtrage gaussien dans le domaine de Fourier 2D [60],
et poursuivies avec les ﬁltres en quadrature 4 2D de H. Knutsson [81] ainsi que les ondelettes
de Gabor directionnelles proposée par J. Daugman [34]. Ces dernières sont en accord avec une
certaine modélisation des « cellules simples » du cortex visuel primaire, qui détectent des motifs
d’intensité lumineuse en fonctions de leurs position, orientation et échelle [70]. C’est pourquoi
l’utilisation des ondelettes de Gabor pour l’image est souvent liée à la prise en compte du système
visuel humain.
Les ondelettes de Gabor sont construites par fenêtrage gaussien isotrope d’une onde plane





Tω0) avec ω0 = ξ[cos(θ) ; sin(θ)]T (1.40)
La décomposition dépend du nombre d’orientations K que l’on se ﬁxe, et que l’on peut répartir
uniformément dans [0;pi[ :




; 0 ≤ k < K
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(1.41)






θ∈ , j∈Z , u∈R2 (1.42)
La redondance de cette représentation correspond au nombre d’échelles fois le nombre
d’orientations, et comme en 1D, la discrétisation rend la reconstruction inexacte en pratique.
La décomposition se calcule en ﬁltrant le signal par une famille de ﬁltres de Gabor dont
la réponse impulsionnelle est ψθj,0(x). Ces ﬁltres sont approximativement en quadrature [61],
ou « analytiques » au sens de la transformée de Hilbert partielle, et donnent donc accès à une
amplitude et une phase locale, pour chaque valeur de θ.
Cette décomposition fait référence encore aujourd’hui en analyse d’image, notamment en
segmentation de texture et en détection de contours, pour des applications où la taille des
données et le temps de calcul ne sont pas trop contraints, et où un certain lien avec le système
visuel humain est désiré.
L’orientation des ﬁltres ne coïncide pas nécessairement avec celle des l’orientation réelle des
éléments de l’image, ce qui peut introduire un biais dans l’interprétation de la phase. Une étape
supplémentaire d’adaptation locale de l’orientation des ﬁltres sera donc parfois nécessaire. Ce
genre de représentation fournit un grand nombre d’informations, et manquera parfois de synthèse
dans une perspective d’analyse des structures géométriques. En revanche, celà en fait un outil de
choix pour une caractérisation riche des textures. Le problème majeur réside dans les diﬃcultés
de discrétisation de la transformée, qui empêchent de mettre en place un schéma numérique
satisfaisant.
Dans la littérature, des ﬁltres de Gabor ainsi que la notion de transformée de Hilbert partielle
ont été utilisés dans une problématique de démodulation des images [11]. Il s’agit de voir une
image comme une somme d’ondes planes modulées en amplitude et en fréquence (modèle AM-
FM). Pour l’analyse des textures, l’amplitude est utilisée comme une information de contraste
et la fréquence comme une mesure de la « granularité » [12]. La phase de Gabor est quant à
elle classiquement utilisée pour l’estimation de ﬂot optique [51], par utilisation du théorème du
décalage qui est approximativement vériﬁé (nous y reviendrons à la section 2.3.1).
On peut citer un travail substantiel autour du concept de phase, qui a été mené à travers la
notion de congruence de phase, introduite en 1987 dans [108] comme un détecteur de contours.
4. En dimension 2, le terme « en quadrature » n’est pas clairement lié à une notion 2D de signal analytique,
mais désigne la plupart du temps des ﬁltres construits par la transformée de Hilbert partielle dans une direction
ﬁxée.
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Un signal présente une forte congruence de phase en un point si les sinusoïdes qui le composent
y sont en phase. Ces endroits du signal portent une énergie relativement forte, et exhibent une
forme localement sinusoïdale, dont la valeur de phase indique s’il s’agit plutôt d’une « bosse »,
d’un « creux » ou d’une « pente » (cf. table 1.1). Il vient que la mesure de congruence de phase
est en fait équivalente à l’amplitude instantanée A(t), que les auteurs appellent énergie locale.
Pour étendre ce concept en 2D, les auteurs proposent d’appliquer cette méthode dans plusieurs
directions, via une décomposition de Gabor. A nouveau, la diﬃculté est dans la recombinaison
des informations obtenues dans les diﬀérentes orientations. Les valeurs de phase aux points de
congruence permettent de classiﬁer les contours dans un modèle continu entre la « ligne » et le
« bord », qui est présenté comme judiscieux vis-à-vis du système visuel humain [108], apparament
sensible à la congruence de phase. De plus, l’information de phase est invariante par changement
d’intensité.
Finalement, la transformée de Gabor 2D permet une analyse riche et ﬂexible mais nécessite
une paramétrisation des orientations utilisées et souﬀre d’un manque de déﬁnition discrète,
exactement comme en 1D. Notons que les transformées « géométriques » type Curvelets et
Contourlets [72] oﬀrent une analyse également très orientée avec redondance raisonnable et
reconstruction parfaite. La notion de phase n’est pas recherchée dans ces approches.
1.3.3 Ondelettes orthogonales séparables
Nous présentons ici la célèbre extension séparable de l’algorithme de S. Mallat [101], constru-
ite par produit tensoriel de deux représentations orthogonales 1D, et réalisée par l’application
du banc de ﬁltres 1D sur les lignes et colonnes de l’image. Cet outil fait référence, en pratique,
autour des ondelettes pour l’image, et constitue un point de départ pour notre travail, qui vise
à lui trouver une meilleure alternative. Contrairement à la transformée de Gabor présentée plus
haut, les coeﬃcients ici sont réels.
A partir d’une décomposition orthogonales ou bi-orthogonale 1D associée à la fonction
d’échelle φ(t), à l’ondelette ψ(t), et aux ﬁltres h[n] et g[n], on peut déﬁnir une décomposi-
tion 2D de façon séparable à travers une fonction d’échelle et trois fonctions d’ondelettes 2D
construites par produit tensoriel :
φLL(x) = φ(x1)φ(x2) φLL,j,k = 2
jφLL(2
jx− k) (1.43)
ψLH(x) = φ(x1)ψ(x2) ψLH,j,k = 2
jψLH(2
jx− k) (1.44)
ψHL(x) = ψ(x1)φ(x2) ψHL,j,k = 2
jψHL(2
jx− k) (1.45)
ψHH(x) = ψ(x1)ψ(x2) ψHH,j,k = 2
jψHH(2
jx− k) (1.46)
La base de décomposition associée est :
{ φLL,j,k , ψLH,j,k , ψHL,j,k , ψHH,j,k}j∈Z,k∈Z2 (1.47)













(wLH,j [k]ψLH,j,k + wHL,j [k]ψHL,j,k + wHH,j [k]ψHH,j,k)
(1.48)
Le premier avantage de cette déﬁnition est la simplicité mathématique, puisqu’on conserve les
propriétés classiques d’orthogonalité, de régularité etc. D’un point de vue algorithmique, le calcul
des coeﬃcients peut se faire de façon eﬃcace avec un banc de ﬂtres 1D que l’on applique sur les
lignes et les colonnes de l’image. Cet algorithme est très utilisé dans la littérature notamment
sur le codage d’image en général, le débruitage et la classiﬁcation de textures. Nous donnons une
illustration de cette décomposition à la ﬁgure 1.6. Comme en 1D, la transformée en ondelettes
séparable oﬀre une représentation parcimonieuse de l’image car la plupart des coeﬃcients sont
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Figure 1.6 – Représentation en ondelettes séparables et découpage de spectre associé.
très faibles, et donc ne portent pas d’information. L’orthogonalité de la base permet de ne pas
introduire de corrélation dans la représentation d’un bruit (et de le « blanchir »), ce qui est
utile en restauration d’image, mais aussi d’envisager le codage des coeﬃcients sous un angle
statistique pour optimiser leur quantiﬁcation.
En ce qui concerne les désavantages, au problème de variance par translation vient s’ajouter
un problème de mauvaise directionnalité. En eﬀet, la méthode séparable résulte en un découpage
fréquentiel rectangulaire très arbitraire (voir ﬁgure 1.6), qui correspond à une classiﬁcation
des détails de l’image en trois orientations globales : horizontale, verticale, et les deux diag-
onales mélangées. Il vient que cette représentation est eﬃcace pour représenter les structures
géométriques « impulsionnelles », mais mal adaptée pour la représentation des contours, objets
fondamentaux en images, qui ont en général des orientations diverses.
Les ondelettes orthogonales non-séparables permettent de résoudre certains de ces problèmes
[76, 30, 85, 4, 46], mais ne correspondent pas à des décompositions analytiques - nous ne les
traiterons pas ici.
Nous avons vu en 1D que l’utilisation de bancs de ﬁltres complexes peu redondants comme
le dual-tree permettait d’obtenir une quasi-invariance par translation et une interprétation
physique des coeﬃcients en termes d’amplitude et de phase. C’est pourquoi nous étudions main-
tenant l’extension 2D du dual-tree, qui a ouvert la voie des bancs de ﬁltres 2D analytiques peu
redondants, et qui a soulevé le manque de déﬁnitions fondamentales en signal pour l’image.
1.3.4 Dual-tree 2D
Face aux limites désormais classiques des ondelettes biorthogonales séparables (variance
par translation, mauvaise directionnalité, peu adapté aux structures géométriques), et sachant
l’eﬃcacité du dual-tree due à l’intégration du signal analytique, il parait naturel d’étudier le
dual-tree 2D [124].
En dépit de la mauvaise réputation des schémas séparables, l’extension 2D du dual-tree
est réalisée par un produit tensoriel. Reprenons les fonctions de base du schéma séparable φLL,
ψHL, ψLH et ψHH ; et considérons désormais que les fonctions 1D φ et ψ sur lesquelles elles sont
construites sont analytiques, et de la forme φ(t) = φ1(t) + jφ2(t) et φ(t) = ψ1(t) + jψ2(t). On
obtient des fonctions 2D complexes de la forme suivante (ici pour la cas de ψHH) :
ψHH1(x) = ψ(x1)ψ(x2) = ψ1(x1)ψ1(x2)−ψ2(x1)ψ2(x2)+j(ψ2(x1)ψ1(x2)+ψ1(x1)ψ2(x2)) (1.49)
Du fait de la transformée de Hilbert entre ψ1 et ψ2 (voir dual-tree 1D, section 1.2.3), cette
nouvelle ondelettes complexe 2D correspond à un signal analytique au sens de Hahn [63], con-
struit à partir de l’ondelette réelle ψ1(x1)ψ1(x2), qui consiste à annuler les fréquences négatives
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Il s’agit donc d’une ondelette dont le support fréquentiel est un carré dyadique dans le premier
quadrant. En conséquence, cette ondelette ne concerne qu’une seule des deux diagonales (45◦),
ce qui est un premier pas vers une meilleure directionnalité.
La déﬁnition 2D du signal analytique de Hahn pose cependant un problème important : le
signal de départ ne peut pas être retrouvé à partir de sa représentation analytique. Dans notre
cas, cela se traduit pas « la perte d’une diagonale ». La solution de Hahn est de considérer un
deuxième signal analytique correspondant au quadrant voisin :






















Dans le cas de nos ondelettes, celà correspond à utiliser une seconde ondelette :
ψHH2 = ψ(x)ψ
∗(y) = ψ1(x)ψ1(y) + ψ2(x)ψ2(y) + j(ψ2(x)ψ1(y)− ψ1(x)ψ2(y)) (1.52)
correspondant donc au quadrant voisin et à la deuxième diagonale (orientation 135◦).
L’application du même raisonnement avec les deux autres ondelettes 2D aboutit à 6 on-
delettes 2D complexes, orientées dans 6 directions diﬀérentes :
ψLH1 = φ1(x1)ψ1(x2)− φ2(x1)ψ2(x2) + j(φ2(x1)ψ1(x2) + φ1(x1)ψ2(x2)) vers 15◦ (1.53)
ψHH1 = ψ1(x1)ψ1(x2)− ψ2(x1)ψ2(x2) + j(ψ2(x1)ψ1(x2) + ψ1(x1)ψ2(x2)) vers 45◦ (1.54)
ψHL1 = ψ1(x1)φ1(x2)− ψ2(x1)φ2(x2) + j(ψ2(x1)φ1(x2) + ψ1(x1)φ2(x2)) vers 75◦ (1.55)
ψHL2 = ψ1(x1)φ1(x2) + ψ2(x1)φ2(x2) + j(ψ2(x1)φ1(x2)− ψ1(x1)φ2(x2)) vers 105◦ (1.56)
ψHH2 = ψ1(x1)ψ1(x2) + ψ2(x1)ψ2(x2) + j(ψ2(x1)ψ1(x2)− ψ1(x1)ψ2(x2)) vers 135◦ (1.57)
ψLH2 = φ1(x1)ψ1(x2) + φ2(x1)ψ2(x2) + j(φ2(x1)ψ1(x2)− φ1(x1)ψ2(x2)) vers 165◦ (1.58)
La décomposition séparable complexe à partir du dual-tree réalise donc une analyse orientée « à
la Gabor », dans les 6 directions (1+2k)× 15◦.
La réalisation par banc de ﬁltres est en ﬁligrane dans les équations (1.53) à (1.58), à savoir
qu’il suﬃt de recombiner par sommes et soustractions les sorties de 4 bancs de ﬁltres séparables
déﬁnis par produit tensoriels des parties réelles et imaginaires du dual-tree 1D. Le schéma de
décomposition complet est illustré à la ﬁgure 1.7. L’invariance par translation approximative est
obtenue pour une redondance de 4×, et la phase des coeﬃcients peut s’utiliser comme dans une
décomposition de Gabor. Finalement, cette extension a permis d’améliorer la directionnalité
et l’invariance des ondelettes classiques, grâce à l’intégration d’ondelettes complexes. Le type
de représentation obtenu n’est pas nouveau, puisqu’il s’agit d’une analyse type Gabor avec 6
orientations, mais à son avantage la reconstruction est clairement déﬁnie, comme la moyenne
des reconstructions des quatre bancs de ﬁltres. Cette méthode de reconstruction revient à une
modélisation de la structure locale de l’image comme une somme de 6 ondelettes orientées vers
(1+2k)15◦, « pondérées et déphasées » par les coeﬃcients de la décomposition. Ce modèle englobe
bien-sûr les structures de type « bord » ou « ligne », pour lesquelles un seul des 6 coeﬃcients
complexes sera signiﬁcatif (si l’orientation du contour correspond à une des orientations priv-
ilégiées). Mais de nombreuses autres structures sont implicitement prises en compte, comme des
croisements et des coins par exemple.
Cependant, cette décomposition est liée à une déﬁnition ambigüe de signal analytique 2D,
nécessitant deux signaux complexes pour une seule fonction de base. De plus, les 6 directions
d’analyse sont rigides et peuvent ne pas être alignées avec les orientations réelles des structures
de l’image.





















































































































































Figure 1.7 – Implantation séparable du banc de ﬁltres dual-tree. Pour construire les sous-bandes com-
plexes, les sorties des quatre bancs de ﬁltres 2D doivent être combinées en deux sorties complexes
(A+D) + j(B − C) et (A−D) + j(C −B).
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1.4 Résumé et discussion
Nous avons présenté dans ce chapitre des outils d’analyse qui traduisent tout signal comme
une somme d’oscillations, en termes d’amplitude, phase et fréquence. A la base de notre travail se
trouvent les représentations en ondelettes analytiques peu redondantes et à reconstruction par-
faite. Ces outils oﬀrent une représentation localisée dans l’espace et dans les fréquences/échelles à
partir d’une séquence compacte de coeﬃcients dont les valeurs déﬁnissent directement les formes
oscillantes en termes d’amplitude, phase et fréquence.
En 1D, l’algorithme dual-tree est présenté comme un très bon compromis entre :
– les bancs de ﬁltres orthogonaux qui sont non-redondants et inversibles mais qui manquent
de ﬂexibilité car ils gèrent mal la directionnalité et sont instables par translation ;
– les outils d’analyse plus ﬁns comme l’analyse de Gabor qui permettent d’extraire des don-
nées stables et physiquement interprétables, mais qui sont trop redondants et se dicrétisent
mal.
On s’intéresse donc à une famille de représentations suﬃsamment compactes et cohérentes à la
fois, tout en donnant accès directement aux informations d’amplitude, phase et fréquence.
En 2D, nous avons vu que l’extension des représentations analytiques reste un sujet ouvert.
La première solution a été donnée au début des années 80 avec la transformée de Gabor 2D.
L’idée est de décomposer le signal en une séquences de « sous-signaux à orientation unique » -
par ﬁltrages anisotropes - dont on peut ensuite facilement étudier l’amplitude et la phase avec
les outils 1D. Ces représentations permettent une détection de contours de qualité grâce à la
phase qui intègre la forme du contour (« plutôt ligne » ou « plutôt bord »), indépendamment de
l’amplitude qui présentera un maximum au centre du contour. La proximité des ﬁltres de Gabor
avec le système visuel humain en fait un outil intéressant pour les applications où la perception
est à prendre en compte.
Néanmoins, pour une analyse ﬁne, on doit utiliser de nombreuses orientations, ce qui aug-
mente considérablement la taille des données, et rend confuse l’interprétation de la phase qui se
retrouve, pour une échelle ﬁxée, représentée par autant d’angles « ϕ » qu’il y a d’orientations.
Avec peu d’orientations, l’analyse est concise et compacte, mais l’interprétation de la phase
est plus incertaine car l’orientation locale sous-jacente est très approximative. De plus, l’aspect
numérique, notamment à travers la notion de reconstruction parfaite, peut être mal déﬁni.
L’extension 2D du dual-tree réalise le même genre d’analyse avec un nombre d’orientations ﬁxe
et une redondance raisonnable.
Mais la représentation « 2D dual-tree CWT » doit faire face à la forte concurrence des
transformées dites « géométriques » [72], qui n’oﬀrent certes pas de notion de phase 5, mais qui
prennent bien en compte la géométrie locale de l’image (curvelets, bandlets, ondelettes non-
séparables, représentations adaptatives avec apprentissage de dictionnaire etc.). Il apparait que
la notion de signal analytique « à la Gabor », c’est-à-dire dans une série de directions ﬁxées, n’est
pas suﬃsante pour l’image. Depuis une petite quinzaine d’années, deux déﬁnitions majeures
mieux adaptées à l’image dans le cadre du signal analytique, ont été proposées : le formalisme
quaternionique de T. Bülow et le formalisme monogène de M. Felsberg. Ces nouveaux outils
partent d’une reﬂexion de fond sur l’approche signal des images, et proposent une extension
complète du concept de phase. La particularité de ces approches est de sortir de l’algèbre des
nombres complexes, qui apparaît trop limitée pour étendre correctement les notions oscillatoires
en dimension 2.
L’utilisation d’algèbres plus générales que C permet de manipuler les signaux multi-
dimentionnels avec plus de ﬂexibilité, et ouvre la voie vers les signaux vectoriels comme les
images couleur, ou même les images multi-/hyper- spectrales, dont les pixels sont associés non
plus à un nombre réel mais à un vecteur, comme les trois intensités des canaux rouge, vert,
5. Sauf pour les pyramides orientables de Freeman et Adelson dans le cas de ﬁltres en quadratures [54], nous y
reviendrons à la section 3.1.3. Notons également que des curvelets complexes ont été appliquées à l’étude d’ondes
sismiques [110].
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bleu. En eﬀet, la littérature sur la représentation des images couleur se résume à quelques arti-
cles isolés, et en pratique ces images sont traitées de façon sous-optimale car il n’existe pas de
représentation multi-échelle bien établie pour la décomposition de signaux vectoriels.
Nous proposons maintenant de nous concentrer sur les modèles quaternionique et monogène,
qui nous semblent prometteurs, en tant qu’outils « signal » dédiés à le représentation des images
et oﬀrant de potentielles extensions à la couleur.
2
Approches quaternioniques
Ce chapitre concerne la modélisation des signaux 2D à travers le formalisme quaternioniquede Thomas Bülow [15], et les ondelettes quaternioniques à reconstruction parfaite (QWT)
de Chan et al. qui lui ont succédé [24]. Ces dernières constituaient encore il y a deux ans la seule
décomposition analytique associée à une reﬂexion poussée sur le concept de phase 2D et perme-
ttant de reconstruire l’image à partir d’un ensemble raisonnablement redondant de coeﬃcients.
Les références associées à [15] concernent la redéﬁnition des représentations de Fourier et de
Gabor dans l’algèbre des quaternions H, comme solution de dépassement des limites de l’algèbre
complexe C, avec toutefois une absence de dimension numérique et algorithmique. L’aspect banc
de ﬁltres à reconstruction parfaite qui a été apporté dans [24] avec la QWT comble ce défaut,
mais souﬀre encore aujourd’hui à notre sens d’un manque d’analyse, qui explique peut-être que
peu de travaux ont été proposés pour l’application de cette transformée. C’est pourquoi une
partie substantielle du travail de cette thèse a été l’étude approfondie de ce cadre, pour aboutir
à une modélisation des données construites par la QWT. Cette analyse a été illustrée à travers
deux travaux expérimentaux qui montrent que la QWT est avantageuse par rapport aux on-
delettes bi-orthogonales séparables. La première proposition est d’appliquer la parcimonie de la
QWT dans un contexte de codage d’images, qui constitue la seule application de la littérature
à utiliser la reconstruction de la transformée. La seconde concerne la classiﬁcation de textures,
application très classique des ondelettes.
Après avoir présenté l’algèbre de quaternions et quelques travaux connexes sur les images
couleur qui ne seront pas traités d’avantage dans cette thèse, nous développons le formalisme
quaternionique avec le même regard que dans le chapitre précédent, c’est-à-dire en se concentrant
sur les atomes de décompositions, et sur la compréhension des données amplitude/phase. Dans
un second temps, nous présenterons les deux études expérimentales que nous avons conduites
pour mettre en lumière l’apport de la QWT sur les ondelettes bi-orthogonales séparables (notées
« DWT »).
2.1 Image et quaternions
2.1.1 Algèbre des quaternions
L’algèbre des quaternions H proposée par W. Hamilton en 1844 [65], et relativement connue
pour la manipulation des rotations 3D, généralise celle des nombres complexes C. On se donne
trois nombres imaginaires j1, j2 et j3 tels que j1j2 = −j2j1 = j3 et j21 = j22 = j23 = −1, et un
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quaternion s’écrit :
q = a+ j1b+ j2c+ j3d avec a, b, c, d ∈ R (2.1)
L’addition et la multiplication sont analogues au cas complexe, à ceci près que la multiplication
n’est pas commutative. La norme d’un quaternion est déﬁnie par |q| = √a2 + b2 + c2 + d2. La
représentation exponentielle d’un quaternion quelconque est déﬁnie par :
q = |q|euθ avec u = j1b+ j2c+ j3d√
b2 + c2 + d2
et θ = atan
√
b2 + c2 + d2
a
(2.2)
Un quaternion unitaire (|q| = 1) et « imaginaire pur » (a = 0) noté u vériﬁe la formule d’Euler
euθ = cos θ + u sin θ. Il généralise ainsi la notion classique de nombre imaginaire complexe.
Par contre, la propriété usuelle eu1θ1eu2θ2 = eu1θ1+u2θ2 n’est pas toujours vériﬁée (elle l’est en
particulier si u1 = u2). Dans un but de généralisation des outils de traitement du signal, la
question de la forme exponentielle est fondamentale, puisqu’elle doit porter les informations
d’amplitude et de phase.
Une forme dite « polaire » peut être déﬁnie par q = |q|eu1ϕeu2θeu3ψ, où les ui sont des
quaternions imaginaires purs unitaires. La norme est unique, mais les angles ϕ, θ et ψ dépendent
de la base des ui choisie. Une méthode de calcul inspirée des angles d’Euler consiste à choisir
(u1,u2,u3) = (j1, j2, j3) [15] :















Les composantes Cartésiennes de q sont alors déﬁnies par :
a = |q|( cosϕ cosψ cos θ + sinϕ sinψ sin θ ) (2.4)
b = |q|(− cosϕ sinψ sin θ + sinϕ cosψ cos θ ) (2.5)
c = |q|( cosϕ cosψ sin θ − sinϕ sinψ cos θ ) (2.6)
d = |q|( cosϕ sinψ cos θ + sinϕ cosψ sin θ ) (2.7)
On appellera |q| le « module » de q et (ϕ, θ, ψ) les « angles de phase ». Le calcul des angles
est procédural. Il faut d’abord calculer la norme |q| = √a2 + b2 + c2 + d2, et normaliser les
composantes : (a, b, c, d) ← (a, b, c, d)/|q|. Puis on calcule l’angle ψ = −12 arcsin(2(bc − ad)).














a2 + b2 − c2 − d2 + j2(bd+ ac)
}
(2.9)
Dans le cas particulier ψ = ±pi4 , ϕ et θ ne sont pas uniques (seule la quantité (ϕ− θ) l’est). On
peut choisir par exemple ϕ = 0 et θ = 12 arg
{
a2 − b2 − c2 + d2 + j2(ac− bd)}. On peut aussi
simplement conserver les formules du cas régulier, mais toute interprétation des données devra
considérer leur caractère singulier.
Finalement, on doit vériﬁer q = ej1ϕej3ψej2θ en recalculant (a, b, c, d) comme indiqué plus
haut, et si q = −ej1ϕej3ψej2θ, alors on décale ϕ : ϕ ← ϕ ± pi ; de façon à garder ϕ ∈ [−pi, pi[.
Cette forme polaire sera celle utilisée dans ce chapitre.
Une autre représentation polaire est celle de Cayley-Dickson, qui considère un « module


















Cette forme a été utilisée dans [93], dont nous parlerons à la section 4.2.2, mais également pour
la prise en compte de la dimension couleur.
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2.1.2 Outils quaternioniques pour les images couleur
Avant de commencer avec les représentations quaternioniques de T. Bülow pour les images
en niveaux de gris, une ambiguïté doit être levée quant à l’utilisation des quaternions pour
l’image. En eﬀet, une série de travaux indépendants de ceux que nous allons présenter, initiés
par S. Sangwine et al. [122, 115, 45] et poursuivis ensuite dans notre équipe [59, 41, 117, 118, 20],
ont étudié la déﬁnition d’une transformée de Fourier quaternionique pour les images couleur.
Le but est de déﬁnir un outil vectoriel qui manipule la couleur comme une entité, aﬁn de
développer des traitements couleur dits « non marginaux ». L’idée de départ est de stocker
les trois composantes - rouge, vert, bleu - dans les trois parties imaginaires d’un quaternion :
s(x) = sR(x)j1 + sG(x)j2 + sB(x)j3. Des manipulation géométriques de vecteurs couleur sont
alors possible avec des additions et multiplications quaternioniques, permettant d’écrire de façon
intuitive des opérations ayant un sens physique (extraction de la teinte, saturation etc.). En
particulier, la représentation de Cayley-Dickson permet de séparer l’information d’intensité de
l’information chromatique.
Etant donné un signal 2D quaternionique s(x), la tranformée de Fourier couleur quaternion-






et son inverse s’obtient en inversant le signe de l’exponentielle. Les coeﬃcients de Fourier sont
composés d’un module, d’un angle de « phase » et des deux angles d’une donnée appelée « axe ».
Cette transformée est paramétrée par le quaternion unitaire µ, qui détermine un axe d’analyse
dans l’espace couleur, permettant par exemple de détecter les contours selon un critère col-
orimétrique dépendant de l’application [117, 118].
La démarche a ensuite été étendue pour proposer des outils quaternioniques permettant de
manipuler les images couleur [41], notamment à travers la transformée de Fourier quaternionique
inverse. Ainsi, des procédures de ﬁltrage couleur ont pu être déﬁnies.
Enﬁn, il faut noter la déﬁnition d’un banc de ﬁltres quaternionique couleur il y a maintenant
six ans [20, 40] (toujours dans notre équipe), dans le but de déﬁnir une représentation multi-
échelle bien adaptée aux images couleur. Le schéma numérique est inversible, et la méthode est
non-marginale. Les couleurs sont traitées de façon cohérente par rapport à l’axe couleur d’analyse
ﬁxé. Au ﬁnal, il apparait que la méthode peut également être déﬁnie par les outils classiques dans
des espaces euclidiens, même si le formalisme des quaternions donne une ré-écriture élégante.
Nous nous intéresserons aux images couleur dans la suite de cette thèse, toutefois le présent
chapitre sera réservé aux images en niveaux de gris, pour lesquelles les « dimensions » de l’algèbre
des quaternions vont plutôt servir à enrichir l’information géométrique, portée par des coeﬃcients
quaternioniques munis d’une phase à trois angles, par opposition à l’angle unique des coeﬃcients
complexes.
2.2 Le formalisme de T. Bülow
Dans la continuité des travaux de Hahn sur le signal analytique 2D, autour d’une reﬂexion
sur l’annulation des fréquences négatives par transformées de Hilbert partielles [63, 64], T. Bülow
[15] a proposé un modèle de signal 2D construit dans l’algèbre des quaternions qui généralise de
façon élégante les notions de signal analytique et de phase.
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2.2.1 Transformée de Fourier quaternionique (QFT)
Soit un signal bidimensionnel à valeurs quaternioniques s(x), la transformée de Fourier











Cette déﬁnition est très analogue à la transformée de Fourier classique, et les équations (1.30)
et (1.31) peuvent être retrouvées en identiﬁant j1 et j2 avec l’imaginaire complexe j ∈C. Ici,
les deux dimensions spatiales x et y sont liées à deux entités algébriques distinctes j1 et j2, ce
qui va permettre une décomposition plus riche en termes d’analyse du signal. Les coeﬃcients de
Fourier ont désormais trois angles de phase, obtenus par le méthode des angles d’Euler décrite











Figure 2.1 – Transformée de Fourier quaternionique de T. Bülow. La fréquence ω = [0 0] est au centre
des illustrations, le contraste de A a été renforcé.
Propriétés
La QFT vériﬁe les propriétés habituelles de conservation de l’énergie, linéarisation des opéra-
teurs diﬀérentiels, et lien entre convolution dans un domaine et multiplication dans l’autre [15].
Le test de reconstruction après neutralisation de l’amplitude/la phase donne visuellement le
même résultat qu’avec la transformée de Fourier (voir ﬁgure 1.5), et d’une manière générale,
la phase quaternionique de cette nouvelle représentation sera supposée porter l’information
structurelle de l’image. La propriété la plus importante dans notre contexte est le théorème
du décalage (du « retard » en 1D), qui se traduit désormais de façon plus riche à travers la
phase quaternionique. Le spectre quaternionique d’un signal translaté de τ noté s(x − τ ) est
e−j1ω1τ1 s^(ω)e−j2ω2τ2 , et donc :
s(x)← s(x− τ )⇔
{
ϕ(ω)← ϕ(ω)− ω1τ1
θ(ω)← θ(ω)− ω2τ2 (2.15)
On retrouve donc dans la phase de la QFT une information de translation 2D, plus ﬂexible que
dans le cas classique, et completée par une troisième donnée ψ.
Plaçons nous maintenant dans le cas où s est réel, ce qui sera presque toujours vrai (on
exclut l’étude très particulière des gains fréquentiels de ﬁltres à valeurs quaternionique). Le
spectre QFT possède alors une forme de symmétrie « hermitienne » - au sens des quaternions.
Plus particulièrement, la partie réelle de s^ est paire selon les axes x1 et x2, sa partie j1-imaginaire
est x1-impaire et x2-paire, sa partie j2-imaginaire est x1-paire et x2-impaire, et sa partie j3-
imaginaire est impaire selon les axes x1 et x2 [15]. En utilisant la parité des diﬀérents termes







































Figure 2.2 – (b) et (c) : Parties réelle et imaginaire des ondes planes orientées, base de la transformée
de Fourier classique. (d,e,f,g) : Parties réelle et imaginaires quaternioniques des boîtes à œufs étirées,
atomes de la QFT. Chaque imagette est une fonction du repère spatial (a), oscillant autour du « gris
moyen ».
Alors qu’avec la transformée de Fourier classique, la moitié des coeﬃcients de Fourier suﬃsent
à reconstruire un signal réel, limitant l’intégrale à un demi-plan du domaine fréquentiel (voir
eq. (1.33)), ici c’est le premier quadrant du spectre qui suﬃt. L’information de l’ensemble du
domaine fréquentiel est déplacée dans les quatre composantes des coeﬃcients quaternioniques.
On peut donc regrouper les deux exponentielles dans l’intégrale (2.13), et identiﬁer les atomes
quaternioniques analogues aux exponentielles complexes classiques :
ej1ω1x1+j2ω2x2 = cos(ω1x1) cos(ω2x2) + j1 sin(ω1x1) cos(ω2x2)
+j2 cos(ω1x1) sin(ω2x2) + j3 sin(ω1x1) sin(ω2x2) (2.17)
Les composantes cartésiennes de ces fonctions sont illustrées ﬁgure 2.2. Aﬁn d’appréhender cette
nouvelle famille d’atomes, et de mieux comprendre le sens géométrique de la phase quaternion-
ique, nous proposons d’étudier la QFT sous l’angle que nous avions adopté au chapitre précédent
- celui de la reconstruction d’image par sommation d’oscillations.
Analyse des atomes quaternioniques
Dans la perspective de l’étude des ondelettes quaternioniques, nous proposons d’approfondir
l’analyse des atomes de la QFT.
Rappelons que dans le cas classique, les atomes de Fourier sont identiﬁés comme la partie
réelle du produit dans C d’une exponentielle et d’un coeﬃcient <{s^(x)ejωTx}. Il s’agit comme
nous l’avons déjà vu d’une onde plane orientée dont l’amplitude et la phase sont déterminées
par s^(x). Nous venons de voir que les atomes quaternioniques peuvent être identiﬁés de la même
façon, mais il reste à éclaircir le lien entre d’une part l’amplitude et la phase du coeﬃcient de
Fourier, et d’autre part la forme de l’atome réel reconstruit dans l’intégrale de l’équation (2.16).
Pour celà, on considère les composantes cartésiennes et polaires d’un coeﬃcient QFT quel-
conque :
s^ = s^1 + j1s^2 + j2s^3 + j3s^4 = Ae
j1ϕ+j2θ+j3ψ (2.18)
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= s^1 cos(ω1x1) cos(ω2x2)− s^2 sin(ω1x1) cos(ω2x2)− s^3 cos(ω1x1) sin(ω2x2) + s^4 sin(ω1x1) sin(ω2x2)
(2.19)
nous montre une forte analogie avec le cas complexe : la multiplication de H qui est en jeu
correspond à faire une somme pondérée des « parties paires et impaires » de l’atome. Dans
C, le lien avec l’amplitude et la phase du signal réel résultant était obtenu avec une identité
trigonométrique. Nous proposons donc de prendre en compte directement les composantes po-








(a1 cos(ω1x1+ω2x2 + ϕ1) + a2 cos(ω1x1−ω2x2 + ϕ2)) (2.20)
avec a1 = cos (ψ + pi/4) ∈ [0; 1] ϕ1 = ϕ+ θ
a2 = sin (ψ + pi/4) ∈ [0; 1] ϕ2 = ϕ− θ
Cette écriture va nous permettre d’identiﬁer la forme du signal reconstruit, en fonction des
valeurs de la phase quaternionique. Tout d’abord, on remarque que l’atome consiste en une
superposition de deux ondes planes dont les amplitudes et phases respectives sont déterminées
par ϕ, θ et ψ. Il s’agit d’une traduction nouvelle de l’information contenue dans deux coeﬃcients
de Fourier classiques, aux coordonnées [ω1 ω2] et [ω1 −ω2]. Celà illustre comment les coeﬃcients
du premier quadrant du spectre contiennent également l’information du quadrant voisin.
Nous proposons d’étudier la forme des atomes en fonction des valeurs de ψ - nous rappelons
que cet angle est restreint à l’intervalle [−pi/4;pi/4] (cf. eq. (2.3)). L’illustration de la ﬁgure 2.3
montre des atomes de QFT pour une fréquence et une phase ﬁxées, à l’exception de ψ qui varie
de −pi/4 à pi/4.
-
0−pi4 pi4
Figure 2.3 – Atomes de QFT (équation (2.20)) pour diﬀérentes valeurs de ψ (ω = 2pi[0.025 0.075],
ϕ = 0, θ = 0).
Dans le cas où ψ est proche de ±pi/4 l’atome correspond à une onde plane pure A√
2
cos(ω1x1±
ω2x2+ϕ± θ), dont l’orientation est déterminée d’une part par la coordonnée fréquentielle ω, et
d’autre part par le signe de ψ, qui bascule avec le quadrant voisin. On retrouve alors un atome de
Fourier classique. Ce cas correspond en quelque sorte à une situation dégénérée, puisque l’atome
ne dépend que de la somme (ou la diﬀérence) de ϕ et θ, ce qui rappelle l’ambiguité déjà soulevée
dans le calcul de la représentation polaire d’un quaternion pour ψ = ±pi/4 (voir section 2.1.1).
L’information de ϕ et θ, réduite à une seule valeur, est une phase de Fourier classique.
Dans le cas où ψ ≈ 0, l’atome prend la forme plus complexe d’une « boîte à œufs ». En
faisant varier la fréquence ω et la phase (ϕ, θ), la variété des formes obtenues est bien reﬂétée
par la ﬁgure 2.2 (d-g). Notons que lorsque ω1 ≈ 0 ou ω2 ≈ 0, l’atome est à nouveau réduit à une
onde plane, horizontale ou verticale. Au contraire, pour les fréquences diagonales, l’atome peut
présenter une structure isotrope. Plus généralement, on constate qu’un coeﬃcient quaternionique
permet d’encoder une grande variété de structures, contrairement aux coeﬃcients complexes de
la transformée de Fourier classique, toujours liés à une ligne ou un bord orienté. Ici, des structures
« i2D » (intrinsèquement 2D) peuvent être représentées en un seul coeﬃcient, et caractérisées
par la phase quaternionique.
Notons que cette analyse que nous proposons explique un résultat expérimental présenté
dans [15], qui consistait à étudier la phase du signal suivant :
sλ(x) = (1− λ) cos(ω1x1 + ω2x2) + λ cos(ω1x1 − ω2x2) (2.21)



























Figure 2.4 – Signal quaternionique analytique sQ = Aej1ϕ+j2θ+j3ψ associé à s. Le contraste des spectres
a été renforcé.
pour diﬀérentes valeurs de λ dans [0; 1]. Ce signal est sensiblement de la même forme que l’atome
réel de QFT que nous avons mis en évidence (avec ϕ = θ = 0), c’est pourquoi T. Bülow obtient
empiriquement une relation presque linéaire entre λ et ψ.
Dans tous les cas, les angles ϕ et θ déterminent la position précise de l’atome, de manière
analogue à la phase de Fourier classique, et conformément au théorème du décalage (équation
(2.15)).
Finalement, l’algèbre des quaternions apporte un nouveau concept de « pondération et
déphasage » construit par le produit quaternionique d’une « boîte à œufs » et d’un coeﬃcient
de Fourier, qui permet de modeler les atomes de base de façon plus riche que le traditionnel
déphasage directionnel d’ondes planes. On s’attend à ce que des structures plus complexes -
par exemple isotropes - puissent être mieux représentées. Notons toutefois que les structures
de type « boîtes-à-œufs » qui sont introduites sont déﬁnies de façon séparable, et risquent donc
de souﬀrir de leur dépendance aux axes x1 et x2. Voyons maintenant le signal quaternionique
analytique, qui déﬁnit la contrepartie spatiale de la QFT.
2.2.2 Le signal quaternionique analytique
Suite à plusieurs tentatives d’extensions à l’image du signal analytique [63, 64, 67] basées
sur diﬀérentes utilisations de la transformée de Hilbert partielle (section 1.3.4), et vu les sym-
métries de la transformée de Fourier quaternionique, T. Bülow propose le signal « quaternionique
analytique » sQ suivant :
sQ(x) =s(x) + j1H
part












Ce signal construit par ses transformées de Hilbert partielles et totale est illustré en représen-
tation cartésienne et polaire sur la ﬁgure 2.4. La QFT s^Q d’un tel signal est nulle dans les trois
quadrant du spectre où ω1 < 0 ou ω2 < 0, ce qui correspond aux « fréquences négatives » au sens
large. Comme nous l’avons vu, les symmétries de la QFT sont telles que le premier quadrant
contient toute l’information de l’image. En conséquence, et contrairement au modèle de Hahn,
le signal s est contenu dans la partie réelle de son extension quaternionique sQ.
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À nouveau, on s’intéresse à la correspondance entre la forme du signal et les valeurs de
son amplitude/phase. Puisque s est contenu dans la partie réelle de sQ, il vient qu’il peut être
exprimé sous une forme de « modulation » de manière analogue au cas 1D :
s = <{sQ} = A(x)√
2
( cos(ψ(x) + pi/4) cos(ω1x1 + ω2x2 + ϕ(x) + θ(x))
+ sin(ψ(x) + pi/4) cos(ω1x1 − ω2x2 + ϕ(x)− θ(x)) ) (2.24)
(voir aussi l’équation (2.20)). Cette écriture va nous permettre de comprendre l’information
portée par la phase quaternionique. Il s’agit donc, comme dans le cas classique, d’un atome de
Fourier dont l’amplitude et la phase ne sont plus des constantes mais des fonctions de x. Ici, pour
interpréter correctement le signal quaternionique, on devra faire l’hypothèse que A et ψ sont
localement constants et ϕ et θ sont localement linéaires. Le signal s analysé sera ainsi modélisé
localement par un atome de QFT, c’est-à-dire une boîte à œufs combinée à une onde plane. Ces
hypothèses sur les paramètres du modèle sont semblables à celle que nous avons présentées pour
le signal analytique 1D (section 1.1.2), et convergent vers l’idée que le signal à analyser doit être
à bande-étroite.
Voyons maintenant concrètement l’information portée par l’amplitude et la phase locale.
La ﬁgure 2.4 illustre sQ pour un signal s à bande-étroite, que nous avons obtenu par ﬁltrage
passe-bande d’une image en niveaux de gris. En conséquence, les contours de l’image d’origine
sont traduits ici par des oscillations locales, qui vont être caractérisées par le calcul de A(x),
ϕ(x), θ(x) et ψ(x). On voit que l’amplitude A est forte là où des éléments oscillants sont
présents dans s, à l’instar d’un détecteur de contours. Les angles ϕ et θ sont très analogues à
la phase classique 1D, et présentent le même type de comportement « monotone », mais cette
fois séparément dans les directions de x1 et de x2. Le troisième angle est une donnée nouvelle,
qui présente clairement des valeurs autour de ±pi/4 (blanc et noir) au niveau des structures
directionnelles. D’une manière générale, la visualisation de la phase est peu intuitive, et il faut
garder à l’esprit que ses valeurs n’ont de sens que lorsque l’amplitude est forte. En eﬀet, pour
les mêmes raisons qu’en 1D, les coeﬃcients de faible amplitude sont peu signiﬁcatifs et donc
leur phase n’est pas à prendre en compte. L’usage (ou plutôt l’usage dans le cas 1D) veut que
l’on se concentre principalement sur les valeurs de phase au niveau des maxima de A(x), là où
elles traduisent complètement la forme locale comme un atome QFT déphasé. Le but de notre
travail est d’utiliser cette phase comme un descripteur de la géométrie locale de l’image.
Puisque cette analyse quatrernionique nécessite un ﬁltrage passe-bande, et que nous
souhaitons avoir une représentation complète, il nous faut collecter toutes les bandes d’un signal.
C’est pourquoi nous allons maintenant présenter une analyse quaternionique par bancs de ﬁltres.
2.2.3 Ondelettes quaternioniques
Une approche multi-résolution de l’analyse quaternionique a déjà été présentée par T. Bülow
[15] à travers une extension quaternionique des ﬁltres de Gabor. Des ondelettes quaternioniques
continues dans le même esprit ont ensuite été présentées dans [5].
Approche type Gabor
La construction d’une décomposition « à la Gabor » est parfaitement analogue au cas clas-
sique, puisque les atomes sont déﬁnis par un fenêtrage spatial gaussien des exponentielles quater-
nioniques :
gσ,ξ(x) = h(x)e
(j1ξ1x1+j2ξ2x2) F←→ h(ω − ξ) (2.25)
L’expression de la fonction gaussienne h est de la forme ae−‖x‖b où a est un facteur de normali-
sation et b détermine la largeur de la fonction, qui dépend de σ. Nous omettons volontairement
de préciser les valeurs de a et b car elles diﬀèrent selon les sources et ne sont pas indispensables
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pour la compréhension de notre travail. On englobe donc dans gσ,ξ à la fois le cas des ﬁltres de
Gabor dont le support spatial est ﬁxe et celui des ondelettes de Gabor construites par dilatation
d’une forme unique. Le spectre de gσ,ξ - calculé par la QFT à partir de la réponse impulsionnelle
du ﬁltre à valeurs quaternioniques - est réduit à une gaussienne centrée en ω = ξ, et concentre
donc son énergie dans le premier quadrant du spectre si ξ1, ξ2 > 0. C’est alors un signal approxi-
mativement analytique au sens de T. Bülow (l’emploi d’une fenêtre gaussienne entraîne le même
type d’approximation que nous avons déjà expliqué en 1D - section 1.2.1 et ﬁgure 1.2).
Finalement, on s’intéressera au signal de sortie d’un ﬁltrage de Gabor autour de la fréquence
centrale ξ :
sξ(x) = s(x) ∗ gσ,ξ(x) = Aξ(x)ej1ϕξ(x)+j2θξ(x)+j3ψξ(x) (2.26)
Puisque l’opérateur de Hilbert partiel commute avec la convolution, on sait que la sous-bande sξ
est elle aussi approximativement analytique. Son l’amplitude Aξ et sa phase locales (ϕξ, θξ, ψξ)
pourront alors être étudiées en termes d’informations géométriques. En revanche, comme pour
la transformée de Gabor classique, la reconstruction exacte n’est pas possible en pratique.
Avant de passer à la déﬁnition d’une transformée en ondelettes quaternioniques peu redon-
dante et à reconstruction parfaite, nous souhaitons introduire un lien intéressant avec les ﬁltres
de Gabor complexes. A partir des composantes cartésiennes d’un ﬁltre de Gabor quaternionique,
on peut identiﬁer deux ﬁltres de Gabor complexes :
gσ,ξ = g1 + j1g2 + j2g3 + j3g4 = h(x)e
(j1ξ1x1+j2ξ2x2) ∈ H (2.27)
g+ = (g1 − g4) + j(g2 + g3) = h(x)ej(ξ1x1+ξ2x2) ∈ C (2.28)
g− = (g1 + g4) + j(g2 − g3) = h(x)ej(ξ1x1−ξ2x2) ∈ C (2.29)
dont les fréquences centrales sont respectivement [ξ1 ξ2] et [ξ1 −ξ2]. Ce lien étroit entre le monde
de Fourier classique et le monde Fourier quaternionique suggère qu’une analyse quaternionique
pourrait être construite à partir d’une transformée en ondelettes complexe (section 1.3.4), suivie
de recombinaisons des coeﬃcients.
Transformée en ondelettes quaternionique
La transformée en ondelettes quaternionique (QWT) de W. L. Chan et al. [24] était la
première décomposition 2D analytique à reconstruction parfaite lorsqu’elle a été proposée en
2004 [23]. Elle correspond à une transformée séparable dyadique utilisant trois ondelettes ψa(x),
ψb(x), ψc(x) et une fonction d’échelle φ(x) déﬁnies de manière séparable par les fonctions 1D
φ(t) et ψ(t) et leur transformées de Hilbert respectives :
φ(x) = φ(x1)φ(x2) + j1Hφ(x1)φ(x2) + j2φ(x1)Hφ(x2) + j3Hφ(x1)Hφ(x2) (2.30)
ψa(x) = φ(x1)ψ(x2) + j1Hφ(x1)ψ(x2) + j2φ(x1)Hψ(x2) + j3Hφ(x1)Hψ(x2) (2.31)
ψb(x) = ψ(x1)φ(x2) + j1Hψ(x1)φ(x2) + j2ψ(x1)Hφ(x2) + j3Hψ(x1)Hφ(x2) (2.32)
ψc(x) = ψ(x1)ψ(x2) + j1Hψ(x1)ψ(x2) + j2ψ(x1)Hψ(x2) + j3Hψ(x1)Hψ(x2) (2.33)
Il vient deux choses de cette déﬁnition. La première est qu’il est facile de vériﬁer que les fonc-
tions φ(x), ψa(x), ψb(x) et ψc(x) sont approximativement analytiques au sens de T. Bülow, et
donc oﬀrent une analyse quaternionique multi-échelle de l’image dans trois directions globales
séparées : horizontale, verticale et diagonale. La seconde est que l’implantation de cette décom-
position en ondelettes peut être eﬀectuée par quatre bancs de ﬁltres 2D séparables distincts,
un pour chaque composante cartésienne des coeﬃcients quaternioniques. La particularité par
rapport aux bancs de ﬁltres séparables habituels est que les ﬁltres « pour les lignes » peuvent
être diﬀérents des ﬁltres « pour les colonnes ». Les deux ensembles de ﬁltres concernés doivent
correspondre à deux ondelettes formant une paire de Hilbert, ce qui est exactement la déﬁnition
d’une transformée en ondelettes complexes 1D. Il est donc naturel d’utiliser la partie réelle et
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la partie imaginaire d’une transformée complexe - comme le dual-tree présenté précedemment -
d’une manière séparable pour implanter la QWT de [24].
L’avantage de ce lien avec le dual-tree est que toute la reﬂexion sur l’approximation de la
transformée de Hilbert entre les ﬁltres reste valide. Il suﬃt donc de combiner correctement les
sous-bandes obtenues, de façon à correspondre au modèle quaternionique. Un schéma complet
de l’implantation du banc de ﬁltres QWT est donné ﬁgure 2.5. Les coeﬃcients (notés A, B, C
et D sur la ﬁgure 2.5) sont d’abord obtenus sous forme cartésienne et doivent être convertis en
représentation polaire pour obtenir l’amplitude et la phase :
wLL,j [k] =
〈
s(x), 2−j φ (2−jx− k)
〉
= ALL,j e


















j1ϕHH,j +j2θHH,j +j3ψHH,j (2.37)
On obtient donc une décomposition en ondelettes analogue à la très habituelle transformée
bi-orthogonale dyadique, mais dont les coeﬃcients « w...[k] » ont une valeur quaternionique.
Transformée inverse et interprétation
La reconstruction du signal de départ est déﬁnie comme la somme des quatre reconstructions
cartésiennes [24] - ce qui était déjà le cas avec les ondelettes complexes. En fait, n’importe lequel
des quatre bancs de ﬁltres peut à lui seul reconstruire l’image, et on peut s’interroger sur la
justiﬁcation de cette méthode de reconstruction ﬁnalement très simple. Dans la littérature sur le
dual-tree et sur la QWT, cette question n’est pas vraiment traitée 1, c’est pourquoi nous avons
déjà apporté une interprétation autour des ondelettes complexes aux sections 1.2.3 et 1.3.4. La
compréhension de cette reconstruction réside dans l’analogie avec les « parties paires et impaires »
des atomes réels de Fourier (equations (2.16) et (2.19)). Les coeﬃcients doivent conférer à l’atome
son amplitude et sa phase. Cette opération de pondération et déphasage est exprimée dans
l’intégrale de Fourier par une multiplication quaternionique, mais est en fait équivalente, comme
nous l’avons vu, à la somme des « parties paires et impaires » de l’atome non déphasé, pondérée
par les composantes cartésiennes du coeﬃcient (eq. (2.19)). Voilà pourquoi la reconstruction de
la QWT fait la somme des « parties paires et impaires » de l’ondelette (les diﬀérents bancs de
ﬁltres), pondérée par les composantes cartésiennes des coeﬃcients d’ondelettes (A, B, C et D,
ﬁgure 2.5) - ce qui revient à sommer les quatre reconstructions individuelles.
Ce principe très analogue à la transformée de Fourier - et totalement nouveau pour une
transformée en ondelettes 2D - est à l’origine de l’invariance par translation de l’amplitude
des coeﬃcients, car dans la phase est contenue une informations structurelle de précision sous-
pixellique. Les structures sont reconstruites par un « dosage local de cosinus et de sinus » bien
précis, qui ne dépend pas comme avec les ondelettes classiques d’un équilibre avec les coeﬃ-
cients voisins dont les oscillations se compensent mutuellement. Celà évitera comme on le verra
l’introduction des artefacts oscillants classiques après traitement non linéaire dans le domaine
des ondelettes.
En revanche, on peut déplorer l’existence de trois sous-bandes orientées pour une échelle -
horizontal, vertical, diagonal - à l’origine d’un schéma « ligne-colonne » (séparable) qui risque de
privilégier les structures alignées aux axes du repère. A une échelle donnée, et en comparaison
avec le dual-tree 2D, le déﬁ de la QWT sera de faire des ses trois coeﬃcients quaternioniques
(pour les trois sous-bandes) une meilleure représentation que les six coeﬃcients complexes du
dual-tree.
L’illustration d’un exemple de données obtenues sur une image réelle est donnée ﬁgure 2.6.
La visualisation des angles de phase n’est pas très intuitive à cause du sous-échantillonnage des
1. Notons toutefois la reconstruction par dual-tree 2D déﬁnie dans [27].





















































































































































Figure 2.5 – Implantation séparable du banc de ﬁltres dual-tree. Les 4 bancs de ﬁltres 2D résultants
oﬀrent deux interprétations possibles : 1) Une décomposition par trois ondelettes quaternioniques orientées
horizontalement, verticalement et diagonalement [24]. Les sous-bandes à valeurs quaternioniques sont donc
A+ j1B+ j2C+ j3D. 2) Une décompositiàon par 6 ondelettes complexes type Gabor orientées vers kpi/6
[124]. Les sous bandes sont donc (A+D) + j(B − C) et (A−D) + j(C −B).











Figure 2.6 – QWT d’une image réelle. Le contraste de l’amplitude a été renforcé.
sous-bandes, comme le montre plus précisément la ﬁgure 2.7. En contrepartie, on espère que ces
données de phase moins nombreuses portent beaucoup d’information visuelle.
Pour conclure sur la déﬁnition de la QWT, l’algorithme hérite des ondelettes complexes
une invariance par translation approximative pour une redondance raisonnable, et ses ﬁltres
sont approximativement liés par des transformées de Hilbert partielles. Les coeﬃcients des sous-
bandes sont quaternioniques et s’étudient donc en représentation polaire, aﬁn d’extraire les
information de présence et de structure locale à travers l’amplitude et la phase. On s’attend
à ce qu’elle surpasse les ondelettes utilisées habituellement grâce à ses propriétés nouvelles qui
pallient les défauts classiques de variance, eﬀet pseudo-Gibbs, et qui comblent le besoin théorique
d’une notion de phase - fondamentale en traitement du signal.
2.3 Utilisation de la QWT
Les données quaternioniques ont été peu étudiées jusqu’à maintenant. D’abord, T. Bülow
a proposé des applications en estimation de ﬂot optique basé sur ses ﬁltres de Gabor quater-
nioniques, travail ensuite repris dans le cas de la QWT dans [5, 158, 24]. T. Bülow a également
proposé un algorithme de segmentation de texture s’appuyant sur le troisième angle ψ, et un cal-
cul original de représentation en « wedgelets » a été proposé dans [24]. Cette section synthétise
l’ensemble de ces propositions.
2.3.1 Les angles ϕ et θ et le ﬂot optique
Le ﬂot optique est un champ de vecteurs de déplacement qui se calcule par exemple à partir
de deux images successives d’une vidéo. L’hypothèse principale dans la démarche de calcul d’un
ﬂot optique est que l’intensité lumineuse des éléments de la scène est conservée d’une image à
l’autre. Alors, on peut utiliser des procédures de calcul sur l’intensité des pixels pour estimer
le champ de vecteurs correspondant aux déplacements dans l’image. L’utilisation de la phase
locale par décomposition de Gabor est classique [51], et permet une precision sous-pixellique.











Figure 2.7 – Haut : Signal analytique associé à un signal 2D s à bande étroite. Bas : Sous-bandes
horizontales, verticales et diagonales de l’échelle de la QWT de s contenant la majorité de l’énergie. Les
sous-bandes QWT sont zoomées.
T. Bülow propose d’utiliser le formalisme quaternionique pour améliorer la méthode, ce qui a
été repris dans [5, 158], puis transposé à la QWT dans [24].
Le théorème du décalage existant pour la QFT (eq. (2.15)) est approximativement conservé
pour une analyse quaternionique spatiale. Aﬁn d’uniﬁer le cas Gabor avec le cas ondelettes, on
considère d’une manière générale les quatre coordonnées polaires de l’analyse quaternionique du
signal s(x) autour de la fréquence ξ que l’on note :
{ Aξ(x) , ϕξ(x) , θξ(x) , ψξ(x)} (2.38)
obtenue par ﬁltrage de Gabor ou comme une sous-bande particulière de la QWT. Un décalage
de s entraîne le changement suivant :
s(x)← s(x− τ )⇔
{
ϕξ(x)← ϕξ(x)− τ1 ξl1(x)
θξ(x)← θξ(x)− τ2 ξl2(x)
avec ξl(x) à estimer localement (2.39)
Le déphasage dépend de la « fréquence locale » ξl(x) du signal - qui n’est pas connue a priori,
contrairement aux coeﬃcients de Fourier qui sont attachées à une fréquence précise. Ici, ξl peut
varier dans une certaines bande liée au gabarit de l’ondelette.
Soient deux images sA(x) et sB(x), considérant leurs phases quaternioniques respectives
(ϕξ,A, θξ,A) et (ϕξ,B, θξ,B), la carte de vecteurs de déplacement relatif [dx1(x) dx2(x)]T entre sA
et sB sera calculée par :
dx1(x) =
ϕξ,B(x)− ϕξ,A(x) + k1pi
ξl1(x)
dx2(x) =
θξ,B(x)− θξ,A(x) + k2pi
ξl2(x)
(2.40)
où k1 et k2 sont tels que les numérateurs soient dans [−pi;pi]. Ce calcul est clairement conditionné
par la qualité de l’estimation de la fréquence locale. Dans le cas le plus simple, on décide
que cette fréquence locale est égale à la fréquence centrale du ﬁltre de Gabor utilisé. Mais à
cause du principe d’incertitude sur la localisation spatiale et fréquentielle, l’utilisation de ξ
comme fréquence locale de référence n’est pas très précise. De plus, dans le cas des ondelettes
quaternioniques, les fréquences centrales des ﬁltres ne sont pas forcément explicites, et les bandes
passantes - par octaves - sont trop larges pour une telle simpliﬁcation de la fréquence locale.
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La solution est d’approximer les dérivées partielles de la phase, ce qui était déjà classique
avec les ﬁltres de Gabor complexes [51, 12]. Dans le cas quaternionique, le calcul est simpliﬁé par
deux estimations 1D, puisque ϕ a tendance à varier le long de x1 et θ le long de x2, contrairement
à la phase de Gabor complexe qui doit être dérivée dans la direction de ξ, ce qui va être mal
déﬁni sur une grille discrète. Dans le cas de la QWT, nous avons déjà vu (ﬁgure 2.7) que le
sous-échantillonnage rend la lecture de la phase diﬃcile. C’est également un problème pour
l’estimation des dérivées de phase car les variations sont grandes entre deux coeﬃcients voisins.
Une astuce proposée par [24] consiste à créer manuellement un décalage de 1 pixel en x1 et en
x2, par exemple sur l’image sA. On obtient une image sA2(x) = sA(x − [1 1]T) dont l’analyse
quaternionique donnera la phase suivante :
ϕξ,A2(x) = ϕξ,A(x)− ξl1(x) θξ,A2(x) = θξ,A(x)− ξl2(x) (2.41)
qui donne à son tour des valeurs précises de ξl(x). Ceci repose sur l’hypothèse que la fréquence
locale est la même pour l’image sA et l’image sB, et évite l’étape d’approximation numérique
des dérivées partielles de la phase.
L’algorithme d’estimation multi-résolutions proposé dans [24] utilise également un seuillage
sur l’amplitude des coeﬃcients quaternioniques pour éliminer les déplacement qui concerneraient
des structures négligeables (la phase étant invariante par changement d’intensité), et privilégie
les sous-bandes verticales (resp. horizontales) pour l’estimation de dx1 (resp. dx2). L’information
extraite à une échelle est utilisée à l’échelle plus grossière pour le choix des constantes k1 et k2.
Cette méthode exploite donc pleinement la structure de décomposition en ondelettes quater-
nioniques, à l’exception de l’angle ψ qui n’est pas utilisé. Les résultats expérimentaux sont
concordants avec notre perception [15, 24], même si les déplacements aux échelles grossières
semblent plus diﬃciles à obtenir. L’avantage de cette méthode est dans la rapidité de calcul,
grâce au calcul eﬃcace des dérivées et à la compacité de la représentation par rapport à une
approche « à la Gabor ».
2.3.2 L’angle ψ
Nous avons vu à la section 2.2.1 (autour de l’équation (2.21)) que ψ prend des valeurs
extrèmes ±pi/4 si la structure locale est une onde plane, et reste autour de 0 sinon.
T. Bülow a montré que cette information permet d’enrichir le procédé classique de segmen-
tation de texture à l’origine basé sur des ﬁltres de Gabor complexes [12]. La méthode consiste à
mesurer les variations de phase pour discriminer les diﬀérentes textures, et le fait d’avoir trois
angles dans le cas quaternionique au lieu d’un dans le cas complexe apparait comme un avan-
tage. Finalement, le troisième angle ψ apporte une information expérimentalement utile pour
l’analyse de textures.
Une application proposée dans [24] utilise les trois angles de QWT pour estimer une représen-
tation en « wedgelets » de l’image. L’algorithme découpe l’image en blocs dyadiques, associés
à trois coeﬃcients QWT wLH,j , wHL,j et wHH,j , dans lesquelles on estime le segment de droite
(wedgelet) qui correspond le mieux à la structure locale. L’estimation revient à trouver les deux
paramètres de la droite à partir des trois coeﬃcients.
L’orientation globale - horizontal, vertical ou diagonal - est obtenue en repérant le plus
fort des trois coeﬃcients. Si l’orientation est plutôt diagonale, le signe de ψ permet de savoir
laquelle des deux diagonales possible est concernée. Une fois l’orientation connue, les angles ϕ
et θ donnent la position de la droite par rapport au centre du bloc. Pour raﬃner les mesures, les
auteurs ont préalablement généré des valeurs de phase pour une séquences d’images de synthèse
dont l’orientation est connue, puis établi une relation expérimentale par ajustement de courbe
(curve ﬁtting). Les détails sont présentés dans [24].
Nous venons de recenser ce qui est proposé dans la littérature concernant l’utilisation des
ondelettes quaternioniques. L’invariance de l’amplitude aux translations, l’invariance de la phase
aux changements d’intensité, et le sens physique des valeurs de la phase, font de la QWT
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une amélioration claire des ondelettes séparables pour une redondance raisonnable de 4×. Aﬁn
d’analyser plus ﬁnement les qualités et limites de cette nouvelle représentation, nous proposons
de l’incorporer dans deux cadres applicatifs faisant appel à des possibles qualité de parcimonie
et de description de l’information.
2.4 Etude de la parcimonie de la QWT
La notion de parcimonie [102, 139] se développe depuis quelques années dans des domaines
du traitement du signal et des images tels que la compression, la détection, la séparation de
sources et le débruitage. Il s’agit d’un outil mathématique qui permet de mesurer la puissance
de représentation d’un certain « dictionnaire » constitué d’atomes. Suite à l’essor en image des
transformées en ondelettes orthogonales (non-redondante), cette nouvelle notion a ammené les
chercheurs à s’intéresser à des représentations plus redondantes - c’est-à-dire liées à un dic-
tionnaire plus riche. Il vient que certaines de ces représentations redondantes sont plus parci-
monieuses, en ce sens qu’elles concentrent l’information utile dans un nombre plus réduit de
coeﬃcients. On peut alors déﬁnir de nouvelles méthodes de compression, mais aussi et plus
généralement analyser ou manipuler les éléments d’un signal de façon plus eﬃcace. Ce gain de
qualité de représentation, obtenu par le compromis d’un dictionnaire plus grand, est analogue
à la capacité qu’à une langue riche d’exprimer beaucoup d’idées en peu de mots. La contrepar-
tie est que les « systèmes communicants » doivent connaître un grand dictionnaire, en d’autres
termes, les algorithmes de décomposition et de reconstruction du signal sont plus coûteux.
Prenons par exemple l’algorithme JPEG-2000 [2]. La transformée biorthogonale séparable
(DWT) est utilisée pour sa non-redondance et l’orthogonalité de sa base, qui en font un outil
intéressant d’un point de vue compactage des données et d’un point de vue statistique. D’un autre
côté, la rigidité de cette transformée la rend inapte à représenter eﬃcacement les contours, car
elle est optimale pour les singularités ponctuelles. De plus, plusieurs travaux montrent l’eﬃcacité
des représentations redondantes [50, 154], lorsque l’on dispose d’un petit budget de données et
que l’on s’autorise à avoir quelques dégradations. Dans ce contexte (« lossy compression »), les
transformées redondantes oﬀrent un codage de meilleure qualité, car les coeﬃcients sont par
exemple invariants par translation, ou mieux localisés, et correspondent à une reconstruction
de l’image par des structures élémentaires plus adaptées et permettant de mieux restituer les
contours (moins d’oscillations, moins d’eﬀets rectangulaires. . .).
La QWT se place clairement dans ce contexte car elle est redondante par 4×. Contrairement
à d’autres représentations redondantes comme les pyramides ou les ondelettes non-décimées, la
QWT n’implique pas un « plus grand nombre » de coeﬃcients qui augmenterait la résolution des
sous-bandes, mais plutôt augmente la dimension de ces coeﬃcients, à la manière des coeﬃcients
de Fourier, qui deviennent des vecteurs dont l’amplitude et la phase s’interprètent comme des
descripteurs structurels plus riches, incluant la notion de résolution ﬁne. On s’attend à ce que la
QWT soit plus parcimonieuse que la DWT, c’est-à-dire permette des reconstructions partielles
plus acceptables, pour une quantité équivalente de données conservées.
Ce travail ne prétend pas présenter un schéma de compression d’image mais bien
d’appréhender la parcimonie de la QWT, par des reconstructions partielles, dans une approche
comparative par rapport à la transformée en ondelettes (DWT), qui est la plus utilisée en
image. En eﬀet la déﬁnition d’un schéma de compression complet nécessite l’utilisation de
plusieurs « blocs » comme la transformée (DCT, ondelettes etc.), la quantiﬁcation, un algo-
rithme de codage spécialement optimisé pour la transformée utilisée (EZW, SPIHT, SPECK
etc.), le codage entropique, et un travail global très important d’optimisation, ce qui sort de
notre sujet : l’étude des transformées. L’étude de la parcimonie reste néanmoins fondamentale
pour déterminer le potentiel d’une transformée face à diﬀérentes applications comme la compres-
sion d’image. Dans toute la partie expérimentale sur la QWT, nous appellerons « DWT » (pour
discrete wavelet transform) la transformée biorthogonale séparable munie des ﬁltres Daubechies
9/7, qui fera référence.
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Nous allons mettre la DWT et la QWT à l’épreuve de la quantiﬁcation des coeﬃcients (au
sens nombre de bits alloués pour représenter l’information), étape incontournable en compression
et signiﬁcative de la robustesse de la transformée. Les tests seront volontairement très simples,
pour ne pas noyer les résultats dans des justiﬁcations trop diverses, et se concentrer sur la
transformée.
2.4.1 Codage de l’amplitude
Dans un premier temps, nous allons observer l’eﬀet de la quantiﬁcation de l’amplitude A.
Nous avons déjà dit que l’amplitude QWT était analogue au module de la DWT, ce test est
l’occasion de voir si l’invariance de la QWT et l’information de la phase apportent quelque chose
en termes de qualité visuelle.









K − 1 (2.42)
La phase QWT ainsi que le signe des coeﬃcients DWT sont gardés intactes pour reconstruire
l’image. Les quelques résultats présentés à la ﬁgure 2.8 montrent l’avantage très clair de la QWT,
qui conﬁrme que la phase contient une information structurelle bien plus riche que le signe DWT.
Les oscillations introduites par la DWT autour des contours (monarch, face) sont remplacés
par une structure géométrique bien préservée par la QWT. En revanche, on remarque que les
textures (comme la surface de l’eau dans l’image sailing1) sont très lissées par la QWT, alors
que la DWT arrive à reproduire de la texture par des oscillations. Celà est dû à l’orthogonalité
de la DWT, qui permet de mieux modéliser les structures aléatoires comme les textures.
Les courbes de type « débit-distortion » (dernière colonne ﬁgure 2.8) conﬁrment également
la supériorité de la QWT en termes de PSNR, mais nous ne nous concentrerons pas sur cette
mesure qui ne reﬂète pas de façon complète la qualité perçue (En temoignent les reconstructions
de l’image sailing1 qui ont le même PSNR). Nous privilegierons donc en général les observations
qualitatives. Parmi toutes les images que nous avons pu tester, la DWT n’a jamais vraiment
montré de résultat supérieur à la QWT, excepté pour des images où certaines textures sont très
importantes comme l’image sailing1.
Grâce à l’information complémentaire portée par la phase, nous avons constaté que
l’amplitude de la QWT peut être quantiﬁée de façon plus dure que la DWT. Quantitative-
ment, il est possible d’économiser en moyenne environ 1 bit par coeﬃcient. Voyons maintenant
le cas de la phase.
2.4.2 Codage de la phase quaternionique
Le problème de quantiﬁcation pour des données angulaires comme la phase QWT n’est
pas classique. Si des travaux sur la modélisation statistique de variables circulaires existent
(distributions de Von Mises par exemple), la communauté image et compression n’est pas très
riche en ce qui concerne la donnée « phase ».
On peut néanmoins trouver quelques références sur le codage de la phase de la transformée de
Fourier [119], où il est montré que la ﬁnesse nécessaire pour le pas de quantiﬁcation des phases est
inversement proportionnelle à la fréquence concernée. Celà peut s’expliquer d’une part par le fait
qu’une erreur de ϕ sur une phase ϕ s’interprète comme une erreur de position de x = ϕ/ω
dans le domaine spatial (voir théorème du décalage) - donc minime si la fréquence ω est grande ;
et d’autre part par l’importance réduite des hautes fréquences dans les images naturelles qui,
comme on le sait, concentrent majoritairement leur énergie dans les basses fréquences.
Notons qu’un travail a également été conduit pour la modélisation statistique des « diﬀérences
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Quality of image 'sailing1' (PSNR)
Figure 2.8 – Eﬀet de la quantiﬁcation uniforme de l’amplitude de la DWT/ QWT. L’abscisse des courbes
débit-distortion est en bits par pixels, correspondant à log2(K).




θ∈{−pi2 , 0, pi2 }
Kψ = 3
ψ∈{−pi4 , 0, pi4 }
Kϕ = 9
ϕ = k pi4
Kθ = 9
θ = k pi8
Figure 2.9 – Eﬀet de la quantiﬁcation uniforme de la phase QWT. Chaque reconstruction correspond à
la quantiﬁcation d’un seul des trois angles.
locales de phase » dans le domaine des ondelettes complexes [152], mais celà concerne uniquement
l’extraction de descripteur, et ne peut pas être utilisé directement pour le codage 2.
Dans le cadre de ce travail, le but est d’appréhender la qualité de l’information conservée
par quantiﬁcation des composantes quaternioniques. Nous allons donc déﬁnir une quantiﬁcation
uniforme des trois angles de phase. L’idée est de visualiser l’eﬀet de la quantiﬁcation, ce qui
correspond à reconstruire l’image après avoir arrondi les valeurs. Cet arrondi est plus ou moins
grossier, selon le nombre d’intervalles choisi pour cette quantiﬁcation. Nous avons choisi dans
un premier temps de ﬁxer un nombre d’intervalles diﬀérent pour chaque angle : Kϕ, Kθ et Kψ.
























Kψ − 1 (2.45)
Notons que les intervalles de quantiﬁcations sont répartis sur les domaines de déﬁnitions respec-
tifs des trois angles : [−pi;pi], [−pi2 ; pi2 ] et [−pi4 ; pi4 ]. Dans cette partie préliminaire, la circularité des
données n’est pas exploitée, ce qui implique que les deux intervalles de quantiﬁcations proches
des valeurs pi et −pi seront superposés, et donc redondants.
Expérimentalement, pour des valeurs de K correspondant à un pas de quantiﬁcation de
pi/16, la reconstruction est visuellement parfaite. La ﬁgure 2.9 montre des reconstructions pour
des valeurs de K plus faibles. On constate qu’une quantiﬁcation assez dure peut être appliquée
sans dégradation majeure sur la reconstruction. Ce point est très positif d’un point de vue
codage car celà signiﬁe que le redondance de la transformée pourrait être largement compensée
par un codage très léger de la phase - qui constitue trois quart des données. Aﬁn d’étudier
la phase plus ﬁnement, il peut être intéressant d’étudier la distribution statistique des angles.
Pour celà, nous avons étudié les histogrammes de ϕ, θ et ψ dans chaque sous-bande QWT.
Nous devons rappeler que les phases ne sont pas toutes pertinentes, selon l’amplitude associée.
En eﬀet, les phases liées à des coeﬃcients quaternioniques de faible amplitude ont d’une part
peu d’importance en termes d’information portée, et d’autre part risquent d’introduire un biais
2. Les références [120, 146, 105], que nous n’avions pas remarquées jusqu’à maintenant, traitent de la quan-
tiﬁcation polaire pour le codage de signaux audio et mériteraient d’être étudiées.
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Figure 2.10 – Histogrammes moyens des angles de phase QWT dans chaque sous-bande. Les courbes sont
disposées comme dans l’aﬃchage des sous-bandes QWT ﬁgure 2.6. Les coeﬃcients ont été sélectionnés
selon un seuillage sur l’amplitude avec T = 0.02.
à cause d’éventuelles instabilités numériques, liées aux petites valeurs de leurs composantes
cartésiennes. C’est pourquoi nous proposons d’utiliser une procédure de sélection des coeﬃcients,
à travers un seuillage, aﬁn d’alimenter le calcul d’histogramme avec une grande majorité de
données pertinentes. La procédure de calcul est donc la suivante :
– Pour chaque échelle i ∈ {−1,−2,−3}, faire :
– Pour chaque sous-bande k ∈ {HH,HL, LL}, faire :
– sélectionner les coeﬃcients dont l’amplitude normalisée Ak,i/max(Ak,i) dépasse le
seuil T ;
– extraire les valeurs de phase de ces coeﬃcients ϕk,i, θk,i et ψk,i ;
– calculer les histogrammes correspondants hϕk,i , hθk,i et hψk,i ;
Lorsque T = 0, les distribution obtenues expérimentalement sont la plupart du temps uniformes.
En augmentant ce seuil, nous avons constaté que les distributions devenaient plus singulières,
alors même que le nombre de coeﬃcients considérés était toujours substantiel. Celà conﬁrme que
les phases non pertinentes noient l’information recherchée si on ne les élimine pas du calcul des
histogrammes. Nous avons retenu le seuil T = 0.02 qui semblait suﬃsant pour éliminer le bruit
tout en permettant de conserver environ 25% des coeﬃcients dans chaque sous-bande.
Dans un second temps, nous avons observé que les distributions de la phase quaternionique
étaient très semblables d’une image à l’autre. C’est pourquoi, aﬁn de rendre les données plus
robustes, nous proposons de calculer dans chaque sous-bande un histogramme moyen, à partir
des histogrammes obtenus avec une base d’images naturelles. Nous avons choisi la base LIVE
[125], qui contient des photographies variées.
L’ensemble des histogrammes moyens avec sélection des coeﬃcients dans chaque sous-bande
QWT est illustré ﬁgure 2.10. La première remarque est que les distributions obtenues sont soit
uniformes, unimodales ou bimodales, ce qui est intéressant car des modèles classiques peuvent
être appliqués.
Plus particulièrement, on constate que les angles ϕ et θ ont une distribution assez
« dégénérée » dans les sous-bandes concernant les détails respectivement horizontaux et ver-
ticaux. Ces distributions ont été coloriées en rouge dans l’illustration. Celà rejoint l’observation
déjà faite à propos de l’estimation de ﬂot optique, à savoir que l’information de « déplacement
local » horizontal (resp. vertical) portée par ϕ (resp. θ) est ambigüe si elle concerne une structure
localement horizontale (resp. verticale). En eﬀet, quel que soit son décalage vers la droite ou la
gauche, une structure horizontale ressemblera toujours à une structure horizontale, la donnée de
décalage n’est donc pas une information signiﬁcative. En conséquence, la phase prend quasiment
systématiquement la même valeur : ϕ ≈ pi/4 ± pi/2 pour les structures horizontales, θ ≈ pi/4
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pour les structures verticales. A ce jour néanmoins, nous ne savons pas expliquer pourquoi ces
valeurs particulières sont révélées.
Le cas de la première échelle (la plus ﬁne) est vraiment particulier car les structures encodées
par les coeﬃcients ont un support spatial de l’ordre de 4 pixels, et sont donc éloignées du modèle
continu associé à la représentation quaternionique. Ceci est à notre avantage car il y a de grandes
chances pour que la phase de la première échelle puisse être quantiﬁée très grossièrement sans
inﬂuence sur la reconstruction.
Finalement, devant la variété de cas possible à propos des valeurs de la phase QWT, il parait
nécessaire de mettre en place un quantiﬁcation adaptative.
2.4.3 Schéma complet de quantiﬁcation
Nous présentons ici une proposition qui s’inscrit dans le cadre du projet ANR CAIMAN,
auquel cette thèse est associée. Ce projet a pour but d’étudier un nouveau codeur d’images
prenant en compte conjointement les contraintes de réseau, de sécurité, et de qualité, à travers
une méthode de compression « scalable », c’est-à-dire dans laquelle les informations visuelles sont
hautement hiérarchisées. Ce dernier aspect nécessite une méthode eﬃcace de représentation de
l’information visuelle, ce qui est l’objet de cette thèse. Nous pensons que les transformées en
ondelettes analytiques sont prometteuses pour ce genre d’application, c’est pourquoi nous avons
proposé, comme une première étape vers un codage hiérarchisé de l’information, un schéma de
quantiﬁcation adaptatif des coeﬃcients d’ondelettes quaternioniques, spécialement adapté à la
QWT.
L’idée est d’exploiter les connaissances que nous avons sur la phase pour quantiﬁer grossière-
ment là où on suppose qu’il n’y aura pas de conséquence sur la reconstruction, et plus ﬁnement
pour les coeﬃcients importants. Plusieurs paramètres entrent en jeux.
– Le premier est un paramètre de pertinence des valeurs, directement lié à l’amplitude A.
Les coeﬃcients de faible amplitude codent une structure peu visible, et donc ne requièrent
pas une grande précision sur la phase. A plus forte raison, la quantiﬁcation de l’amplitude
aura un eﬀet de seuillage, soit la mise à zéro de tous les coeﬃcients en dessous du pas de
quantiﬁcation choisi pour A. Dans ce cas, la phase ne sera simplement pas codée.
– Le second est un paramètre d’échelle. Nous avons vu qu’à la première échelle, la phase
ne porte que très peu d’information. On décidera donc de la quantiﬁer plus grossièrement
que pour les échelles suivantes.
– Nous proposons enﬁn de prendre en compte les valeurs particulières révélées par les his-
togrammes, aﬁn que la quantiﬁcation des phases soit centrée autour de ces valeurs. Ainsi,
de nombreux coeﬃcients seront bien restitués malgré une quantiﬁcation dure.
Etant donné un nombre de valeur KA pour la quantiﬁcation de l’amplitude A, on considère
le schéma particulier suivant pour la quantiﬁcation de la première échelle :
ϕ ∈ θ ∈ ψ ∈
LH {−3pi4 ; pi4 } (1 bit) {−pi4 ; pi4 } (1 bit) {0} (0 bit)
HL {−3pi4 ;−pi4 ; pi4 ; 3pi4 } (2 bits) {pi4 } (0 bit) {0} (0 bit)
HH {−3pi4 ;−pi4 ; pi4 ; 3pi4 } (2 bits) {−pi4 ; pi4 } (1 bit) {−pi8 ; pi8 } (1 bit)
(2.46)
Celà donne pour chaque coeﬃcient de la première échelle dont l’amplitude dépasse le premier
intervalle de quantiﬁcation un codage sur un total de log2(KA) bits pour A et 8 bits pour la
phase. Les « petits » coeﬃcients sont donc codés sur seulement log2(KA) bits.
Pour les échelles suivantes, on utilisera une quantiﬁcation plus ﬁne :
ϕ ∈ θ ∈ ψ ∈
LH {−3pi4 ;−pi4 ; pi4 , 3pi4 } (2 bits) {k pi21+|j| } (1+|j| bits) {−pi4 ; 0; pi4 } (2 bits)
HL {k pi
21+|j| } (2+|j| bits) {−pi4 ; pi4 } (1 bits) {−pi4 ; 0; pi4 } (2 bits)
HH {k pi4 } (3 bits) {k pi4 } (2 bits) {k pi2|j| } (|j| bits)
(2.47)
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Les coeﬃcients aux échelles plus grossières consommeront donc log2(KA)+3|j|+15 bits, lorsque
leur amplitude dépasse le premier intervalle. Nous considérons que les angles (ϕHL, θLH, ψHH) sont
les plus importants car ils codent respectivement la position horizontale des détails verticaux, la
position verticale des détails horizontaux, et « l’isotropie » des détails diagonaux. Ils se voient
donc quantiﬁés de plus en plus ﬁnement avec l’échelle. Nous nous sommes attachés à inclure
dans les valeurs quantiﬁées les valeurs majoritaires selon les histogrammes, aﬁn de minimiser
statistiquement l’impact de la quantiﬁcation.
Notons que dans ce test le nombre total de bits alloués dépend du nombre de coeﬃcients
dont l’amplitude est sous le premier intervalle - c’est-à-dire dépend du contenu de l’image. Le
nombre eﬀectif de bits alloués pour la quantiﬁcation d’une image n’est calculé et donc connu
qu’à la ﬁn du processus.
Aﬁn de comparer avec la DWT, une astuce est nécessaire car nous souhaitons observer les
deux reconstructions d’une même image ayant été codée sur le même nombre de bits par chaque
transformée. En plus du fait que ce nombre ne soit pas prévisible par les valeurs de K..., la DWT
ne possède pas de phase, et donc pas le même nombre de données de départ. Nous avons donc
utilisé une méthode itérative qui ajuste le seuil en fonction d’un débit ﬁxé. Nous avons ainsi pu
expérimentalement obtenir des nombres de bits très proches. Il faut juste noter que pour celà,
le pas de quantiﬁcation du module est probablement légèrement diﬀérent pour la DWT et la
QWT. Globalement, on observe peu de diﬀérence, en remarquant que le nombre de bits alloués
pour la phase QWT est comparable à celui utilisé pour coder le signe de la DWT - c’est-à-dire
très faible.
Des résultats comparatifs sont aﬃchés ﬁgure 2.11. Les comparaisons que nous faisons sur la
base LIVE donnent largement l’avantage à la QWT pour un nombre de bits par pixels inférieur
à 6 environ, comme illustré par les courbes débit-distortion des images monarch et sailing2.
Ces courbes sont données à titre indicatif mais sont à considérer avec une certaine « distance »
puisque la mesure de PSNR n’est pas toujours corrélée avec la qualité perçue des images. C’est
pour celà que malgré l’apparente supériorité de la DWT pour un budget de bits plus grand, la
diﬀérence visuelle entre les images reconstruites par les deux méthodes (voir les reconstructions
de monarch à 7.58 bpp) est négligeable en pratique.
On voit clairement que la QWT permet de mieux restituer les contours, à la manière de
ce qu’on a pu voir avec la quantiﬁcation de l’amplitude seule (ﬁgure 2.8). Par exemple, les
motifs sur l’aile du monarque à 4.08bpp, ou bien le mât du bateau, sur lequel nous avons
zoomé, ne présentent pas avec la QWT les oscillations indésirables produites par la DWT. Cette
fois-ci, la comparaison est équitable puisque la phase est également codée, et pour cette raison
l’amélioration est aussi moins marquante. La capacité de la phase QWT à restituer des structures
précises en utilisant peu de données binaires permet donc de surpasser la DWT. Les distortions
introduites par la QWT ne sont pas dérangeantes à l’œil, contrairement aux artefacts oscillants de
la DWT, qui dénaturent l’aspect de la voile dans l’image sailing2. La DWT restitue néanmoins
généralement mieux les textures, moins bien reproduites par les atomes lisses de la QWT.
Pour une reconstruction de haute qualité, la DWT devrait être préférée car il n’est plus
question d’approximer les structures de façon lisse, mais plutôt de retrouver la valeur exacte de
tous les pixels, ce qui n’est pas le but ici.
Une piste d’amélioration pour ce type d’application est sans doute vers une étude statistique
plus poussée, qui partirait par exemple d’une hypothèse gaussienne sur les pixels, pour dériver
analytiquement les distribution de A, ϕ, θ et ψ. On pourrait alors optimiser statistiquement la
quantiﬁcation avec des outils type Lloyd-Max. Une autre piste serait d’exploiter la dépendance
inter-échelle des coeﬃcients, d’autant plus qu’il existe probablement une dépendance à la fois de
l’amplitude et de la phase. Un stage de Master est en cours dans notre laboratoire sur ce sujet.
Pour conclure sur le codage par QWT, cette nouvelle transformée légèrement redondante
par une notion de phase portant des informations géométriques surpasse la représentation très
utilisée par ondelettes séparables grâce à des atomes moins oscillants et mieux localisés, dont les
coeﬃcients quaternioniques peuvent être codés de façon eﬃcace par peu de données. Notons que
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monarch 4.08 bpp DWT 4.08 bpp QWT 7.58 bpp DWT 7.58 bpp QWT
zoom 4.08 bpp DWT 4.08 bpp QWT 7.58 bpp DWT 7.58 bpp QWT
sailing2 5.12 bpp DWT 5.12 bpp QWT




























Quality of image 'sailing2' (PSNR)
Figure 2.11 – Résultats comparatifs de quantiﬁcation DWT vs. QWT, à quantités de données égales.
« bpp » (bits per pixel) est le nombre moyen de bits utilisés pour un pixel de l’image.
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nous avons proposé la seule application de la littérature qui utilise la reconstruction de la QWT,
et donc la puissance de représentation des images en termes d’atomes quaternioniques. Voyons
maintenant une autre application classique des ondelettes, la classiﬁcation de textures, pour
laquelle le troisième angle de la QWT pourrait constituer une nouvelle information discriminante
permettant d’améliorer les méthodes classiques.
2.5 Mise à l’épreuve en classification de textures
Suite à la segmentation de texture proposée par T. Bülow [15], nous proposons d’analyser
ce que la QWT peut apporter en classiﬁcation de textures. Cette dernière diﬀère de la segmen-
tation en ce que les textures sont sur des images diﬀérentes qu’il faut discriminer les unes des
autres. De plus, la classiﬁcation implique souvent de grandes bases de données, ce qui ajoute
une contrainte de performance de l’algorithme, et justiﬁe l’utilisation d’une transformée en on-
delettes peu redondante comme la DWT ou la QWT plutôt qu’une décomposition de Gabor. Le
cœur de la méthode réside dans l’extraction d’un vecteur descripteur pour chaque image, aﬁn de
mesurer les ressemblances/diﬀérences par des distances dans des espaces vectoriels. Nous pensons
que l’invariance par translation de l’amplitude et la richesse de l’information géométrique con-
tenue dans la phase font de la QWT un outil potentiellement eﬃcace pour cette tâche. Comme
précédemment, la recherche ne va pas porter sur l’optimisation des diﬀérents blocs entourant
la transformée, mais plutôt sur la mise en valeur du pouvoir de caractérisation des mesures
quaternioniques.
Le travail est de trouver automatiquement, à partir d’une image texturée, la classe à laquelle
elle appartient la plus vraisemblablement. La notion de « texture » possède diﬀérentes déﬁni-
tions dans la littérature, on s’accordera à la présenter par des exemples classiques comme des
photographies macroscopiques de goudron, surface de l’eau, sable, ou des vues satellitaires de
forêt, zone urbaine, océan - tous caractérisés par une sorte de complexité relativement uni-
forme à l’allure plus ou moins périodique. On appelle « classe » une sorte de texture, selon une
classiﬁcation que l’on peut faire visuellement de façon intuitive.
L’extraction de caractéristiques texturales sous forme de descripteurs à partir des représen-
tations en ondelettes est classique depuis une vingtaine d’années [143, 3, 91]. A partir de chaque
sous-bande, une ou plusieurs mesures globales comme des mesures statistiques ou d’énergie sont
extraites, et stockées dans un vecteur plus ou moins grand que l’on appelle descripteur. On se
restreint donc à la famille de méthodes basées ondelettes, puisque c’est notre objet d’étude, mais
d’autres techniques d’analyse de texture existent, notamment par les matrices de co-occurences
[66].
Dans notre cas il est important de noter que les ondelettes complexes dual-tree 2D [124] ont
été utilisées pour la classiﬁcation de textures [36, 21, 22]. D’après les auteurs, l’invariance par
translation de l’amplitude et la ﬁnesse d’orientation des sous-bandes ((1+2k)×15◦) permettent
de surpasser les ondelettes classiques grâce à des descripteurs plus stables et plus riches. Dans
un souci de positionnement dans la littérature, nous ajouterons dans nos expérimentations les
descripteurs CWT de [21, 22], même si l’approche reste très diﬀérente puisque la phase n’est
pas utilisée dans ces références.
La QWT peut être vue comme une extension acceptable des ondelettes analytiques 1D,
contrairement à la CWT qui correspond plutôt à une décomposition type Gabor. En ce sens
nous proposons d’exploiter cette propriété en utilisant l’amplitude et la phase des sous-bandes
QWT pour construire un descripteur de texture meilleur qu’avec les ondelettes classiques.
Les algorithmes utilisés sont celui de Mallat [101] avec les ﬁltres de Daubechies « 9/7 » pour
la DWT, et celui de Kingsbury [124] avec les ﬁltres « Q-Shift » pour la QWT. La taille des ﬁltres
Q-Shift sera de 9 coeﬃcients par souci d’équité avec la taille des ﬁltres de Daubechies, mais des
versions plus longues seront également traitées dans les résultats.
Nous utiliserons des décompositions sur L échelles, produisant 3L sous-bandes plus une sous-
bande basse fréquence que nous n’utiliserons pas. Il est usuel de considérer que l’information
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basse-fréquence - décrivant des structures très lisses - n’est pas importante pour l’analyse des
textures.
2.5.1 Bases d’images de textures
Aﬁn d’obtenir des mesures de performance relativement robustes, nous utiliserons trois bases
de textures connues :
– La base de Phil Brodatz [14], qui contient 111 photographies de textures diverses de
dimensions 640 × 640 pixels. Nous avons découpé chacune de ces images en 25 imagettes
de dimensions 128× 128 dont nous considérerons qu’elles appartiennent à la même classe.
– Les bases Outex TC12 et Outex TC14 (http://www.outex.oulu.fi), qui ont été créées
specialement pour tester les méthodes de classiﬁcation de texture. La première contient
24 classes de textures comprenant chacune 380 images de dimension 128× 128, aux orien-
tations et illuminations diﬀérentes. La seconde contient 68 classes de 60 échantillons aux
illuminations diﬀérentes.
2.5.2 Protocole expérimental
Rappelons que le but de ces expérimentations est en partie d’approfondir la compréhension
des coeﬃcients QWT. Le schéma complet doit être suﬃsamment élémentaire pour que l’on
puisse identiﬁer l’inﬂuence du choix de la transformée et des descripteurs sur la qualité de
reconnaissance. C’est pourquoi nous proposons d’utiliser l’algorithme dit des k plus proches
voisins (k-ppv, ou k-NN en anglais), qui considère des distances euclidiennes entre les descripteurs
à travers une procédure de vote assez rudimentaire.
Etant donné une méthode de calcul d’un descripteur qui sera expliquée plus bas, et qui
associe à une image un vecteur x = [x1 x2 ... xn]T caractérisant la texture qu’elle contient,
voici l’algorithme k-ppv. On constitue d’abord une base d’apprentissage faite d’images indexées
par i ∈ {1..NA}, et étiquetées par leur classe ci, en sélectionnant NA images dans les bases
disponibles. Un descripteur xi est extrait de chacune d’entre elles, et se trouve donc associé
à une classe connue ci. Etant donnée une nouvelle image texturée, dont la classe est a priori
inconnue, on extrait son descripteur y qui peut être comparé par distances normées ou non avec
les descripteurs xi connus. L’algorithme k-ppv consiste d’abord à calculer toutes les distances
d(xi, y) et à garder les k plus petites. Les k descripteurs connus les plus proches de y nous donnent
donc accès à k classes {ci1 , ..., cik}. Si la méthode d’extraction de descripteur est eﬃcace, alors
la distance euclidienne doit être corrélée à la ressemblance visuelle entre les deux images. La
classe estimée est donc identiﬁée à celle qui a le plus d’occurences dans les k classes retenues.
Pour évaluer la qualité de nos descripteurs, on décompose les images disponibles en deux
groupes :
– Une base d’apprentissage de NA images dont le programme connaitra la classe ;
– Une base de test de NT images dont le programme devra estimer la classe.
Le principe du découpage est commenté par la suite. L’évaluation consiste à compter le nombre
d’erreur commises sur la base de test, en comparant avec les vraies classes. On considérera que le
descripteur est satisfaisant s’il permet d’obtenir un fort taux de reconnaissance avec l’algorithme
k-ppv. Nous étudierons également des taux de reconnaissance individuels au sein des classes pour
tenter de dégager certains types de textures plus ou moins adaptés à tel ou tel descripteur.
Enﬁn, il faut noter qu’ajouter des étapes de sophistication comme une sélection automa-
tique de caractéristiques, des normalisations ou autres outils statistiques complexes, permettrait
certes d’améliorer la reconnaissance globale mais noierait la contribution du descripteur. Nous
ne pourrions alors pas vraiment conclure sur l’intérêt d’utiliser telle ou telle représentation. C’est
pourquoi nous somme plus interessés par les diﬀérences de résultats que nous allons obtenir, que
par les résultats en eux-mêmes.
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Validation croisée
Les résultats d’une telle expérimentation dépendent du choix de la base d’apprentissage.
Puisqu’il existe diﬀérentes manières de le paramétrer, nous avons choisi le principe de
la validation croisée. Aﬁn d’aﬃner l’évaluation des performances, nous proposons de faire
l’expérimentation 100 fois, pour 100 choix de base diﬀérents, puis de mesurer la variation des
taux de reconnaissance parmi ces 100 essais, pour apprecier leur robustesse vis à vis du choix
des bases. L’aﬃchage d’un taux de reconnaissance pour une classe sera donc sous forme d’un
rectangle centré autour du taux moyen et dont la hauteur vaudra deux fois l’ecart-type du taux.
Une ligne verticale traversera également ce rectangle depuis le taux minimum obtenu jusqu’au
taux maximum. Voir par exemple sur la ﬁgure 2.12. Grâce à cette methode, les résultats que
nous aﬃchons sont très stables, à savoir que lorsque l’on relance 100 nouvelles fois l’algorithme,
les taux moyens et les ecart-types varient de moins de 1%.
Précisons enﬁn la procédure de sélection des échantillons de la base d’apprentissage. Pour
éviter de privilégier certaines classes, nous utilisons un choix aléatoire de NA individus dans la
base complète. Les images restantes forment la base de test. De plus, aucune de nos images ne
fait partie à la fois de la base d’apprentissage et de la base de test.
2.5.3 Extraction des descripteurs
L’extraction de descripteurs est l’algorithme qui calcule une séquence de nombres à partir
d’une image, sensés la décrire au mieux. Dans notre cas, il s’agit de caractéristiques de texture.
Le descripteur le plus classique parmi les méthodes basées ondelettes est une mesure d’énergie
dans chaque sous-bande, qui permet de caractériser le contenu fréquentiel de l’image - très lié
par hypothèse au type de texture qu’elle contient. Des mesures statistiques globales comme la
moyenne et l’écart-type (ce dernier étant sensiblement le même type de mesure que l’énergie)
sont aussi très utilisées. Ici encore, nous nous garderons d’utiliser des méthodes plus complexes,
aﬁn de rester dans l’état de l’art.
Mesures sur l’amplitude
Les mesures classiques faites sur des coeﬃcients d’ondelettes réels se transposent naturelle-
ment sur l’amplitude des coeﬃcients quaternioniques (ou même complexes). On considère le
module du coeﬃcient réel ou quaternionique As[k] de la sous-bande s à la coordonnée spatiale








où E correspond à la somme des énergies de toutes les sous-bandes excepté la sous-bande basses-
fréquences. La mesure ms s’interprète donc comme la quantité relative d’énergie dans une cer-
taine bande de fréquence.












où N est le nombre de coeﬃcients dans la sous-bande s. Expérimentalement, la mesure d’énergie
et celle d’écart-type donnent des performances équivalentes. Nous choisirons la mesure d’écart-
type qui est indépendante d’un possible oﬀset dans les données.
Mesures sur la phase
Le premier avantage de la QWT est dans l’invariance de son amplitude, et sera mis à l’épreuve
avec les descripteurs précédents. Le second avantage est dans cette nouvelle information de phase
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qui apporte une analyse plus riche de l’image, par rapport à la DWT. Comme nous l’avons déjà
mentionné, la littérature est assez pauvre au sujet d’une mesure globale sur des phases. On
notera la « cohérence globale de phase » [10] qui mesure la netteté d’une image à partir de sa
phase locale mais dépend d’un modèle mathématique trop restreint pour notre application. Une
modélisation des diﬀérences locales de phase dans la CWT a été également proposée [152] mais
reste spéciﬁque aux ondelettes complexes.
L’intuition nous suggère qu’une mesure globale comme la moyenne ou la variance des angles
ϕ et θ ne formera pas nécessairement une caractéristique intéressante. En eﬀet, l’information
ϕ/θ déﬁnit un recalage ﬁn des structures autour de la position du coeﬃcient, ce qui a du sens
localement, mais la façon d’étendre ce genre d’information à une mesure globale sur toute une
sous-bande n’est pas immédiate. En revanche, le troisième angle ψ, qui discrimine directement
les structures directionnelles des autres, peut à travers une mesure globale comme l’écart-type
traduire une notion de « quantité de structures orientées ». L’utilisation de ψ en segmentation
de texture par T. Bülow nous inﬂuence dans le même sens, et les quelques expérimentations que
nous avons faites à partir de mesures sur ϕ et θ ont abouti à une reconnaissance très mauvaise
(inférieure à 3%).
Nous allons donc pour exploiter la phase QWT en classiﬁcation de textures utiliser ψ unique-
ment. Le choix de la mesure globale de ψ est assez intuitif. On imagine facilement qu’une moyenne
risque de tendre analytiquement vers 0, puisque ψ ∈ [−pi4 ; pi4 ], et au vu des histogrammes étudiés
dans le cas de la quantiﬁcation (ﬁgure 2.10), il semble que la distribution de cet angle soit rel-
ativement symmétrique autour de 0. La moyenne ne porte donc pas d’information si elle vaut
toujours 0. Une mesure d’énergie a du sens lorsque les données correspondent plus ou moins à
une notion d’énergie, ce qui est le cas de l’amplitude des coeﬃcients (lorsque la conservation de
l’énergie est plus ou moins satisfaite par la tranformée), mais qui s’interprète diﬃcilement dans
le cas d’une phase. Finalement, une mesure à la fois simple et adaptée est celle de l’écart-type,
qui permettra de mesurer la largeur de la distribution dans chaque sous-bande, temoignant ainsi
du proﬁl global des structures présentes : plutôt directionnelles si l’écart-type est grand. La












Notons que ψ ne pose aucun « problème de modulo », puisqu’il est borné à ±pi/4, et que
l’information portée à chacune de ses bornes n’est pas la même : diagonale dans un sens ou
dans l’autre, donc pas de « circularité » autour de ±pi/4. Bien qu’il s’agisse d’un angle, l’écart-
type se calcule donc de façon directe.
Une idée supplémentaire est de pondérer la mesure par l’amplitude, aﬁn de privilégier les
angles liés à des coeﬃcients importants. Celà permettrait de ne pas parasiter la mesure avec des
valeurs insigniﬁantes liées aux coeﬃcients de petite amplitude. On peut alors modiﬁer la mesure















Expérimentalement, cette seconde mesure donne de meilleurs résultats que l’écart-type standard,
nous retiendrons donc la version pondérée pour la suite. Voyons maintenant comment combiner
ceci avec la mesure sur l’amplitude.
Combinaison des mesures
Le descripteur QWT complet doit exploiter les informations d’amplitude et de phase ensem-
ble. Il est commun en classiﬁcation d’avoir à combiner des données de nature diﬀérente - ici,
une « dispersion d’énergie » et une « dispersion de phase ». Celà peut produire un manque de
62 2.5. Mise à l’épreuve en classiﬁcation de textures
cohérence dans le descripteur lors du calcul des distances dans l’algorithme k-ppv. L’utilisation
d’une métrique permet en général d’équilibrer les diﬀérences d’ordre de grandeur entre les don-
nées.
Une méthode classique est de normaliser chaque élément du descripteur par l’écart-type de
cet élément dans la base complète. Nous avons constaté expérimentalement que cet ajustement
n’augmente pas signiﬁcativement les performances. Il apparait qu’en pratique, nos mesures sont
d’un ordre de grandeur similaire et ne posent pas de problème particulier quant à leur cohabi-
tation dans un seul descripteur. Les mesures d’écart-type sur A et d’écart-type pondéré sur ψ
seront donc simplement concaténées en un descripteur de taille double sans aucune normalisa-
tion.
Mesures par les ondelettes complexes
Il reste à déﬁnir les descripteurs basés sur la représentation en ondelettes complexes. Cette
partie est un peu marginale dans ce travail car l’approche conceptuelle des ondelettes com-
plexes 2D n’est pas celle du signal analytique et de la QWT. Cependant, l’algorithme étant très
similaire, une confrontation pratique peut être intéressante.
Nous reprendrons les descripteurs déﬁnis dans [21, 22], mesurant la variance et l’entropie de
l’amplitude et la variance de la phase des 6 sous-bandes de la CWT. Notons que les résultats
présentés dans ces articles sont meilleurs que ceux exposés dans ce travail, puisque les algo-
rithmes de classiﬁcation sont optimisés pour maximiser les performances, notamment avec une
sélection/pondération des mesures basée sur une analyse en composantes principale. Comme
expliqué plus haut, ce n’est pas l’esprit de notre travail.
Voici également quelques remarques sur ces descripteurs. Contrairement à l’angle ψ de la
phase quaternionique, la phase des ondelettes complexe est bien une donnée circulaire déﬁnie
dans [−pi;pi]. Une mesure de moyenne ou bien d’écart-type sur une telle donnée doit en général
gérer cette circularité, à travers une notion de « modulo pi ». Cet aspect n’est pas traité dans [22],
et les équations indiquent que les écart-types de phase complexe sont calculés indiﬀéremment.
En outre, la notion de pondération par l’amplitude que nous avons proposée n’est pas présente
dans la déﬁnition de ces descripteurs. Etant donné le schéma de classiﬁcation très sophistiqué
qui est utilisé conjointement, notamment la sélection des descripteurs par ACP, et le fait que
les poids résultants de cette ACP ne soient pas indiqués, il est diﬃcile d’établir un lien entre
ces diﬀérents descripteurs et les types de texture mieux reconnues. Il est donc probable que les
mesures sur la phase CWT soient éliminées dans les expérimentations de [21, 22].
2.5.4 Résultats expérimentaux
Maintenant que les descripteurs basés ondelettes classiques/complexes/quaternioniques sont
déﬁnis, étudions les diﬀérents résultats de classiﬁcation.
De nombreux résultats sont obtenus, dépendant de la profondeur de décomposition des trans-
formées L, des descripteurs choisis, du nombre k de voisins considérés dans l’espace des descrip-
teurs, de la taille de la base d’apprentissage NA et de la base de texture choisie parmis Brodatz,
TC12 et TC14.
Les meilleurs résultats sont obtenus avec L = 3 et k = 3. En ce qui concerne NA, plus
la base d’apprentissage est grande, meilleurs sont les résultats. Cependant, puisque nous nous
intéressons aux diﬀérences de résultats entre les diﬀérentes descripteurs, on choisira une valeur de
NA telle que les taux de reconnaissance ne soient pas trop élevés - mais tout de même supérieurs
à 50%.
Le choix de la taille des ﬁltres Q-Shift pour le dual-tree qui génère la CWT et la QWT,
se situe entre 9, 14 et 18 coeﬃcients [80]. Nous n’avons pas observé de diﬀérence ﬂagrante de
résultats en fonction de la taille des ﬁltres. Celà s’explique en partie par le fait que les ﬁltres de
la première échelle (un tiers des mesures pour L = 3) sont diﬀérents, et ne changent pas lorsque
l’on change de ﬁltres Q-Shift. Ensuite, et surtout, les ﬁltres sont tous de longueur importante, ce








































Brod. 107 Brod. 52 Brod. 67 Brod. 94
TC12 15 TC12 14 TC14 14 TC14 2
DWT better :
Brod. 48 Brod. 35 Brod. 19 Brod. 22
TC12 13 TC14 41 TC14 9 TC14 18
Figure 2.12 – Performances de la classiﬁcation basée sur la mesure de l’amplitude : résultats de validation
croisée pour quelques classes des trois bases.
qui assure une bonne séparation fréquentielle. Ceci est au détriment de la localisation temporelle,
mais qui est de peu d’importance dans notre cas puisque nous utilisons des mesures globales de
sous-bandes.
Finalement, nous nous ﬁxerons les paramètres suivants :
– Nombre d’échelles L = 3 ;
– le descripteur d’amplitude DWT/QWT est une mesure d’écart-types (9 valeurs) ;
– le descripteur de phase QWT est une mesure d’écart-types pondérés (9 valeurs) ;
– le descripteur complet QWT concatène les mesures amplitude/phase (18 valeurs) ;
– le premier descripteur CWT concatène variances et entropies de l’amplitude (36 valeurs) ;
– le second descripteur CWT concatène variances et entropies de l’amplitude et de la phase
(72 valeurs) ;
– le nombre de voisins considérés dans le k-ppv est k = 3 ;
– la taille de la base d’apprentissage pour chaque classe est NA = 10 (resp. NA = 30,
NA = 10) pour la base de Brodatz (resp. TC12, TC14) ;
– les ﬁltres du dual-tree pour la CWT et la QWT sont les Q-Shift de taille 9.
Les résultats de validation croisée pour chaque classe et chaque descripteur sont recensés en
annexe dans la table A.1. Nous allons maintenant les discuter.
Comparaison des mesures sur l’amplitude
Nous commençons par comparer les performances de classiﬁcation en utilisant seulement
les mesures d’écart-type sur l’amplitude de la DWT/QWT. Celà permet de faire une première
comparaison totalement équitable, puisque les deux descripteurs en compétition sont analogues
et de même dimension.
Une sélection des résultats pour une vingtaine de classes sont illustrés ﬁgure 2.12. D’une
manière globale, les performances sont équivalentes entre les deux transformées, mais nous avons
choisi d’illustrer des classes particulières, pour lesquelles les diﬀérences de performance entre
DWT et QWT sont les plus grandes, que nous considérons particulièrement signiﬁcatives pour
notre travail.
Nous proposons d’analyser ces résultats à travers ces cas particuliers.
La texture Brod. 67 contient de nombreux petits disques noirs très similaires et disposés de
façon apparemment aléatoire. L’invariance par translation de l’amplitude QWT est un atout
certain pour decrire de façon stable ce type de texture, là où la DWT a sans doute une réponse








































































Figure 2.13 – Comparaison des performances de reconnaissance pour les mesures basées sur l’amplitde
DWT (blanc), l’amplitude QWT (gris clair), la phase QWT (gris foncé) et la combinaison amplitude/phase
QWT (noir).
plus variable, ce qui explique très certainement le fort avantage de la QWT pour cette classe de
textures.
Les diﬀérentes orientations contenues dans les textures semblent décisives pour leur bonne
adéquation à la QWT. On remarque que les exemples Brod. 52, Brod. 94, TC12 15, TC12 14,
TC14 14 et TC14 2 présentent des structures alignées horizontalement, verticalement et di-
agonalement. Ces structures aux orientations particulières sont bien prises en compte par
l’implantation séparable de la QWT, ce qui explique son avantage pour ces classes. A l’inverse, les
classes Brod. 35, Brod. 22, et TC14 18 contiennent des structures orientées dans des directions
plutôt « intermédiaires », et sont mieux reconnues par la DWT.
Finalement, la seule utilisation de l’amplitude QWT oﬀre des performances similaires à la
DWT, avec un avantage en ce qui concerne les textures faites de structures répétées à des
positions aléatoires, qui nécessitent l’invariance de la QWT pour une description stable. ainsi
que pour les textures « alignées sur la grille ». Voyons maintenant si l’information de la phase
permet d’améliorer la reconnaissance.
Contribution de la phase quaternionique
De façon surprenante, les performances de classiﬁcation basées sur la seule utilisation de
la phase QWT - illustrées à la ﬁgure 2.13 - donne à nouveau des performances similaires à la
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Brodatz TC12 TC14
Moy. Ec.-Type Moy. Ec.-Type Moy Ec.-Type
Amplitude DWT 64% 9 83% 4 56% 8
Amplitude QWT 64% 9 82% 4 51% 8
Phase QWT 65% 8 79% 4 58% 6
QWT Complet 76% 7 91% 4 63% 6
Amplitude CWT 65% 8 87% 4 62% 7
Table 2.1 – Taux de reconnaissance moyens et leurs variations sur les 100 diﬀérents choix de base
d’apprentissage, pour chaque descripteur et chaque base de texture.
DWT (cette ﬁgure contient également des résultats que nous discuterons plus loin). Ce résultat
conﬁrme clairement que l’angle ψ contient une information importante pour la discrimination
des textures, ce qui est très encourageant pour l’utilisation conjointe de l’amplitude et de la
phase.
En regardant des classes particulières, les résultats sont très hétérogènes. Observons sur
la ﬁgure 2.13 les performances des descripteurs QWT Mag. et QWT Phase. (gris clair et gris
foncé). Certaines textures, comme Brod. 52, TC12 11 et TC14 14, sont bien détectées à la
fois par l’amplitude et la phase. D’autres, comme TC12 20, TC14 41 ou Brod. 35, ne sont bien
reconnues ni par l’une ni par l’autre. A l’inverse, de nombreux cas montrent une grande diﬀérence
de performance entre l’amplitude et la phase (Brod. 80, Brod. 57, TC12 14, TC14 33, TC14 5,
TC14 9), ce qui montre que les deux descripteurs sont complémentaires. Le premier donne une
signature énergétique fréquentielle alors que le second ajoute une information géométrique.
Il est diﬃcile de dégager des types de textures plus ou moins bien reconnues par tel ou tel
descripteur, mais la complémentarité entre l’amplitude et la phase QWT est bien présente. C’est
pourquoi nous proposons maintenant de combiner les deux descripteurs QWT.
Performances du descripteur QWT complet
Les résultats globaux en termes de moyenne et variation du taux de reconnaissance sur les
100 essais sont donnés à la table 2.1. On y retrouve les résultats déjà présentés, à savoir que les
descripteurs d’amplitude DWT/QWT et le descripteur de phase QWT seul donnent des taux
de reconnaissance semblables. On remarque également que la base TC12 semble plus facile à
classiﬁer que les deux autres base, ce qui s’explique facilement par le fait qu’elle a, par rapport
aux autres, peu de classes diﬀérentes (24 contre 111 et 68), qui sont très représentées (380
échantillons par classe contre 60 et 25) ; et que nous avons choisi une base d’apprentissage plus
grande (30 échantillons contre 10 et 10).
Le descripteur QWT complet, qui contient les 9 mesures sur l’amplitudes et les 9 mesures sur
ψ, obtient des performances de classiﬁcation très satisfaisantes, avec un gain moyen d’environ
10% sur le taux de reconnaissance par rapport à la DWT. De plus, la variation de cette pre-
formance en changeant de base d’apprentissage est plus faible que celle des autres descripteurs,
caractérisant ainsi une certaine robustesse.
D’une manière générale, à part une douzaine de classes « problématiques », la QWT est
toujours supérieure à la DWT. Quelques performances par classe pour les 4 descripteurs
DWT/QWT sont illustrées à la ﬁgure 2.13, et la comparaison ﬁnale des deux descripteurs en
compétition pour de plus nombreuses classes est donnée ﬁgure 2.14.
Voyons maintenant quelques cas particuliers.
Notons que la classe Brod. 52, obtient le gain de performance le plus fort entre les deux
transformées (100% contre 40% environ). Cette texture ne contient que des structures horizon-
tales, verticales, et diagonales, ces dernières étant plus importantes en termes de luminosité. Il
n’est donc pas surprenant que la phase seule donne exactement 100% de reconnaissance.
Dans la plupart des cas, si le descripteur d’amplitude QWT n’est pas très eﬃcace par rapport
à la DWT, c’est le descripteur de phase qui sera bon. La complémentarité évoquée précédemment




























5627 25 19 33 23 2 37 14 5 21 20 22 17 3 9 18 16 24 13
QWT better than DWT :
Brod. 52 Brod. 74 TC14 27 TC14 33
TC14 14 TC14 5 Brod. 66 Brod. 67
QWT less efficient :
Brod. 104 Brod. 105
TC14 56 TC14 55
Figure 2.14 – Performances du descripteur ﬁnal QWT basé sur la combinaison amplitude/phase, en
comparaison avec le descripteur DWT.
entre les deux informations QWT est largement conﬁrmée ici, et de nombreuses classes mieux
reconnues par la QWT le doivent soient à l’amplitude, soit à la phase (Figure 2.13, TC14 33,
TC14 9, Brod. 4, Brod. 57, Brod. 12).
Certains cas plus marquants (Figure 2.13, TC12 16, TC12 20) montrent des performances
moyennes pour l’amplitude et la phase séparément, et de très bonnes performances avec la
combinaison des deux.
Les classes TC14 55 et TC14 56, pour lesquelles la QWT est moins bonne (Figure 2.14),
sont de type bruit blanc, purement aléatoires, sans contenu géométrique. On peut remarquer
que la plupart des classes TC14 mieux reconnues par la DWT sont diﬃciles à distinguer à l’œil,
et en conclure que la QWT est moins adaptée pour l’analyse des signaux type bruit blanc, par
rapport à la DWT dont l’orthogonalité de la base assure une bonne caractérisation de ce genre
de signal.
Finalement, nous avons montré expérimentalement que l’utilisation d’une représentation
quaternionique des textures améliore fortement ce que l’on peut obtenir avec une transformée
en ondelettes classique, en termes de taux de reconnaissance. Nous avons proposé un descripteur
global simple à partir d’écart-types et d’écart-types pondérés dans les sous-bandes QWT, qui
permet d’augmenter de 10% en moyenne le taux de reconnaissance, grâce à une information ana-
logue à la DWT munie d’invariance par translation (l’amplitude) et une information géométrique
complémentaire (la phase). Cette expérimentation valide l’intérêt de la QWT lorsqu’il s’agit de
caractériser des textures contenant une certaine complexité géométrique.
Nous traitons maintenant les résultats donnés par les descripteurs CWT de [21, 22].
Performances des ondelettes complexes
Rappelons que la CWT est une approche totalement diﬀérente de la QWT dans la manipula-
tion des coeﬃcients, qui se focalise sur la directionalité plutôt que la notion de signal analytique











Brodatz : TC12 : TC14 :
Class label
CWT more efficient :
Brod. 86 Brod. 4 TC12 19 TC14 25
CWT less efficient :
Brod. 75 TC12 23 TC12 24 TC14 56
Figure 2.15 – Performances de classiﬁcation DWT/CWT/QWT
2D. L’algorithme de décomposition utilisé est néanmoins presque le même, puisqu’il ne diﬀère
que dans la combinaison des 4 sorties de bancs de ﬁltres dual-tree (voir ﬁgure 2.5).
Les résultats liés à la CWT doivent être traités avec précaution. Rappelons que nous avons
repris les descripteurs déﬁnis dans [21, 22], à l’origine utilisés dans un contexte visant une
grande performance de classiﬁcation. Nous n’avons pas répliqué les autres blocs utilisés dans ces
réferences, à savoir le processus de sélection et normalisation des descripteurs, qui ont pour but
d’accroître le taux de reconnaissance, mais qui nous auraient empêché d’identiﬁé la contribution
des diﬀérents descripteurs. Nous nous plaçons volontairement dans une situation diﬃcile aﬁn
de comparer les diﬀérentes analyses. C’est pourquoi les résultats que nous obtenons sont moins
bons que ceux présentés dans [21, 22].
Globalement, le premier descripteur (amplitude) donne de meilleurs résultats que la DWT
mais pas aussi bons que la QWT (voir table 2.1). Celà signiﬁe que la multiplicité des orienta-
tions disponibles dans cette transformée est certes un atout, mais qui ne surpasse pas le couple
d’informations amplitude/phase de la QWT. Nous présentons ﬁgure 2.15 une comparaison par
classe des performances des descripteurs d’amplitude DWT, amplitude CWT et amplitude/phase
QWT. Les classes illustrées sont celles qui présentent les plus grandes diﬀérences entre les de-
scripteurs. La classe TC14 25 illustre bien l’avantage des 6 orientations de la CWT sur les autres
transformées, car les structures de ces textures sont alignées environ à 75◦, ce qui correspond à
la fréquence centrale d’une des sous-bandes.
Le second descripteur CWT a donné de très mauvais résultats (autour de 5% de reconnais-
sance), ce qui peut s’expliquer par une certaine instabilité des mesures de phase dues à la non
prise en compte de la circularité de cette donnée dans le calcul des diﬀérences, et probablement
au fait que les phases des petits coeﬃcients sont considérées avec la même importance (pas de
pondération par l’amplitude comme nous avons fait avec la QWT). Il est possible que l’étage
de sélection statistique des mesures utilisé dans [22] élimine les mesures de phase, ce qui expli-
querait que les auteurs obtiennent un bon résultat, qui serait alors du aux seules mesures sur
l’amplitude.
Finalement, notre descripteur QWT est également supérieur aux descripteurs CWT pro-
posées dans [21, 22].
2.6 Conclusion sur les approches quaterioniques
Suite à la limite évidente de l’algèbre des nombres complexes pour une théorie du signal 2D,
caractérisée par le manque d’unité entre les coeﬃcients des représentations type Gabor, l’algèbre
des quaternions a permis de déﬁnir une théorie du signal 2D complète. A partir d’une nouvelle
transformée de Fourier dont les atomes sont des combinaisons d’ondes planes - par opposition
aux simples ondes planes, une nouvelle notion de phase est apparue, et comprend trois angles :
ϕ, θ et ψ. Une déﬁnition de signal analytique 2D est déterminée par l’annulation des fréquences
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négatives dans les trois quadrants du spectre, oﬀrant un modèle temporel sous forme d’atome
de Fourier modulé en amplitude et en phase - selon les trois angles. Les deux premiers angles
sont analogues à la phase complexe et encodent des déplacements locaux, mais cette fois-ci de
manière plus complète puisque tout déplacement 2D est entièrement caractérisé par (ϕ, θ). Le
troisième angle pourrait être associé à une mesure de « directionnalité » des structures, et se
révèle intéressant pour la caractérisation des textures. Cette nouvelle notion de phase permet
de former des atomes 2D plus élaborés que les ondes planes, incluant des structures locales
isotropes, des coins etc.
La QWT réalise une décomposition en ondelettes quaternionique à reconstruction parfaite
de redondance 4× par un algorithme rapide, grâce à un lien algorithmique avec le dual-tree 2D.
Cette nouvelle transformée transpose la théorie quaternionique dans le monde des ondelettes, et
possède une amplitude invariante par translation. Elle constitue une amélioration des ondelettes
séparables car elle est munie d’une phase spécialement déﬁnie pour les signaux 2D.
La littérature sur la QWT est très faible, et une partie de notre contribution a été de
reprendre et de reformuler la déﬁnition et la construction de cette nouvelle approche, tout en
apportant des éléments nouveaux sur la compréhension des coeﬃcients.
Nous avons conduit deux expérimentations sur la QWT pour la comparer aux ondelettes
classiques dans les contextes de codage d’image et de classiﬁcation de textures. La QWT s’est
montrée avantageuse en codage, car elle présente une bonne parcimonie, et permet donc de
reconstruire une approximation visuellement plus satisfaisante que la DWT pour une quantité
de données égale. Il vient que la phase peut être quantiﬁée sur un nombre de bits très faible
- analogue au codage du signe des coeﬃcients DWT. Ce résultat se place dans un contexte
de codage de « moyenne qualité », et recoupe ce qu’on peut obtenir en général avec d’autres
représentations redondantes [50]. Il était aussi attendu dans cette perspective une moins bonne
restitution des textures, pour lesquelles la DWT est supérieure. La QWT respecte mieux les
formes géométriques, les contours, en générant beaucoup moins d’artefacts autour de ces derniers.
La classiﬁcation de textures a également montré que la QWT était avantageuse par rapport
à la DWT, en apportant un gain moyen approximatif de 10% au taux de reconnaissance global.
Notons que ce gain est très signiﬁcatif pour les textures consituées de motifs géométriques. En ce
qui concerne les textures « type bruit » en revanche, la QWT n’améliore pas les performances,
ce qui rejoint la remarque que nous avions faite à propos du codage, dans le cadre duquel ce type
de texture est moins bien restitué avec la QWT qu’avec la DWT. Celà est dû à l’orthogonalité
de cette dernière qui assure une bonne caractérisation des signaux proches d’un bruit blanc.
Les mesures sur l’amplitude QWT donnent des performances équivalentes à la DWT et aux
ondelettes complexes, mais l’avantage de la phase QWT est clair car les mesures de phase
viennent compléter l’information avec de nouvelles caractéristiques de « quantité de structures
diagonales », qui permettent de surpasser la DWT et les ondelettes complexes.
Finalement, nous avons constaté expérimentalement que ce nouveau formalisme pour les
signaux 2D permettait d’améliorer la représentation géométrique des images, grâce à une ampli-
tude invariante par translation et une phase portant une information structurelle. Cependant,
nous avons aussi pointé que la construction séparable de cette transformée rend les représen-
tations trop dépendantes de l’orientation des structures, ce qui se traduit par une variance par
rotation. Il en résulte également que la QWT présente une classiﬁcation arbitraire des détails
selon les directions horizontale, verticale et diagonale, nous obligeant à une échelle ﬁxée à étudier
trois coeﬃcients quaternioniques pour une seule position spatiale. Ceci va à l’encontre de l’idée
d’uniﬁcation de l’information géométrique des structures locales. Enﬁn, la déﬁnition de signal
analytique 2D par l’approche quaternionique de T. Bülow n’est pas entièrement satisfaisante
car très liée aux lignes et aux colonnes de l’image.
Une solution existe peut-être dans le formalisme « monogène » proposé par M. Felsberg [48],
qui prend la suite du travail de T. Bülow mais cette fois dans une perspective isotrope. Et
puisqu’une transformée en ondelettes monogène [144] associée à ce modèle a été proposée en
2008, voici l’objet du chapitre suivant.
3
Approches isotropes et extension
couleur
Dans les chapitres précédents, nous avons évoqué deux méthodes pour appréhender les signaux2D avec les notions d’amplitude et phase.
La méthode directionnelle (Gabor, Dual-Tree), applique K analyses 1D dans des directions
diﬀérentes. Ces représentations manquent d’uniﬁcation des informations, puisque chaque posi-
tion est décrite par K amplitudes et K phases, à chaque échelle. Si K est grand, la redondance
est grande et l’information est diﬃcile à synthétiser. Si K est petit, les analyses 1D sous-jacentes
se font souvent dans une direction qui ne coïncide pas avec l’orientation locale du signal, ce qui
introduit un biais et rend l’analyse variante par rotation du signal.
La méthode séparable (ondelettes quaternioniques), oﬀre une information plus uniﬁée, grâce
à une nouvelle notion de phase 2D, mais souﬀre également de variance par rotation, liée à un
schéma « ligne/colonne ». Les structures sont classiﬁées dans seulement 4 orientations possibles.
Il est pourtant bien connu dans le domaine de la vision par ordinateur, que l’orientation des
contours est une information primordiale, et implicitement nécessaire à une analyse isotrope,
c’est-à-dire invariante par rotation. Une méthode isotrope classique est le tenseur de structure,
dont une évolution a été proposée à travers les ﬁltres orientables [54], qui généralisent la notion
d’orientation locale, pour aboutir à un calcul optimal de phase « à la Gabor ». Nous discuterons
ces analyses.
Nous allons présenter dans ce chapitre le signal monogène, qui oﬀre un formalisme plus
eﬃcace pour analyser conjointement la phase et l’orientation, à travers une nouvelle déﬁnition
de signal analytique 2D. A l’instar du signal quaternionique analytique du chapitre 3, il s’inclut
dans un nouveau formalisme général de traitement du signal, et ouvre la voie vers de nouvelles
représentations par ondelettes.
La déﬁnition de transformées en ondelettes monogènes est encore aujourd’hui un problème
ouvert, pour lequel une première solution a été donnée en 2008 par M. Unser et al. [144]. La méth-
ode s’appuie sur plusieurs contributions précédentes des auteurs, notamment sur l’introduction
de redondance légère dans des bancs de ﬁltres 2D pour améliorer l’invariance et l’isotropie. La
transformée en ondelettes monogène fournit des coeﬃcients vectoriels invariants par translation
contenant une amplitude et une phase invariants par rotation, et une donnée d’orientation locale.
Le banc de ﬁltres à reconstruction parfaite proposé dans [144] pour réaliser cette analyse est
peu redondant, et donc se place tout-à-fait dans la catégorie des représentations étudiées dans
notre travail. Nous proposons dans ce chapitre une analyse et synthèse concise de ces travaux.
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Rappelons que nous nous intéressons aux images couleur. Alors que la plupart des appli-
cations couleur utilisent des transformées en ondelettes de façon sous-optimale, faute d’outil
mathématique, nous pensons que le formalisme monogène est une bonne piste pour déﬁnir une
représentation 2D étendue aux signaux à valeurs vectorielles. D’une part, la reﬂexion sur les
signaux 2D a ouvert la voie vers des outils multidimensionnels en général, aboutissant à des
représentations à coeﬃcients vectoriels dans des algèbres plus appropriées que C. Ces travaux
forment un environnement propice, selon nous, à l’augmentation de la dimension des valeurs des
signaux. D’autre part, les représentations monogènes nous semblent constituer une évolution
fondamentale prometteuse de l’analyse de Fourier pour les images, à travers des représentations
invariantes par translation et par rotation, donnant accès à une notion claire de phase 2D. En
outre, nous avons déjà évoqué au chapitre précédent que le formalisme quaternionique s’est
montré trop limité pour l’imagerie couleur.
Notre but est de déﬁnir une représentation des images couleur dont les coeﬃcients perme-
ttent à la fois d’analyser les caractéristiques bas-niveau de l’image, et de l’écrire comme une
somme d’atomes, reproduisant ces caractéristiques locales à travers une procédure de recon-
struction cohérente. La littérature nous oﬀre un seul article proposant une extension couleur
du signal monogène [38], c’est pourquoi notre premier travail, présenté dans ce chapitre, a été
de prendre cette méthode comme point de départ, et de mener une étude de faisabilité. Nous
avons donc déﬁni une transformée en ondelettes monogène couleur, conforme au modèle de [38].
Cette transformée est la première représentation par ondelettes spécialement déﬁnie pour les
images couleur de façon non-marginale, et dont l’analyse est issue d’un formalisme innovant de
représentation des signaux 2D.
Pour mettre à l’épreuve ces nouvelles méthodes, nous avons ensuite conduit une application
de cette transformée en débruitage d’images couleur, en passant par une modélisation statistique
des coeﬃcients. Ce premier travail expérimental nous permettra de discuter de cette première
extension des ondelettes monogènes à la couleur.
Le chapitre est organisé de la façon suivante. Nous rappelons d’abord les outils classiques
d’analyse « bas-niveau » des images, qui anticipent l’interprétation physique du formalisme
monogène avec les notions d’orientation et de phase locales, et qui ne sont pas toujours mis
en avant dans les manuels de traitement d’image. Le formalisme du signal monogène est en-
suite présenté, ainsi que la déﬁnition de transformées en ondelettes monogènes. Notre première
proposition d’ondelettes monogènes couleur est ensuite décrite, pour ﬁnir avec son application
en débruitage couleur.
3.1 Analyse locale des structures
L’étude d’une généralisation invariante par rotation du signal analytique pour l’image -
qui sera notre objet à la section suivante - nécessite d’analyser les concepts d’orientation des
structures locales d’une part, ainsi que de phase d’un signal 2D. Or ces notions sont étudiées
depuis une trentaine d’années dans le contexte de la vision bas-niveau par ordinateur. Ainsi, le
tenseur de structure a d’abord oﬀert une analyse de l’orientation locale bien établie. Ensuite,
les méthodes par ﬁltres en quadrature ont abouti à une analyse de Gabor optimisée, réduite en
chaque point à une orientation précise et unique. Ces dernières permettent enﬁn d’extraire une
notion de phase, qui anticipe l’interprétation du signal monogène que nous présenterons à la
prochaine section.
3.1.1 Tenseur de structure basé gradient
Le formalisme du tenseur de structure dédié à la description géométrique locale a été initié
vers 1986 [53, 9], et est maintenant un outil classique [61, 73]. Il consiste en l’extraction en
chaque point de l’image et pour une échelle donnée, de trois mesures, extraites d’une matrice
2 × 2 symmetrique, le tenseur. Ces mesures sont destinées à décrire les structures locales de
l’image en termes de quantité de variation, de directionnalité, et d’orientation principale. Il
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existe plusieurs méthodes de calcul d’un tenseur de structure, la plus connue étant celle basée
sur l’estimation du gradient de l’image.
Gradient





















Cet opérateur diﬀérentiel est par déﬁnition lié aux variations locales du signal étudié. Associé
aux dérivées partielles d’ordre 1, il correspond à une étude linéaire de ces variations, qui permet
de les approximer en tout point par un plan tangent (cf. développement de Taylor). Si le signal
est une image, alors les « plans » de pente forte correspondent à des contours rectilignes de type
« bord ». La détection de bords par gradient a toujours été très utilisée en traitement d’images,
mais nécessite en pratique une approximation numérique, dont il existe plusieurs déﬁnitions
(Prewitt, Sobel, Canny [18], Dériche, Laplaciens de Gaussiennes [104]etc.).
Aﬁn de mieux comprendre le lien entre les contours et le gradient, plaçons nous dans le cas
des signaux « i1D » (« intrinsèquement 1D », également appelés « signaux simples »). Un signal
i1D s(x) est égal à une fonction 1D orientée :
s(x) = f1D(x1 cosα+ x2 sinα) (signal « i1D ») (3.2)
Il s’agit par exemple d’une onde plane, et les fortes variations 1D de f1D se traduisent dans s par
des bords rectilignes, orientés vers α+pi. Dans ce cas l’expression du gradient de s se simpliﬁe
comme ceci :




ce qui implique :
N∇(x) = |f ′1D(x1 cosα+ x2 sinα)| et θ∇ = α (3.4)
En supposant que l’image étudiée soit localement i1D, alors son gradient permettra d’extraire
en tout point et de façon exacte, l’intensité et l’orientation d’un éventuel « bord ».
Maximisation de la variation locale
Pour aborder le formalisme du tenseur de structure, il faut penser le gradient comme la so-
lution d’un problème de maximisation. L’idée est de considérer une mesure orientée de variation
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et de s’intéresser à la direction θ qui maximise cette mesure. Si le signal présente un bord,
alors sa variation maximum doit être dans la direction perpendiculaire à ce bord. On montre
facilement que Dθ = cos θ ∂∂x1 + sin θ
∂
∂x2
et donc par identité trigonométrique :
Dθ s(x) = N∇(x) cos( θ∇(x) − θ) (3.6)
Notre mesure de variation atteint un maximum global N∇ dans la direction du gradient θ=θ∇
et un minimum −N∇ dans la direction opposée θ = θ∇+pi. Elle est nulle dans les directions
perpendiculaires θ=θ∇±pi/2. Le gradient peut donc être vu comme la solution de la maximisation
de la mesure de variation orientée Dθ. Notons que la restriction de cette analyse à un modèle
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d’ordre 1 donnera toujours, et quelle que soit la structure locale réelle du signal, une variation
angulaire cosinusoïdale (eq. (3.6)) 1. L’idée du tenseur de structure est de modiﬁer cette mesure
de variation aﬁn de rendre l’analyse plus eﬃcace.
Construction du tenseur
D’une part, il est souhaitable que les directions opposées θ et θ+pi soient fusionnées dans une
même information d’orientation car elles décrivent la même variation. Pour celà, on peut par
exemple considérer (Dθs)2, qui atteindra son maximum N 2∇ dans les deux directions opposées,
éliminant au passage la notion ambigüe de variation négative puisque (Dθs)2 > 0.
D’autre part, on introduit un calcul de moyenne sur la mesure de variation dans un voisinage
du point étudié, aﬁn de détecter les structures qui ne correspondent pas au modèle d’ordre
1 (bord rectiligne). Si la structure est bien un bord, les variations dans le voisinage seront
semblables, et le moyennage ne changera pas du gradient classique. Dans le cas contraire, la
variation angulaire moyenne déviera du modèle cosinusoïdal, et ne présentera pas nécessairement
un maximum univoque. On considère donc la mesure (h ∗ (Dθs)2)(x), où h(x) est une fenêtre.
Cette nouvelle mesure orientée est une forme quadratique associée à une matrice déﬁnie-
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La maximisation de cette forme en fonction de θ est un problème classique qui consiste à trouver







(T22−T11)2 + 4T 212
)
(3.8)
La plus grande, λ+, correspond à la valeur maximum de (h ∗ (Dθs)2), et est atteinte dans la




arg{T11 − T22 + j2T12} (3.9)
Le second vecteur propre est orthogonal au premier (θ− = θ+ ± pi/2). La maximisation de la
variation donne donc h ∗ (Dθ+)2 = λ+, et fournit également une troisième information λ−, qui
mesure la variation de la fonction dans la direction perpendiculaire à la variation principale -
soit la variation minimum, qui est positive, et cette fois pas forcément nulle.
Dans le cas dégénéré où on ne considérerait pas de voisinage, h(x) = δ(x), on a T 212 = T11T22
et donc les équations (3.8) et (3.9) sont réduites aux valeurs du gradient classique : λ+ = N 2∇,
λ− = 0, et θ+ = θ∇(pi). La variation minimum λ− est dans ce cas toujours nulle, car on ne capte
plus les structures ne correspondant pas au modèle. Dans le cas général, on a toujours :
h ∗ (N 2∇) = λ+ + λ− (3.10)
Finalement, le tenseur de structure apporte au gradient une mesure supplémentaire, souvent
utilisée à travers la notion de « cohérence » déﬁnie par :
χ = (λ+ − λ−)/(λ+ + λ−) ∈ [0; 1] (cohérence) (3.11)
qui est proche de 1 si la structure locale correspond eﬀectivement à un bord rectiligne, et proche
de 0 sinon. Dans le second cas, la structure locale peut être un coin ou une jonction, pour lesquels
la donnée d’orientation risque d’être moins pertinente.
1. Cette fonction de θ est égale à la partie angulaire de l’équation du plan tangent au signal, exprimée en
coordonnées polaires.
2. Selon les reférences, on trouvera parfois ‘T11 − T22’ [87, 47, 43, 123] et parfois ‘T22 − T11’ [144, 73].
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D’autres méthodes utilisent aussi les dérivées d’ordre supérieur [83], ce qui permet de car-
actériser de nouvelles structures comme les jonctions. Une méthode alternative de cette analyse
des ruptures et de leur orientation consiste à utiliser des ﬁltres en quadrature. Nous proposons
de décrire cette approche dans la partie suivante.
3.1.2 Approche « signal » du tenseur
Nous étudions ici l’approche « signal » vers une détection optimale des contours, qui a été
proposée en 1982 dans la thèse de H. Knutsson [82], et qui a donné naissance à la notion
d’invariance par changement de phase. Cette propriété permet de détecter également les bords
et les lignes dans une procédure uniﬁée, sans avoir recours à des dérivées d’ordre supérieur. La
méthode a ensuite été étendue dans un formalisme de tenseur [61].
Il existe depuis la ﬁn des années 70 une déﬁnition assez répandue des ﬁltres « en quadrature
2D » : il s’agit des ﬁltres dont la réponse fréquentielle est nulle dans un demi-plan. La partie
imaginaire de ces ﬁltres est donc la transformée de Hilbert partielle de la partie réelle (voir section
1.3.1) dans une certaine direction. Les décompositions type Gabor 2D classiques [60, 34] que
nous avons vues à la section 1.3.2 sont implicitement construites sur cette déﬁnition. L’avantage
de ces ﬁltres est que l’amplitude de leurs sorties est invariante par changement de phase du
signal, c’est-à-dire que le modèle pourra s’adapter aux bords aussi bien qu’aux lignes (voir la
correspondance entre la phase et les structures 1D à la table 1.1).
Aﬁn d’étudier l’orientation locale de l’image, on s’intéresse à des ﬁltres g dont la réponse
fréquentielle est séparable en coordonnées polaires, et dont on considère les rotations gθ0 d’angle
quelconque θ0 :
gθ0(x)
F←→ r(‖ω‖) d(arg{ω1 + jω2} − θ0) (3.12)
où r est la réponse dite radiale, qui déterminera le gabarit fréquentiel du ﬁltre, et d la réponse
angulaire (fonction périodique), qui indiquera la sélectivité du ﬁltre en termes d’orientation.
L’idée est de remarquer que le ﬁltrage par gθ0 d’un signal simple s(x) = f1D(x cosα + y sinα)
fournit une sortie qui ne dépend de θ0 que par un facteur constant. Plus précisément, on a :
(s ∗ gθ0)(x) = (s ∗ gθ1)(x)
d(α− θ0)
d(α− θ1) (3.13)
Ceci est dû au fait que le support du spectre d’un signal simple est réduit à une ligne orientée
vers α. En se ﬁxant une réponse angulaire d et plusieurs directions de ﬁltrage, on peut donc
retrouver exactement α. L’analyse est toujours valable si le signal est localement simple en tout
point, et donnera une orientation variable α(x). La partie radiale r contrôle indépendamment
l’échelle d’analyse.
Prenons maintenant le cas particulier :
d(θ) =
{
cos2(θ) si |θ| < pi/2
0 sinon (3.14)
Le ﬁltre correspondant est orienté, et en quadrature. Il est montré dans [82] que pour couvrir
toutes les orientations possibles du signal dans ce cas particulier, au moins trois ﬁltrages doivent
être utilisés. En prenant quatre ﬁltres orientés vers θ0 ∈ {0, pi/4, pi/2, 3pi/4} (choix qui simpliﬁe
les expressions et l’implantation), on peut considérer l’amplitude des signaux de sortie :
s1 = |(s ∗ g0)(x)| s2 = |(s ∗ gpi
4
)(x)| s3 = |(s ∗ gpi
2
)(x)| s4 = |(s ∗ g 3pi
4
)(x)| (3.15)




arg{(s1 − s3) + j(s2 − s4)} (3.16)
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s(ω)
λ+(x) χ(x) θ+(x)
0 max 0 1 −pi2 0 pi2
|h^x1 |(ω) |h^x2 |(ω) g^0(ω) g^pi4 (ω) g^pi2 (ω) g^ 3pi4 (ω)
Figure 3.1 – Analyse par tenseur de structure de l’image s. Méthode par gradient (1ère ligne), méthode
par ﬁltres en quadrature séparables en coordonnées polaires (2ème ligne), et gains fréquentiels des ﬁltres
utilisés (3ème ligne).
Cette technique a été étendue à la construction complète de tenseur de structure dans [61].





3s1 + s2 − s3 + s4 2s2 − 2s4
2s2 − 2s4 −s1 + s2 + 3s3 + s4
]
(3.17)
et montrer que ses valeurs/vecteurs propres portent le même type d’information que celles du
tenseur basé gradient. Nous proposons d’analyser les diﬀérences entre les deux approches par
un exemple.
Calcul d’un exemple
Aﬁn de discuter les propriétés du tenseur de structure en comparant les deux méthodes
présentées, nous avons illustré un exemple sur la ﬁgure 3.1.
Pour la méthode par estimation de gradient (première ligne de la ﬁgure 3.1), nous avons
utilisé les ﬁltres de R. Dériche [42], qui font référence dans ce domaine car ils optimisent le
critère de J. Canny sur la détection des bords. Nous avons ﬁxé le paramètre d’échelle « α » [42]
de façon à ce que les ﬁltres aient une réponse maximum à la pulsation 8× 2piN (où N est le nombre
de lignes/colonnes de l’image) 3. Nous désignons ces ﬁltres par hx1 et hx2 , dont le module des
spectres |h^x1(ω)| et |h^x2(ω)| est illustré sur la troisième ligne de la ﬁgure 3.1. La fenêtre de
lissage du tenseur est une gaussienne de taille σ = 1.
3. Cette valeur de fréquence centrale correspond bien à l’échelle des structures de notre image de test
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Pour la méthode par ﬁltres en quadrature séparables en coordonnées polaires, nous avons







de façon à ce que les ﬁltres aient une réponse maximum à la pulsation 8× 2piN , comme précédem-






(voir equation (3.12)) sont illustrés sur la troisième ligne de la ﬁgure 3.1.
Pour chaque méthode, nous illustrons la plus grande valeur propre λ+, qui indique la force
de variation, la mesure de cohérence (équation (3.11)), qui discrimine les structures « i2D »
(plus complexes que le modèle linéaire), et la direction θ+ du vecteurs propre associé à λ+, qui
indique l’orientation principale. L’aﬃchage de θ+ se fait par l’encodage de cette valeur dans la
teinte (« hue ») de l’illustration générée par le sytème de couleur HSV. L’intensité est ﬁxée à 1
et la saturation est encodée par λ+. Ainsi, la valeurs de θ+ non signiﬁcatives, c’est-à-dire pour
lesquelles λ+ est faible, sont « blanchies » et donc moins visibles. Celà permet de n’observer que
les données pertinentes.
Observations comparatives
L’observation de la ﬁgure 3.1 montre que la détection de contours eﬀectuée par λ+ varie
signiﬁcativement entre les deux méthodes, ainsi que la mesure de cohérence.
Une première raison est celle de la diﬀérence des gabarits fréquentiels des ﬁltres utilisés.
Bien que dans notre cas, nous ayons pris soin de minimiser cette diﬀérence en « synchronisant »
nos ﬁltres, des diﬀérences persistent nécessairement entre la réponse radiale r des ﬁltres en
quadrature et le gain des ﬁltres de Dériche. De plus, l’utilisation d’un lissage du tenseur dans la
méthode par gradient « élargit » la réponse λ+ en attenuant les oscillations autour des bords.
Une deuxième raison est celle du modèle de contour sous-jacent. La première méthode est op-
timisée pour détecter les variations de type bord. En conséquence une ligne sera détectée comme
deux bords alignés côte-à-côte, et traduite par une « double-réponse », visible ici au niveau de
la bouche ou des cheveux du personnage. La seconde méthode est construite sur l’amplitude
de la sortie de ﬁltres en quadrature, qui est théoriquement invariante par changement de phase
du signal (ceci est toutefois limité aux structures alignées avec le ﬁltre utilisé). La contrepartie
de cette propriété intéressante est qu’un nombre plus important de ﬁltres est nécessaire pour
construire le tenseur (au moins 3 ﬁltres complexes, donc 6 ﬁltres réels [61]).
On constate que les lignes que nous venons d’évoquer sont mieux détectées avec la deuxième
méthode. Il s’agit de la bouche et des cheveux, qui produisent une réponse simple, et correctement
centrée sur ces lignes. Les fortes valeurs de cohérence χ au niveau de ces lignes conﬁrment que
le signal concorde bien au modèle. Notons que celà n’est plus vrai aux extrémités de ces lignes
(cheveux et bouche), ainsi qu’aux jonctions (racines des cheveux), et sur les structures isotropes
(yeux). Dans ces cas particuliers, la cohérence χ indique des valeurs faibles traduisant une faible
concordance au modèle orienté.
Globalement, l’orientation estimée sur l’ensemble des structures est cohérente avec notre
perception. Il faut toutefois noter que les cheveux ne présentent pas d’orientation claire avec la
méthode gradient, ce qui est dû à un passage par zero du gradient au centre de la ligne, entraînant
une instabilité du calcul de l’orientation locale. Avec la méthode par ﬁltres en quadrature,
l’orientation des cheveux est légèrement plus cohérente, en particulier sur la « crète » de la ligne.
Notons que malgré l’utilisation de ﬁltres en quadrature, cette méthode ne permet pas
d’extraire explicitement la phase locale de s. En eﬀet, il faudrait utiliser un ﬁltre en quadrature
spéciﬁque en chaque point, dont la direction de ﬁltrage serait celle de l’orientation estimée, ce qui
n’est pas optimal car la complexité de l’algorithme serait en N2. Voyons maintenant comment
surpasser ce problème avec une autre méthode de ﬁltrage pour l’analyse de l’orientation.
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3.1.3 Filtres en quadrature orientables
Les ﬁltres orientables (« steerable ») [54] ont été déﬁnis pour améliorer la résolution angulaire
de la décomposition de Gabor tout en réduisant le nombre de ﬁltres à utiliser. L’idée est d’utiliser
un nombre limité K de rotations d’un ﬁltre de base, dont une simple combinaison linéaire
permettra de construire une rotation quelconque. Cette orientabilité se répercute sur lesK sorties
des ﬁltres, qui donneront donc accès analytiquement au ﬁltrage du signal dans une direction
quelconque. La référence [54] s’attache à répondre aux questions suivantes :
– Comment savoir si un ﬁltre est orientable ?
– Combien de ﬁltres de base seront nécessaires pour l’orienter ?
– Comment combiner les ﬁltres de base pour générer une orientation quelconque ?
Prenons l’exemple très simple de la dérivée partielle. Nous avons déjà vu à propos du gradient
que les deux opérateurs ∂∂x1 et
∂
∂x2
, forment une base pour connaître la dérivée partielle d’une
fonction dans n’importe quelle direction (équations (3.5) et (3.6)). Le gradient constitue donc
un cas particulier de ﬁltres orientables, où les ﬁltres de bases sont dirigés vers 0 et pi/2. Dans
[54], le ﬁltre permettant d’estimer la dérivée du signal est la dérivée première de gaussienne
ga(x) = −2x1e−‖x‖2 , qui associée à sa rotation de pi/2, gb(x) = −2x2e−‖x‖2 , forme une base de
ﬁltres orientables. Dans ce cas simple, il vient que la sortie du ﬁltrage atteint un maximum dans
la direction θg = arg{(s ∗ ga) + j(s ∗ gb)}, conformément à un modèle de structure sous forme
d’un plan tangent, comme déjà discuté à propos du gradient.
L’intérêt des ﬁltres orientables est qu’ils se généralisent pour les dérivées d’ordre supérieur.
Dans ce cas, les ﬁltres sont plus sélectifs en direction, de plus nombreuses orientations de base
sont nécessaires, et l’équation de combinaison est plus complexe. Le modèle sous-jacent de struc-
ture locale est alors plus riche, et peut permettre par exemple de mesurer des orientations
multiples, comme celà peut être le cas autour de jonctions ou de coins.
De plus, le fait de pouvoir connaître la sortie du ﬁltrage dans toute direction donne une
solution à la mesure de la phase locale, qui doit se faire par un ﬁltrage en quadrature orienté
localement dans la direction principale du signal. Pour celà, les auteurs proposent d’utiliser
deux ﬁltres orientables, l’un étant la transformée de Hilbert partielle de l’autre. Cependant, la
contrainte d’orientabilité entre en conﬂit avec la notion de quadrature. Les auteurs proposent
donc d’approximer la transformée de Hilbert par minimisation d’erreur quadratique sur un
prototype de ﬁltre polynomial. Celà signiﬁe que les valeurs de phase extraites devront être
considérées avec précaution car inexactes. L’exemple donné dans [54] est basé sur une dérivée
de gaussienne d’ordre 2, qui associée à l’approximation de sa transformée de Hilbert nécessitera
un total de 7 ﬁltres, pour analyser conjointement l’orientation et la phase locale du signal.
Aﬁn de réduire le nombre de ﬁltres, nous avons choisi de présenter ici un exemple de cette
analyse dans le cas de la dérivée de gaussienne d’ordre 1.
Calcul des ﬁltres
Nous allons ici calculer les ﬁltres nécessaires pour réaliser une analyse orientable qui nous
permettra d’extraire l’orientation et la phase locales du signal. Les ﬁltres sont déﬁnis par leur
réponse impulsionnelle continue, et seront discrétisés ensuite.
Comme nous l’avons déjà indiqué, la première base de ﬁltres (ga, gb) et sa loi de combinaison
pour les orienter est déﬁnie par :
ga(x) = −2x1e−‖x‖2 (3.19)
gb(x) = −2x2e−‖x‖2 (3.20)











En ce qui concerne la transformée de Hilbert, la restriction à un polynôme d’ordre 2 aboutit à




0 ga ≈ ha(x) = (−1.29x21 + 0.95)e−‖x‖
2 (3.22)
qui nécessite 3 orientations de base au minimum 4. Le choix classique est de prendre les orien-






































On peut ensuite calculer l’amplitude du ﬁltre en quadrature :
|qθ|2 = g2θ + h2θ = c + Nq cos(2θ − 2θq) +
2
3











3(ha + hb + hc)(ha − hb+hc2 )
gagb +
4
















qui décrit une variation angulaire plus riche que les précédentes. Elle contient une composante
constante c qui traduira l’isotropie de la structure locale, une composante en cos(2θ) qui décrit
l’orientation principale, et une composante en cos(4θ), que nous négligerons ici, mais qui pour-
rait être utilisée pour détecter des orientations multiples. L’intérêt pour nous est simplement
d’extraire θq(x) de façon à mesurer l’amplitude et la phase de la sortie du ﬁltre en quadrature
dans cette direction précise, en tout point. On peut ﬁnalement identiﬁer l’amplitude et la phase
locales de s en calculant analytiquement qθq = gθq + jhθq .
Exemple d’analyse
Au ﬁnal, la procédure d’analyse par ﬁltres en quadrature orientables « d’ordre 1 » est la
suivante :
– Eﬀectuer les 5 ﬁltrages par (ga, gb, ha, hb, hc), en échantillonnant leur réponse impulsion-
nelle par une opération de la forme « g[k] = g(kTe) » ;
– Calculer l’orientation locale θq(x) à partir de l’équation (3.28) ;
– Utiliser les deux formules de combinaison linéaire de (ga, gb) et (ha, hb, hc) pour obtenir
analytiquement gθq(x) et hθq(x) ;










Un exemple de cette analyse est donné à la ﬁgure 3.2. Notons que pour faire correspondre le
gabarit fréquentiel à la ﬁgure 3.1, nous avons échantillonné les ﬁltres pour Te = 0.5.
On constate que l’amplitude Aq est eﬀectivement invariante par changement de phase,
puisque les lignes et les bords produisent une réponse semblable et correctement positionnée.
Aussi, l’orientation θq est eﬀectivement cohérente avec la perception que nous avons des con-
tours de l’image analysée. Cette méthode fournit donc une extension satisfaisante du tenseur de
structure.
4. En pratique, nous avons également retiré la composante continue de ce ﬁltre pour éviter d’introduire un
biais dans l’amplitude.




















Figure 3.2 – Analyse par ﬁltres en quadrature orientables (première ligne), réalisée par 5 ﬁltrages, dont
nous illustrons la réponse impulsionnelle (deuxième ligne, gauche). L’aﬃchage en couleurs de la phase
ϕq suit la correspondance du schéma en bas à droite.
L’avantage supplémentaire est l’accès à la phase locale. Nous aﬃchons cette phase de façon
simpliﬁée dans [0;pi/2], selon la correspondance illustrée (ﬁg. 3.2). Celà permet de représenter
par la même couleur les lignes foncées et claires, dont la phase ne diﬀère que par un oﬀset de
pi, ainsi que les bords de directions opposées, dont la phase ne diﬀère que par le signe. Cette
restriction n’empêche pas de capter toute la continuité du modèle de contour, entre le bord
et la ligne. On constate que ϕq indique bien des valeurs proches de 0 ou pi autour des lignes
(cheveux, bouche) et des valeurs proches de ±pi/2 autour des bords (tour du visage). La phase
est parfaitement stable par changement d’orientation, grâce au formalisme utilisé qui considère
une estimation précise de l’orientation principale.
Nous pourrions également exploiter les 2 degrés de liberté restants (car nous n’avons que 3
informations pour 5 ﬁltrages) pour mesurer l’isotropie et détecter les orientations multiples, ceci
est exposé dans [54].
Limites
Voyons maintenant les limites de cet outil. D’abord, il est théoriquement impossible de déﬁnir
un ﬁltre orientable qui soit l’exacte transformée de Hilbert partielle d’un autre. Celà s’explique
par le fait qu’un ﬁltre est orientable par K versions de lui-même si et seulement si sa réponse
angulaire d est égale auxK premiers coeﬃcients de sa série de Fourier. La réponse angulaire d’un
ﬁltre exactement en quadrature sera par déﬁnition toujours nulle sur la moitié de sa periode.
Cette structure « en créneau » correspond à une série de Fourier inﬁnie, ce qui est rédhibitoire
en pratique car il faudrait une inﬁnité de ﬁltres. C’est pourquoi les ﬁltres de H. Knutsson étudiés
plus haut ne sont pas orientables, et pourquoi nous avons du ici déﬁnir une approximation de
Hpart0 ga. Notre approximation est assez pauvre car elle a peu de degrés de liberté, puisque nous
avons choisi de minimiser le nombre de ﬁltres. On constate expérimentalement que l’analyse don-
née est satisfaisante, mais l’utilisation de ﬁltres approximativement en quadrature n’assure pas
théoriquement une mesure exacte de l’amplitude et de la phase. Plus généralement, le nombre
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de ﬁltres de base et leurs orientations sont ﬂexibles, mais conditionnent les équations de combi-
naison ainsi que la qualité d’analyse, ce qui rend la procédure très paramétrique, et donc soulève
une question d’optimisation. De plus, le minimum de 5 ﬁltres nécessaires pour pouvoir extraire
la phase du signal peut être considéré comme contraignant, par rapport au seuls 2 ﬁltrages d’un
simple gradient. Notons que la dimension numérique consiste en un simple échantillonnage des
réponses impulsionnelles, ce qui limite cet outil à l’analyse. Enﬁn, les méthodes présentées dans
ce début de chapitre sont implicitement basées sur la transformée de Hilbert partielle, à partir
de laquelle aucune notion de signal analytique satisfaisante n’a pu être construite, comme nous
l’avons évoqué à la section 1.2.3. Il manque à ces outils un formalisme global qui permettrait de
déﬁnir des ﬁltres en quadrature isotropes, à travers une nouvelle déﬁnition de signal analytique
2D. C’est pourquoi nous proposons maintenant d’étudier le signal monogène.
3.2 Un signal analytique isotrope
Cette section reprend la construction et l’interprétation du signal monogène [47], général-
isation isotrope du signal analytique, ainsi que son intégration dans un formalisme global de
traitement du signal, utilisant les algèbres de Cliﬀord.
3.2.1 Signal monogène
La généralisation mathématique 2D du signal analytique est astucieusement conduite dans le
contexte des fonctions analytiques. Ceci aboutit à l’apparition de la transformée de Riesz, comme
nouvel opérateur de déphasage généralisant la transformée de Hilbert 1D. Le signal monogène
permet enﬁn de déﬁnir des ﬁltres en quadrature 2D isotrope, constitués de trois composantes.
Equations de Cauchy-Riemann généralisées
Nous reprenons ici les grandes lignes de la généralisation 2D du signal analytique dans le
contexte de l’analyse complexe. Nous réferrons le lecteur à [47, 140, 109] pour plus de détails. Le
signal analytique que nous avons présenté à la section 1.1.2 peut être déﬁni de façon traditionnelle
comme la restriction à l’axe réel d’une fonction holomorphe 5. Une fonction holomorphe est une
fonction complexe d’une variable complexe f(x+jy) = fR(x+jy)+jfI(x+jy) qui est dérivable,






















L’équation de droite est appelée « équation de Dirac », et met en jeu un « gradient complexe »
∇C. Voici maintenant un lien avec les fonctions harmoniques. Une fonction harmonique p est
déﬁnie par :







Dans ce cas, on peut vériﬁer que la gradient (conjugué) de p est nécessairement une fonction
holomorphe :




⇒ ∇Cf = 0 (3.31)
On dit dans la terminologie de la théorie du potentiel que f « dérive d’un potentiel harmonique ».
Étant donné une fonction 1D réelle s(x), il existe une unique fonction holomorphe f telle que
<{f(x + j0)} = s(x) (Rigoureusement, le domaine de déﬁnition de f est limité à y > 0, et les
5. Ces fonctions sont équivalentes aux fonctions « analytiques » complexes, à l’origine du nom de « signal
analytique ».
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valeurs pour y = 0 sont obtenues par continuité [78, 140]). La transformée de Hilbert apparait
comme la relation entre la partie réelle et la partie imaginaire de f pour une valeur ﬁxée de y :
={f(x+ jy0)} = H{<{f( · + jy0)}}(x) (3.32)
Pour étendre la transformée de Hilbert et donc la notion de signal analytique en 2D, on peut
donc tenter d’étendre le concept de fonctions holomorphes en 3D. Alors que les équations de
Cauchy-Riemann sont « enfermées » dans l’algèbre des complexes, leur ré-écriture en termes de
gradient et de Laplacien à travers la théorie du potentiel est plus intuitive pour des dimensions
supérieures. Il suﬃt de déﬁnir f comme le gradient 3D d’une fonction harmonique 3D, en utilisant
une écriture vectorielle :










































Les fonctions de trois variables à valeurs dans R3 vériﬁant ces équations sont appelées fonctions
monogènes [47] (notamment en analyse de Cliﬀord). On obtient que pour une valeur ﬁxée de
z, les trois composantes d’une fonction monogène sont liées par une transformée de Riesz, qui
apparait alors comme une généralisation 2D de la transformée de Hilbert. Cette généralisation
des équations de Cauchy-Riemann a été proposée notamment en 1984 dans [109] pour l’étude
du champ magnétique de la terre par des champs de vecteurs « potentiels » 3D. Nous allons
voir que la transformée de Riesz se justiﬁe parfaitement d’un point de vue traitement du signal,
comme généralisation isotrope de la transformée de Hilbert.
Transformée de Riesz
La transformée de Riesz, ainsi nommée d’après le mathématicien Marcel Riesz, est depuis
longtemps l’extension multi-dimensionnelle de la transformée de Hilbert dans la communauté
mathématique [140, 17, 121]. Appliquée à une fonction réelle de deux variables, elle se déﬁnit
par deux transformées indépendantes liées aux axes x et y, déﬁnies par :
R0s(x) = sr1(x) = p.v.
∫
τ1
2pi‖τ‖3 s(x− τ )dτ
F←→ −j ω1‖ω‖ s^(ω) (3.35)
Rpi
2
s(x) = sr2(x) = p.v.
∫
τ2
2pi‖τ‖3 s(x− τ )dτ
F←→ −j ω2‖ω‖ s^(ω) (3.36)
Cette déﬁnition qui ressemble dans la forme à la transformée de Hilbert est elle aussi une
valeur principale de Cauchy. Notons que la transformée de Riesz n’est singulière qu’en un point
ω = 0, contrairement à la transformée de Hilbert partielle qui est singulière sur toute la ligne
d’orientation θ (voir section 1.3.1). Dans cette thèse, on utilisera une écriture combinée des deux
composantes dans un nombre complexe :
Rs(x) = R0s(x) + jRpi
2
s(x)
F←→ −jω1 + jω2‖ω‖ s^(ω) (3.37)
Propriétés
Cette écriture permet de voir R comme un opérateur, dont on peut montrer qu’il est unitaire
[144], c’est-à-dire que son inverse est égal à son adjoint et vaut :
R−1s F←→ −j−ω1 + jω2‖ω‖ s^(ω) (3.38)
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On a également les propriétés d’invariance par translation et changement d’échelle, c’est-à-dire
que R{s(a · +b)} (x) = R{s( · )} (ax + b), ainsi que l’invariance par rotation à un facteur
constant près :
R{s(Rθ · )} (x) = ejθR{s( · )} (Rθx) avec Rθ =
[
cos θ sin θ
− sin θ cos θ
]
(3.39)
Notons que le facteur est d’amplitude 1, ce qui implique l’invariance stricte du module :
|R{s(Rθ · )}(x)| = |R{s( · )}(Rθx)|. Comme il existe un lien entre H et la dérivation (sec-
tion 1.1.2, équation (1.8)), il existe aussi un lien fort instructif entre R et le gradient complexe
∇C. Celà nécessite l’introduction de l’opérateur Laplacien fractionnel [144, 57], qui se déﬁnit
dans le domaine fréquentiel par :
(−)α F←→ ‖ω‖2α (3.40)
Alors que le Laplacien classique (α = 1) a plutôt un comportement de ﬁltre passe-haut, le
Laplacien fractionnel peut aussi bien avoir un comportement passe-bas (pour α < 0), et toujours
isotrope. Notons dans ce cas la singularité pour ω = 0. Par exemple, on peut interpréter (−)− 12
comme un opérateur de lissage isotrope, de gain fréquentiel « en 1/ω ». Cet opérateur permet
d’établir le lien suivant :
Rs = ∇C (−)−
1
2 s (3.41)
où ∇C est le gradient complexe (voir l’équation (3.29)). Ce lien, qui s’établit facilement dans
le domaine fréquentiel, montre que la transformée de Riesz eﬀectue la même opération que
le gradient sur une version lissée de l’image : (−)− 12 s(x). Comme le Laplacien fractionnel est
isotrope, on peut considérer qu’il n’altère pas l’orientation des structures locales de l’image. C’est
pourquoi on considère que le module et l’argument de Rs portent une information analogue à
un gradient, c’est-à-dire :
|Rs| = NR ≡ N∇ arg{Rs} = θR ≡ θ∇ (3.42)
où N∇ et θ∇ on été déﬁnies à l’équation (3.1). Notons également que R0 et Rpi
2
ont une réponse
spectrale séparable en coordonnées polaires, et forment une base de ﬁltres orientables, ce qui les
place dans la continuité des outils présentés à la section 3.1.
Voyons maintenant comment identiﬁer une analyse type Hilbert dans la transformée de Riesz.
Pour celà, considérons une onde plane d’amplitude A et de fréquence ξ, orientée vers α :




avec ξT = ξ[cos(α) sin(α)] (3.43)
On montre facilement que la transformée de Riesz correspond à :
NR(x) = A
∣∣∣sin ( ξTx )∣∣∣ et θR = α (3.44)
On voit que, tout comme la transformée de Hilbert, R transforme les cosinus en sinus, ce qui
correspond à un « déphasage pur » de −pi2 , c’est-à-dire sans ampliﬁcation (ﬁltre « passe-tout »).
Ce déphasage s’opère de façon invariante à l’orientation du signal α, ce qui fait de R une
généralisation isotrope de la transformée de Hilbert d’un point de vue traitement du signal.
Signal monogène
Un signal analytique 2D à trois composantes peut donc être déﬁni. Il s’agit du signal
monogène, qui consiste à juxtaposer algébriquement au signal d’origine, sa transformée de Riesz,












θR = arg{Rs} ∈ [−pi;pi[ (orientation)
ϕR = arg{s+ jNR} ∈ [0;pi] (phase)
(3.45)
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Pour que cette analyse soit interprétable, il faut que ses paramètres soient localement constants,
c’est-à-dire qu’ils doivent varier lentement devant la fréquence du signal. Le modèle AM/FM
sous-jacent s(x) = A(x) cos( ϕ(x) ) est alors localement celui d’une onde plane. Cette restriction
correspond à l’hypothèse de signal « localement simple » (une seule orientation à la fois) ainsi qu’à
la notion de bande limitée, car la fréquence doit bien sûr varier lentement devant x. C’est pourquoi
le signal monogène est restreint à un modèle i1D d’une part, et toujours utilisé conjointement à
un ﬁltrage passe-bande d’autre part.
Cette analyse a été utilisée dans la communauté optique, implicitement (sous le nom de
transformée de Hilbert radiale) dans [35], pour la détection de contours, et explicitement à
travers le ﬁltre « spiral phase quadrature » de [90, 89], pour la démodulation d’interferogrammes.
Voyons maintenant son utilisation à travers de nouveaux ﬁltres en quadrature.
Filtres en quadrature sphériques
Tout comme le signal analytique, le signal monogène ne réalise aucune sélection fréquen-
tielle et doit donc être utilisé dans une procédure de décomposition en sous-bandes de support
fréquentiel étroit. Contrairement aux décompositions classiques utilisant un découpage fréquen-
tiel directionnel, nous allons cette fois utiliser un découpage isotrope. Les sous-bandes contien-
dront des structure de toutes orientations, qui seront analysées spatialement par la transformée
de Riesz. Un ﬁltre en quadrature « sphérique » sera donc construit par extension monogène d’un
ﬁltre passe-bande isotrope.
Par exemple, M. Felsberg suggère d’utiliser des diﬀérences de noyau de Poisson (DoP) [47] :




arragés en octaves autour de la fréquence « 2k 2piN », ce qui correspond aux échelles s1 =
N log(2)/(2k2pi) et s2 = N log(2)/(2k−12pi). La variable k est alors l’indice de l’octave analysé.
On forme le ﬁltre en quadrature sphérique [ h hR1 hR2 ], avec hR1+jhR2 = Rh. Nous illustrons
à la ﬁgure 3.3 cette analyse monogène pour k = 3 6. L’implantation des ﬁltrages (continus et à
support inﬁni) est faite par FFT (avec ω ≡ n2piN ). Le résultat est très semblable aux ﬁltres en
quadrature orientables de la ﬁgure 3.2, mais ne nécessite cette fois que trois ﬁltres (au lieu de 5
minimum), et correspond à un concept satisfaisant de signal analytique 2D. Contrairement aux
atomes de Gabor, les ﬁltres DoP ont une moyenne nulle et forment un triplet de Riesz exact,
de façon analogue aux diﬀérences de Gaussiennes (« DoG »). En revanche ils n’optimisent pas
la localisation espace-fréquence. Notons que l’exactitude de la transformée de Riesz n’est pas
en conﬂit avec l’orientabilité de l’analyse, alors que celà posait problème avec la transformée de
Hilbert partielle.
En faisant varier les échelles, on peut obtenir une décomposition en ondelettes monogène
continue discrétisée [112, 113], comme celle illustrée à la ﬁgure 3.4. Celà permet de voir par
exemple qu’une ligne comme celle de la ﬂêche dans le panneau est bien reconnue à une certaine
échelle (42piN ), qui aﬃche clairement une phase proche de 0 (rouge). C’est à cette même échelle
que la silhouette de l’arbre central est détectée comme un bord continu. En revanche, aux
échelles plus ﬁnes, le bord de l’arbre se noie dans les détails des autres feuilles, alors que les
tronc des arbres en arrière-plan deviennent signiﬁcatifs. La décomposition est très redondante,
et ne permet pas de reconstruire le signal. En revanche, la quantité de données est intéressante
car elle est équivalente à celle d’une analyse de Gabor 2D sur seulement 3 orientations, alors que
l’information d’orientation est ici bien plus riche. Notons qu’une extension du signal monogène a
été proposée dans [52], prenant en compte des propriétés d’ordre supérieur comme la courbure.
Le signal monogène est pour l’instant clairement limitée à l’analyse en termes applicatifs. Il a
été utilisé en segmentation [7, 74], en classiﬁcation de texture [156], en estimation de mouvement
[103] et en estimation de carte de disparité stéréoscopique [96]. Notons également une extension
6. Cet octave correspond bien à la largeur des structures de notre image de test

















Figure 3.3 – Filtres en quadrature sphériques « DoP » de M. Felsberg (Voir aussi ﬁgure 3.2).
3D, pour l’analyse d’images biomédicales [29]. Dans notre travail, nous souhaitons inclure les
applications de traitement, qui nécessitent un schéma de reconstruction de l’image à partir des
coeﬃcients d’analyse. Pour celà, à la lumière du formalisme quaternionique de T. Bülow qui a
permis de déﬁnir des ondelettes quaternioniques inversibles, un système complet d’outils « sig-
nal » doit être construit autour du signal monogène. La seule proposition est celle de M. Felsberg
[47], que nous décrivons maintenant.
3.2.2 Dépasser les nombres complexes
Même si les problématiques de traitement de signal considèrent la plupart du temps des
signaux à valeurs réelles, le formalisme de Fourier a imposé l’algèbre des nombres complexes,
puisque les valeurs propres des systèmes linéaires invariants sont les sinusoïdes complexes. Au
delà de cette apparente contrainte, l’algèbre des nombres complexes apporte une écriture math-
ématique simple pour caractériser une sinusoïde (amplitude et phase encodées dans un nombre),
et pour appliquer simultanément une pondération et un déphasage (multiplication par une ex-
ponentielle complexe).
Nous avons vu au chapitre 2, avec le formalisme quaternionique de T. Bülow, que l’étude des
signaux multi-dimensionnels se voit limitée par cette algèbre, et ce en dépit d’une déﬁnition bien
établie de la transformée de Fourier nD. Pour tenter de surpasser le problème de variance par
rotation du système quaternionique, M. Felsberg propose [47] d’utiliser les algèbres géométriques.
Algèbres géométriques
Les algèbres géométriques forment une structure mathématique reposant sur l’algèbre de
Cliﬀord et qui a pour but de créer un langage géométrique de haut niveau, manipulant de
façon uniﬁée le produit scalaire, le produit vectoriel, les rotations etc. sur des objets de dimen-
sion quelconque comme des « segments de droite orientés », ou des « quarts de plan orientés »,
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s(ω)





0 max 0, pi ±pi2 −pi2 0 pi2
Figure 3.4 – Analyse monogène multi-échelle par ondelettes DoP.
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plus généraux que de simples vecteurs. La popularité de cet outil fondamental grandit dans de
nombreux domaines de la physique et des sciences de l’ingénieur pour sa capacité à ré-écrire
simplement des opération géométriques sophistiquées dans des espaces de dimension élevée, par
des expressions algébriques concises.
Nous allons tenter de décrire de façon concise la construction d’une telle algèbre, en nous
focalisant sur les éléments qui nous serviront pour la suite de ce chapitre. Le lecteur trouvera
plus de précisions dans [25, 116].
On part d’un espace vectoriel E sur R de dimension n, et d’une forme quadratique Q :
E 7→ R. La détermination de l’algèbre dépend de la déﬁnition du produit (loi de composition
interne) que l’on appelera produit géométrique. On souhaite que ce produit vériﬁe en particulier
uu = Q(u), u ∈ E. En considérant ensuite la forme bilinéaire symmétrique B qui est associée à
Q, on a donc nécessairement : 2B(u, v) = Q(u+v)−Q(u)−Q(v) = uv+vu, ce qui constitue une
première partie de déﬁnition de « uv ». Pour compléter cette déﬁnition, on introduit l’opération
anti-symmétrique u ∧ v = (1/2)(uv − vu), qui permet de déﬁnir le produit géométrique entre u
et v par :
uv = B(u, v) + u ∧ v (3.47)
(il doit être également associatif et distributif). En conséquence de cette construction, ne nou-
veaux objets sont introduits de fait. En eﬀet, en prenant l’exemple oùQ est une norme euclidienne
sur Rn et B est un produit scalaire, le produit uv de deux vecteurs orthogonaux entraîne :
B(u, v) = 0 ⇒ uv = −vu
⇒ (uv)2 = −(uv)(vu) = −u(vv)u = −Q(u)Q(v) ∈ R− (3.48)
L’objet construit par ce produit a donc un carré scalaire et négatif, il ne peut donc être ni un
scalaire, ni un vecteur. Le produit géométrique introduit donc une notion de multivecteur, qui
englobe les scalaires et les vecteurs comme des cas particuliers. Alors qu’un vecteur symbolise
un axe et direction dans l’espace, un bivecteur - produit de deux vecteurs - symbolise un plan
orienté.
Dans notre travail, on se restreindra à la forme quadratique Q(u) = ∑ni=1 u2i . Une base de
l’algèbre géométrique peut se construire par extension d’une base (e1, . . . , en) de E.
eij
def
= ei ∧ ej (3.49)
qui déﬁnit les « bivecteurs » eij , vus comme des bases de sous-espaces 2D de Rn. Les
« trivecteurs » sont ensuite construits par eijk = ei ∧ ej ∧ ek, et ainsi de suite jusqu’à obtenir
l’unique n-vecteur : In = e1∧· · ·∧en qu’on appelle pseudoscalaire. En ajoutant l’élément scalaire
1, on forme la base de Gn. Pour n = 3, on obtient trois bivecteurs distincts e12, e23 et e31, et le
pseudoscalaire e123 = I3. Tout multivecteur s’écrit donc :
M = a+ be1 + ce2 + de3 + ee12 + fe23 + ge31 + hI3 ∈ G3 (a, b, c, d, e, f, g ∈ R) (3.50)
Pour n = 3, les diﬀérents produits géométriques sont récapitulés dans la table 3.1, et permettent
de calculer le produit entre deux multivecteurs quelconques par distribution.
Les spineurs de G3 sont les multivecteurs de la forme :
s = a+ be23 + ce31 + de12 (3.52)
Ils forment une sous-algèbre isomorphe aux quaternions et permettent donc de représenter eﬃ-
cacement les rotations 3D. L’action de rotation et ampliﬁcation par un spineur sur un vecteur
s’écrit par un produit « en sandwich » :
(y1e1+y2e2+y3e3) = (a−be23−ce31−de12)(x1e1+x2e2+x3e3)(a+be23+ce31+de12) (3.53)
et correspond à une rotation autour de l’axe 3D (be1+ce2+de3), avec un facteur d’ampliﬁcation
de
√
a2 + b2 + c2 + d2. Voyons maintenant comment reformuler les outils classiques de traitement
du signal dans cette algèbre.
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1 e1 e2 e3 e23 e31 e12 I3
1 1 e1 e2 e3 e23 e31 e12 I3
e1 e1 1 e12 −e13 I3 −e3 e2 e23
e2 e2 −e12 1 e23 e3 I3 −e1 e31
e3 e3 e31 −e23 1 −e2 e1 I3 e12
e23 e23 I3 −e3 e2 −1 −e12 e31 −e1
e31 e31 e3 I3 −e1 e12 −1 −e23 −e2
e12 e12 −e2 e1 I3 −e31 e23 −1 −e3
I3 I3 e23 e31 e12 −e1 −e2 −e3 −1
(3.51)
Table 3.1 – Table de multiplication des éléments de base de G3, par le produit géometrique. Le terme de
gauche est à reporter dans la première colonne, et le terme de droite dans la première ligne (ce produit
n’est pas commutatif).
Le formalisme de M. Felsberg
En dehors du choix de l’algèbre G3 pour la modélisation des outils de traitement du signal
2D, la première principale nouveauté du formalisme de M. Felsberg est la distinction algébrique
entre les signaux et les ﬁltres.
Les signaux sont à valeurs vectorielles :
s(x) = s1(x)e1 + s2(x)e2 + s3(x)e3 (3.54)
Les signaux « réels » habituels sont encodés dans l’axe e3 (s1 = s2 = 0), et des signaux « plus
complexes » peuvent être construit avec s1, s2 ∈ R, formant une sorte de « partie imaginaire »
sur les axes e1 et e2.
Les ﬁltres sont des spineurs, et la notion de « partie imaginaire » est cette fois analogue à celle
des quaternions. Un ﬁltre « réel » sera modélisé par un spineur scalaire h = h1, qui appliquera
une simple ampliﬁcation sans rotation des vecteurs du signal, et donc en particulier aura une
sortie réelle pour une entrée réelle.
L’application d’un ﬁltre sur un signal est déﬁnie par la convolution suivante :







s(x− x′)︸ ︷︷ ︸
vecteur
dx′ (3.55)
Le produit dans l’intégrale est un produit géométrique, ce qui implique une distribution par-
ticulière des diﬀérents termes. Nous souhaitons que le résultat du ﬁltrage d’un signal soit un
autre signal, en d’autres termes, le produitde h par s doit aboutir à un objet de type vecteur.
Notons que l’application de la rotation d’un spineur sur un vecteur se fait normalement par un
produit « en sandwich », comme expliqué à la section précédente, ce qui n’est pas toujours équiv-
alent au produit « à gauche » utilisé ici par M. Felsberg dans cette déﬁnition. En conséquence,
l’interprétation de cette convolution comme une rotation des coeﬃcients n’est pas toujours val-
able (le résultat peut contenir un terme pseudoscalaire). M. Felsberg propose de se restreindre
au cas où le signal n’a de valeur que sur e3 et où le ﬁltre est nul sur le plan e12, aﬁn de conserver
cette déﬁnition de la convolution plus proche de la déﬁnition classique, tout en gardant la notion
d’action d’un spineur sur un vecteur. Dans le cas des ﬁltres réels, l’opération se réduit à trois
convolutions réelles classiques indépendantes sur les trois axes.
La transformée de Fourier proposée est une reformulation de la version classique, associée à






L’imaginaire complexe est donc remplacé par le pseudoscalaire I3. Les propriétés classiques sont
bien sûr conservées, en particulier le théorème du décalage :
s(x− x′) F←→ s^(ω)e−I3 ωTx′ (3.57)
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Cette transformée est valable pour une fonction s à valeurs quelconques dans G3. Un « signal »
(donc à valeurs vectorielles) aura une transformée de Fourier particulière de la forme :
s^ = <{s^1}e1 + ={s^1}e23 + <{s^2}e2 + ={s^2}e31 + <{s^3}e3 + ={s^3}e12 (3.58)
directement exprimable par les parties réelles et imaginaires des transformées de Fourier com-
plexes s^i.
Le spectre d’un « ﬁltre » (spineur) verra ses composantes de Fourier réparties sur des axes
diﬀérents :
h^ = <{h^0}+ ={h^0}I3+<{h^23}e23 + ={h^23}e1
+<{h^31}e31 + ={h^31}e2 + <{h^12}e12 + ={h^12}e3 (3.59)
Le spectre d’un signal ﬁltré est égal au produit géométrique du spectre du ﬁltre par celui
du signal « h^s^ » (dans cet ordre, le produit n’est pas commutatif). Dans le cas restreint d’un
signal sur e3 et d’un ﬁltre nul sur e12, on retrouve les trois spectres d’un signal réel ﬁltré par
trois ﬁltres indépendamment :
(h1 + h23e23 + h31e31) ∗ (s3e3) F←→ <{h^31s^3}e1 + ={h^31s^3}e23 + <{h^23s^3}e2
+={h^23s^3}e31 + <{h^1s^3}e3 + ={h^1s^3}e12 (3.60)
Notons que contrairement au formalisme des quaternions, le concept de phase 2D développé
ne se retrouve pas directement dans les atomes de Fourier. En conséquence, nous n’avons pas
pu à ce stade étudier la forme des atomes monogènes, comme nous l’avons fait pour les atomes
quaternioniques (section 2.2.1). En outre, la transformée de Fourier inverse n’est pas étudiée
dans la thèse de M. Felsberg 7, ce qui est principalement dû au fait que la notion centrale du
formalisme est la déﬁnition d’un signal analytique 2D isotrope, dédié à l’analyse.
Le signal monogène sM associé à un signal s = s3e3 est déﬁni dans G3 par :
sM = s1e1 + s2e2 + s3e3 avec s1 + js2 = R{s3} (3.61)
Cette formulation est parfaitement analogue au signal analytique classique qui consiste à juxta-
poser une version déphasée du signal de départ dans une sorte de « partie imaginaire ».























2, et la phase est déﬁnie de façon à pouvoir écrire le signal monogène en fonc-
tion de l’exponentielle de cette phase : sM = Aer. On obtient par la déﬁnition du logarithme














= ϕR(sin(θR)e1 − cos(θR)e2) (3.63)
Ce vecteur 2D a pour direction dans l’espace la direction de la transformée de Riesz, et pour
amplitude la phase entre la transformée de Riesz et le signal de départ.
7. Elle est étudiée dans le contexte de l’analyse Cliﬀordienne [13], mais sans lien a priori avec le signal monogène
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3.2.3 Discussion
Le formalisme du signal monogène exprimé dans l’algèbre géométrique G3 permet de
généraliser la notion de signal analytique de façon isotrope, et de ré-écrire les outils classiques de
façon à prendre en compte des signaux à trois composantes comme le signal monogène [47]. Une
analyse multi-bande monogène peut être réalisée par un triplet de ﬁltres liés par la transformée
de Riesz, et permet de mesurer eﬃcacement l’orientation et la phase des structures locales.
Dans la suite de notre travail, la formulation du signal monogène dans G3 ne nous a pas
apporté par rapport à l’écriture dans C, c’est pourquoi par simplicité nous n’utiliserons plus
cette écriture dans le reste de cette thèse, sauf à la section 3.4.1.
La déﬁnition d’ondelettes monogènes est un sujet ouvert, qui semble ne pas encore avoir
trouvé de solution aussi aboutie numériquement que le Dual-Tree 1D ou la QWT. En eﬀet, ces
derniers sont associés à des formalismes dans lesquels les atomes de Fourier sont eux-mêmes des
signaux « analytiques ». On peut donc d’une part construire des ondelettes analytiques par un
mécanisme de fenêtrage, et d’autre part déﬁnir une méthode de reconstruction en répliquant la
transformée de Fourier inverse, c’est-à-dire par une somme de parties paires/impaires, liées aux
composantes cartésiennes des coeﬃcients (voir aussi la discussion page 44). Dans le formalisme
monogène, les atomes de Fourier ont deux composantes alors que les signaux monogènes en ont
trois. En outre, une ondelette monogène (triplet de Riesz à partir d’une ondelette isotrope) ne
correspond pas dans la forme à un atome de Fourier fenêtré, puisque la première est isotrope,
alors que le second est orienté. Notons que la transformée de Fourier inverse n’est pas discutée
dans la thèse de M. Felsberg [47], ce qui conﬁrme que ce travail a été pour l’instant strictement
reservé à l’analyse d’image.
Devant ces diﬃcultés à déﬁnir une représentation « complète », c’est-à-dire permettant aussi
des applications en traitement, une piste a été ouverte par M. Unser en 2009 à travers la propo-
sition d’une transformée en ondelettes monogène avec reconstruction parfaite [144]. Nous allons
maintenant analyser en détail ce travail complexe et fondamental pour la suite de notre propo-
sition.
3.3 Ondelettes monogènes peu redondantes
La déﬁnition de décompositions monogènes peu redondantes constitue un déﬁ important car
l’isotropie, qui constitue l’avantage principal de cet outil, n’est pas réalisable avec les méthodes
séparables qui sont à l’origine des ondelettes 2D complexes et quaternioniques.
La première proposition de la littérature déﬁnissant un banc de ﬁltres à reconstruction par-
faite eﬀectuant une analyse monogène a été publiée lorsque nous commencions ce travail de
recherche, il s’agit de l’article de M. Unser et al. de 2009 [144]. Le banc de ﬁltre proposé est le
fruit d’une série de contributions ayant pour auteurs principaux M. Unser et D. Van De Ville.
La méthode est celle des bancs de ﬁltres à reconstruction parfaite liés à une base d’ondelettes,
dans l’esprit du travail fondateur de S. Mallat [101] que nous avons présenté à la section 1.2.2.
Cependant, l’idée est ici de tirer proﬁt de plusieurs avancées techniques disponibles aujourd’hui
dans ce domaine, à savoir :
– Considérer des ondelettes 2D non-séparables, peu utilisées mais dont les règles sont bien
établies depuis le début des années 1990 [76, 85, 30, 4, 46] ;
– Utiliser éventuellement des ﬁltres à valeurs complexes, puisque le formalisme théorique le
permet ;
– Considérer des ﬁltres à réponse impulsionnelle inﬁnie, à travers la méthode d’implantation
des bancs de ﬁltres dans le domaine fréquentiel [111] ;
– Ajouter une certaine redondance par un schéma d’échantillonnage moins critique, tout en
contrôlant les propriétés des trames d’ondelettes associées [145].
Il faut noter que le corpus autour de l’article qui nous intéresse [144] est dense. En eﬀet, la
transformée en ondelettes monogène de [144] est un exemple d’utilisation d’un formalisme général
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de décompositions en ondelettes 2D de type spline, liées à des opérateurs continus possédant des
propriétés d’invariance. Nous allons donc tenter ici de synthétiser ce travail, en nous orientant
vers la compréhension du banc de ﬁltres monogène. Nous referrons le lecteur à [147, 145, 148, 144]
pour les détails.
3.3.1 Ondelettes isotropes
Les pyramides orientables, construites par extension des ﬁltres orientables présentés en début
de chapitre, oﬀrent une bonne analyse de l’orientation locale à travers un banc de ﬁltres in-
versible. Cependant, cet outil est indépendant du formalisme des ondelettes et nécessite une op-
timisation numérique pour la reconstruction. Du côté des bases d’ondelettes bi-orthogonales, une
proposition approximativement isotrope est celle de [147]. Il s’agit d’ondelettes non-séparables
de type splines polyharmoniques, associées à des ﬁltres inﬁnis et un échantillonnage quinconce.
Nous proposons de décrire ici la construction du banc de ﬁltres associé.
Splines polyharmoniques
Les splines polyharmoniques sont des extensions multidimensionnelles des B-splines sym-
métriques d’ordre impair. Ces B-splines sont déﬁnies dans le domaine fréquentiel par un sinus
cardinal elevé à une certaine puissance liée à l’ordre de la spline β^2m−1 = sinc2m(ω/2), que l’on







Cette formule fait intervenir le spectre du ﬁltre discret [−1 2 − 1] qui approxime le Laplacien,
et la transformée de Fourier du Laplacien continu (−) F←→ ‖ω‖2. De ce mélange entre
le continu et le discret nait l’idée d’interpolation optimale de données discrètes par des B-
splines. Les splines polyharmoniques sont déﬁnies en remplaçant le numérateur du spectre par
une approximation discrète du Laplacien 2D. Les splines polyharmoniques élémentaires sont
basées sur le masque classiqueM (rappelé ci-dessous) mais les auteurs de [147] préfèrent utiliser
une version plus isotrope M iso :
M =
 0 −1 0−1 4 −1
0 −1 0
 M iso = 1
6
 −1 −4 −1−4 20 −4
−1 −4 −1
 (3.65)
aboutissant à la déﬁnition suivante :
β^γ =
(





Dans [147], cette fonction est prise comme fonction d’échelle pour la déﬁnition d’une analyse
multirésolution 2D non-séparable. A partir d’un schéma basé sur une matrice de dilatation en
quinconce, les auteurs associent à cette fonction d’échelle une seule fonction d’ondelette approx-
imativement isotrope, qui a la forme d’une somme de 4 atomes de Gabor dans les directions
kpi/2 (on a l’égalité lorsque γ ←∞). En outre, lorsque l’échelle devient grossière, il est montré
que cette décomposition en ondelettes tend à se comporter comme un opérateur de Laplacien
fractionnel (−)γ/2 F←→ ‖ω‖γ (Cette propriété sera utilisée par la suite).
L’implantation se fait dans le domaine de Fourier numérique, impliquant un traitement des
bords de type « periodisation ». Il faut donc générer les réponses fréquentielles des ﬁltres à la
taille de l’image [111]. Notons qu’un préﬁltrage est également utilisé pour faire correspondre
la séquence d’échantillons de départ à la fonction d’échelle utilisée. Cette transformée est a
priori trop rigide pour obtenir de bonnes propriétés d’invariance, à cause de l’échantillonnage
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critique qui ne donne pas assez de degrés de liberté, et donc une ondelette pas suﬃsamment
isotrope. C’est la raison pour laquelle les auteurs se sont ensuite tournés vers des bancs de
ﬁltres légèrement plus redondants. Notons que l’isotropie obtenue est néanmoins acceptable au
regard des contraintes de constructions et pourrait être intéressante pour son orthogonalité en
compression sans pertes d’image par exemple.
Ajouter une redondance controlée
L’évolution décrite dans [145] propose de construire des décompositions de type pyramide,
déduites à partir d’une base particulière d’ondelettes orthogonales. Ce cadre permet de déﬁnir
une procédure de reconstruction qui prend en compte l’ensemble (redondant) des coeﬃcients,
de façon optimale selon un critère quadratique.
La partie synthèse du banc de ﬁltres est déﬁnie comme suit. On considère une base orthog-
onale dyadique dont les trois ondelettes mères sont égales, à un décalage spatial près. Elles sont
centrées sur les trois « cosets » associés à un échantillonnage dyadique : [0 1], [1 0] et [1 1].
Les trois sous-bandes haute-fréquences obtenues avec ces 3 décompositions ont donc le même
contenu fréquentiel, mais contiennent séparément les coeﬃcients d’indices pairs et impairs. On
peut envisager de retrouver l’ensemble des coeﬃcients non-décimés, par un entrelacement de
ces sous-bandes, sauf qu’il manquera un échantillon dans chaque bloc dyadique. L’idée de [145]
est d’ajouter une quatrième ondelette, toujours identique, positionnée sur le quatrième coset
[0 0], aﬁn de compléter la sous-bande entrelacée. On reconstitue donc à chaque échelle une
unique sous-bande, qui peut s’obtenir par l’utilisation d’une ondelette unique en supprimant
l’étape de sous-échantillonnage du canal passe-haut. En revanche, comme le canal passe-bas est
toujours sous-échantillonné, la décomposition est diﬀérente d’un schéma non-décimé : c’est une
décomposition en pyramide.
Cette procédure très particulière d’extension d’une base orthogonale permet d’une part
grâce à la redondance introduite de gagner des propriétés d’invariance sur les coeﬃcients pour
améliorer l’analyse, et d’autre part de conserver une méthode de reconstruction eﬃcace par une
procédure d’optimisation.
Pour déﬁnir la reconstruction, les coeﬃcients redondants vont être « convertis » en un en-
semble non-redondants de coeﬃcients, qui seront injectés dans la partie synthèse du banc de
ﬁltre orthogonal. Nous allons décrire de façon formelle la déﬁnition de cette conversion.
On déﬁnit d’abord les coeﬃcients d’ondelettes redondants c obtenus pas décomposition en
pyramide D du signal s (c = Ds). On considère ensuite un traitement quelconque (par exemple
un seuillage) qui donne les coeﬃcients redondants modiﬁés c2. Enﬁn, on applique une conversion
C qui fournit un ensemble non redondant de coeﬃcients d = Cc2, à injecter dans le banc de
ﬁltres de reconstruction orthogonal R pour obtenir le signal reconstruit :















Le but est de déﬁnir la conversion C, quel que soit le traitement appliqué, c’est-à-dire,
quel que soit c2. Une solution triviale est de sélectionner les échantillons, en ignorant ceux
correspondant à l’ondelette de coset [0 0]. Mais il serait plus intéressant que tous les échantillons
soient inﬂuents sur la reconstruction. L’idée est d’ajouter une contrainte de cohérence entre le
signal reconstruit s2 et les coeﬃcients traités c2. Si s2 est cohérent avec c2, celà signiﬁe que les
coeﬃcients c′ = Ds2 obtenus par re-décomposition de s2 doivent ressembler à c2.
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D c′
c2 C R s2
On peut mesurer cette ressemblance par la distance quadratique :
‖c2 − c′‖ = ‖c2 −DRCc2‖ (3.68)
Puisque l’on connait D et R, la minimisation de cette distance fournira C de façon unique.
Les détails de calcul ainsi que les résultats de cette minimisation sont données dans [145].
La méthode résultante de conversion C consiste en une combinaison des deux canaux (basses-
fréquences, et hautes fréquences) pour reconstruire trois sous-bandes hautes-fréquences non-
redondantes. Dans le cadre de cette thèse, nous soulignerons juste que des ﬁltrages supplé-
mentaires sont requis, ainsi que des étapes de ré-échantillonnage, mais que la complexité de
l’algorithme reste linéaire, puisqu’il n’y a pas d’itération, et que ces ﬁltres sont déﬁnis une fois
pour toutes en fonctions des ﬁltres d’analyse et de synthèse de la transformée orthogonale.
Pour exploiter complètement ce schéma, les auteurs proposent d’utiliser le degré de liberté
introduit par la redondance pour ajuster la forme de l’ondelette, typiquement pour la rendre
plus isotrope. Plus précisément, on peut multiplier la réponse fréquentielle de l’ondelette par un
ﬁltre inversible (un ﬁltre dont la réponse fréquentielle est non nulle en tout point), et propager
cet ajustement dans les formules de reconstruction, sans altérer son optimalité. Les auteurs
proposent donc d’améliorer l’isotropie de l’ondelette spline polyharmonique quinconce de [147].
On obtient alors une décomposition encore plus proche d’un comportement Laplacien, comme
évoqué plus haut.
Des expérimentation en débruitage par seuillage doux montrent que cette famille de trans-
formées est presque aussi eﬃcace que les ondelettes non-décimées, qui constituent la référence
en termes de débruitage, mais souﬀrant d’une grande redondance. Ici, la redondance est grande-
ment réduite (×43), sans avoir les défauts des schémas strictement orthogonaux qui introduisent
beaucoup plus d’artéfacts.
Prendre des valeurs complexes
Motivés par l’essor des représentations complexes comme le Dual-Tree [124] (voir section
1.2.3), les auteurs proposent dans [148] une version complexe de leur pyramide isotrope, dont le
comportement peut au ﬁnal s’interpréter comme un gradient.
Suite à l’observation que les ondelettes splines polyharmoniques se comportent comme un
Laplacien, les auteurs proposent de considérer un opérateur diﬀérentiel plus général combinant
la notion de gradient complexe avec celle de Laplacien fractionnel. En imposant les propriétés
d’invariance par translation et changement d’échelle, et de co-variance par rotation (une rotation








F←→ L^γ,N (ω) = ‖ω‖γ−N (ω1 − jω2)N (3.69)
qui combine, à des ordres variables, le gradient complexe et le Laplacien fractionnel (voir équation
(3.40), page 81).
Les auteurs construisent à partir de cet opérateur une analyse multirésolution pour laquelle
l’ondelette ψ est déﬁnie comme l’application de l’adjoint de L sur une fonction « lissante » φ.
La décomposition en ondelettes associée se comporte donc comme une version multi-échelle de
l’opérateur L. On retrouve par exemple la transformée décrite à la section 3.3.1 pour N = 0,
avec le Laplacien fractionnel (−) γ2 .
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β2γ(2x) ψ(x) <{ψR(x)} ={ψR(x)}
Figure 3.5 – Spline polyharmonique, ondelette isotrope et sa transformée de Riesz [144]
Une extension complexe des B-splines polyharmoniques est déﬁnie en fonction de ce nouvel
opérateur :
β^γ,N (ω) =
(4(sin2 ω12 + sin2 ω22 )− 83 sin2 ω12 sin2 ω22 )γ/2 exp [j arg ((ω1 − jω2)N )]
‖ω‖γ−N (ω1 − jω2)N
(3.70)
Notons qu’elle ne diﬀère pas du cas réel pour ω ∈ [−pi;pi]2, puisque dans ce cas β^γ,N = β^γ,0.
L’analyse par ondelettes sous-jacente applique intrinsèquement cet opérateur invariant sur
des sous-bandes du signal à analyser, cela permet ainsi de donner un cadre théorique lors de
l’analyse des coeﬃcients issus de cette décomposition. En particulier, les coeﬃcients sont ap-
proximativement invariants par rotation.
3.3.2 Ondelettes monogènes de M. Unser et al.
Nous allons maintenant présenter les diﬀérents blocs de la décomposition monogène proposée
dans [144]. Elle consiste à appliquer en parallèle deux transformées approximativement isotropes
réalisées par les pyramides décrites précédemment :
– une décomposition dite « primaire », à coeﬃcients réels (N = 0), qui eﬀectue un découpage
fréquentiel de base, de façon approximativement isotrope ;
– une décomposition dite « partie Riesz », à coeﬃcients complexes (N = 1), qui construit la
transformée de Riesz de chaque sous-bande primaire.
pour une redondance totale de 4×.
Cette construction est justiﬁée par le fait que la transformée de Riesz est un cas particulier
de l’opérateur invariant décrit plus haut : R−1 = −jL0,1. Plus généralement, on a R−1Lγ,0 =
jLγ,1. Etant donnée la construction proposée, les deux analyses multirésolution sont alors liées
à l’application des opérateurs Lγ,0 et Lγ,1.
On obtient une ondelette « primaire » ψ qui ressemble à un chapeau mexicain, et une on-
delette complexe ψR déﬁnie comme transformée de Riesz (inverse) de ψ :
ψ(x) = (−) γ2 β2γ(2x) ψR F←→ jω1 + ω2‖ω‖ ψ^(ω) (3.71)
où le Laplacien fractionnel est déﬁni par l’équation (3.40). Ces fonctions sont illustrées à la ﬁgure
3.5.
Les versions dilatées et translatées sont déﬁnies par ψi,k(x) = 2iψ(2ix − k/2) (idem pour
ψR). Les coeﬃcients d’ondelettes vont alors s’interpréter à travers les relations suivantes :





= R (ψi ∗ s) (2−(i+1)k) (3.73)
Celà signiﬁe que les coeﬃcients constituent bien un signal monogène à chaque échelle. ci,k et
di,k sont donc fusionnés dans un 3-vecteur et convertis en coordonnées polaires conformément
au formalisme de Felsberg (équations (3.45)).
Un code Java est disponible sur le site des auteurs (http://bigwww.epfl.ch/demo/
monogenicj/) pour l’implantation de la transformée, et nous donnons un example de décom-
position sur la ﬁgure 3.6. La méthode d’aﬃchage est la même que pour les ﬁgures 3.3 et 3.4,
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Image s(x) Ai(ω) ϕi(ω) θi(ω)
0 1 0 max (0, pi) ±pi2 −pi2 0 pi2
Figure 3.6 – Transformée en ondelettes monogène (MWT) [144] sur une image synthétique (γ = 3,
i ∈ {−1,−2,−3}).
c’est-à-dire que la phase et l’orientation sont exprimées par la teinte (le « H » de « HSV »), alors
que l’amplitude pondère la saturation (« S »). On a donc des pixels pâles - sans teinte franche -
lorsque les coeﬃcients sont trop faibles pour avoir une phase et une orientation pertinentes. La
progression d’une échelle à l’autre est dyadique, et on juxtapose les diﬀérentes sous-bandes, en
partant de la première échelle, qui est de la même taille que l’image. Le choix du paramètre γ,
qui doit être supérieur à 1, est un problème ouvert. Pour des valeurs proches de 1, l’isotropie
est mieux approximée, mais pour de plus grandes valeurs, les ondelettes sont plus régulières
(dγe moments nuls). On constate expérimentalement qu’au delà de γ ≈ 10, l’algorithme devient
numériquement instable.
L’interprétation des coeﬃcients est la même que pour les ondelettes monogènes continues,
mais est moins aisée visuellement à cause du sous-échantillonnage. Un exemple d’utilisation
en démodulation AM/FM est présenté dans [144], où l’estimation de l’orientation est très satis-
faisante. Il est également proposé d’améliorer l’estimation de l’orientation dans un formalisme de
tenseur de structure, qui consiste à appliquer un lissage gaussien sur T11 = (<d)2, T22 = (=d)2 et
T12 = <d=d, puis à extraire l’orientation par l’équation (3.9), plutôt que directement de arg{d}.
L’orientation est beaucoup plus lisse et semble correspondre mieux à notre perception [144]. Une
application de cette transformée en vision stéréoscopique a également été proposée dans [97].
L’algorithme nécessite de calculer les ﬁltres avant la décomposition en fonction de la taille
de l’image, puisque le calcul est fait dans le domaine de Fourier, par FFT. La complexité de
l’algorithme reste tout de même linéaire par rapport à la dimension des données.
Les contraintes de déﬁnition liées à la structure d’analyse multi-résolution et de reconstruc-
tion parfaite sont à l’origine d’une invariance par rotation seulement approximative, et à une
quasi-isotropie des ondelettes. De plus, l’ensemble des degrés de libertés ont été utilisés pour
que l’ondelette d’analyse soit la plus isotrope possible. En contrepartie, les ﬁltres de reconstruc-
tion sont loin d’être isotropes, ce qui peut aﬀaiblir la qualité de la transformée dans le cadre de
problématiques en débruitage ou en codage par exemple. Ce genre de problème n’est pas présent
dans les pyramides orientables par exemples, pour lesquelles la reconstruction n’est pas parfaite
et les sous-bandes ne sont pas nécessairement orthogonales.
L’intérêt principal de cette proposition est l’utilisation du formalisme des bases d’ondelettes,
qui permet d’appliquer sur des données discrètes des opérateurs diﬀérentiels continus à plusieurs
échelles. On a de plus la reconstruction parfaite dans chacune des deux transformées et
l’orthogonalité entre les échelles (« semi-orthogonalité », qui n’assure pas l’orthogonalité entre les
coeﬃcients d’une même sous-bande). L’idée d’utiliser deux transformées en parallèle est analogue
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à celle du Dual-Tree, à celà près que le reconstruction n’est pas explicitement déﬁnie comme
l’addition des reconstructions indépendantes. En fait, outre les reconstructions indépendantes
des deux bancs de ﬁltres qui sont bien établies, la question d’une reconstruction monogène uniﬁée
n’est pas vraiment traitée, et d’ailleurs notons que seules des applications d’analyse d’image sont
proposées. Notons que l’article plus récent [69] propose une déﬁnition alternative d’ondelettes
monogènes, mais ne traite pas non plus cette problématique de reconstruction.
Par rapport aux diﬀérentes ondelettes géométriques existantes (curvelets, bandlets, ridgelets
etc.), la transformée monogène apporte une notion de phase avec une interprétation physique,
ainsi que des propriétés d’invariance obtenues pour une redondance minimale. Elle se positionne
dans la littérature comme une représentation peu redondante à l’analyse enrichie, conformément
au formalisme monogène qui constitue à ce jour la généralisation la plus satisfaisante du signal
analytique. D’une manière plus générale, l’utilisation de techniques avancées en termes de déﬁ-
nitions de transformées en ondelettes, la place clairement au dessus de la transformée séparable
utilisée le plus souvent, car elle ne contient qu’une seule sous-bande par échelle, qui ne privilégie
donc pas les contours horizontaux, verticaux et diagonaux.
La décomposition monogène et ses propriétés sont valables pour des signaux 2D réels. En
revanche, l’utilisation de ce banc de ﬁltres pour analyser une image couleur n’est pas déﬁnie.
Ceci est lié en partie au fait que la notion de phase par exemple n’est pas déﬁnie pour un signal
vectoriel. Plus généralement, les représentations monogènes ne suﬃsent pas pour appréhender
les images couleur. C’est pourquoi nous allons maintenant proposer une extension couleur non-
triviale de cette représentation.
3.4 Extension couleur par les algèbres géométriques
Nous proposons dans cette section une transformée en ondelettes monogène, spécialement
déﬁnie pour les images couleur. La diﬃculté réside dans la contrainte que nous imposons de ne
pas déﬁnir un schéma marginal, c’est-à-dire consistant à appliquer un outil scalaire indépendam-
ment sur chaque composante couleur [11], sans réelle uniﬁcation en termes « d’entité couleur ».
En eﬀet, cette méthode trop simple aboutit à des données présentant plusieurs amplitudes,
phases et orientations pour décrire une structure couleur, ce qui n’est pas satisfaisant en termes
de description géométrique. Le but recherché est une décomposition de l’image en coeﬃcients
dont les valeurs peuvent s’interpréter physiquement. Pour celà, une extension rigoureuse du for-
malisme de M. Felsberg doit être déﬁnie pour les images couleur. Nous n’avons trouvé dans la
littérature qu’une seule contribution à ce sujet [38], proposant un signal monogène couleur par
une généralisation des équations de Cauchy-Riemann. La première étape dans notre travail est
donc de déﬁnir une décomposition en ondelettes couleur correspondant à ce modèle.
D’une manière plus générale, il n’existe pas à notre connaissance d’outil signal dédié
aux images couleur, si l’on excepte les tentatives quaternioniques décrites au chapitre 2, et
quelques représentations en ondelettes (multi-ondelettes [94], lifting vectoriel [8]) n’oﬀrant pas
d’interprétation physique des données car plutôt dédiées à la compression. Nous pensons que le
formalisme monogène, qui résout un problème de dimension spatiale des données en dépassant
les limites algebriques des nombres complexes, est un cadre propice à une extension pour des
signaux à valeurs vectorielles - qui posent également un problème de dimension.
3.4.1 Le signal monogène couleur de G. Demarcq
La déﬁnition de signal monogène couleur proposée dans [37, 38] prend la suite de ce que
nous avons présenté aux sections 3.2.1 et 3.2.2, sur la construction du signal monogène par la
généralisation des équations de Cauchy-Riemann. Comme dans le travail de M. Felsberg, les
algèbres géométriques que nous avons introduites à la section 3.2.2 sont utilisées, nous allons
donc les employer à nouveau ici.
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Dans un premier temps, nous devons introduire l’équation de Dirac, qui généralise le système
de Cauchy-Riemann. L’opérateur de Dirac, appliqué à une fonction s : Rn 7→ Gn est déﬁni dans








Cet opérateur généralise le gradient complexe que nous avons introduit à l’équation (3.29).
L’équation de Dirac pour s est déﬁnie par :
Dns = 0 (3.75)
Dans le cas n = 2, et en posant f(x1, x2) = e1fR(x1+jx2)+e2fI(x1+jx2), l’équation de Dirac
est équivalente au système de Cauchy-Riemann (équation (3.29)). La fonction f est alors appelée
holomorphe. Dans le cas n = 3, on retrouve les fonctions monogènes étudiées précédemment,
qui ont servi à construire le signal monogène de M. Felsberg. Plus généralement, pour n > 2, les
fonctions de Rn à valeurs vectorielles dans Gn sont dites monogènes si elles vériﬁent l’équation
de Dirac, ce qui est un résultat connu en analyse de Cliﬀord.
La proposition de [38] pour la déﬁnition d’un signal monogène couleur est de considérer
les fonctions monogènes pour n = 5. Une image couleur est habituellement déﬁnie par trois
fonctions de deux variables spatiales, [sR(x1, x2) sG(x1, x2) sB(x1, x2)], dont on peut considérer
qu’il s’agisse des canaux rouge, vert et bleu du système colorimétrique RGB, mais que nous
traiterons dans notre travail comme un vecteur de dimension 3. Aﬁn de l’intégrer dans l’algèbre
géométrique, une image couleur sera codée comme un vecteur de G5 :
s(x1, x2) = e3s
R(x1, x2) + e4s
G(x1, x2) + e5s
B(x1, x2) (3.76)
La suite de la construction est analogue à la méthode de Felsberg. Il s’agit de construire une
fonction monogène f satisfaisant certaines conditions aux bords :
f : R5 7→ G5 (3.77)
D5f = 0 pour x1, x2 ∈ R x3, x4, x5 ∈ R+ (3.78)
f(x1, x2, 0, 0, 0) = e1s1(x1, x2) + e2s2(x1, x2) + e3s
R(x1, x2) + e4s
G(x1, x2) + e5s
B(x1, x2)
(3.79)
où s1 et s2 sont pour l’instant inconnues. Comme nous l’avons vu pour n = 2, cette formulation
est équivalente à trouver le potentiel harmonique p : R5 7→ R (vériﬁant donc p = 0) dont le


























= s(x1, x2) pour x3 = x4 = x5 = 0 (3.81)
Il vient que ce système peut être décomposé en trois sous-systèmes, permettant d’obtenir la
solution monogène 5D fc(x1, x2, x3, x4, x5). La seconde étape pour déﬁnir le signal monogène
couleur est de restreindre cette fonction au sous-domaine x3 = x4 = x5 = 0, c’est-à-dire :
sM (x1, x2) = f(x1, x2, 0, 0, 0) (3.82)
L’expression de la solution fait apparaître une transformée de Riesz entre la « partie réelle »,
représentée par les axes e3, e4 et e5, et la partie imaginaire (e1, e2), pour des valeurs ﬁxées
de x3, x4, et x5. Plus précisément, la déﬁnition explicite du signal monogène couleur sM est la
suivante :
sM (x) = e1s1(x)+e2s2(x)+e3s
R(x)+e4s
G(x)+e5s
B(x) avec s1+js2 = R{sR+sG+sB} (3.83)
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Figure 3.7 – Schéma de décomposition en ondelettes monogènes couleur. Chaque canal couleur est
décomposé par la transformée primaire symbolisée par un « bloc ψ », et la somme « R + G + B » est
analysée par la « partie Riesz » (blocs ψr1 et ψr2).
Pour compléter la représentation, une notion de représentation polaire doit être déﬁnie. Pour
celà, une donnée de « phase » est proposée, et s’obtient selon un paramètre constant V carac-
térisant à la fois une direction spatiale et une direction dans l’espace couleur, pour toute l’image.
Cette phase est construite par le produit géométrique suivant :
sAV = (s1e1 + s2e2 + s
Re3 + s
Ge4 + s
Be5) (ue1 + ve2 + ae3 + be4 + ce5)
= p0 + p12e12 + p13e13 + p14e14 + p15e15 + p23e23 + p24e24 + p25e25 + p34e34 + p35e35 + p45e45
(3.84)
Cette opération projette le signal monogène sur l’axe 5D déterminé par V . Le produit sAV est
un « spineur » - l’élément des algèbres géométriques qui caractérise les rotations - dont l’angle






. ϕV est identiﬁé comme
une phase couleur liée au paramètre V . Cette angle de phase représente une distance angulaire
entre le signal monogène et la structure couleur ﬁxée par V . Des applications sont proposées
par les auteurs en détection de contours et ﬂot optique. Notons également une application en
stéréoscopie dans [95]. Plus de détails sur ce développement pourront être trouvés dans la thèse
de G. Demarcq [37].
Nous proposons maintenant une transformée en ondelettes monogène couleur construite à
partir de ce formalisme, aﬁn de déﬁnir la première représentation monogène multi-échelle des
images couleur, permettant une reconstruction parfaite et à redondance raisonnable.
3.4.2 Décomposition en ondelettes
Le but est de réaliser une décomposition en ondelettes telle que les sous-bandes forment
des signaux monogènes couleur. Comme pour les représentations analytiques étudiées jusqu’ici,
la déﬁnition du signal monogène couleur consiste à juxtaposer les trois composantes du signal
d’origine à une version déphasée, ici construite par transformée de Riesz sur la somme des trois
canaux. La réalisation la plus évidente d’une décomposition multi-échelles va être d’appliquer
une décomposition isotrope sur [sR sG sB] d’une part, et une décomposition « déphasée »
sur [sR + sG + sB] d’autre part. En eﬀet, si l’on considère la partie « primaire » et la « partie
Riesz » de la décomposition monogène décrite à la section 3.3.2, symbolisées formellement par
les opérateurs 	 et 	R, on peut construire la décomposition en ondelettes monogènes couleur
suivante : [
sR sG sB
]  	 0 0 	R0 	 0 	R
0 0 	 	R
 = [ cRi,k cGi,k cBi,k cRi,k ] (3.85)
Les transformées « en niveaux de gris » présentées plus haut peuvent donc directement être
utilisées, pour déﬁnir une transformée en ondelettes monogènes couleur. Le schéma de décom-
position est illustré à la ﬁgure 3.7. On peut vériﬁer avec les équations (3.72) et (3.73) que les
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Images cRi,k cGi,k cBi,k cRi,k
−max 0 max −max 0 max −max 0 max −pi2 0 pi2
Figure 3.8 –MWT couleur d’images synthétiques. La partie Riesz est représentée dans le système couleur
HSV avec son module dans l’intensité et l’argument (modulo pi) dans la teinte. La valeur de γ est ﬁxée à
3 expérimentalement.
coeﬃcients forment eﬀectivement un signal monogène couleur, c’est-à-dire :





= R{(ψi ∗ sR) + (ψi ∗ sG) + (ψi ∗ sB)}(2−(i+1)k) (3.87)
On obtient donc une analyse multi-échelle monogène couleur sous forme d’une pyramide dont
les coeﬃcients sont des vecteurs de dimension 5, et dont des exemples sont illustrés à la
ﬁgure 3.8. Il s’agit d’une nouvelle transformée spécialement déﬁnie pour les images couleur.
Elle possède des propriétés intéressantes d’invariance, en particulier par rapport aux rotations,
grâce à l’utilisation d’ondelettes approximativement isotropes tout en gardant une redondance
raisonnable de 20 : 9≈ 2.2. L’utilisation d’un banc de ﬁltre non-séparable est particulièrement
appréciable car les structures ne sont pas classiﬁées arbitrairement (contrairement aux schémas
séparables « ligne/colonne »). Grâce à une nouvelle notion de signal analytique construite pour
les images couleur, les coeﬃcients de cette représentation sont obtenus de façon non-marginale.
En eﬀet, l’intensité R+G+B est considérée en plus des canaux RGB, ce qui implique en quelque
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sorte deux espaces couleur diﬀérents. Les coeﬃcients comprennent donc plusieurs composantes.





Les deux dernières composantes sont associées à une notion de forme géométrique locale. Elle
donnent accès à une norme et une orientation déﬁnies par :
N = |cRi,k| θ = arg{cRi,k} (3.89)
Cette analyse géométrique est obtenue de façon unique dans l’esprit du formalisme monogène,
mais cette fois à partir d’une image couleur, et complète bien l’absence de classiﬁcation des
structures due à l’utilisation d’une sous-bande unique par échelle. Le fait de n’avoir qu’une seule
orientation pour les trois canaux couleur n’aurait pas pu être obtenu par un schéma marginal,
qui aurait produit trois orientations diﬀérentes pour une même structure.
Observons à la ﬁgure 3.8 les trois premières composantes des coeﬃcients, cR, cG et cB, pour
lesquelles le blanc (resp. noir) représente les valeurs fortement positives (resp. negative). On
observe une classiﬁcation de l’information couleur selon les canaux. Par exemple, le contour de
l’élément bleu de la première image n’est présent que dans la troisième composante. L’aspect
multi-échelle est visible sur la décomposition de la deuxième image. Ainsi, l’oscillation verte,
qui est plus rapide que les autres, produit une plus forte énergie dans les premières échelles
de la deuxième composante. On voit que les contours ronds réguliers sont représentés par des
coeﬃcients dont l’amplitude ne varie pas selon l’orientation, ce qui conﬁrme l’invariance par
rotation de la transformée, à savoir qu’aucune direction particulière n’est privilégiée. Finalement,
la partie primaire de la transformée donne une représentation multi-échelle compacte de l’énergie
couleur de l’image, indépendante de la structure géométrique.
Observons maintenant la partie Riesz cRi,k de la transformée. On retrouve l’analyse de
l’orientation que l’on avait avec les ondelettes monogènes en niveaux de gris. L’amplitude |cRi,k|
permet de mesurer la pertinence de cette information d’orientation, nous l’avons donc encodée
dans la luminance de l’illustration. Celà permet de détecter rapidement les structures i1D de
l’image couleur - qui correspondent en général aux contours. On obtient donc une donnée
d’orientation unique en chaque point et chaque échelle, conformément à notre perception, et
contrairement à ce qu’aurait produit un schéma marginal. Comme c’était déjà le cas en niveaux
de gris, les valeurs obtenues pour l’orientation sont cohérentes avec les orientations perçues des
structures. Notons que les zones d’orientation constante dans la deuxième image produisent une
orientation également constante dans la partie Riesz (même « teinte » dans l’illustration). Enﬁn,
les contours isoluminants - correspondant à une variation de couleur sans variation d’intensité
- ne sont pas détectés par la transformée de Riesz, qui est appliquée, justement, sur l’intensité.
C’est le cas des contours rouge/vert et vert/bleu des première et troisième images.
3.4.3 La reconstruction
Les traitements comme le débruitage nécessitent la partie synthèse du banc de ﬁltres pour re-
construire l’image traitée. Dans le cas des représentations redondantes, il y a en général plusieurs
façon de reconstruire parfaitement. Cependant, lorsque les coeﬃcients sont modiﬁés, la méthode
de reconstruction doit être telle que les modiﬁcations obtenues soient cohérentes avec le traite-
ment dans le domaine des ondelettes. Ce problème existe déjà dans le cas scalaire, puisque les
pyramides que nous utilisons sont redondantes d’un facteur 43×. L’algorithme de reconstruction
associé est bien déﬁni par les auteurs dans [145] et consiste à utiliser cette redondance dans
une procédure optimale. Dans notre cas, une autre sorte de redondance - celle du formalisme
monogène - nous suggère les trois méthodes globales suivantes :
– Reconstruire l’image à partir des seules parties « primaires » cR, cG et cB, et donc réduire
la partie Riesz à une seule fonction d’analyse.
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Échelle s −1 −2 −3 −4
Écart-type σs 1.339 1.502 1.512 1.560
Table 3.2 – Ecarts-types des sous-bandes de décomposition d’un bruit gaussien de variance 1 (avec γ = 3).
– Reconstruire l’intensité de l’image R+G+B à partie de la partie Riesz seulement.
– Combiner les deux reconstructions par une méthode spéciﬁque à l’application.
Dans tous les cas, la reconstruction est parfaite. Nous proposons maintenant d’étudier cette
transformée d’un point de vue expérimental.
3.5 Mise à l’épreuve en débruitage couleur
Nous proposons dans cette section de mettre à l’épreuve la représentation multi-échelle
monogène couleur que nous avons proposée. Même si le formalisme monogène est a priori plutôt
destiné à l’analyse des images, nous avons choisi une application de traitement - le débruitage -
c’est-à-dire que la problématique de reconstruction sera à considérer. Les méthodes de débruitage
d’image par ondelettes sont connues pour être eﬃcaces contre diﬀérents bruits tout en oﬀrant
des algorithmes très rapides - contrairement à des méthodes itératives comme les approches vari-
ationnelles qui peuvent donner de meilleurs résultats mais pour un coût algorithmique important
dans certaines applications. Les méthodes classiques consistent à eﬀectuer un seuillage des coef-
ﬁcients d’ondelette. Cependant dans notre cas, l’information portée par les coeﬃcients est plus
riche que les ondelettes orthogonales « habituelles ». Notre décomposition non-orthogonale doit
donc faire l’objet d’une étude sur la modélisation des coeﬃcients.
De plus, nous avons vu que la transformée proposée est composée de deux sortes de données :
– La partie « primaire » : un ensemble de coeﬃcients associés à une information col-
orimétrique, formant trois pyramides liées aux canaux couleur.
– La partie « Riesz » : Une mesure géométrique faite d’une amplitude et d’un angle en tout
point, portant une information de forme/structure locale.
Pour construire l’algorithme de débruitage, une sélection des coeﬃcients doit être déﬁnie.
Pour celà, on caractérisera expérimentalement les coeﬃcients liés au bruit dans les diﬀérentes
sous-bandes pour identiﬁer leurs distributions et leur corrélation. Ensuite, les informations col-
orimétriques et géométriques seront fusionnées dans une procédure de seuillage unique sur
l’amplitude des coeﬃcients, réalisant un débruitage par ondelettes monogènes couleur.
3.5.1 Étude des coeﬃcients liés au bruit
Les méthodes classiques de débruitage par ondelettes reposent sur l’hypothèse que la dis-
tribution des coeﬃcients liés au bruit peut être modélisée eﬃcacement par une loi gaussienne
centrée. Celà implique en général un seuil constant sur l’ensemble des coeﬃcients [44]. Ici, nous
avons une transformée non-orthogonale, nécessitant d’étudier le comportement d’un bruit à
travers la décomposition monogène couleur.
Coeﬃcients primaires
La ﬁgure 3.9 montre que la décomposition d’un bruit gaussien centré de variance σ2 = 1
produit des sous-bandes au comportement également gaussien - centrées, mais avec des variances
diﬀérentes. Ceci indique que la transformée n’est pas parfaitement normalisée, et donc ce facteur
d’ampliﬁcation doit être injecté dans la procédure de seuillage. Des valeurs expérimentales des
ecart-types sont données dans la table 3.2. Les distributions continues théoriques ont été tracées
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Figure 3.9 – Histogrammes (barres) des sous-bandes primaires et du module des sous-bandes de la partie
Riesz ; modèles de densités de probabilités (lignes).
où σs est l’estimation de variance mesurée sur les coeﬃcients, est bien adapté. La décomposition
est appliquée à travers un ensemble de ﬁltres passe-bande, avec une corrélation très limitée entre
les fonctions de base, ce qui explique que les sous-bandes soient gaussiennes et apparemment
indépendantes.
Les valeurs de σs pourraient également être calculées analytiquement à partir de la déﬁnition
des ﬁltres. En eﬀet, le ﬁltrage linéaire y d’un signal aléatoire stationnaire x par un ﬁltre H peut
être étudié par densités spectrales de puissances 	x = |F [x]|2 et autocorrélations Rx(τ) =
F−1	x. On a en particulier 	y = 	x|H|2. La variance de sortie σ2y est égale à Ry(0), ce qui se




















Les autres coeﬃcients sont liés à des ﬁltres équivalents à chaque étape du banc de ﬁltres.
Des données plus réalistes sont introduites avec l’image peppers dégradée par un bruit blanc
gaussien additif (Figure 3.10a). La ﬁgure 3.10b illustre l’histogramme de cR (partie primaire,
canal rouge) à la première échelle. Comme dans la méthode classique, nous supposons que la
première échelle de la décomposition en ondelettes d’une image naturelle contient en très grande
majorité du bruit. On retrouve à nouveau expérimentalement le modèle gaussien.
Pour conﬁrmer le modèle gaussien, nous avons calculé un test de Kolmogorov-Smirnov qui
compare les coeﬃcients avec une vraie distribution gaussienne. Le test est positif pour l’image
peppers avec une « p-value » de 0.9.
Voyons maintenant les coeﬃcients de la partie Riesz.
Coeﬃcients de la partie Riesz
Rappelons que l’information structurelle est portée par le module et l’argument d’un nom-
bre complexe. La manipulation et le seuillage de données circulaires comme un angle n’est pas
aisée. Dans ce travail exploratoire, et comme une première étape naturelle, nous nous concen-
trerons sur le module. De plus, cette donnée est liée à une notion d’amplitude liée aux structures
géométriques, et pour lesquelles un seuillage peut paraître approprié. Seuiller un angle est moins
intuitif.
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(a) (b)
Figure 3.10 – Image peppers dégradée par un bruit blanc gaussien additif (SNR=83 dB) et distribution
des coeﬃcients de la première échelle du canal rouge cR.
Les coeﬃcients de la partie Riesz peuvent eux aussi être étudiés en tant que sorties de
ﬁltrages linéaires passe-bande, c’est pourquoi nous proposons à nouveau de faire une hypothèse
gaussienne pour leur distribution. Les parties réelles et imaginaires des sous-bandes suivent donc
une loi gaussienne centrée et de variance σ2s .
L’étude du module implique de caractériser la loi d’une variable aléatoire Z = (X2 + Y 2) 12
où (X,Y ) sont deux variables aléatoires gaussiennes indépendantes de moyenne nulle et d’écart-
type σs. Dans ce cas, il est bien connu que Z suit une loi de Rayleigh fZ(m) = mσ2s e
−m2/2σ2s1m>0,
où 1m>0 est l’échelon de Heaviside. Les moments de Z sont donc E(Z) = σs
√
pi/2 et V (Z) =
σ2s(2− pi2 ). Voici la procédure que nous employons pour décrire la distribution des coeﬃcients de
la partie Riesz, illustrée à la ﬁgure 3.9 :
– Générer une image-test couleur faite de bruit gaussien seulement ;
– La décomposer à travers la transformée en ondelettes monogènes couleur ;
– Calculer les histogrammes des sous-bandes primaires et du module des sous-bandes de la
partie Riesz ;
– Mesurer les écarts-types des sous-bandes primaires pour avoir une valeur expérimentale
de σs ;
– Calculer et représenter les distributions f et fZ avec les σs mesurés ;
Comme pour la partie primaire, la modélisation du module de la partie Riesz (côté droit de la
ﬁgure 3.9) correspond bien aux histogrammes mesurés. Notons que la distribution de Rayleigh
serait complètement justiﬁée si X et Y étaient complètement indépendants.
Pour l’image naturelle bruitée introduite plus haut (peppers), on observe l’histogramme
de la ﬁgure 3.11 pour la première échelle du module de la partie Riesz. On retrouve la forme
d’une distribution de Rayleigh, conformément à l’hypothèse selon laquelle la première échelle ne
contient que du bruit.
Une illustration plus complète est donnée ﬁgure 3.12 avec les histogrammes sur plusieurs
échelles. On voit que la dispersion augmente lorsque l’information utile devient, avec l’échelle,
plus importante que le bruit. Il semble donc être une bonne idée d’estimer le seuil sur la première
échelle, ce qui éliminera tous les coeﬃcients de bruit tout en préservant l’information structurelle
dans les autres échelles.
Finalement, le modèle gaussien sera choisi pour la modélisation des sous-bandes primaires,
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Figure 3.11 – Histogramme du module de la partie Riesz à la première échelle pour l’image peppers
bruitée.
Figure 3.12 – Histogrammes du module de la partie Riesz sur trois échelles.
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ainsi qu’une distribution de Rayleigh pour le module de la partie Riesz. Nous pouvons maintenant
appliquer cette méthode de seuillage pour débruiter des images couleur.
3.5.2 Seuillage des coeﬃcients
Nous proposons de nous concentrer d’abord sur le seuillage de la partie primaire - qui est
plus intuitif. La procédure est la suivante :
– Estimation du niveau de bruit à partir de la première échelle,
– Seuillage « doux » de toutes les échelles avec un seuil égal à trois fois l’écart-type du bruit
mesuré.
L’utilisation de la première échelle pour l’estimation du bruit est classique [102], et permet
d’utiliser eﬃcacement la valeur médiane du module pour estimer l’écart-type d’une gaussienne :
σ^ = median(|cR1|)/0.6745 (avec cR1 les coeﬃcients de la première échelle).
Le seuillage doux est déﬁni comme suit :
zt = sgn(z) b|z| − gc+ (3.92)
avec z le coeﬃcient, g le seuil et b.c+ vaut max(., 0).
Comme il a déjà été discuté à la section 3.4.3 au sujet de la reconstruction de l’image à
partir des coeﬃcients, plusieurs méthodes sont possibles pour obtenir l’image débruitée. Dans
notre travail, il semble important de faire en sorte que la partie Riesz soit inﬂuente dans la
reconstruction, et donc dans la procédure de débruitage, pour éviter de déﬁnir une méthode
marginale. La partie Riesz apporte une analyse géométrique par rapport à la partie primaire.
Mais la combinaison des deux parties dans une reconstruction uniﬁée est un sujet ouvert. Dans
ce travail, nous proposons d’utiliser la partie Riesz dans la procédure de seuillage mais pas
dans la reconstruction. La reconstruction de l’image débruitée se fera donc à partie de la partie
primaire seulement, mais le seuillage de la partie primaire sera conditionné par les informations
contenues dans la partie Riesz, aﬁn d’utiliser complètement la représentation monogène couleur
proposée.
Le seuillage à partir du module des coeﬃcients de la partie Riesz n’est pas évident à cause de
leur distribution de Rayleigh, pour laquelle les méthodes classiques ne tiennent plus. Un problème
similaire a été rencontré dans [86] avec des ondelettes de Gabor. Cette référence suggère le seuil
suivant :
E(Z) + k ∗
√
V (Z) (3.93)
où E(Z) et V (Z) sont les moments de la distribution de Rayleigh qui ont déjà été données plus
haut, et qui sont estimés à partir du module des coeﬃcients de la partie Riesz à la première
échelle. Nous proposons d’utiliser k = 3 qui a expérimentalement donné des resultats satis-
faisants. Dans le contexte des histogrammes aﬃchés à la ﬁgure 3.12, celà correspond au seuil
193. Ce graphique montre qu’un tel seuil élimine la plus grande partie du bruit de la première
échelle, tout en préservant les forts coeﬃcients des autres échelles.
La combinaison des deux seuillages (partie primaire et partie Riesz) se fait par une opération
logique type « ET ». A une position, on garde le coeﬃcient primaire seulement si les deux
parties sont au dessus de leurs seuils respectifs. Cette étape pourrait bien sûr être facilement
améliorée à travers une étude approfondie de la combinaison de l’information colorimétrique et
de l’information géométrique de ce genre de représentation monogène couleur, mais ce n’est pas
l’objectif premier.
3.5.3 Résultats et analyse
Nous proposons ici nos diﬀérents résultats de débruitage couleur sur les ﬁgures 3.13, 3.14,
3.15 et 3.16.
La première remarque est que la dégradation introduite est assez forte, ce qui va nous perme-
ttre de bien discerner les résultats de diﬀérentes méthodes. Avec de plus faibles dégradations, la
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Figure 3.13 – Débruitage de l’image house. Première ligne : Image bruitée, débruitage par ondelettes
orthogonales. Seconde ligne : débruitage par ondelettes non-décimées, approche proposée.
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Figure 3.14 – Débruitage de l’image peppers. Première ligne : Image bruitée, débruitage par ondelettes
orthogonales. Seconde ligne : débruitage par ondelettes non-décimées, approche proposée.
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Figure 3.15 – Débruitage de l’image parrot. Première ligne : Image bruitée, débruitage par ondelettes
orthogonales. Seconde ligne : débruitage par ondelettes non-décimées, approche proposée.
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Figure 3.16 – Débruitage de l’image mandrill. Première ligne : Image bruitée, débruitage par ondelettes
orthogonales. Seconde ligne : débruitage par ondelettes non-décimées, approche proposée.
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comparaison serait plus diﬃcile visuellement. Notre approche est comparée aux deux techniques
classiques en débruitage par ondelettes que sont :
– Le seuillage doux sur les coeﬃcients d’une transformée en ondelettes orthogonale (ﬁltres
Daubechies 4)
– Le seuillage dur sur les coeﬃcients d’une transformée non décimée (Daubechies 4)
Les seuils sont déterminés à partir de l’estimation de la variance du bruit décrite plus haut, et
la sous-bande basses-fréquences n’est pas modiﬁée.
Expérimentalement, et de manière générale, la performance des ondelettes monogènes couleur
se place entre celles des ondelettes orthogonales et celles des ondelettes non décimées. Ces
dernières ont une forte redondance (L échelles sur une image de N pixels donnera (3∗L+1)∗N
coeﬃcients) tout en gardant une certaine orthogonalité entre les décompositions entrelacées, ce
qui en fait un des meilleurs outils de débruitage connus à ce jour. Au contraire, les ondelettes or-
thogonales sont connues pour introduire des oscillations indésirables autour des contours - c’est
le phénomène pseudo-Gibbs - constituant la contrepartie pour leur rapidité d’implantation.
On remarque que l’approche monogène couleur préserve l’information couleur principale des
images pour une redondance limitée par rapport à la transformée non-décimée. La couleur au
niveau des contours en particulier, est bien respectée. Les textures sont considérablement lissées,
par exemple sur l’image mandrill, ﬁgure 3.16, ce qui est classique en débruitage quelle que soit la
méthode. Aucune fausse couleur n’est introduite, contrairement aux artéfacts colorés introduits
par les ondelettes orthogonales à la ﬁgure 3.15 : des artéfacts verts autour de la zone noire du bec
du perroquet rouge, des artéfacts jaunes sur la droite du bec, des artéfacts verts sur la grande
zone jaune du perroquet de droite.
Des artéfacts sont néanmoins introduits par la méthode proposée, mais en comparaison
aux ondelettes orhogonales, ils sont d’une part plus lisses, ce qui est dû à la redondance de la
représentation, et d’autre part plus ronds, grâce à l’isotropie, et donc a priori moins gênants
visuellement.
Des améliorations du côté du schéma numérique utilisé sont clairement suggérées ici, car les
ondelettes polyharmoniques du banc de ﬁltres de [144] ont été ajustées pour l’analyse, et non
pour la synthèse. En conséquence, les ondelettes du banc de ﬁltres de reconstruction pourraient
être améliorées pour diminuer les artefacts.
Finalement, avec cette transformée monogène couleur, les résultats sont de même nature que
l’expérience comparative que nous avions menée pour tester la QWT en codage d’image (section
2.4). L’utilisation du formalisme du signal analytique place ces nouvelles transformées dans
la catégorie « légèrement redondantes », en améliorant la puissance d’analyse des coeﬃcients,
et permettant ainsi de surpasser les ondelettes décimées dans un contexte très dégradé. Ici,
l’utilisation du signal analytique nous a également parmi de déﬁnir une transformée couleur
non-triviale.
Voici maintenant les limites de l’outil, que cette expérimentation a mises en avant. La pre-
mière selon nous est le manque de déﬁnition claire de la reconstruction à partir d’une décom-
position monogène. Le banc de ﬁltres de [144] ne propose pas un algorithme de reconstruction
uniﬁé, mais plutôt deux reconstructions séparées, et ne donne pas de piste pour fusionner les
coeﬃcients. La question même de la « forme » d’éventuels atomes monogènes de reconstruction
n’est pas traitée dans la littérature. C’est pourquoi les quelques applications que l’on trouve sont
uniquement des applications d’analyse d’image, et celà explique sans doute les diﬃcultés que
nous avons eues à déﬁnir une reconstruction pour la transformée couleur proposée. En eﬀet, le
formalisme du signal monogène couleur de [39] n’apporte pas non plus de solution pour la recon-
struction. De plus, la notion de phase proposée dans [39] n’est pas assez aboutie pour en avoir
une interprétation physique liée aux images couleur. Enﬁn, bien que cette extension couleur ne
soit pas strictement marginale, la notion d’entité couleur et de géométrie couleur est mal prise
en compte. Notamment, la transformée de Riesz étant appliquée sur l’intensité, l’orientation
des contours isoluminants n’est pas accessible. Plus généralement, il n’y a pas de modèle de
structure géométrique couleur associé à cette représentation. L’interprétation des coeﬃcients est
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donc diﬃcile, et la contribution du formalisme monogène dans les performances de débruitage
couleur est diﬃcile à identiﬁer.
Nous pensons que la principale voie d’amélioration autour de ce travail est dans la déﬁnition
du concept d’analyse monogène couleur, qui devrait être plus dirigé vers l’interprétation physique
des coeﬃcients. La méthode proposée ici manque d’unité entre ses diﬀérentes composantes, et
de lien avec les caractéristiques visuelles des images.
3.6 Bilan et conclusion du chapitre
Après avoir récapitulé quelques outils classiques de vision bas-niveau, qui constituent les
principaux travaux existant autour du concept de phase pour les images, nous avons étudié dans
ce chapitre une extension isotrope du signal analytique : le signal monogène. Cette déﬁnition
est l’évolution des méthodes précédentes du point de vue de l’analyse de l’orientaiton et de la
phase locale, et s’inclut dans un nouveau formalisme de traitement du signal dû à M. Felsberg, où
l’analyse multi-échelle d’une image se fait par des ﬁltres en quadrature sphériques, construits par
un ﬁltre passe-bande isotrope et les deux composantes de sa transformée de Riesz. Contrairement
aux décompositions type Gabor qui fournissent K amplitudes et K phases, selon la résolution
angulaire voulue, l’analyse monogène donne une amplitude et une phase uniques, jointes à une
donnée d’orientation locale précise. L’orientation n’est donc plus une « coordonnée » comme la
position ou la fréquence, mais une « caractéristique » continue qui s’ajoute aux informations
d’amplitude et de phase. Ce changement s’accompagne d’une nouvelle propriété d’invariance
par rotation du signal, ce qui est très avantageux dans de nombreuses applications d’analyse
d’image.
La dimension numérique des représentations monogènes multi-échelles a été ouverte par
l’article de M. Unser et al. [144], qui propose d’utiliser deux bancs de ﬁltres à reconstruction
parfaite. Cette méthode s’appuie sur des techniques avancées de déﬁnition d’ondelettes 2D, et
permet d’obtenir une invariance par rotation approximative. Au ﬁnal, il s’avère que la recon-
struction du signal à partir des coeﬃcients monogènes n’est pas vraiment étudiée, ce qui restreint
cet outil aux seules applications d’analyse d’image.
Etant donné que le formalisme des ondelettes analytiques impliques des problématiques
liées aux dimensions des données, il nous a paru propice d’étudier l’extension de ces méthodes
pour les images couleur - donc les valeurs sont de dimension 3. A partir de l’article [39] qui
propose un signal monogène couleur, nous avons donc proposé une nouvelle transformée en
ondelettes spécialement déﬁnie pour analyser les images couleur. Cette transformée est non-
séparable, approximativement invariante par rotation, non-marginale, et fournit des coeﬃcients
sous forme de sous-bandes monogènes. Grâce à la prise en compte d’un signal multi-dimensionnel
à valeurs vectorielles dès le début de la construction mathématique, nous pensons que ce type
de transformée en ondelette peut potentiellement améliorer les représentations existantes, à
travers une meilleure prise en compte de la couleur et de la géométrie des structures locales des
images. Cette déﬁnition est une première étape, que nous avons prise sous un angle d’étude de
faisabilité, aﬁn d’avancer dans la compréhension des ondelettes analytiques pour l’image, dans
son état actuel.
Aﬁn de situer cette première déﬁnition d’un point de vue pratique, nous avons conduit une
expérimentation comparative en débruitage couleur, par seuillage d’ondelettes. A partir d’une
modélisation des coeﬃcients de la transformée, nous avons proposé une méthode de seuillage,
que nous avons comparée aux méthodes classiques par ondelettes séparables orthogonales et
ondelettes non-décimées. Notre transformée donne des performances intermédiaires par rapport
aux deux autres, ce que l’on peut rapprocher du resultat obtenu en codage d’image par QWT
(section 2.4). Il vient que la faible redondance de la représentation suﬃt à gagner de bonnes
propriétés par rapport aux ondelettes orthogonales, sans pour autant surpasser les ondelettes
non-décimées qui sont elles, très redondantes. La transformée monogène couleur oﬀre donc un
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compromis avantageux, en se plaçant dans la catégorie des représentations légèrement redon-
dantes pour une meilleure capacité d’analyse. Notons toutefois que les performances pourraient
certainement être améliorées en remaniant la déﬁnition des bancs de ﬁltres de [144], qui ont été
optimisés pour l’analyse, au détriment de la qualité de reconstruction.
Cependant, dans ces résultats, la contribution du formalisme monogène couleur est diﬃ-
cile à identiﬁer pour deux raisons. D’une part, les coeﬃcients monogènes couleur n’ont pas
d’interprétation aussi univoque que le signal monogène « niveaux de gris ». Nous n’avons pas de
notion d’amplitude/phase, excepté une déﬁnition de « phase » paramétrique pour laquelle il est
diﬃcile de faire le lien avec une donnée physique concrète. D’autre part, cette méthode hérite
des déﬁnitions en niveaux de gris une reconstruction mal déﬁnie.
Malgré l’intérêt certain de cette généralisation isotrope du signal analytique, l’aspect
numérique d’une part, et extension couleur d’autre part, nécessitent une reﬂexion nouvelle. C’est




Dans le chapitre précédent, nous avons proposé une première généralisation de la représen-tation en ondelettes monogènes à la couleur à partir de concepts très mathématiques : les
équations de Cauchy-Riemann généralisées et les algèbres géométriques. Nous allons ici tenter
une deuxième stratégie visant à mieux décrire l’information visuelle, en partant d’idées directe-
ment issues de la communauté de traitement d’images couleur.
La problématique est de déﬁnir des outils d’analyse et de traitement dont l’entrée est un signal
à valeurs vectorielles. En eﬀet, contrairement aux niveaux de gris, les couleurs sont encodées la
plupart du temps par plusieurs nombres, selon un espace colorimétrique donné. On a donc un
problème pour calculer des distances entre couleurs, ainsi que pour les ordonner.
La première approche, la plus simple, consiste à ne considérer que l’intensité de l’image, qui
est analogue à un niveau de gris. Mais il est impossible dans ce cas d’exploiter l’information
couleur, qui est pourtant primordiale dans certaines applications. La seconde approche est la
méthode dite marginale, qui est d’appliquer un outil classique - scalaire - sur chaque composante
indépendamment. Un ﬁltrage linéaire par exemple, comme un moyenneur, peut très bien être
réalisé de façon marginale (voir le lissage de l’image bruitée à la ﬁgure 4.1). Mais plusieurs
méthodes de traitement d’image sont non-linéaires. Le ﬁltrage médian par exemple, qui donne
de meilleurs résultats pour un bruit impulsionnel en préservant mieux les contours que les ﬁltres
linéaires, produit de « fausses couleurs » lorsqu’on l’applique de façon marginale. Ce phénomène,
illustré à la ﬁgure 4.1 par la 4ème image, sur laquelle du jaune est apparu, montre les limites
Image Image bruitée Lissage linéaire Median marginal Médian vectoriel
Figure 4.1 – Filtrage linéaire (moyennage) et non-linéaire (médian) d’une image couleur. (Fenêtre de
taille 7× 7).
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des méthodes marginales. Ces limites pointent le besoin d’outils vectoriels, prenant en compte
les couleurs comme des entités. Par exemple, il existe une méthode classique de ﬁltrage médian
vectoriel, impliquant des distances euclidiennes entre les couleurs, et permettant d’améliorer con-
sidérablement le débruitage couleur de la ﬁgure 4.1. Un autre problème des méthodes marginales
apparait en analyse d’image. En eﬀet, l’analyse requiert souvent l’extraction de caractéristiques
géométriques et colorimétriques, qui doivent prendre en compte toutes les composantes dans un
même calcul.
Les représentations en ondelettes - auquelles nous nous intéressons dans ce travail de thèse
- sont presque toujours déﬁnies pour des signaux scalaires. Nous pouvons trouver quelques con-
structions couleur dans la littérature. Un algorithme de lifting vectoriel [8, 75] a été proposé pour
le codage d’images multi-spectrales ou stereoscopiques. Cependant cette méthode est unique-
ment destinée à la compression sans perte, et ne développe pas de propriétés d’analyse telles que
les représentations analytiques que nous étudions. Une transformée en ondelettes couleur déﬁnie
dans l’algèbre des triplets a été proposée dans [88], mais n’a ni propriété particulière, ni schéma
numérique associé. Enﬁn, les ondelettes quaternioniques couleur [20] dont nous avons parlé à la
section 2.1.2, constituent une première piste autour d’une représentation multi-résolution des-
tinée à prendre en compte l’information couleur de façon eﬃcace aussi bien en termes d’analyse
que de traitement. Cette représentation quaternionique pose un problème de paramètre de di-
rection d’analyse dans l’espace couleur, que l’on ne sait pas ﬁxer.
Ce chapitre présente une déﬁnition innovante de transformée en ondelettes couleur, pour
laquelle nous avons choisi de suivre la piste des ondelettes monogènes, qui constituent comme
nous l’avons vu une évolution importante en termes d’eﬃcacité de représentation des images.
Le but est de déﬁnir une extension couleur de la représentation monogène oﬀrant d’une part
une interprétation des coeﬃcients en termes de caractéristiques visuelles, et d’autre part un
algorithme de reconstruction cohérent.
Sur les espaces colorimétriques
Il existe de nombreuses façons de représenter les couleurs, à travers diﬀérents « espaces
colorimétriques », plus ou moins adaptés à la perception humaine, ou aux appareils de mesure
ou de restitution. Dans les cas les plus connus - notamment l’espace RGB, et les espaces intensité-
chrominance - l’espace est de dimension 3. La première étape pour déﬁnir des outils adaptés
à la couleur est selon nous de déﬁnir des outils prenant en compte des données vectorielles en
général. Nous considérerons donc les images couleur comme des fonctions :
s : R2 7→ R3 (4.1)
x 7→ [ sR(x) sG(x) sB(x) ]T
sans détermination concrète de l’espace colorimétrique utilisé. Néanmoins, par souci de simplicité
et d’interprétation des résultats, les expérimentations seront faites avec l’espace RGB, pour lequel
les trois quantités correspondent à l’intensité des composantes primaires rouge, vert et bleu. De
plus, un grand avantage de cet espace est qu’il est euclidien, c’est-à-dire que l’on dispose d’une
mesure simple de distance entre deux couleurs : la norme euclidienne. Bien que l’espace RGB
soit mal adapté à une considération perceptuelle de la couleur, nous avons choisi de laisser la
prise en compte d’espaces plus adaptés dans les perspectives de cette thèse.
Le chapitre est organisé ainsi. Nous commencerons avec l’extension couleur du gradient, pour
ensuite déﬁnir une transformée de Riesz pour les images couleur. A partir d’une extension de
la notion de phase, nous construirons un modèle innovant de signal monogène couleur. Nous
ﬁnirons avec la déﬁnition d’une transformée en ondelettes correspondante.












Gradient scalaire Grad. vectoriel
0 max 0 max 0 max 0 max 0 max
−pi2 0 pi2 −pi2 0 pi2 −pi2 0 pi2 −pi2 0 pi2 −pi2 0 pi2
Figure 4.2 – Gradient d’une image couleur s = [ sR sG sB ]. Les quatre premières colonnes montrent
l’utilisation d’un gradient classique sur les canaux couleur de s ainsi que sur son intensité. La cinquième
colonne illustre le gradient vectoriel. Dans les 5 cas, on aﬃche la norme (2ème ligne) et la direction
(3ème ligne) du gradient.
4.1 Variations locales d’une image couleur
Cette section propose d’étendre la discussion menée dans la section 3.1.1 sur le tenseur de
structure basé gradient que nous avons étudié dans le cas d’images scalaires.
Nous rappelons que le gradient ∇, déﬁni comme le vecteur des dérivées partielles selon les
axes x et y, donne accès en tout point à une mesure de variation N∇(x), associée à une direction
principale θ∇(x) selon un modèle de structure locale de type « bord rectiligne ». Dans le cas où
les valeurs prises par la fonction étudiée sont vectorielles, il y a globalement deux utilisations
possibles de ∇.
La première est marginale, c’est-à-dire qu’elle consiste à appliquer le gradient indépendam-
ment sur chaque composante de la fonction. Cette méthode, illustrée à la ﬁgure 4.2 (sur les 3
premières colonnes), dispatche les informations de contours sur les trois canaux couleur. On voit
que certains contours sont donc détectés à partir de certains canaux, et l’orientation mesurée
en un point peut être diﬀérente d’un canal à l’autre, comme c’est le cas sur le bas de la bouche
pour sR et sG. Notons qu’une stratégie de « fusion » consiste à utiliser la somme des trois normes
de gradient, ce qui permet de détecter tous les contours. Cependant, cette méthode ne corre-
spond pas à un modèle précis et il n’y a pas de méthode pour uniﬁer les trois orientations.
L’information obtenue par une utilisation marginale du gradient n’est donc pas suﬃsante.
La seconde méthode consiste à se ramener à une image scalaire, en étudiant l’intensité de
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l’image couleur, ici déﬁnie par la moyenne des trois canaux. La 4ème colonne de la ﬁgure 4.2
permet de voir que cette méthode n’exploite pas l’information couleur contenue dans l’image, ce
qui la rend incapable de détecter les contours dits « isoluminants ». Ces contours séparent deux
couleurs diﬀérentes mais d’intensité semblable (bas-droit du visage), et disparaissent dans une
étude basée sur l’intensité. On a donc une perte d’information.
C’est de ce constat qu’est née l’idée de déﬁnir une norme et une orientation basées sur un
modèle vectoriel, prenant en compte les variations locales de la fonction à travers toutes ses
composantes simultanément. La première proposition est le gradient couleur de S. Di Zenzo
en 1986 [43], et l’idée a ensuite été développée grâce à l’outillage de la géométrie diﬀérentielle,
notamment dans [123, 142, 126].
Partant du principe qu’une dérivée partielle mesure une diﬀérence entre deux valeurs voisines,
le cas des valeurs vectorielles entraîne donc une dérivée à valeurs vectorielles elle aussi. Par
extension des équations (3.5) et (3.6) (page 71) déﬁnissant la dérivée partielle orientée Dθ par
rotation de ∂/∂x, on déﬁnit donc la dérivée partielle orientée d’un signal vectoriel comme ceci :
Dθ s(x) =











 N R∇ cos(θ − θR∇)N G∇ cos(θ − θG∇)
N B∇ cos(θ − θB∇)
 (4.2)
La « quantité de variation » entre deux vecteurs voisins peut intuitivement être représentée par
la norme euclidienne ‖Dθs‖, qui mesure la distance entre eux. On peut alors reprendre l’idée de
maximisation de cette variation par rapport à θ, avec le passage au carré ‖Dθs‖2 qui permet de
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La norme N et la direction θ+ de la variation maximale sont à nouveau obtenues des
valeurs/vecteurs propres de T . Ainsi :
N =
√
λ+ + λ− =
√
T11 + T22 θ+ =
1
2
arg{T11 − T22 + j2T12} (4.7)
Il est intéressant de voir que cette déﬁnition de norme et de direction de gradient couleur






















L’orientation d’un contour couleur est donc calculée comme l’orientation principale « moyenne »
des composantes marginales. Voici donc les données qui seront utilisées pour détecter les contours
d’une image couleur de façon eﬃcace, comme illustré à la ﬁgure 4.2 (5ème colonne).
Rappelons que dans le cas scalaire, il faut introduire un lissage pour que le tenseur de
structure soit consistant, en faisant apparaître une notion de coherence (équation (3.11)). Si ce
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lissage n’est pas appliqué, on a T11T22 = T 212, ce qui entraîne que le second vecteur propre de T
est nul λ− = 0, d’où la cohérence vaut toujours χ = 1. L’analyse donnée par le tenseur est donc
dégénérée, et on ne peut pas discriminer les structures ne correpondant pas au modèle de bord
rectiligne. Ici, il n’est pas nécessaire de lisser les termes de T , car sa structure vectorielle introduit
une nouvelle information de cohérence. En eﬀet, bien que nous n’ayons pas utilisé de lissage dans
cette déﬁnition, on constate que T11T22 6= T 212. On peut montrer que l’égalité est retrouvée si et
seulement si les gradients marginaux sont colinéaires, c’est-à-dire θR∇ = θG∇ = θB∇. Associé à celà,
on peut montrer que la variation ‖Dθs‖2 est une sinusoïde (plus une constante) dont le maximum
N est atteint pour θ = θ+, mais dont le minimum en θ = θ+ + pi/2 n’est pas forcément nul.
Ce minimum devient nul si les gradients marginaux sont colinéaires. Celà signiﬁe que la notion
de bord rectiligne couleur correspond à une rupture « complète », c’est-à-dire que les canaux
couleurs doivent être synchronisés dans cette variation. Ce modèle est satisfaisant d’un point
de vue perceptuel : une structure perçue comme un bord qui sépare deux régions de couleurs
distinctes aura en général une orientation unique. La variation entre les deux couleurs se traduit
alors par trois variations marginales dans cette même direction. Dans le cas contraire, la notion
de bord rectiligne est plus confuse, ce qui se traduit par une valeur de λ− non négligeable, et qui
biaise l’information portée par θ+, qui indiquera alors une direction« moyenne » non pertinente.
En pratique, les contours que nous percevons sont correctement détectés, comme le montre
la ﬁgure 4.2, mais nous pourrons dans la suite garder à l’esprit que le modèle sous-jacent au
gradient couleur est restreint aux structures vectorielles dont les composantes varient dans la
même direction principale.
Le gradient couleur est une méthode fondamentale en image, qui permet de détecter eﬃ-
cacement tous les contours couleur, même ceux dont l’intensité est constante (« isoluminants »).
Nous proposons maintenant de déﬁnir un signal monogène couleur par extension de cet outil.
4.2 Un nouveau signal monogène couleur
Puisque le signal monogène est construit sur la transformée de Riesz, elle-même liée de près
au gradient, nous proposons de tirer parti du gradient couleur, qui est un outil bien établi,
aﬁn de déﬁnir un signal monogène couleur prenant en compte tous les contours et calculant
correctement leur orientation principale ainsi que leur phase.
4.2.1 Transformée de Riesz couleur
Nous avons vu que la transformée de Riesz est égale à un gradient appliqué sur une version
lissée du signal (section 3.2.1). C’est ce qui lui confère la capacité de détecter l’orientation locale
des structures modélisées dans le signal monogène.
Pour les images en niveaux de gris, nous nous sommes intéressés à la norme NR et à la
direction θR de la transformée de Riesz, qui décrivaient pleinement l’information structurelle de
l’image, c’est pourquoi nous proposons maintenant de redéﬁnir ces mesures à partir du formal-
isme du gradient couleur.


















L’aspect non-marginal de notre méthode réside dans une extraction non-linéaire de la norme et
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Figure 4.3 – Illustration d’un signal à valeurs dans R3 : exemple 1D. On identiﬁe les vecteurs comme des
éléments du cube RGB, en plaçant [0, 0, 0] au centre, c’est-à-dire sur le « gris moyen ». Les « couleurs »
observées n’en sont donc pas à proprement parler.
[sR sG sB]

















Figure 4.4 – Transformée de Riesz couleur proposée.


















Rappelons que la transformée de Riesz n’a de sens physique que lorsque le signal étudié est
à bande-étroite. Dans la suite, nous utiliserons une méthode multi-échelle qui permettra de
décomposer l’analyse en sous-bandes vériﬁant cette condition. Pour l’instant, nous devons utiliser
un ﬁltrage passe-bande isotrope, comme nous l’avons fait en niveaux de gris.
Aﬁn d’illustrer les données utilisées, nous présentons ici la procédure d’aﬃchage d’une « sous-
bande » couleur. Un tel signal correspond à trois matrices dont les valeurs réelles peuvent être
négatives. Nous avons choisi d’illustrer ces données par une image couleur, dont les pixels sont
déﬁnis par normalisation et centrage de la sous-bande couleur, comme schématisé à la ﬁgure 4.3.
Il est important de noter que les couleur visibles sur ces illustrations ne sont pas directement
liées aux couleurs réelles contenues dans l’image, mais permettent de représenter les données.
Cette méthode sera utilisée dans la suite de ce mémoire pour toutes les sous-bandes couleur.
Nous pouvons maintenant illustrer la transformée de Riesz couleur ainsi construite. La ﬁgure
4.4 montre une sous-bande de l’image de test que nous avions utilisée dans la ﬁgure 4.2. Le ﬁltrage
linéaire se calcule sur des signaux vectoriels de façon marginale, c’est donc comme celà que
l’image a été ﬁltrée, avec le même ﬁltre que précédemment (DoP, k = 3). Les deux composantes
de la transformée de Riesz vectorielle sont ensuite aﬃchées, et représentent un déphasage couleur
dans les directions x et y. On constate enﬁn que la norme et la direction proposées donnent
la même analyse que le gradient couleur, ce qui signiﬁe qu’une partie des informations de la
représentation monogène - l’orientation locale - est déjà correctement étendue à la couleur.
Du point de vue de la construction d’un signal analytique couleur, notre extension de la
transformée de Riesz consiste au ﬁnal à considérer la norme euclidienne NR, qui remplace alors
le « module » |Rs| du cas scalaire, qui lui-même remplaçait la transformée de Hilbert Hs du
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cas 1D. Ce choix est justiﬁé par le sens physique de cette quantité, à savoir la force de variation
locale, qui traduit directement une notion de bord rectiligne et donc d’analyse géométrique
des structures couleur de l’image. De plus, du fait du lien théorique avec les transformées de
Hilbert et de Riesz, cette grandeur peut également s’interpréter comme la « norme du déphasage
du signal », et ainsi contribuer à l’analyse de sa phase locale. Nous proposons d’introduire une
écriture de la forme « s+jN », à partir de laquelle l’amplitude et la phase pourront être identiﬁées
par le module et l’argument complexes. Il y a cependant une diﬃculté, à savoir que notre signal
s est désormais vectoriel, alors que notre « déphasage » NR est scalaire. C’est pourquoi nous
allons introduire dans la section suivante une nouvelle notion de phase couleur. Nous proposons
dans un premier temps de nous restreindre aux signaux 1D.
4.2.2 Phase de signaux vectoriels
Nous proposons ici de construire et d’étudier l’amplitude et la phase instantanées de signaux
1D à valeurs vectorielles. Par simplicité, et puisque le but ﬁnal concerne les images couleur, nous
nous limiterons à des vecteurs de dimension 3.
Axe couleur et modèle oscillant
L’intérêt visé pas l’extension du concept de phase à la couleur est une caractérsation des
structures locales présentant une forte variation. C’est pourquoi pour commencer, on s’intéresse
à un signal I(x) présentant une rupture franche entre deux couleurs particulières I1 et I2 :
I(x) = I1 + (I2 − I1)1x>0(x) I1, I2 ∈ {0, .., 255}3 (4.13)
où 1x>0 est l’échelon de Heaviside (Ce genre de signal 1D est analogue à un « bord » dans le
























(c) Coordonnés polaires de ~u
Figure 4.5 – Modèle oscillant de signal vectoriel 1D lié à une rupture entre deux couleurs.
Cette rupture intervient dans l’espace RGB le long d’un certain axe couleur, que nous ap-
pelons ~u, déﬁni par :
~u =
I2 − I1
‖I2 − I1‖ (4.14)
Nous avons vu que l’analyse de la phase doit se faire dans une sous-bande du signal étudié.
Nous allons donc utiliser un ﬁltre passe-bande g qui n’altère pas la phase du signal, c’est-à-dire
symétrique. Le ﬁltrage linéaire d’un signal vectoriel se fait de façon marginale, ce qui produit
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dans l’exemple de notre échelon le signal suivant :
s(x) =
 g ∗ IRg ∗ IG
g ∗ IB
 = ‖I2 − I1‖(g ∗ 1x>0)(x) ~u (4.15)
(La caractéristique passe-bande du ﬁltre supprime la composante continue I1). Ce signal est
illustré à la ﬁgure 4.5b dans un repère 3D. Notons que la courbe décrite par s devrait théorique-
ment être confondue dans la droite générée par ~u, mais que pour mieux la visualiser, nous avons
artiﬁciellement appliqué une légère variation de ~u. La technique d’aﬃchage d’une sous-bande que
nous avons déjà introduite à la ﬁgure 4.3 a également été utilisée pour aﬃcher cette oscillation
sous forme d’une image (ﬁgure 4.5b, en bas).
On constate que le signal obtenu consiste en une oscillation scalaire « g ∗ 1 », orientée dans
l’espace couleur par l’axe ~u que nous avons introduit, et ampliﬁée par la distance entre les deux
couleurs I1 et I2. De plus, du fait de la symétrie du ﬁltre et de la structure d’échelon du signal,
on peut montrer que cette oscillation est impaire. Remplaçons désormais l’échelon 1x>0 par une
impulsion de Dirac : l’on obtient une structure paire, correspondant dans le monde 2D à une
ligne de couleur I2 sur un fond de couleur I1. Dans ce cas l’oscillation résultante, de la forme
g ∗ δ, est elle aussi paire.
Finalement, la sous-bande couleur obtenue par un ﬁltre symétrique appliqué marginalement
sur un signal couleur 1D vériﬁe les propriétés suivantes :
– elle présente des oscillations locales au niveau des fortes variations de I ;
– les couleurs qui entrent en jeu dans ces variations déterminent :
– l’amplitude des oscillations, par une mesure de distance couleur ;
– l’axe couleur ~u dans l’espace RGB, le long duquel s évolue ;
– ces oscillations répliquent la parité des structures de I.
A partir de ces observations, et aﬁn de déﬁnir un concept de phase couleur, nous proposons un
modèle de sous-bande composé d’une oscillation scalaire multipliée par un axe couleur. La partie
scalaire de ce signal peut être exprimée par son amplitude et sa phase instantanées grâce au




 = A(x) cos(ϕ(x)) ~u(x) (4.16)
L’amplitude A(x) indique alors la force de variation du signal, et peut être identiﬁée dans
l’exemple de notre échelon par ‖I2 − I1‖, qui traduit directement une notion de « diﬀérence de
couleur ». Une rupture entre des couleurs très diﬀérentes produira donc une oscillation ample.
En complément, l’axe couleur ~u(x) contient l’information colorimétrique de la variation.
L’amplitude et l’axe étaient constants dans nos exemples d’échelon et d’impulsion, et sont des-
ormais des fonctions de x. Néanmoins, aﬁn que les données soient interprétable, il faudra que le
signal ainsi modélisé ait une amplitude et un axe couleur dont les variations sont lentes devant
la composante oscillatoire cos(ϕ(x)).
La phase ϕ(x), de par le formalisme classique, encode la structure locale de la partie scalaire.
Elle contient donc l’information de parité de la rupture couleur. Aﬁn de préciser cette nouvelle
notion de phase, et de déﬁnir une méthode d’extraction des paramètres de ce modèle, nous
proposons maintenant d’étudier la transformée de Hilbert d’une sous-bande couleur.
Transformée de Hilbert couleur
Nous avons vu à la section précédente que la transformée de Riesz d’un signal couleur devait
être utilisée de façon marginale, pour extraire ensuite ses caractéristiques de façon non-linéaire.
La norme du « signal déphasé » est alors déﬁnie par la norme euclidienne de la transformée
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de Riesz. Nous proposons donc d’étudier la transformée de Hilbert marginale d’une sous-bande
couleur 1D conforme au modèle de l’équation (4.16), ainsi que sa norme euclidienne. Notre
modèle suppose que A et ~u soient localement constant, c’est-à-dire que leurs variations (au sens
de chaque composante cartésienne pour ~u) sont lentes devant cos(ϕ(x)). On peut alors supposer
que les spectres fréquentiels de cos(ϕ(x)) et des composantes de A~u ont un support distinct.
Le théorème de Bedrosian (equation (1.7), page 17) assure donc que la transformée de Hilbert




 = A(x) sin(ϕ(x))~u(x) (4.17)
On remarque que l’application d’une transformée de Hilbert marginale produit bien un déphasage
de notre sous-bande couleur, puisque cette opération est équivalente à appliquer une transformée
de Hilbert classique sur la partie scalaire de notre modèle. La sous-bande obtenue Hs oscille
donc selon le même axe couleur ~u(x).
L’objectif du signal analytique est l’extraction automatique des caractéristiques locales du
modèle sous-jacent : l’amplitude A, la phase ϕ, et dans notre cas l’axe couleur ~u. En ce qui
concerne l’amplitude et l’axe, il est facile de remarquer que :√
‖s(x)‖2 + ‖Hs(x)‖2 = A(x) (4.18)
s(x)/‖s(x)‖ =
{
~u(x) si ϕ(x) ∈ [−pi2 ; pi2 ]
−~u(x) si ϕ(x) ∈ [−pi;−pi2 ] ∪ [pi2 ;pi]
(4.19)
Ces deux caractéristiques peuvent donc être reconstruites simplement (au signe près pour ~u)
à partir du signal de départ et de sa transformée de Hilbert marginale, en prenant les normes
euclidiennes de ces vecteurs. L’extraction de la phase ϕ(x) n’est pas aussi immédiate, nous allons
donc l’étudier maintenant.
Phase couleur
Nous avons vu que la transformée de Hilbert marginale d’une sous-bande couleur réalise bien
un déphasage, selon le modèle d’oscillation couleur que nous avons déﬁni à l’équation (4.16).
Nous avons également vu que l’amplitude et l’axe instantanés du signal peuvent être facilement
calculés à partir des normes euclidiennes ‖s(x)‖ et ‖Hs(x)‖. Nous proposons donc ici de déﬁnir
la phase d’un signal couleur 1D à partir de ces normes euclidiennes. Cependant, l’utilisation de
telles normes peut s’apparenter à l’utilisation de valeurs absolues dans le cas scalaire, ce qui peut
suggèrer a priori a une perte d’information. C’est pourquoi nous alons dans un premier temps
étudier les conséquences d’une telle restriction dans le cadre du signal analytique classique.
Cas scalaire Reprenons le modèle classique s(t) = A(t) cos(ϕ(t)), et remplaçons s et Hs par
leurs valeurs absolues. On obtient la ré-écriture suivante :
s =
√
s2 + (Hs)2︸ ︷︷ ︸
A





|s|2 + |Hs|2︸ ︷︷ ︸
A







Finalement, l’information perdue est simplement le signe du signal d’origine. Ce déplacement
d’information se traduit par une simpliﬁcation de la phase ϕ. Elle est l’argument d’un nombre
complexe dont les parties réelle et imaginaire sont désormais positives, de par ces valeurs ab-
solues, elle est donc restreinte à l’intervalle [0; pi2 ]. En termes d’interprétation de la phase comme
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descripteur de la structure locale, les « montées » et les « descentes » sont donc confondues
(ϕ2 ≈ pi/2), ainsi que les « bosses » et les « creux » (ϕ2 ≈ 0), comme illustré à la ﬁgure 4.6.





Figure 4.6 – Restriction de la phase à [0;pi/2[, et interprétation correspondante.
intermédiaires entre le « proﬁl pair » (bosse, creux) et le « proﬁl impair » (montée, descente) sont
conservées - comme nous en avions discuté autour de la ﬁgure 3.2, et page 78. Le signe du signal
constitue donc une information « bosse/creux » complémentaire à la phase. En se projetant dans
le modèle 2D correspondant, ce signe fera la diﬀérence entre les lignes claires sur fond foncé et
les lignes foncées sur fond clair. En d’autres termes, il indiquera si la structure encodée dirige
ses valeurs « vers le noir » ou bien « vers le blanc », ce qui préﬁgure tout-à-fait la notion d’axe
couleur que nous avons introduite pour les signaux vectoriels.
Cas vectoriel L’utilisation de normes euclidiennes pour l’extraction de la phase de notre
sous-bande couleur entraîne la formule conditionnelle suivante :
ϕ2(x) = arg{‖s(x)‖+ j‖Hs(x)‖} =

ϕ(x) si ϕ(x) ∈ [0; pi2 ]
pi − ϕ(x) si ϕ(x) ∈ [pi2 ;pi]
pi + ϕ(x) si ϕ(x) ∈ [−pi;−pi2 ]
−ϕ(x) si ϕ(x) ∈ [−pi2 ; 0]
(4.21)
En utilisant les équations (4.18) et (4.19), on peut remarquer que ces conditions sur le quadrant
de ϕ sont toutes absorbées dans la ré-écriture suivante :
s =
√
‖s‖2 + ‖Hs‖2︸ ︷︷ ︸
A






= A cos(ϕ)~u (4.22)
Celà signiﬁe que la méthode d’extraction des paramètres du modèle, bien que laissant une incer-
titude sur le quadrant de la phase et sur le signe de l’axe, permet de reconstruire parfaitement
la sous-bande s. En d’autres termes, et comme nous venons de le voir dans le cas scalaire,
la restriction de la phase imposée par l’emploi de normes euclidiennes n’a pas d’incidence sur
l’interprétation des données. Concrètement, cette nouvelle phase sera toujours limitée à [0;pi/2],
mais permettra de discriminer les lignes et les bords tout comme dans le cas scalaire. En com-
pensation de cette simpliﬁcation de la phase, l’axe couleur ~u sera à prendre en compte « au signe
près ». Toutefois, la droite décrite par cette axe dans l’espace couleur sera la même quel que
soit le signe, et permettra de caractériser le contexte colorimétrique de la structure locale, de la
même façon.
Finalement, nous avons déﬁni une méthode d’extraction des paramètres locaux d’amplitude,
de phase et d’axe d’une sous-bande couleur, par les équations (4.18), (4.19) et (4.21), conforme
à un modèle de signal oscillant dans une direction de R3 localement constante. L’évolution par
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rapport au cas scalaire est que nous avons une nouvelle information d’axe couleur, qui caractérise
l’aspect coloré de la structure analysée, alors que l’amplitude et la phase conservent la même
interprétation de « force de variation » et de « parité de la structure ». Ces nouvelles données
vont maintenant pouvoir être étendues aux images couleur grâce à un nouveau concept de signal
monogène couleur.
4.2.3 Signal monogène couleur
Après avoir déﬁni l’extraction de la norme et de la direction de la transformée de Riesz par le
formalisme du gradient couleur, nous venons de voir que sous certaines conditions, l’amplitude
et la phase locales d’un signal vectoriel s peuvent être extraites à partir des seules normes eucli-
diennes ‖s‖ et ‖Hs‖. Une information d’axe couleur vient alors compléter l’analyse. La quantité
scalaire ‖Hs‖ correspond à une version déphasée du signal privée de son signe, tout comme |Rs|
dans le cas du signal monogène en niveaux de gris. ‖Hs‖ trouve naturellement son extension 2D
dans la norme de la transformée de Riesz ‖Rs‖ = NR, que nous avons déﬁnie comme norme du
déphasage d’une sous-bande couleur. C’est pourquoi nous proposons la déﬁnition suivante de
signal monogène couleur :
scolorM = [ s
R sG sB NR ]T
Amplitude : A =
√
‖s‖2 +N 2R ∈ [0; +∞[





(sG)2 + (sB)2} ∈ [0;pi[
β = arg{sG+jsB} ∈ [−pi;pi[
(4.23)
Il s’agit d’un vecteur de dimension 4 construit par juxtaposition du signal d’origine avec sa
version déphasée, constituée par la norme de Riesz couleur NR obtenue par l’équation (4.11).
Ses coordonnées sphériques correspondent à l’amplitude, la phase et l’axe couleur, qui décrivent
les structures locales du signal en termes directement interprétables. Notons que nous utilisons





et illustrées sur la ﬁgure 4.5c.
Le modèle sous-jacent à cette déﬁnition est un signal oscillant dans R3 le long d’un axe
localement constant (au signe près) :
s(x) = A(x) cos(ϕ2(x))~u(x) (4.25)
Une illustration est donnée à la ﬁgure 4.7, nous proposons de la discuter.
Amplitude, phase et orientation L’interprétation de A et ϕ2 est exactement la même
que dans le cas scalaire du signal monogène de M. Felsberg, à l’exception du fait que la phase
est « simpliﬁée » dans l’intervalle [0;pi/2]. Notons que cette simpliﬁcation était déjà utilisée au
chapitre précédent dans les illustrations, pour améliorer la visualisation des lignes et des bords
(voir notamment la ﬁgure 3.2). On constate que l’amplitude répond de manière équitable à tous
les contours couleur, et que la phase indique clairement les lignes (en rouge) et les bords (en
bleu).
L’orientation, qui n’est pas utilisée dans le modèle de signal mais que l’on peut adjoindre à
l’analyse par l’équation (4.12), est identique à celle d’un gradient couleur, et correspond bien à
la perception que nous avons des orientations des contours de l’image.
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RGB « centré »
Figure 4.7 – Signal monogène couleur proposé. La saturation de ϕ2 est contrôlée par A, celle de θR par
NR. Les valeurs de ~u sont illustrées par la carte colorée décrite à la ﬁgure 4.8. Celles dont l’amplitude
correspondante A est faible sont remplacées par un pixel gris.











Figure 4.8 – Illustration des valeurs de l’axe ~u par intégration de la sphère dans le cube RGB.
Axe couleur L’axe couleur ~u enﬁn, pose tout d’abord une diﬃculté de représentation. En eﬀet,
il s’agit d’une donnée « circulaire 2D », et les variables α et β correspondant aux coordonnées
surfaciques d’un point d’une sphère. Pour les illustrations, nous avons choisi de faire correspondre
une couleur unique à chaque vecteur ~u possible. Pour celà, une solution très simple est d’inclure
la sphère décrite par ~u dans le cube RGB comme illustré à la ﬁgure 4.8. Cette technique ressemble
à la façon dont nous avons aﬃché les sous-bandes couleur, mais se réduit cette fois à un sous-
ensemble 2D du cube RGB, constituant la « carte » des couleurs qui encoderont donc les valeurs
de ~u (ﬁgure 4.8, droite). Sur l’illustration du signal monogène, on constate que ~u ressemble
fortement à s. Celà s’explique par la technique d’aﬃchage qui est semblable. Cependant, les
données de l’axe couleur sont localement constantes au signe près, alors que la sous-bande
s varie rapidement. L’axe couleur indique une direction dans l’espace couleur 3D, le long de
laquelle l’oscillation de s a lieu. On constate qu’au niveau des lignes, cet axe est univoque et
constant, ce qui conﬁrme l’hypothèse de « variation lente » nécessaire à la cohérence du modèle.
En revanche, le comportement de l’axe couleur au niveau des bords est moins intuitif. La raison
est que le ﬁltrage passe-bande de l’image est isotrope et pair, ce qui produit au niveau des bords
des passages par zero, qui rendent l’extraction de l’axe s/‖s‖ instable 1.
Images en niveaux de gris Il faut noter que cette nouvelle déﬁnition inclut le formalisme
monogène de M. Felsberg comme un cas particulier. En eﬀet, considérons un signal scalaire
f : R2 7→ R. On appelle alors Af , ϕf et θf les paramètres monogènes classiques obtenus par les
équations (3.45) à partir de f . En déﬁnissant le signal couleur s = [f f f ]T, on peut montrer






ϕf si ϕf ∈ [0;pi/2]
pi − ϕf si ϕf ∈ [pi/2;pi] (4.27)
θ = θf (4.28)
~u = sgn(f) 1√
3
[1 1 1]T (4.29)
L’analyse produite est donc bien cohérente avec le signal monogène classique. En ce qui concerne
les dimensions supérieures, cette déﬁnition peut être facilement généralisée aux n-vecteurs et
images multispectrales, par simple augmentation de la dimension de ~u.
Finalement, grâce à l’utilisation du formalisme du gradient couleur, nous avons proposé
une déﬁnition de signal monogène couleur qui préserve l’interprétation du signal monogène
classique - amplitude, phase, orientation - en prenant en compte tous les contours, et sans
1. Une perspective intéressante pour nos travaux futurs est peut-être dans la considération conjointe de l’axe
couleur lié à la transformée de Riesz, dont les passages par zero seront eux au niveau des lignes.
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privilégier de couleur particulière. Aucun paramètre n’est à ﬁxer pour conduire l’analyse. Une
nouvelle information d’axe couleur local est apparue, et permet de séparer l’information couleur
de l’information géométrique dans la caractérisation des structures locales. Conformément au
signal analytique/monogène scalaire, on peut reconstruire le signal de départ à travers un modèle
AM/FM parametré par l’amplitude, la phase et l’axe couleur. La construction repose principale-
ment sur l’utilisation de normes euclidiennes, ce qui est théoriquement simple, mais aboutit à
une analyse indépendante de la couleur, là où les méthodes basées sur l’intensité échouent.
Avant d’étendre ce nouveau formalisme aux ondelettes, et pour terminer cette section, nous
présentons une synthèse du travail très récemment présenté dans l’article [93], car il est dans le
même esprit, bien que limité à des vecteurs de dimension 2.
Le signal quaternionique 1D
Une extension des notions d’amplitude et de phase pour des signaux de R dans C est proposée
dans [93]. La méthode de construction est l’« annulation des fréquences négatives », qui est
eﬀectuée dans le spectre de la transformée de Fourier quaternionique 1D [93]. Même si celà
n’est pas mis en valeur dans l’article, nous avons pu remarquer que cette déﬁnition résulte en la
juxtaposition du signal d’origine avec sa transformée de Hilbert marginale :
s(t) = a(t) + j1b(t) → sA(t) = a(t) + j1b(t) + j2Ha(t) + j3Hb(t) ∈ H (4.30)
Posons N = √(Ha)2 + (Hb)2. Une notion d’amplitude est obtenue par la représentation polaire
de « Cayley-Dickson » d’un quaternion, et résulte en une enveloppe complexe déﬁnie par (a +
j1b)/ cos(N ). Ensuite, une notion de phase est déﬁnie par la représentation polaire classique






. Notons que cette déﬁnition
coïncide au signe près à la déﬁnition classique dans le cas réel b(t) = 0. Cette phase scalaire doit
s’interpréter dans une certaine « direction » - dans le plan complexe - traduite par une notion
d’axe déﬁni par (j1b+ j2Ha+ j3Hb)/
√
b2 +N 2.
Les informations ainsi extraites semblent correspondre expérimentalement à ce que l’on at-
tend : une enveloppe lisse qui suit l’évolution de l’amplitude de l’oscillation, tout en suivant son
orientation dans le plan complexe ; une fréquence instantanée (par dérivation de la phase) validée
par comparaison avec un signal synthétique. Cependant, nous n’avons pas trouvé d’explication
intuitive pour ces déﬁnitions. Le modèle nécessite deux représentations polaires diﬀérentes, et
la façon de combiner les composantes du signal avec leurs transformées de Hilbert n’est pas
évidente. De plus, à cause de l’algèbre des quaternions, une extension à des signaux 3-vectoriels
semble impossible.
Maintenant que nous avons déﬁni un signal monogène couleur plus propice à une analyse
géométrique des structures couleur locales, nous proposons de l’utiliser dans un contexte multi-
résolution.
4.3 Ondelettes monogènes couleur
4.3.1 Déﬁnition
La déﬁnition d’une transformée en ondelettes monogènes couleur ne pose pas de diﬃculté
car la construction du signal monogène couleur repose sur une analyse marginale, dont les com-
posantes sont recombinées de façon non-marginale pour faire apparaitre les quantités interpréta-
bles (amplitude, phase, orientation, axe). En d’autres termes, la décomposition en ondelettes
monogènes couleur nécessite dans un premier temps une décomposition monogène classique
marginale, pour ensuite recombiner les coeﬃcients obtenus.
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Nous avons donc choisi d’utiliser à nouveau les ondelettes splines polyharmoniques présentées
à la section 3.3.2. A l’exception de la transformée proposée dans [69] qui est plus récente, les
splines polyharmoniques de [144] sont les seules décompositions de la littérature capables de
produire des sous-bandes monogènes.
Voici donc la procédure de décomposition. Il faut d’abord calculer les 6 décompositions
suivantes :





= {R(ψi ∗ sC)}(2−(i+1)k) (4.32)
avec C ∈ {R, G, B}
puis calculer la norme de Riesz couleur multi-échelle :
Ni,k =
√
|dRi,k|2 + |dGi,k|2 + |dBi,k|2 (4.33)








]T → [ Ai,k ϕi,k θi,k ~ui,k ]T (4.34)
L’amplitude, la phase et l’axe couleur doivent ﬁnalement être calculés par les équations (4.23),
et l’orientation par l’equation (4.12). Notons que le coût algorithmique pour les 6 décompositions
reste linéaire par rapport à la taille des données.
Nous illustrons la transformée en ondelettes monogènes couleur aux ﬁgures 4.9 et 4.10. On
constate à nouveau que la phase évolue trop vite par rapport à l’échantillonnage pour pouvoir
être visualisée correctement. Celà est associé à un codage compact de l’information, qui contribue
à la propriété de quasi-invariance par translation/rotation de l’amplitude.
Cette nouvelle transformée est la première représentation spécialement déﬁnie pour les im-
ages couleur, oﬀrant une analyse riche et interprétable. D’abord, le bancs de ﬁltres est non-
séparable, ce qui signiﬁe que l’on n’a plus de classiﬁcation arbitraire des détails horizontaux,
verticaux, et diagonaux, contrairement aux schémas classiques, mais une sous-bande unique pour
chaque échelle d’analyse. En complément, chaque coeﬃcient se voit attribuée une mesure précise
d’orientation locale, obtenue implicitement à travers le formalisme du gradient couleur. Ensuite,
pour chaque échelle, la sous-bande est à valeurs vectorielles, dont les composantes traduisent des
caractéristiques locales d’énergie, de géométrie et de colorimétrie, directement interprétables en
termes d’amplitude des contours, de type de contour (bord/ligne), de couleurs impliquées dans
ces contours. Notons que la méthode de construction non-marginale de cet outil aboutit à une
prise en compte eﬃcace des contours « isoluminants », qui disparaîtraient dans un schéma basé
sur l’intensité. L’analyse est approximativement invariante par translation et rotation, ce qui
la place dans la catégorie des représentations cohérentes, très utiles dans des contextes de re-
connaissance de formes. L’information multi-échelle de cette transformée peut potentiellement
être utilisée dans des schémas d’analyse nécessitant par exemple la caractérisation de points
particuliers. La redondance de la représentation correspond à la quantité de données néces-
saire pour reconstruire l’image divisée par la quantité de données initiale. Les quatre bancs de
ﬁltres de type pyramides obtenus pour trois canaux couleur aboutissent à une redondance de
443/3 ≈ 1.8, ce qui est très raisonnable (inférieure à celle du Dual-Tree 1D), et permet de qualiﬁer
la représentation de compacte. L’analyse sous-jacente de cette transformée est conforme à une
nouvelle généralisation du signal anaytique, spécialement déﬁni pour les images couleur, mais
cette fois, toutes les bandes fréquentielles sont analysées, aﬁn de prendre en compte tout type
de signal couleur.
Aﬁn de faire de cette transformée un outil « complet » vis-à-vis de la problèmatique de cette
thèse - déﬁnir une représentation oﬀrant une analyse riche et une reconstruction cohérente - il faut
déﬁnir une méthode de reconstruction de l’image couleur à partir des coeﬃcients d’ondelettes
monogènes.
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Image s(x) Ai,k(ω) ϕi,k(ω)
0 max 0 pi2
~ui,k(ω) θi,k(ω) θi,k(ω) (tenseur)
RGB « centré »
−pi2 0 pi2 −pi2 0 pi2
Figure 4.9 – Transformée en ondelettes monogène couleur proposée, sur une image synthétique (γ = 3,
i ∈ {−1,−2,−3}). L’orientation améliorée par lissage du tenseur est également montrée.
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Image s(x) Ai,k(ω) ϕi,k(ω)
0 max 0 pi2
~ui,k(ω) θi,k(ω) θi,k(ω) (tenseur)
RGB « centré »
−pi2 0 pi2 −pi2 0 pi2
Figure 4.10 – Voir ﬁgure 4.9.
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4.3.2 Reconstruction
Nous avons vu au chapitre précédent que la problématique de reconstruction du signal de
départ dans le formalisme du signal monogène n’a pas été discutée dans la littérature. Depuis
la proposition de M. Felsberg, jusqu’aux applications de la transformée de M. Unser, tous les
travaux sont tournés vers l’analyse d’image. Cette dimension est pourtant capitale dans le champ
de recherche sur les ondelettes, dont le succès en image repose en grande partie sur le débruitage
rapide et la compression.
L’extension couleur donnée dans ce chapitre a pour point de départ l’analyse des contours
par gradient, et pour composantes de base les outils scalaires liés au signal monogène d’une part
et aux ondelettes splines polyharmoniques d’autre part. Du fait de cette dépendance aux outils
susdits, cette extension hérite de cette ambiguïté sur la reconstruction, de l’approximation sur
l’isotropie et l’invariance, et des choix qui ont été faits sur la forme des ﬁltres d’ondelette. La
notion de fusion des diﬀérentes reconstructions possibles, dans une perspective de façonner les
atomes de base en fonction des paramètres monogènes, n’est pas donc pas déﬁnie a priori. Deux
stratégies de fusion des informations sont néanmoins envisagées.
La première est naturellement dans la déﬁnition des bancs de ﬁltres de splines polyhar-
moniques. Chaque banc de ﬁltre possède un algorithme de reconstruction parfaite, ce qui per-
met dans notre cas de reconstruire l’image couleur de départ ainsi que sa transformée de Riesz
marginale, à partir des composantes cartésiennes des coeﬃcients monogènes cCi,k et dCi,k. Cepen-
dant, les coeﬃcients qui nous intéressent sont plutôt les composantes polaires, qui donnent
l’analyse des structures de l’image. Ensuite, reconstruire la transformée de Riesz n’a pas d’intérêt
a priori, on souhaiterait plutôt combiner les deux reconstruction vers une image reformée en
fonction de l’ensemble des coeﬃcients monogènes. Enﬁn, la déﬁnition du signal monogène couleur
proposée ici ne permet pas de reconstruire les coeﬃcients de la « partie Riesz » dCi,k, dont on n’a
gardé que la norme Ni,k 2.
Le second aspect est celui du modèle AM/FM, qui indique que le signal de départ peut
être reconstruit par modulation d’une sinusoïde colorée : s(x) = A(x) cos(ϕ2(x))~u(x). Nous
avions déjà soulevé dans le cas scalaire que l’orientation n’était pas utilisée, ce qui élimine l’idée
d’orientation automatique des atomes de reconstruction.
La question de la reconstruction par représentation monogène fait donc partie des perspec-
tives importantes pour nos travaux futurs. A ce stade de notre recherche, nous proposons une
première méthode. Il s’agit d’utiliser le modèle AM/FM au niveau des coeﬃcients, aﬁn de re-





 = Ai,k cos(ϕi,k)~ui,k (4.35)
Dans un second temps, l’algorithme de synthèse des trois bancs de ﬁltres primaires sera util-
isée pour reconstruire l’image de façon unique. L’avantage de cette méthode et qu’elle concilie
l’unicité de la reconstruction avec l’utilisation des paramètres A, ϕ et ~u. Notons que, bien que
la partie Riesz ne soit pas utilisée pour reconstruire l’image, elle est tout-de-même indispensable
pour générer A et ϕ.
Finalement, grâce à une nouvelle extension du signal analytique, nous venons de déﬁnir une
transformée en ondelettes pour les images couleur, dont les coeﬃcients forment une analyse
riche et permettent à la fois de reconstruire l’image de façon unique à partir de ces informations
d’analyse - ce qui était le but de notre travail. Notons que très récemment, un article proposant
une phase pour des signaux vectoriels 1D est apparu [98], ce qui montre le dynamisme de ce
thème de recherche. L’étude de cet article fait partie des perspectives de cette thèse.
2. On peut retrouver la transformée de Hilbert dans la partie imaginaire du signal analytique.
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Aﬁn de progresser à travers une analyse critique de ce nouvel outil, nous proposons une étude
expérimentale.
4.4 Mise en pratique
Dans cette section, nous allons étudier la mise en pratique de la représentation en on-
delettes monogènes couleur proposée. Nous avons choisi de mettre cette nouvelle représentation
à l’épreuve dans deux applications typiques des transformées en ondelettes : la représentation
parcimonieuse des signaux, et l’extraction invariante de points particuliers, qui éprouvera la qual-
ité d’analyse des coeﬃcients. L’aspect parcimonie constitue un travail préalable pour les problé-
matiques de codage hiérarchisé qui nous intéressent dans le cadre du projet ANR « CAIMAN »,
auquel est associé cette thèse. Pour ﬁnir, nous ouvrirons le travail sur la problématique de la
déﬁnition de schémas numériques associés aux représentations monogènes, qui constitue pour
nous une perspective importante.
4.4.1 Représentation parcimonieuse des images couleur
La parcimonie d’une représentation correspond à la puissance descriptive de ses coeﬃcients,
associée à une forte concentration de l’information utile dans un petit nombre d’entre eux. Les
transformées en ondelettes sont reconnues pour oﬀrir une représentation compacte des images
naturelles, c’est-à-dire que quelques coeﬃcients de forte amplitude portent l’essentiel du contenu
visuel. Suite à l’essor des ondelettes orthogonales (non-redondantes), qui se sont ﬁnalement mon-
trées insuﬃsantes en termes de qualité d’analyse (variance) ainsi que de débruitage (oscillations),
il a été remarqué que les représentations redondantes oﬀraient des propriétés nécessaires pour
certaines applications. L’on s’est donc intéressé à des représentations redondantes dans lesquelles
l’information est la plus compacte possible. Par exemple, les ondelettes non-décimées (algorithme
à trous) sont invariantes par translation, et donnent accès à une méthode de débruitage plus eﬃ-
cace [31, 71, 138]. L’utilisation plus générale de dictionnaires redondants pour le codage d’image
donne dans certains cas de meilleures reconstructions en termes de qualité visuelle, pour une
même quantité de données et dans un contexte bas-débit [50]. Celà inclut les ondelettes com-
plexes [153], ainsi que les représentations en ondelettes analytiques que nous étudions, comme
nous l’avons déjà montré avec les ondelettes quaternioniques (section 2.4). Ces dernières ont une
redondance de 4×, et permettent de traiter les contours de façon plus lisse et plus ronde que
les ondelettes orthogonales. Il vient que la phase des coeﬃcients peut être quantiﬁée dûrement
sans introduire d’artéfacts signiﬁcatifs.
Nous attendons des ondelettes monogènes couleur des résultats similaires, puisqu’elles ont
été construites sur une extension couleur du signal monogène, lui-même évolution du signal
quaternionique. En eﬀet, le sens physique que nous donnons aux coeﬃcients confère une grande
puissance de description des formes géométriques couleur, avec peu de nombres. Cet outil est
donc un bon candidat à la parcimonie.
Nous proposons ici de tester la faculté à résumer l’information par des reconstructions par-
tielles. Plus précisément, nous allons conduire une procédure de sélection et quantiﬁcation des
coeﬃcients, conjointement à une analyse des artéfacts correspondants qui auront été introduits
dans l’image reconstruite. En plus d’analyser la compression de l’information, celà nous permet-
tra d’identiﬁer les éléments graphiques liés aux diﬀérentes composantes de notre représentation.
Stratégie de quantiﬁcation
La quantiﬁcation des coeﬃcients d’ondelettes est classique avec les ondelettes réelles, et se
base sur un modèle statistique pour optimiser cette procédure. Dans notre cas, les données sont
inhabituelles, car il s’agit d’une norme euclidienne (A) d’une part, et d’angles d’autre part (ϕ2,
α, β). Par exemple, pour une distribution gaussienne des composantes cartésiennes (qui est
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Figure 4.11 – Distribution « type Rayleigh » de l’amplitude Ai (γ = 3).
souvent l’hypothèse avec les ondelettes réelles), notre amplitude A suivra une distribution de
Rayleigh, comme illustrée à la ﬁgure 4.11. Pour les angles, des outils statistiques existent (lois
de von Mises), mais ne sont pas très connus dans le domaine du codage par ondelettes (voir
aussi la discussion que nous avons déjà eue à la section 2.4.2, page 50, sue la quantiﬁcation de
la phase quaternonique). On comprend vite que l’ensemble des outils habituels pour quantiﬁer
des coeﬃcients d’ondelettes ne peut pas s’appliquer dans notre cas.
Dans le cadre de ce travail expérimental, le but n’est pas de construire un schéma optimal,
qui nécessite un travail dédié, mais bien de tester la transformée. Etant donnée la portée de
cette application, nous pensons que la simplicité de la méthode est primordiale, d’une part pour
ne pas noyer la contribution de la transformée en elle-même, et d’autre part car pour avoir une
approche compression complète, l’outil proposé nécessite une réﬂexion approfondie, notamment
pour modéliser statistiquement les coeﬃcients. C’est pourquoi nous utiliserons une quantiﬁcation
uniforme de chaque composante A, ϕ2, α et β. Cette méthode inclut de façon sous-jacente une
sélection des coeﬃcients. En eﬀet, les coeﬃcients dont l’amplitude est dans le premier intervalle
de quantiﬁcation associé, verront leur amplitude mise à zero, ce qui éliminera automatiquement
les coordonnées polaires correspondantes puisque Ai,k = cRi,k = cGi,k = cBi,k = 0. Celà correspond
donc à éliminer des coeﬃcients « complets » - incluant l’amplitude, la phase et l’axe couleur.
Nous proposons de faire varier la précision de quantiﬁcation pour les diﬀérentes composantes
des coeﬃcients, pour évaluer le nombre de bits nécessaires pour encoder de manière suﬃsante les
coeﬃcients monogènes. Ensuite, nous pouvons identiﬁer les caractéristiques visuelles des défauts
introduits selon la composante dégradée.
On utilisera 4 nombres de bits ﬁxés pour toutes les échelles (BA, Bϕ2 , Bα, Bβ), chacun cor-
respondant à une composante. Le niveau de décomposition est 4 (i ∈ {−1,−2,−3,−4}), et la
sous-bande basses-fréquences ne sera pas altérée. Ce dernier aspect est justiﬁé en théorie car
l’analyse monogène n’a pas de sens physique en basses-fréquences. Pour le point de vue pra-
tique, la quantité de données concernée par cette sous-bande est très réduite (16× 16 pour une
image 256 × 256). De plus, puisque l’analyse monogène n’est pas à propos, on peut considérer
les trois coeﬃcients primaires cRi,k, cGi,k et cBi,k, à la place des quatre coeﬃcients monogènes Ai,k,
ϕi,k, αi,k et βi,k, ce qui réduit encore la taille des données.
Analyse des résultats
La ﬁgure 4.12 illustre les reconstructions d’images couleur pour diﬀérentes conﬁgurations de
(BA, Bϕ2 , Bα, Bβ).
Dans la première colonne, il apparait qu’une quantiﬁcation de A (resp. ϕ, α, β) sur 6 (resp.
2, 3, 4) bits n’introduit pas de défaut visible. En ce qui concerne les angles ϕ, α et β, cette
conﬁguration correspond à des intervalles de quantiﬁcation de pi/8, ce qui peut paraître assez
approximatif au regard de la qualité de reconstruction. Celà montre que l’information utile a
bien été répartie à travers les quatre composantes des coeﬃcients, et à travers la redondance
spatiale des pyramides utilisées. En eﬀet, si l’on comptabilise la redondance de 16 : 9 de notre
représentation, ainsi que le nombre total de 6 + 2 + 3 + 4 = 15 bits utilisés ici pour coder les
coeﬃcients, on obtient une nombre moyen de bits par pixel d’environ 27, ce qui est de l’ordre
de grandeur des 24 bits par pixel de départ, dans le format brut de l’image codée en RGB (8
bits par canal couleur). La cohérence de la représentation est donc dans cette première étape
conﬁrmée par la stabilité du contenu visuel vis-à-vis de la quantiﬁcation.
Voyons l’eﬀet d’une plus forte dégradation de l’amplitude A (deuxième colonne, ﬁgure 4.12).
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(BA, Bϕ2 , Bα, Bβ) (BA, Bϕ2 , Bα, Bβ) (BA, Bϕ2 , Bα, Bβ) (BA, Bϕ2 , Bα, Bβ)
= (6, 2, 3, 4) = (3, 2, 3, 4) = (6, 1, 3, 4) = (6, 2, 1, 2)
PSNR 30 dB PSNR 24 dB PSNR 21 dB PSNR 20 dB
PSNR 33 dB PSNR 23 dB PSNR 25 dB PSNR 24 dB
PSNR 32 dB PSNR 25 dB PSNR 25 dB PSNR 23 dB
Figure 4.12 – Quantiﬁcation uniforme des coeﬃcients d’ondelettes monogènes couleur pour les images
de test circles, mandrill et barbara.
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Les bords de l’image circles subissent l’eﬀet pseudo-Gibbs, qui fait apparaître des oscillations.
De plus, certaines zones texturées sont lissées, comme les coins inférieurs de l’image mandrill,
ou les vêtements de l’image barbara. Ces deux phénomènes sont classiques avec les transformées
en ondelettes réelles, ce qui conﬁrme que l’amplitude des ondelettes monogènes couleur est une
donnée de même nature que le « module » dans le cas classique. Cependant, cette production
d’oscillations n’est pas en accord avec le concept d’ondelettes analytiques, dont l’invariance est
théoriquement liée à une réduction de ce phénomène [124]. Ce défaut est lié à la dimension
numérique, et notamment à la méthode de reconstruction, qui diﬀère du Dual-Tree et de la
QWT en ce qu’elle n’implique pas de combinaison d’atomes « pairs et impairs ». De plus, nous
avions déjà indiqué que les ﬁltres de reconstruction des ondelettes splines polyharmoniques sont
très oscillants et très peu isotropes, à cause des contraintes de reconstruction parfaites dont les
seuls degrés de libertés ont été utilisés pour aﬃner les ﬁltres d’analyse. Ceci conﬁrme qu’une
reﬂexion sur la méthode numérique de décomposition et reconstruction devrait être mené de
façon plus approfondie. Notons que malgré le caractère non-linéaire de cette opération, aucune
fausse couleur n’a été introduite.
Pour observer l’eﬀet d’une forte dégradation de la phase ϕ2, nous avons choisi de l’arrondir
sur les deux valeurs 0 et pi/2 (troisième colonne, ﬁgure 4.12). Cette quantiﬁcation sur un seul bit
de la phase introduit un phénomène basse-fréquences semblable à celui d’un papier mouillé, que
l’on observe par exemple autour des bords des cercles de circles et du pied de table de barbara.
Ce phénomène semble provenir des contours mais se répand largement sur toute l’image. La no-
tion de « congruence de phase » permet de comprendre ce problème. La congruence de phase a
été introduite comme détecteur de contours [108], sous l’hypothèse selon laquelle les contours
fortement perçus par le système visuel humain correspondent aux maxima de congruence de
phase. La particularité de ces points est donc que l’ensemble des sinusoïdes qui le composent,
à diﬀérentes fréquences, y ont la même phase. Il s’est avéré que le signal analytique permettait
de calculer cette mesure par l’amplitude locale, tout en donnant explicitement cette valeur de
phase ϕ2 au niveau des contours. Dans une décomposition en ondelettes analytique comme la
notre, aux positions des maxima d’amplitude, c’est-à-dire des contours, la valeur de ϕ2 doit
donc être la même d’une échelle à l’autre. Cependant, s’il s’avère que cette congruence n’est pas
parfaite, les phases ne seront pas identiques. Dans ce cas, la procédure de quantiﬁcation radicale
que nous avons employée risque d’arrondir ces valeurs sur des centroïdes diﬀérents, et ainsi ac-
centuer des diﬀérences qui auraient dû rester négligeables. On obtient donc par reconstruction
un mauvais alignement des oscillations qui composent les contours. Ceci conﬁrme bien qu’il faut
une stratégie plus évoluée pour déﬁnir un algorithme de compression comme par exemple une
gestion multiéchelle des angles. De plus, une erreur de phase aux échelles grossières entraîne une
erreur spatiale large, ce qui explique probablement que les artefacts observés soient principale-
ment de nature basses-fréquences. Notons que nous avons observé le même genre de phénomène
à la section 2.4.2, en dégradant la phase des coeﬃcients d’ondelettes quaternioniques. Enﬁn, ici
également, aucune fausse couleur n’a été introduite.
La dégradation des angles de l’axe couleur a été testée en quantiﬁant α et β sur 1 et 2
bits (quatrième colonne, ﬁgure 4.12). C’est sans grande surprise que de fausses couleurs sont
introduites, témoignant du fait que cette donnée d’axe est la seule à porter une information
colorimétrique. Observons par exemple les yeux du mandrill, la main de Barbara ou les lignes
de l’image circles.
Pour conclure, ces diﬀérentes expérimentations montrent que la transformée en ondelettes
monogène couleur que nous avons proposée est stable par rapport à la quantiﬁcation, et permet
d’encoder eﬃcacement des éléments géométriques colorés. En éliminant pour chaque coeﬃcient
de faible amplitude A l’ensemble de ses coordonnées polaires, le contenu visuel de l’image est
bien conservé, ce qui appuie la parcimonie supposée de cette représentation. La netteté des con-
tours, ou bien la qualité des couleurs peuvent être controlées indépendemment, en ajustant la
stratégie de quantiﬁcation de l’amplitude et celle de l’axe couleur. Cet aspect peut être un avan-
tage dans une perspective de compression d’image hiérarchisée (« scalable »). En revanche, nous
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avons vu que la forme « oscillante » des artefacts liés à la dégradation de l’amplitude suggèrent
d’approfondir la problématique de reconstruction par coeﬃcients monogènes. En particulier, il
serait intéressant de prendre en compte l’orientation θ aﬁn de diriger de façon analytique les
atomes de reconstruction. Malgré celà, constate que l’utilisation d’une méthode de représenta-
tion adaptée aux dimensions des images couleur permet d’obtenir une vraie cohérence entre les
opérations et les modiﬁcations graphiques introduites.
Parmi les nombreuses pistes d’amélioration possibles, une modélisation statistique des coeﬃ-
cients ou une identiﬁcation des lois par critère d’information permettrait d’optimiser la quantiﬁ-
cation. La corrélation spatiale de l’axe couleur, qui semble varier lentement à un changement de
signe près, pourrait être étudiée, ainsi que la corrélation en général entre les diﬀérentes données
redondantes de cette représentation. La qualité de la quantiﬁcation des angles pourrait varier
en fonction de l’amplitude, aﬁn d’économiser des données sur la description de coeﬃcients peu
pertinents (d’amplitude faible). Enﬁn, des contraintes liées au système visuel humain comme une
pondération dépendante de l’orientation pourrait facilement être introduite car l’orientation des
structures liées à chaque coeﬃcient est accessible via θ.
4.4.2 Analyse invariante d’images couleur
L’analyse d’image par ondelettes est en général destinée à manipuler plusieurs résolutions
et directions, pour extraire des caractéristiques fréquentielles et/ou spatiales comme des points
particuliers. Elle sert dans de nombreuses applications de reconnaissance de formes et de clas-
siﬁcation, comme une étape d’analyse « bas-niveau », à partir de laquelle des descripteurs
éventuellement plus évolués pourront être construits, puis injectés dans un processus de dé-
cision. L’avantage de l’utilisation des ondelettes est dans la compacité des données et la rapidité
de calcul. Cet aspect devient indispensable lorsque de grandes bases de données d’images sont
à mettre en place. Comme nous l’avons dit les ondelettes orthogonales vont introduire un bi-
ais notamment dû à leur variance trop importante lorsque les images à analysées ne sont pas
alignées de la même façon. C’est pourquoi des transformées aux meilleures capacité d’analyse
sont préférées. La transformée proposée ici a été déﬁnie pour avoir une analyse invariante par
translation/rotation, riche et compacte. Nous proposons ici de conduire une analyse de ses coef-
ﬁcients dans un objectif de description de l’information, pour mettre en valeur leur invariance et
mieux illustrer les caractéristiques visuelles qu’ils portent. L’avantage principal de notre méthode
est que la couleur est fondamentalement prise en compte, alors que la plupart des outils d’analyse
d’image sont scalaires. De plus, la transformée monogène est liée à une interprétation physique
des formes décrites, ce qui permettra potentiellement de prendre en compte correctement les
aspects du système visuel humain.
Caractérisation des contours
Le modèle monogène est bien adapté aux contours des images couleur, que l’on détecte
eﬃcacement par les maxima de l’amplitude A. Les valeurs de phase, orientation et axe, sont
particulièrement pertinentes en ces points particuliers, car elles caractérisent l’ensemble de la
forme dans son voisinage, en un seul coeﬃcient. C’est pourquoi nous proposons de faire une
extraction de points particuliers associés aux contours de l’image dans le domaine des ondelettes
monogènes couleur, aﬁn d’analyser la relation concrète entre les formes géométriques réelles et
les valeurs des coeﬃcients. Celà nous permettra également de tester l’invariance par rotation.
Puisque nous nous focalisons sur des contours plutôt que des points isolés, la notion de
« maximum » sera comprise dans une certaine direction, c’est-à-dire que nous incluerons les
points selle comme étant des maxima. En pratique, on retiendra les coeﬃcients dont l’amplitude
est supérieure à au moins 6 de ses 8 voisins. Ainsi des contours ﬁns et continus seront extraits,
conformément au modèle monogène, et par opposition aux « points particuliers » classiques,
plutôt destinés à détecter les coins et les jonctions.
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Pour améliorer l’invariance, on utilisera la version non-décimée de la transformée, comme
c’est souvent le cas pour la détection de points particuliers par exemple. En eﬀet, bien que la
transformée classique dans sa version non-décimée (« UDWT ») ait beaucoup été utilisée en
débruitage, elle est également intéressante en analyse [138, 77, 107], car elle oﬀre une meilleure
localisation des structures.
Analyse des résultats
La ﬁgure 4.13 illustre la décomposition d’une image simple avec trois rotations diﬀérentes.
L’image contient des structures typiques colorées, un bord et une ligne, consituant des cas
élémentaires pour l’analyse monogène. La ﬁgure montre de gauche à droite : L’image, l’amplitude
A pour trois échelles, de la plus grossière à la plus ﬁne, la phase ϕ2, l’axe couleur et l’orientation,
pour les mêmes trois échelles. Les phase/axe/orientation ne sont aﬃchées que sur les maxima
de l’amplitude. Aﬁn de mieux comparer l’orientation dans les diﬀérentes rotations de l’image,
un oﬀset a été ajouté pour compenser ces rotations. Ainsi, une parfaite invariance par rotation
doit résulter en des aﬃchages identiques de θ pour chaque rotation.
Amplitude En observant l’amplitude de la décomposition de la ﬁgure 4.13, on remarque
qu’elle a approximativement la même forme dans les diﬀérentes rotations. Les coeﬃcients « tour-
nent » sans introduire d’oscillation signiﬁcative, alors que c’est le cas avec les ondelettes clas-
siques. Ceci est dû d’abord au banc de ﬁltres, qui sous forme d’une pyramide utilise des ondelettes
aussi isotropes que possible, mais aussi au formalisme monogène, lui-même construit de façon
isotrope. L’illustration conﬁrme également l’invariance par changement de phase de A, qui se
traduit par une réponse semblable autour des contours de type bord et ligne. Ceci n’est bien
sûr plus vrai à l’échelle d’analyse la plus ﬁne, dans laquelle la largeur de la ligne devient sub-
stantielle, ce qui se traduit par une double-réponse de l’amplitude, type gradient, correspondant
à décrire cette « large ligne » comme un rectangle. Notons que cette amplitude constitue à notre
connaissance le premier détecteur de contour couleur invariant par changement de phase.
Voyons maintenant les angles, pour lesquels nous n’aﬃchons que les valeurs aux maxima de
A.
Phase A partir de la correspondance théorique entre la valeur de la phase et le type des
contours, on s’attend à obtenir des points rouges (ϕ2 = 0) sur la ligne et des points bleus
(ϕ2 = pi/2) sur les bords du rectangle. A l’échelle la plus grossière, ϕ2 est cohérente avec
cette perception que nous avons de l’image. Le lissage des coins qui est dû au ﬁltrage isotrope
produit des « bords courbés », mais la phase pour autant ne détecte plus la structure de bord
(jaune-vert). A cette échelle, le voisinage d’un coin ne peut pas être décrit de façon satisfaisante
par une représentation monogène. Aux échelles plus ﬁnes, on remarque que la ligne devient
progressivement un rectangle, comme nous l’avons expliqué pour l’amplitude, et donc le « rouge »
de la phase disparait. L’invariance par rotation est parfaite à l’échelle −3, où les bleus restent
bleus et les rouges restent rouges, approximative à l’échelle −2 où des variation légères de
valeurs de phase sont visibles (le bleu des bords devient cyan, voire parfois vert). A l’échelle
−1, l’invariance est parfaite, mais l’interprétation des structures parait est plus « pixellique ». Il
semble qu’à cette échelle, la plus ﬁne, toutes les structures soient vues comme des coins, ce qui
pourrait s’expliquer par le fait que tous les contours sont « en escalier », puisque non-alignés sur
la grille cartésienne. D’une façon plus générale, le contenu hautes-fréquences d’une image est très
dépendant de son échantillonnage, et l’interprétation des représentations analytiques/monogènes
est délicat car les « structures » locales réelles sont très « carrées », déﬁnies par quelques pixels,
et ne ressemblent pas au modèle. De plus, le maximum de l’amplitude en ces points n’a peut-être
de sens qu’à des positions intermédiaires aux coeﬃcients, pour lesquelles nous n’avons pas accès
à la phase. Pour conclure, la phase vériﬁe approximativement l’invariance par rotation.
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s A−3 A−2 A−1 ϕ−3 ϕ−2 ϕ−1
0 pi2
~u−3 ~u−2 ~u−1 θ−3 θ−2 θ−1
−pi2 0 pi2
Figure 4.13 – Décomposition monogène couleur non décimée (γ = 3) de trois rotations d’une image de
test simple (19◦, 28◦, 45◦). Légende : voir ﬁgure 4.9. Pour ϕ, ~u et θ, on ne montre que les points où A
atteint un maximum local.
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« bord jaune-bleu »
~u0
−~u0
Figure 4.14 – Analyse des valeurs de ~u dans l’expérimentation de la ﬁgure 4.13. A gauche : Histogramme
des couples (α, β), parmi ceux qui n’ont pas été « grisés ». A droite : Identiﬁcation du « code couleur »
associé aux valeurs principalement observées.
Axe couleur Contrairement à l’amplitude et la phase, dont l’interprétation est identique
à celles du signal monogène en niveaux de gris, l’axe couleur est une donnée nouvelle. Elle
porte l’information colorimétrique locale de l’image, indépendamment de A et ϕ2. Comme nous
l’avons vu à la section 4.2.3, l’axe couleur ~u pose un problème de représentation, et montre des
changements de signe autour des bords. On constate en eﬀet que les bords de notre objet sont
décrits par un axe couleur dont l’illustration montre des valeurs « oranges » et d’autres « bleues ».
Nous illustrons à la ﬁgure 4.14, à travers le calcul d’un histogramme des valeurs de ~u observées,
que ces deux couleurs correspondent en fait au même axe à un signe près. On retrouve dans
la partie droite de la ﬁgure les points bleus et oranges, qui correspondent donc à deux points
opposés sur la sphère. Ainsi, même si l’illustration de ~u paraît confuse au premier abord, il vient
que cette donnée est plus simple, puisque les valeurs sont bien localement constantes au signe
près, conformément au modèle de signal que nous avons proposé à l’équation (4.25). Notons
qu’une meilleure représentation pourrait être obtenue en fusionnant les points opposés, ce qui
est possible en utilisant un tore au lieu d’une sphère, et qui permettrait de mieux gérer la double
circularité de (α, β).
Étudions enﬁn les valeurs particulières de ~u0. Dans le cas du bord du rectangle, le jaune
vaut I1 = [255 204 26] et le bleu I2 = [51 204 230] dans l’espace RGB. Considérons l’axe
déterminé par ces deux couleurs ~u = (I1 − I2)/‖I1 − I2‖, et extrayons les coordonnées polaires
α et β par l’equation (4.24). On obtient α = pi/4 et β = −pi/2, ce qui correspond exactement
aux valeurs mesurées (cf. ﬁgure 4.14). Le formalisme monogène proposé permet donc d’extraire
une notion de diﬀérence de couleur, entre les deux zones concernées par ce bord. La couleur de
la ligne rouge vaut I3 = [230 26 38], et l’axe couleur correspondant à cette ligne est déterminé
par la diﬀérence entre ce rouge et le bleu I2. Pour ~u = (I3− I2)/‖I3− I2‖, on obtient α ≈ 0.31pi
et β = −0.74pi. A nouveau, ces valeurs calculées analytiquement concordent avec le résultat
de l’analyse monogène. Notons que cette caractérisation de diﬀérence de couleur entre les deux
zones concernées par un bord ou une ligne ne permet pas de connaître la couleur absolue de ces
éléments de l’image, qui est plutôt une information basses-fréquences. C’est pourquoi plusieurs
proﬁls couleur sont possibles pour une même valeur de ~u. Pour conclure, l’analyse monogène
couleur permet d’extraire une information colorimétrique cohérente, car constante au signe près,
et conforme au modèle proposé d’oscillation couleur.
Orientation Nous attendons de l’analyse des orientations locales qu’elle aﬃche les mêmes
valeurs pour les trois versions de l’image, puisque nous y avons ajouté un oﬀset de compensation.
Ainsi, les côtés courts du rectangles sont considérés horizontaux (θ = 0), et les côtés longs, ainsi
que la ligne centrale, sont verticaux (θ = ±pi/2). A la première échelle, l’orientation détectée ne
suit pas ce modèle dans la plupart des cas. Celà est dû au fait qu’à cette echelle, les détails de
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l’image ne correspondent pas à notre analyse visuelle des images, comme déjà discuté à propos
de la phase. Rappelons également que l’isotropie des ondelettes utilisées n’est qu’approximative,
et donc risque d’entraîner une légère favorisation de certaines directions. Aux échelles suivantes,
l’analyse est plus en accord avec notre perception, et les bords du rectangles sont bien détectés
comme horizontaux et verticaux. La ligne, en revanche n’est pas bien détectée. Celà est dû
au fait qu’au niveau d’une ligne, la transformée de Riesz est nulle. On peut revoir à ce sujet
la direction du gradient et de R dans les ﬁgures précédentes (4.2, 4.4, 4.7, 4.9 et 4.10), où
l’analyse est toujours pondérée au niveau des lignes par une norme nulle, correspondant à un
passage par zero du gradient ou de R. Pourtant, l’information correcte est bien présente autour
de la ligne, et peut être facilement « étalée » par un lissage du tenseur. Ce « post-traitement »
est bien connu dans le cadre des approches par gradient. Nous illustrons à la ﬁgure 4.15 le
même test d’invariance par rotation avec la version décimée de la transformée, en comparant
avec l’utilisation du lissage du tenseur. On constate que cette technique de lissage permet de
grandement améliorer la qualité de l’orientation. Les bords verticaux du rectangle et la ligne
montrent une orientation proche de 0 (rouge), et les bords horizontaux montrent bien une
orientation à pi/2 (cyan), quelle que soit l’échelle analysée. La diﬀérence avec l’analyse « brute »
est surtout constatée à la première échelle. À cette échelle, les contours sont « en escalier », ce
qui implique que l’orientation mesurée est discontinue le long de ces contours. Cependant, la
moyenne de ces orientations, implicitement eﬀectuée par le lissage du tenseur, donne accès à une
orientation plus globale, la « pente de l’escalier », qui traduit bien l’orientation du contour réel.
Notons également que si l’on extrait l’amplitude et la phase à partir de la norme du tenseur
lissé plutôt que de la norme de la transformée de Riesz ponctuelle (ce que nous avons fait dans
l’illustration), l’amplitude apparait plus régulière. Finalement, nous avons conﬁrmé l’invariance
par rotation approximative de la donnée d’orientation des ondelettes monogènes couleur. Cette
approximation nécessitera néanmoins parfois un post-traitement comme un lissage du tenseur,
en particulier pour l’orientation des structures de type ligne et pour les structures de la première
échelle.
À travers cette application des ondelettes monogènes couleur, nous avons introduit une nou-
velle façon d’analyser ﬁnement des points caractéristiques de l’image, en prenant ici l’exemple
des contours. Ce travail ouvre la voie à une nouvelle génération de détecteurs de points d’intérêt
pour les images couleur, basé sur une analyse géométrique fondamentale qui hérite du gradient
couleur de S. Di Zenzo aussi bien que du signal monogène, apportant une dimension physique
aux données. Ce dernier aspect diﬀérencie clairement notre approche des outils type SIFT [100],
qui n’utilisent pas de notion signal, et des applications prenant en compte le système visuel
humain sont à considérer. Il serait également intéressant de conduire une application en analyse
de textures, à la lumière de ce qui a été fait avec les ondelettes quaternioniques (section 2.5),
pour lesquelles l’invariance et la phase ont permi d’améliorer la reconnaissance.
4.5 Bilan
Le but global du travail de cette thèse - déﬁnir une représentation riche et inversible dans
l’esprit du signal analytique - semble avoir été atteint avec les ondelettes monogènes couleur
présentées dans ce chapitre. Nous venons de mettre à l’épreuve cette représentation dans deux
champs d’application classiques, ce qui a permis de conﬁrmer les propriétés avancées.
L’analyse fournie par les coeﬃcients est approximativement invariante par translation et rota-
tion, et directement interprétable en termes de caractéristiques géométriques et colorimétriques
des structures locales. Le modèle sous-jacent est un contour couleur rectiligne dont les valeurs
varient localement dans une direction spatiale unique (déterminée par θ) ainsi que dans une di-
rection colorimétrique unique (déterminée par ~u). La discrimination bord/ligne est assurée par
la phase ϕ2 et la détection de contour invariante par translation/rotation/changement de phase
est fournie par A. Les données sont donc complémentaires et cohérentes avec notre perception.
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Figure 4.15 – Variance par rotation de la transformée en ondelettes monogènes couleur sans (gauche)
et avec (droite) lissage du tenseur (γ = 3, lissage du tenseur gaussien avec σ = 1.5).
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L’intérêt d’une prise en compte fondamentale de la couleur a été validé par l’absence de fausses
couleurs dans les reconstructions partielles. L’organisation du contenu visuel à travers les coef-
ﬁcients permet de hiérarchiser les informations, et de contrôler indépendamment la qualité des
contours et de la couleur. La parcimonie de la représentation a également été conﬁrmée par la
qualité des reconstruction obtenues par mise à zero des coeﬃcients de faible amplitude. Ces ex-
périmentations ouvrent la voie vers de nouvelles méthodes de codage, de débruitage, de détection
de points d’intérêts. . . pour lesquelles la prise en compte d’informations visuelles/physiques plus
proche du système visuel humain (phase, orientation. . .) permettra probablement d’améliorer
l’existant.
Cette dernière partie expérimentale a soulevé clairement la problématique du schéma
numérique. Nous avions vu que les représentations monogènes manquent théoriquement d’une
notion de reconstruction, qui n’est pas traitée dans la littérature - focalisée sur l’analyse. De
plus, l’isotropie des bancs de ﬁltres que nous utilisons est approximative, et les ﬁltres de syn-
thèse pâtissent de la qualité des ﬁltres d’analyse qui « consomment » tous les degrés de liberté de
la construction. Ces défauts liés au schéma numérique ont provoqué l’apparition d’oscillations
dans les reconstructions partielles et un manque de précision dans les valeurs des coeﬃcients.
Nous proposons pour ﬁnir ce mémoire de thèse d’ouvrir une piste de reﬂexion sur cette
problématique discrète autour des représentations monogènes.
4.6 Une nouvelle piste de schéma numérique
Nous avons vu que les outils de représentation monogène manquent de déﬁnitions claires
en termes de schémas numériques. En particulier, la transformée de Riesz R est un opérateur
continu et à réponse impulsionnelle inﬁnie. En pratique, les ﬁltrages sont réalisés dans le domaine
de Fourier par FFT, et consistent à échantillonner la réponse fréquentielle de la transformée de
Riesz sur ω ∈ [−pi;pi[2. En général, le signal à analyser est discret et ﬁni, et l’opération revient
donc à periodiser la réponse fréquentielle de R, ce qui est équivalent à échantillonner sa réponse
impulsionnelle. Cette méthode n’applique donc pas exactement une transformée de Riesz, mais il
n’y a pas à notre connaissance de travaux sur sa discrétisation, ni sur les implications théoriques
d’une telle mise à l’œuvre.
Pourtant, nous pensons que les représentations monogènes, qui sont des outils typiquement
« signal », devraient comme la transformée de Fourier et la transformée en ondelettes proﬁter
d’un schéma numérique maîtrisé. Aﬁn d’ouvrir la voie sur cette thématique, nous proposons une
reﬂexion basée sur deux constats :
– Il existe un lien fondamental entre la représentation monogène et la transformée de Radon
[84] ;
– Des algorithmes discrets de transformée de Radon ont déjà été déﬁnis, notamment au
laboratoire XLIM-SIC [19].
Plus précisément, le concept de l’analyse monogène est équivalent à une analyse de Hilbert 1D
eﬀectuée dans le domaine de Radon. De cette façon, la transformée de Radon est responsable
de l’isotropie, problématique cruciale dans le monde discret, et propriété de base du concept
monogène.
Dans [19], une transformée de Radon discrète avec reconstruction exacte est déﬁnie à l’aide
de notions de géométrie analytique discrète. Nous allons étudier l’utilisation de cet outil bien
établi pour réaliser une décomposition monogène. On s’attend par conséquent à ce que l’analyse
soit numériquement stable et géométriquement cohérente. Ce travail ouvre la voie vers des
alternatives au banc de ﬁltres de M. Unser [144], dans le but de construire une méthode plus
eﬃcace et plus simple.
Après avoir déﬁni la transformée de Radon et ses propriétés, nous proposerons une analyse
monogène basée Radon.
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4.6.1 Le domaine de Radon
Le domaine de Radon représente les fonctions 2D par un ensemble de fonctions 1D obtenues
par projections de la première le long de diﬀérentes orientations. La transformée de Radon forme
un lien fondamental entre les transformées de Fourier 1D et 2D, et permet de réaliser des ﬁltrages
isotropes à partir d’un ﬁltre 1D.





s( τ sin θ + t cos θ , −τ cos θ + t sin θ )dτ (4.36)
Cette représentation est utilisée par exemple en reconstruction tomographique, où les données
acquises sont formées par des projections spatiales dans plusieurs directions. La transformée de
Radon inverse est donc utilisée.
Notons la propriété facilement vériﬁable suivante :
sθ(−t) = sθ+pi(t) (4.37)
qui assure la cohérence circulaire de la représentation. Le « Fourier slice theorem » déﬁnit le lien
avec la transformée de Fourier :
s^θ(f) = s^(f cos θ, f sin θ) (4.38)
où s^θ est la transformée de Fourier 1D de sθ pour un θ ﬁxé et s^ est la transformée de Fourier
2D de s. Dans le domaine de Fourier, la propriété (4.37) devient :
s^θ(−f) = ^sθ+pi(f) (4.39)
ce qui assure la consistance de s^. C’est pourquoi en pratique, les projections de Radon sont
restreintes à θ ∈ [0;pi[.
Le « Fourier slice theorem » permet de déduire des propriétés intéressantes sur le ﬁltrage
isotrope. Soient deux signaux s(x), h(x) et leurs transformées de radon respectives sθ(t), hθ(t),
la convolution dans chaque domaine est liée de la façon suivante :
(sθ ∗ hθ)(t) = (s ∗ ∗h)θ(t) (4.40)
où ∗ est la convolution 1D et ∗∗ la convolution 2D. (s∗∗h)θ(t) est donc la transformée de Radon
de (s ∗ ∗h)(x).
Si le ﬁltre h est isotrope h(x) = h1(‖x‖) alors sa transformée de Radon ne dépend pas de
θ et est symmétrique par rapport à t : hθ(t) = h′1(|t|). Celà signiﬁe qu’un ﬁltrage 1D dans le
domaine de Radon avec un ﬁltre symmétrique est équivalent à un ﬁltrage 2D isotrope dans le
domaine spatial.
Un autre cas particulier est celui de la transformée de Riesz. Il a été montré dans [13] que
R est équivalent à une transformée de Hilbert H (1D) indépendante sur chaque projection de
Radon, combinée à une pondération de ces projections par une fonction sinusoïdale de θ :
{Rs}θ(t) = {Hsθ}(t)ejθ (4.41)
La transformée de Hilbert est bien connue et déjà intégrée dans le domaine des ondelettes à
travers l’algorithme Dual-Tree [26, 80] (section 1.2.3). La réalisation d’une analyse monogène
est donc réduite à un problème plus classique dans le domaine de Radon. Nous présentons
maintenant un algorithme discret de transformée de Radon.
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Figure 4.16 – Extraction de lignes sur la transformée de Fourier d’un signal 2D.
Indice de projection
θ
Figure 4.17 – Valeurs de θ pour chaque projection de Radon d’un signal quelconque de taille 127×127.
4.6.2 Algorithme discret
Le travail de [19] consiste à déﬁnir une décomposition discrète en utilisant des notions de
géométrie discrète. En se basant sur le « Fourier slice theorem », on peut considérer des lignes
discrètes dans le domaine de Fourier avant d’apliquer une transformée de Fourier inverse 1D sur
chaque ligne extraite. Les lignes sont organisées comme illustré à la ﬁgure 4.16. Un paramètre
d’épaisseur arithmétique peut être utilisé pour contrôler à la fois la redondance et la connexité
des lignes. Dans tous les cas, une reconstruction exacte est garantie et l’algorithme est simple
et rapide.
Dans ce travail, nous avons besoin de connaître les valeurs de θ associées aux lignes extraites
(aﬁn de calculer l’exponentielle complexe de l’équation (4.41)). Comme illustré à la ﬁgure 4.17,
θ n’évolue pas linéairement avec les indices de projection, à cause de la nature cartésienne de
l’organisation des données. Nous avons calculé sa valeur géométriquement, conformément au
schéma de la ﬁgure 4.16, à partir d’arc-tangentes des rapports de coordonnées. Nous verrons
que dans le cas d’une analyse monogène, cette diﬀérence avec le monde continu n’est pas un
problème et n’empêche pas de construire un algorithme précis.
Le calcul d’une analyse monogène basée sur une transformée de Radon discrète peut main-
tenant être déﬁni comme suit :
– Calculer la transformée de Radon de s ;
– Appliquer un ﬁltre passe-bande 1D pour sélectionner une échelle (ceci est équivalent à un
ﬁltrage isotrope) ;
– Calculer la transformée de Hilbert de chaque projection sθ ;
– Multiplier chaque projection par ejθ (à partir du calcul de θ décrit plus haut) ;
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– Calculer la transformée de Radon inverse sur la partie réelle et la partie imaginaire sé-
parément (on obtient sr1 et sr2) ;
– Convertir s, sr1 et sr2 en coordonnées sphériques conformément au signal monogène.
Les données obtenues expérimentalement sont très « habituelles » : l’amplitude traduit la
présence d’éléments visuels dans s alors que la phase apporte une description supplémentaire des
ces éléments - la classiﬁcation bord/ligne. L’orientation locale vient compléter l’analyse. Nous
avons pu mesurer expérimentalement que les données sont presque identiques au calcul classique
d’une analyse monogène par FFT. L’erreur est de l’ordre de 10−4 pour l’amplitude et de 10−2
pour la phase et l’orientation, avec de plus grandes diﬀérences pour les coeﬃcients d’amplitude
faible qui sont naturellement instables. Notons que le schéma est rapide, grâce à la simplicité de
l’algorithme de Radon que nous utilisons.
4.6.3 Discussion
Ce travail préliminaire montre qu’une analyse monogène discrète peut être eﬀectuée simple-
ment et rapidement dans le domaine de Radon en utilisant les algorithmes existants de transfor-
mée de Radon. La transformée utilisée oﬀre une reconstruction exacte grâce à la notion de ligne
discrète, ce qui est une propriété importante dans notre champ de recherche. L’amélioration
par rapport à la méthode par FFT n’est pas claire à cette étape, mais pourrait devenir sub-
stantielle par une évolution vers un schéma multi-échelle, ou vers des dimensions supérieures
(voir extension 3D de l’algorithme de Radon [68]).
En fait, la déﬁnition de transformées en ondelettes monogènes et analytiques souﬀre encore
aujourd’hui d’un manque de déﬁnitions discrètes. Une solution réside peut-être dans l’application
d’une transformée en ondelettes complexes 1D dans le domaine de Radon. Cependant, il faudrait
prendre en compte le ré-échantillonnage des sous-bandes, et l’algorithme de transformée de
Radon inverse ne permet pas ce genre de changements de dimension. Plus concrètement, il
faudrait reconstruire une image plus petite avec le même nombre de projections, dans une
version raccourcie. Pour obtenir une représentation monogène des sous-bandes, cette étape de
reconstruction est indispensable.
La considération des coeﬃcients obtenus par décomposition en ondelettes des projections de
Radon sans Radon inverse correspond à une représentation en ridgelets. Dans le cas complexe,
on obtient des ridgelets complexes [28], qui consistent à appliquer l’algorithme Dual-Tree 1D
dans le domaine de Radon. Dans cet article [28], une application en débruitage par seuillage est
proposée. Contrairement aux ondelettes monogènes, les ridgelets complexes ne sont ni isotropes,
ni localisées, et n’oﬀrent pas a priori d’interprétation visuelle de la phase.
Des curvelets monogènes ont également été proposées dans [141] comme une transformée
« monogène directionnelle ». Les atomes de curvelets sont combinés avec leur transformée de
Riesz pour améliorer l’analyse. L’avantage cité est que la notion de phase est ajoutée à la grande
résolution angulaire des curvelets. Celà correspond donc à une transformée de Gabor munie
de nombreuses directions et d’un système d’échantillonnage et de reconstruction. Au contraire,
une transformée en ondelettes monogène classique s’attachera à intégrer toutes les orientations
possibles dans une même analyse, à travers un concept plus évolué de signal analytique 2D.
Pour conclure, nous pensons que la prochaine étape est de déﬁnir une méthode discrète de ré-
échantillonnage dans le domaine de Radon. Dans une perspective d’utiliser des ondelettes 1D sur
les projections de Radon, un sous-échantillonnage par exemple consistera à retirer un échantillon
sur deux sur chaque projection. On aura donc supprimé la moitié des données. La dimension
de l’image reconstruite doit alors vraisemblablement avoir réduit sa taille « de moitié », ce qui
suggère un échantillonnage en quinconce. Le problème est ouvert. Un autre axe connexe est celui
du ﬁltrage isotrope dans le domaine de Radon, qui à notre connaissance n’a pas été traité dans
la littérature.
Conclusion
Nous nous sommes intéressés dans cette thèse aux représentations des signaux par ondelettes
analytiques peu redondantes permettant une reconstruction parfaite. Ce genre d’outil est des-
tiné à oﬀrir un compromis entre la compacité des données et la cohérence de l’analyse qu’elles
constituent, grâce à une amplitude invariante et une phase dont une interprétation géométrique
peut être déduite. L’algorithme Dual-Tree qui est apparu en 1999 a ouvert la voie vers des
transformées analytiques eﬃcaces, et le but de notre travail était de déﬁnir une extension de ce
genre d’outils pour les images couleur. L’approche signal que nous avons nécessite deux étapes
d’extension des outils.
La première est spatiale, et consiste à étendre les outils 1D pour les images en niveaux de
gris. Nous avons vu que les extensions 2D classiques (type Gabor) dont le Dual-Tree 2D oﬀre une
implantation eﬃcace, souﬀrent d’une déﬁnition insatisfaisante du signal analytique. La seconde
concerne l’aspect vectoriel des images couleurs, alors que les outils classiques sont scalaires.
Sur ce point, aucun outil de représentation tel que ceux que nous étudions n’a été proposé à
notre connaissance. Il s’avère que l’algèbre des complexes est trop limitée pour généraliser de
façon élegante les outils de traitement du signal, c’est pourquoi nous avons étudié les approches
quaternioniques.
Historiquement, les quaternions en traitement d’image ont d’abord concerné la couleur, à
travers le travail initié par S. Sangwine et poursuivi par exemple dans notre équipe. Un banc
de ﬁltres couleur non-marginal a été ﬁnalement proposé, mais il est apparu que le formalisme
quaternionique n’était pas indispensable dans la déﬁnition, qui pouvait également s’écrire dans
des espaces euclidiens classiques. De plus, il s’agissait d’une approche indépendante de la notion
de signal analytique qui est au centre de cette thèse.
Le formalisme quaternionique de T. Bülow se propose de rester limité aux images en niveaux
de gris, aﬁn d’utiliser la puissance de l’algèbre des quaternions dans l’analyse géométrique des
signaux 2D. La transformée de Fourier quaternionique décompose les images dans une base
d’atomes plus riche que les classiques ondes planes, richesse qui se retrouve dans le domaine des
ondelettes avec la QWT, dont les coeﬃcients possèdent une amplitude invariante par translation
accompagnée d’une phase de trois angle. Ces trois angles permettent de déterminer ﬁnement la
forme locale du signal, en incluant la possibilité d’une forme isotrope, impossible avec Gabor.
Après avoir approfondi l’étude des approches quaternioniques du point de vue des atomes
de reconstruction, nous avons proposé deux applications de cette nouvelle transformée. La pre-
mière consistait à mettre en évidence la ﬂéxibilité des atomes de reconstruction, par oppositions
aux ondelettes horizontales, verticales et diagonales du schéma séparable classique (DWT). Les
expérimentations de quantiﬁcation des coeﬃcients ont montré que la QWT restituait mieux les
contours que la DWT, pour une quantité de données équivalentes. La seconde consistait à mettre
à l’épreuve les nouvelles informations oﬀertes par une telle décomposition dans un contexte de
classiﬁcation de textures. À nouveau, l’information de la phase a permis de surpasser la DWT,
grâce à une mesure de « directionnalité » accessible simplement dans la QWT, et impossible
avec les ondelettes classiques.
Les ondelettes quaternioniques bénéﬁcient d’un schéma de décomposition et reconstruction
simple et bien déﬁni. En revanche, ce schéma est encore trop lié aux lignes et aux colonnes de
l’image, ce qui se traduit par une variance par rotation de l’analyse quaternionique. De plus,
la prise en compte de la couleur par les quaternions, qui fait notamment partie des travaux
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antérieurs dans notre équipe, n’a pas abouti à une représentation en ondelettes couleur satis-
faisante. C’est pourquoi il semble qu’à son tour, l’algèbre des quaternions soit trop limitée.
Le formalisme monogène de M. Felsberg dépasse cette limite en utilisant d’une part des
algèbres encore plus générales, et d’autre part une nouvelle notion de signal analytique isotrope,
et donc invariant par rotation. L’interprétation de la phase monogène est plus simple que celle de
la phase quaternionique, mais en contrepartie la mise en évidence d’atomes de reconstruction n’a
pas été faite. La dimension numérique a néanmoins été engagée avec le banc de ﬁltres monogène
de M. Unser, qui permet une reconstruction parfaite, sans toutefois proposer de méthode de
fusion des informations monogènes en une reconstruction univoque. Le travail de synthèse que
nous avons mené sur le concept monogène et sur cet algorithme a révelé une faiblesse en termes
de schéma numérique, en particulier en ce qui concerne la reconstruction de l’image, qui reste à
l’heure actuelle un sujet ouvert.
Aﬁn de donner une première solution de représentation analytique pour les images couleur,
nous avons déﬁni une extension couleur des ondelettes monogènes en nous basant sur l’analyse
de Cliﬀord. Il s’agit d’une transformée en ondelettes non-séparable et non-marginale, qui proﬁte
donc des propriétés d’invariance par translation et rotation du formalisme monogène. Les sous-
bandes obtenues sont composées de trois composantes liées à l’énergie couleur, ainsi qu’à deux
composantes correspondant à une analyse géométrique.
Suite à cette déﬁnition, nous avons proposé d’appliquer les ondelettes monogènes couleur
dans un contexte de débruitage. En comparaison avec les ondelettes séparables qui introduisent
de fortes oscillations et les ondelettes non-décimées qui font référence en débruitage, la trans-
formée monogène couleur a montré des performances intermédiaires, se plaçant comme un com-
promis entre la redondance des données et la qualité du débruitage. Cependant, la diﬃculté que
nous avons eue à déﬁnir une méthode de reconstruction, ainsi que le manque de régularité des
artefacts introduits montrent clairement la limite en termes de schéma numérique monogène. De
plus, la notion de phase dans cette démarche n’est pas suﬃsamment aboutie pour avoir une car-
actérisation physique des coeﬃcients. C’est pourquoi nous avons décidé de reprendre le concept
de signal analytique et monogène pour les signaux couleur, aﬁn de déﬁnir une caractérisation
du signal maîtrisée.
Nous avons proposé dans la dernière partie de nous inspirer des outils de géométrie diﬀéren-
tielle étendus aux images multivaluées, qui représente probablement un des outils couleur les
plus eﬃcaces à l’heure actuelle dans la communauté de traitement d’image, en termes d’analyse
de la géométrie locale. Sur ce principe, nous avons déﬁni une transformée de Riesz couleur, que
nous avons ensuite identiﬁée à une opération de déphasage. La considération des images couleur
à travers des sous-bandes fréquentielles nous a amené a construire un modèle oscillatoire de
signal couleur, localement parametré par une direction variable dans l’espace couleur : « l’axe
couleur ». Nous avons ensuite construit une nouvelle notion de phase couleur, déﬁnie par ré-
duction à un cas scalaire grâce à la séparation de l’information colorimétrique portée par l’axe
couleur, et de l’information oscillatoire. Grâce à la transformée de Riesz couleur, nous avons
pu déﬁnir une procédure simple d’extraction des caractéristiques physiques locales des images
couleur : amplitude, phase, orientation, axe couleur. Ces caractéristiques s’interprètent de la
façon suivante :
L’amplitude traduit une notion d’énergie à une certaine échelle, elle se comporte donc
comme un détecteur de contours. Il réagit de façon invariantes aux lignes et aux bords, et
détecte toutes les diﬀérences de couleur, même les contours isoluminants.
La phase traduit une notion physique oscillatoire que l’on peut interepréter en termes de
caractérisation du type de contour, dont un modèle continu entre les structures de type « bord »
et les structures de type « ligne » est considéré.
L’orientation indique la direction principale de la structure. Elle est identique à une direc-
tion de gradient couleur.
L’axe couleur, qui est un vecteur unitaire, contient toute l’information colorimétrique liée
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à un voisinage spatial, à une échelle donnée. Cette information est diﬀérentielle, c’est-à-dire
qu’elle traduit la position relative dans l’espace colorimétrique des deux couleurs impliquées
dans la structure locale de bord ou de ligne.
L’extension dans le domaine des ondelettes a pu se faire naturellement, car toute la partie
calculatoire du formalisme monogène couleur que nous avons développé se place dans la recom-
binaison des coeﬃcients obtenus par un traitement marginal. On a alors pu utiliser directement
les bancs de ﬁltres scalaires, que nous avons appliqué marginalement, pour ﬁnalement calculer
de façon non-marginale les caractéristiques monogènes couleur. L’ensemble de ces caractéris-
tiques est interprétable en termes visuels, et contient l’information suﬃsante pour reconstruire
l’image correspondante. Nous avons donc ﬁnalement construit une représentation en ondelettes
monogènes couleur peu redondante et inversible.
Aﬁn de positionner ce nouvel outil d’un point de vue exprimental, nous avons proposé une
mise en pratique de cette transformée à travers deux applications classiques des ondelettes.
L’aspect compact de la transformée a d’abord été testée par des reconstructions partielles,
eﬀectuées après diﬀérentes conﬁgurations de quantiﬁcation des coeﬃcients. Celà a permis de voir
que les diﬀérentes composantes des coeﬃcients monogènes couleur portent bien des information
de géométrie et de couleur physiquement interprétables. En eﬀet, les dégradations appliquées
sur certaines composantes aﬀectaient certaines caractéristiques de l’image, comme la netteté des
contours, ou la précision des couleurs. Nous avons mis en lumière que l’ajustement de la quantiﬁ-
cation d’une composante permettait de contrôler indépendamment ces aspects graphiques. Cette
indépendance garantit en particulier que si la quantiﬁcation de l’axe couleur est suﬃsante, la
dégradation des autres composantes n’introduit pas de fausse couleur dans l’image. Ce résultat
préliminaire ouvre la voie vers de nouvelles méthodes de codage d’image, où des quantités di-
rectement liées à des informations visuelles importantes permettront de compresser eﬃcacement
les images couleur, en maîtrisant les artefacts introduits par un fort taux de compression.
La deuxième expérimentation consistait à vériﬁer la qualité d’analyse des structures locales
de l’image, et en particulier l’invariance par rotation. Nous avons vu que la description fournie
par l’ensemble des coeﬃcients constitue eﬀectivement une analyse géométrique ﬁne, associant
les propriétés du gradient couleur à celles du signal monogène scalaire. Ainsi, une détection de
contours multi-échelle est eﬀectuée, tout en classiﬁant ces contours selon leur parité (bord/ligne),
leur orientation, et les couleurs relatives qu’ils impliquent. L’invariance par rotation est vériﬁée,
à l’exception de la première échelle qui est particulière, car elle implique des structures très
« pixelliques », qui ne correspondent pas au modèle de signal. Notre représentation monogène
couleur préﬁgure donc une nouvelle famille de détecteurs de points d’intérêt, intégrant cette
notion nouvelle de phase couleur.
Dans les deux champs applicatifs étudiés, les problèmes liés au schéma numérique se sont
faits ressentir. La méthode de reconstruction que nous avons proposée semble insuﬃsante pour
reconstruire l’images à partir d’atomes monogène réellement pondérés et déphasés. En pratique,
seule la partie primaire, associée à des ondelettes paires et isotropes, est utilisée pour la synthèse.
Il n’y a pas comme avec la QWT ou le Dual-Tree de combinaison de parties paires et impaires,
aboutissant à un modelage adaptatif des atomes. Cette limite, que nous avons mise en évidence
notamment par la considération d’applications de traitement, n’est pas traitée dans la littérature.
La déﬁnition d’une transformée en ondelettes monogène complète nécessite de déterminer les
atomes de reconstruction. Ce travail fait partie de nos perspectives.
Enﬁn, la transformée en ondelettes monogène couleur que nous avons ﬁnalement proposée
est la première transformée analytique spécialement dédiée aux images couleur, et proﬁte des
diﬀérentes étapes d’amélioration des représentations analytiques que nous avons étudiées. À
savoir, cette transformée est non-séparable, non-marginale, approximativement invariante par
translation et rotation, peu redondante (≈ 1.8×) et inversible. Finalement, les bonnes propriétés
de cette nouvelle transformée et la concordance de l’analyse avec notre perception valident la
démarche de déﬁnir un outil vectoriel, en considérant un signal couleur dès le début de la
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construction. En ce qui concerne le choix d’une piste de recherche autour du signal analytique,
il est à l’origine de la complémentarité des informations obtenues par l’amplitude, la phase et
l’axe couleur.
D’un point de vue codage d’image hiérarchisé, la richesse de la décomposition ouvre toutes les
possibilités pour ordonner les coeﬃcients en fonction de l’amplitude par exemple, mais aussi de
leur orientation ou de leur phase, qui peuvent permettre de faire intervenir certaines contraintes
du système visuel. Ces derniers aspects se placent tout-à-fait dans le cadre du projet ANR
CAIMAN lié à cette thèse.
Les perspectives de ce travail sont les suivantes.
La reconstruction par atomes monogènes doit être déﬁnie de façon univoque, aﬁn d’identiﬁer
une méthode de fusion des deux bancs de ﬁltres. Cette méthode doit selon nous correspondre
à une combinaison linéaire des composantes cartésiennes des ﬁltres monogènes, permettant de
conférer à l’atome reconstruit sa phase et son orientation. Cette dimension qui était automa-
tique dans la transformée quaternionique est absente des outils monogènes à l’heure actuelle, et
pose problème dans les application de traitement. Nous pensons que les ondelettes monogènes
doivent être liées à une nouvelle famille d’atomes de reconstruction, dont la forme serait déﬁnie
par les caractéristiques monogènes du coeﬃcient associé. Notre travail futur consistera plus
généralement à déﬁnir un schéma numérique complet pour la décomposition et la reconstruction
monogènes.
Le modèle d’oscillation couleur proposé pour l’extension des représentations monogènes pour-
rait être généralisé, aﬁn de résoudre notamment les problèmes de passage par zero de certaines
composantes, qui aboutissent à une caractérisation parfois instable de certaines données. Celà est
dû à notre avis au fait que nous n’exploitons pas entièrement les données d’analyse oﬀertes par
la transformée de Riesz couleur. Plus particulièrement, un deuxième axe couleur pourrait prob-
ablement être extrait, ce qui permettrait d’enrichir l’analyse colorimétrique de la représentation
monogène couleur. En eﬀet, à ce stade, l’extension couleur proposée est limitée à un modèle de
signal selon lequel les oscillations locales évoluent le long d’un axe linéaire. Il semble satisfaisant
pour les structures de type bord et ligne, mais pourrait probablement englober d’autres types
de structures couleur par une caractérisation plus évoluée. De plus, si un travail doit être fait
autour du choix de l’espace colorimétrique, aspect très important vis-à-vis des problématiques
liées au système visuel humain, nous pensons qu’il devrait se faire conjointement à la déﬁnition
du modèle couleur.
Des perspectives plus applicatives sont également envisagées. Des descripteurs de points
d’intérêts plus évolués pourraient être déﬁnis à partir des coeﬃcients d’ondelettes monogènes
couleur, et être comparés à des outils comme SIFT.
Une modélisation statistique des coeﬃcients monogènes pourrait permettre de déﬁnir une
procédure optimisée de quantiﬁcation, aﬁn d’évoluer vers un schéma de codage d’image hiérar-
chisé, prenant en compte des contraintes du système visuel humain
La reﬂexion sur la modélisation oscillatoire des images couleur, plus généralement des signaux
multidimensionnels et multivalués, ouvre la voie également sur une nouvelle déﬁnition de trans-
formée de Fourier couleur, guidée par l’interprétation physique des coeﬃcients qui permettra
notamment de faire le lien avec la perception.
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Résultats de classification de
texture
Nous exposons ici la table complète des taux de reconnaissance (en pourcentages) obtenus
par classe, en termes de « taux moyen » ainsi que d’écarts-types.
Classe DWT QWT Mag. QWT Phase QWT CWT
Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty.
Brod. 1 73.00 13.91 86.40 11.29 99.47 1.82 93.87 7.85 93.20 8.21
Brod. 2 60.53 11.32 73.73 8.88 40.40 10.75 80.60 8.32 81.87 7.41
Brod. 3 72.87 10.56 82.00 8.61 56.40 13.38 98.07 3.04 64.93 11.63
Brod. 4 67.20 14.33 65.60 13.56 97.07 5.22 97.67 6.17 100.00 0.00
Brod. 5 67.73 12.42 42.27 12.25 33.33 10.72 63.73 10.35 70.93 10.83
Brod. 6 99.20 2.73 100.00 0.00 99.00 3.47 100.00 0.00 99.87 1.33
Brod. 7 41.73 10.87 23.47 9.36 48.40 10.06 47.20 11.24 60.13 12.35
Brod. 8 95.73 3.73 89.87 6.73 99.73 1.31 99.27 2.10 99.47 1.82
Brod. 9 56.07 13.64 82.47 9.02 79.67 11.58 90.67 8.63 82.47 9.46
Brod. 10 61.60 11.92 77.67 9.35 37.53 12.45 85.13 8.68 60.13 11.25
Brod. 11 81.80 8.20 91.87 5.73 91.40 6.52 97.93 3.51 100.00 0.00
Brod. 12 80.27 9.13 88.87 8.48 46.53 9.28 95.20 5.61 96.33 4.58
Brod. 13 37.40 9.98 19.40 10.03 14.93 6.84 34.93 12.29 51.67 11.23
Brod. 14 31.93 12.40 21.47 9.36 48.67 10.05 71.87 9.55 12.60 8.42
Brod. 15 77.00 10.52 68.07 9.77 48.47 12.17 70.33 9.01 77.67 9.73
Brod. 16 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 17 100.00 0.00 99.00 2.39 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 18 95.20 6.97 98.07 3.58 92.80 5.58 99.47 1.82 84.40 9.00
Brod. 19 81.93 9.95 49.93 12.66 72.73 11.01 86.87 7.49 65.40 11.75
Brod. 20 97.73 4.57 100.00 0.00 99.93 0.67 100.00 0.00 99.67 1.46
Brod. 21 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 22 86.13 8.08 52.93 11.56 83.13 10.95 90.00 7.31 64.93 11.47
Brod. 23 44.07 11.13 37.07 12.69 32.93 12.02 56.27 11.30 28.40 9.78
Brod. 24 96.53 5.14 98.13 3.80 88.93 7.23 99.93 0.67 84.53 10.24
Brod. 25 70.87 12.70 86.33 6.79 91.80 5.35 93.27 5.40 91.93 4.47
Brod. 26 81.47 11.55 95.53 6.00 90.13 6.46 96.93 4.96 90.93 8.76
Brod. 27 41.00 13.04 28.00 9.89 15.07 7.68 41.80 11.25 11.93 8.17
Brod. 28 71.20 11.79 46.20 14.00 46.27 13.43 72.80 12.16 45.13 11.04
Brod. 29 64.67 10.78 67.27 12.39 33.33 13.57 79.33 9.16 49.27 11.83
Brod. 30 14.00 8.76 17.80 9.29 27.47 9.20 23.80 9.10 0.73 2.10
Brod. 31 15.00 9.30 23.73 10.09 29.13 11.20 32.53 10.09 14.20 7.32
Brod. 32 99.27 2.10 98.33 3.05 79.80 10.49 99.80 1.14 95.33 3.73
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Classe DWT QWT Mag. QWT Phase QWT CWT
Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty.
Brod. 33 73.40 8.45 69.73 9.82 40.53 13.79 78.53 9.02 51.00 9.01
Brod. 34 99.13 2.94 98.80 2.90 100.00 0.00 100.00 0.00 97.80 6.07
Brod. 35 88.87 6.90 67.80 10.64 54.73 12.65 91.60 8.35 85.20 10.05
Brod. 36 67.20 11.00 52.80 12.81 49.00 12.90 69.67 12.22 70.60 13.27
Brod. 37 85.87 13.54 90.27 6.39 90.93 8.29 96.00 3.42 94.73 4.47
Brod. 38 60.07 12.34 89.13 5.58 79.67 8.44 94.33 4.87 94.20 5.97
Brod. 39 55.80 11.48 60.87 11.97 30.60 10.93 66.60 11.39 71.33 10.74
Brod. 40 32.53 11.92 31.27 11.48 42.80 10.60 61.00 12.30 30.33 9.91
Brod. 41 44.33 10.94 59.40 10.89 83.33 9.55 84.20 8.46 31.00 11.35
Brod. 42 34.60 10.62 37.73 7.41 30.47 10.17 48.73 8.30 47.27 7.99
Brod. 43 17.13 9.44 22.27 12.51 12.93 8.88 19.73 10.72 9.47 7.23
Brod. 44 28.67 10.91 41.40 10.90 35.07 11.24 41.73 12.45 34.00 12.48
Brod. 45 5.93 5.27 22.47 9.83 9.73 5.87 20.07 9.16 23.13 9.31
Brod. 46 88.07 10.94 85.13 10.50 95.27 5.71 94.07 10.11 74.73 12.18
Brod. 47 99.93 0.67 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 48 95.00 4.17 56.60 13.11 88.33 6.24 86.33 7.11 41.40 11.69
Brod. 49 100.00 0.00 94.87 6.06 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 50 73.67 9.16 62.27 9.34 81.33 7.28 77.13 8.11 48.07 11.38
Brod. 51 84.87 9.61 81.27 8.67 87.53 9.69 90.47 8.70 95.27 3.94
Brod. 52 39.33 12.15 81.60 12.68 100.00 0.00 99.33 3.21 98.40 6.15
Brod. 53 97.53 3.37 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 54 45.47 11.39 45.73 12.21 42.73 10.30 71.13 10.12 71.87 7.90
Brod. 55 98.87 2.52 100.00 0.00 96.87 4.49 100.00 0.00 100.00 0.00
Brod. 56 92.47 7.85 97.00 3.33 100.00 0.00 99.47 1.82 100.00 0.00
Brod. 57 97.93 5.42 91.33 7.06 47.33 12.52 98.13 4.03 100.00 0.00
Brod. 58 13.13 7.61 11.07 6.98 13.67 7.89 20.13 8.63 9.87 6.73
Brod. 59 48.33 13.04 30.87 10.15 18.60 8.49 33.47 9.62 14.67 7.34
Brod. 60 38.80 10.40 57.67 11.27 12.33 6.86 62.53 12.13 57.47 12.74
Brod. 61 38.53 11.43 27.93 11.04 23.53 10.14 42.73 11.57 38.20 12.49
Brod. 62 48.07 12.47 70.00 8.34 27.60 10.38 79.40 6.00 53.13 12.11
Brod. 63 26.87 10.66 23.20 8.55 25.80 10.71 36.00 11.80 16.60 9.64
Brod. 64 69.80 10.36 76.73 9.87 97.73 3.57 88.73 8.08 85.60 10.83
Brod. 65 94.67 3.79 98.73 2.95 99.93 0.67 99.80 1.14 90.93 10.27
Brod. 66 51.00 12.04 54.07 11.56 84.07 11.17 92.47 7.50 40.33 12.51
Brod. 67 46.13 12.16 72.60 10.55 80.93 8.48 84.93 8.13 74.67 10.42
Brod. 68 94.73 6.52 100.00 0.00 100.00 0.00 100.00 0.00 84.47 12.14
Brod. 69 44.00 10.89 47.47 10.98 35.40 8.77 55.87 11.60 53.53 9.96
Brod. 70 69.07 13.38 63.13 13.25 85.53 8.15 73.27 11.03 68.07 10.77
Brod. 71 71.40 10.98 84.07 9.70 39.13 10.28 90.13 7.67 80.60 8.53
Brod. 72 76.13 8.75 63.07 13.91 60.93 8.89 76.60 10.31 56.67 12.41
Brod. 73 20.80 9.44 21.67 9.11 10.60 7.70 35.87 11.08 26.07 9.43
Brod. 74 40.73 11.79 63.80 11.54 83.13 9.50 94.93 7.41 21.67 10.44
Brod. 75 67.87 11.19 80.00 11.33 94.87 3.77 97.40 3.40 23.20 9.55
Brod. 76 95.93 6.89 99.53 2.55 100.00 0.00 100.00 0.00 84.47 13.10
Brod. 77 98.67 2.68 96.40 3.34 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 78 96.47 5.31 83.53 6.25 93.33 5.44 88.27 6.44 87.40 6.96
Brod. 79 87.53 8.77 93.00 7.30 100.00 0.00 97.07 5.94 71.53 15.19
Brod. 80 70.73 12.50 62.13 15.91 98.33 3.33 91.13 6.07 86.80 9.19
Brod. 81 90.73 7.92 92.20 6.36 98.27 3.09 99.93 0.67 97.67 6.24
Brod. 82 100.00 0.00 99.87 0.94 99.93 0.67 100.00 0.00 84.27 7.12
Brod. 83 99.93 0.67 93.00 7.95 100.00 0.00 100.00 0.00 98.53 2.78
Brod. 84 99.20 2.89 90.47 7.17 100.00 0.00 99.53 2.37 97.73 3.57
Brod. 85 93.00 5.14 97.07 5.04 100.00 0.00 100.00 0.00 100.00 0.00
Brod. 86 42.73 13.17 27.67 10.57 56.27 10.78 63.07 11.15 86.33 9.25
Brod. 87 88.73 8.67 79.53 10.48 77.47 8.93 94.93 4.84 68.53 11.45
Brod. 88 25.40 8.35 8.87 6.36 31.33 10.82 21.67 9.01 7.33 5.65
Brod. 89 18.53 9.41 7.00 6.45 27.93 10.06 11.60 7.32 4.40 4.94
Brod. 90 33.80 10.39 18.67 9.33 56.07 11.65 46.80 12.50 28.53 9.38
Brod. 91 21.93 9.68 9.53 5.94 25.87 11.65 34.07 9.89 10.93 8.29
Brod. 92 60.47 12.44 55.67 13.18 70.80 11.08 83.13 11.70 69.73 13.18
Brod. 93 89.00 7.18 87.53 8.67 96.13 4.85 94.80 5.89 94.27 6.14
Brod. 94 51.13 14.06 82.27 8.11 76.60 11.82 94.13 5.47 90.80 7.01
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Classe DWT QWT Mag. QWT Phase QWT CWT
Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty. Moy. Ec. Ty.
Brod. 95 90.87 8.61 90.07 11.55 97.93 3.24 97.67 5.14 96.20 3.82
Brod. 96 49.47 11.57 65.73 9.98 76.87 10.91 66.87 10.31 79.47 8.24
Brod. 97 36.33 9.11 25.13 9.47 11.47 8.26 33.33 10.47 51.33 12.80
Brod. 98 21.13 9.38 22.20 9.04 38.00 11.43 32.00 13.06 10.80 7.08
Brod. 99 18.53 8.97 18.73 9.46 12.13 6.99 32.93 11.87 10.27 7.37
Brod. 100 33.07 11.83 21.53 7.63 26.67 11.25 44.60 13.19 42.53 10.15
Brod. 101 51.33 12.97 50.20 12.33 66.53 13.33 69.07 16.26 58.40 13.00
Brod. 102 46.27 15.30 52.80 12.09 42.47 14.39 68.53 13.83 36.53 12.15
Brod. 103 66.07 12.47 60.40 14.83 52.80 11.97 65.47 13.35 57.60 14.54
Brod. 104 63.13 16.78 47.00 14.03 62.27 13.71 52.73 16.08 60.13 14.74
Brod. 105 82.53 8.41 69.40 11.69 71.07 9.77 74.00 9.87 82.47 8.24
Brod. 106 69.53 16.12 54.73 13.44 67.13 14.22 56.20 12.97 79.07 10.42
Brod. 107 28.67 9.64 72.67 10.74 35.33 11.03 73.27 11.82 61.67 11.66
Brod. 108 16.00 8.04 28.07 10.65 25.00 9.30 32.00 11.13 14.73 7.66
Brod. 109 67.33 11.59 48.67 12.97 57.13 15.92 56.73 14.42 27.73 9.60
Brod. 110 51.87 15.30 61.73 14.45 48.73 15.00 64.93 15.76 60.93 9.89
Brod. 111 64.33 11.50 49.07 12.52 73.67 13.65 96.40 4.07 62.80 11.22
TC12 1 84.03 4.10 85.22 4.30 87.03 5.10 95.24 3.69 89.20 4.52
TC12 2 83.64 4.83 80.31 4.29 84.39 3.52 93.13 2.75 85.22 4.09
TC12 3 98.54 1.24 91.13 3.24 73.58 4.67 98.67 1.17 93.58 2.29
TC12 4 92.10 3.32 81.01 4.83 76.43 5.18 92.91 4.35 93.06 3.93
TC12 5 93.31 5.85 95.13 5.60 94.23 5.84 95.05 6.43 94.56 6.88
TC12 6 94.54 4.65 96.06 5.68 94.55 5.28 95.15 5.87 94.27 5.64
TC12 7 90.39 5.46 96.31 4.23 91.37 4.80 95.57 5.37 96.19 4.78
TC12 8 100.00 0.00 95.50 2.45 92.74 3.96 98.09 2.15 88.22 3.92
TC12 9 97.62 3.25 87.99 3.95 87.82 3.81 97.65 1.86 96.86 3.65
TC12 10 63.06 3.88 65.06 5.14 75.69 4.54 80.52 4.15 75.99 4.38
TC12 11 79.15 4.75 84.98 4.64 83.35 4.42 92.15 4.98 91.91 5.89
TC12 12 99.02 1.43 90.13 3.11 93.03 2.70 99.00 0.80 97.59 2.39
TC12 13 86.97 3.11 62.61 4.45 77.67 4.53 89.08 3.43 90.60 3.51
TC12 14 77.90 4.17 92.66 5.41 65.12 4.78 93.91 4.44 94.26 4.29
TC12 15 46.31 4.38 65.77 4.35 53.89 4.57 66.83 3.62 72.33 4.24
TC12 16 61.33 4.64 62.08 4.19 64.26 4.80 83.92 4.00 79.89 4.93
TC12 17 62.94 4.81 56.98 5.09 48.24 3.95 77.28 4.55 75.99 5.06
TC12 18 80.47 4.28 83.58 5.16 83.35 4.45 93.68 2.85 89.09 4.39
TC12 19 73.21 3.70 70.41 4.15 67.75 4.74 87.17 3.28 90.96 4.20
TC12 20 86.43 3.40 72.28 4.39 69.34 4.37 91.57 2.71 79.49 3.64
TC12 21 94.49 2.11 85.91 2.71 98.32 0.95 99.48 0.63 97.42 1.13
TC12 22 96.48 2.53 90.79 3.10 96.11 3.76 98.38 1.96 96.07 3.82
TC12 23 81.90 5.15 84.83 3.80 69.30 5.55 85.93 5.07 67.65 6.21
TC12 24 77.39 4.19 77.97 3.88 62.87 5.23 78.71 4.03 64.58 4.49
TC14 1 91.04 9.97 91.78 9.71 99.92 0.39 99.90 0.59 82.82 7.11
TC14 2 67.96 8.15 76.50 7.75 91.78 4.92 95.90 6.31 88.04 5.01
TC14 3 67.90 9.27 68.22 11.55 87.24 6.73 91.04 5.68 91.06 5.73
TC14 4 98.90 2.06 98.30 3.39 100.00 0.00 100.00 0.00 100.00 0.00
TC14 5 76.70 8.55 57.40 8.14 99.96 0.28 99.98 0.20 86.54 4.41
TC14 6 89.72 6.89 98.08 4.48 99.98 0.20 99.86 0.59 100.00 0.00
TC14 7 91.40 5.47 97.10 3.49 99.20 1.02 99.66 0.95 99.48 1.29
TC14 8 95.08 6.57 95.00 10.04 99.14 3.27 99.20 3.88 99.70 1.25
TC14 9 78.74 7.77 51.76 9.09 98.28 2.80 98.78 1.95 88.96 5.65
TC14 10 96.98 5.12 82.26 9.28 98.54 1.20 98.80 0.98 99.98 0.20
TC14 11 94.34 7.43 90.02 7.99 97.58 2.97 98.66 2.38 100.00 0.00
TC14 12 72.94 10.35 74.18 9.04 93.64 9.47 92.68 8.66 90.60 7.06
TC14 13 96.34 3.86 90.00 4.98 99.98 0.20 99.62 0.89 83.00 8.87
TC14 14 68.56 7.72 84.62 6.96 98.36 2.76 96.92 3.45 97.44 5.11
TC14 15 99.62 1.29 89.70 8.60 99.56 0.83 99.44 0.99 100.00 0.00
TC14 16 91.50 6.51 73.08 10.08 99.06 1.46 99.54 1.68 90.86 7.05
TC14 17 59.12 10.81 54.70 10.30 81.92 7.83 84.50 7.62 68.70 10.40
TC14 18 86.02 8.58 53.02 10.47 90.74 4.26 91.48 4.19 85.10 8.96
TC14 19 30.86 9.33 31.00 7.13 44.42 9.12 66.38 8.56 43.84 8.78
TC14 20 41.32 7.19 29.12 7.08 47.96 6.70 53.06 8.24 51.36 7.54
TC14 21 18.52 6.03 15.42 4.52 43.58 6.78 43.42 6.82 31.14 6.53
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TC14 22 52.26 10.45 40.68 9.54 43.74 7.57 66.54 9.32 44.78 8.35
TC14 23 64.08 7.85 69.48 7.35 95.42 7.53 95.54 6.70 76.62 8.68
TC14 24 87.20 5.53 72.44 6.72 91.48 5.36 92.76 5.08 77.94 8.35
TC14 25 43.84 7.51 30.60 7.81 87.70 7.51 85.34 8.00 89.44 8.68
TC14 26 33.52 6.97 27.46 7.18 18.74 6.85 26.96 6.09 18.48 6.16
TC14 27 26.00 7.06 24.10 6.91 67.68 7.22 64.96 7.83 40.52 6.78
TC14 28 99.84 1.23 96.12 5.26 100.00 0.00 100.00 0.00 99.82 0.58
TC14 29 88.94 10.94 82.58 12.06 92.88 4.43 93.38 4.26 100.00 0.00
TC14 30 61.88 10.26 50.72 8.54 45.16 7.19 52.68 9.12 72.02 7.43
TC14 31 37.12 8.73 29.38 7.21 44.36 8.13 48.74 8.42 64.18 8.79
TC14 32 39.14 9.36 38.82 10.13 21.98 7.33 35.30 8.03 42.30 7.91
TC14 33 59.20 7.51 47.78 8.66 95.58 4.43 87.52 6.29 56.12 8.12
TC14 34 50.36 8.86 47.70 9.44 46.26 9.44 50.62 9.80 77.82 9.35
TC14 35 39.88 7.87 21.54 4.64 25.30 5.64 34.42 8.60 40.56 7.78
TC14 36 34.28 6.90 26.44 7.28 17.94 6.24 26.62 7.86 40.20 8.22
TC14 37 31.78 7.91 35.60 7.92 59.90 9.26 62.74 9.71 49.78 9.01
TC14 38 89.00 7.50 72.34 8.15 72.84 9.99 84.40 8.31 89.70 5.53
TC14 39 28.72 6.93 24.04 6.61 31.10 6.99 37.14 8.74 51.82 7.98
TC14 40 21.30 7.31 17.08 6.74 28.68 7.40 33.36 8.22 41.98 10.42
TC14 41 70.12 7.36 49.14 7.29 43.52 7.85 55.64 8.22 59.04 8.68
TC14 42 30.98 8.21 31.82 8.29 36.36 8.52 39.60 9.51 46.26 9.97
TC14 43 20.76 6.72 23.50 7.13 35.48 7.59 37.22 8.43 38.44 8.04
TC14 44 33.66 8.47 33.86 7.94 26.30 7.39 33.22 9.44 50.52 8.26
TC14 45 49.62 11.52 37.70 8.61 50.28 8.99 54.30 9.67 63.38 10.09
TC14 46 64.78 9.09 45.12 8.85 53.96 9.17 63.86 7.84 84.70 6.61
TC14 47 29.88 8.34 27.28 8.68 20.92 6.20 35.48 9.32 33.46 7.76
TC14 48 57.86 12.74 58.34 11.75 24.72 6.93 42.80 9.07 42.96 9.40
TC14 49 54.92 11.28 53.72 9.59 27.44 7.49 43.60 9.51 49.72 9.35
TC14 50 51.98 9.73 45.32 9.94 28.44 6.78 43.86 9.82 40.72 7.67
TC14 51 44.38 9.09 40.02 9.20 33.26 8.98 44.04 10.01 41.30 8.43
TC14 52 39.98 10.17 43.30 8.00 23.06 7.70 32.02 8.40 29.44 6.87
TC14 53 74.98 10.92 68.34 10.05 47.08 9.40 67.88 8.77 61.24 10.24
TC14 54 96.16 6.27 88.98 6.98 96.26 2.57 99.10 1.59 99.50 1.25
TC14 55 70.70 8.45 68.94 8.51 43.34 8.63 53.00 9.80 81.84 6.43
TC14 56 68.12 10.48 58.52 7.85 36.18 8.64 49.52 10.15 51.52 9.58
TC14 57 89.82 5.00 81.22 6.33 98.36 2.37 98.30 2.38 98.26 2.30
TC14 58 26.24 7.34 17.62 5.98 26.52 5.56 23.84 7.81 27.38 6.50
TC14 59 19.04 5.64 10.96 5.09 29.56 7.54 24.06 7.00 16.66 5.48
TC14 60 22.84 8.20 26.84 8.96 22.36 6.84 30.08 8.49 23.98 6.24
TC14 61 19.74 5.86 16.46 5.30 18.46 5.50 20.58 5.64 25.30 6.37
TC14 62 13.90 4.89 11.92 4.92 15.46 4.71 14.00 5.36 21.86 5.64
TC14 63 20.88 6.58 25.30 7.52 21.04 5.34 26.74 7.50 28.32 6.71
TC14 64 25.10 8.25 25.24 8.09 29.78 7.72 35.52 9.27 26.70 7.68
TC14 65 23.72 7.53 20.34 7.11 23.70 6.26 23.14 7.13 19.74 7.42
TC14 66 32.62 7.39 44.58 8.69 31.00 7.92 51.74 7.36 48.48 7.61
TC14 67 23.64 6.50 19.44 5.90 24.44 5.89 20.10 6.18 23.14 6.05
TC14 68 26.22 7.98 29.32 7.83 15.60 5.87 27.42 8.91 19.58 6.41
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Résumé De nombreux algorithmes de traitement d’image numérique (compression, restauration, anal-
yse) sont basés sur une représentation en ondelettes. Les outils mathématiques disponibles étant souvent
pensés pour des signaux 1D à valeurs scalaires (comme le son), ils sont mal adaptés aux signaux 2D
vectoriels comme les images couleur. Les méthodes les plus répandues utilisent ces outils indépendam-
ment sur chaque ligne et chaque colonne (méthodes « séparables »), de chaque plan couleur (méthode
« marginale ») de l’image. Ces techniques trop simples ne donnent pas accès aux informations visuelles
élémentaires, aboutissant à des traitements qui risquent d’introduire des artefacts rectangulaires et de
fausses couleurs. Notre axe de recherche se situe autour des représentations analytiques qui utilisent un
modèle oscillatoire des signaux. Ces outils de traitement du signal sont connus pour être bien adaptés à
la perception humaine (auditive et visuelle), et leur extension à des dimensions supérieures est un sujet
encore très actif, qui révèle des propriétés intéressantes pour l’analyse de la géométrie locale. Dans cette
thèse, nous faisons une revue des ondelettes analytiques existantes pour l’image en niveaux de gris (dites
complexes, quaternioniques et monogènes), et nous proposons des expérimentations qui valident leur in-
térêt pratique. Nous déﬁnissons ensuite une extension vectorielle qui permet de manipuler facilement le
contenu géométrique d’une image couleur, ce que nous validons à travers des expérimentations en codage
et analyse d’image.
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Title Analytic and monogenic wavelets for color image representation
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Discipline Signal and image processing
Abstract Many digital image processing algorithms (compression, restoration, analysis) are based on
a wavelet representation. Available mathematical tools are often designed for 1D and scalar-valued signals
(e.g. sound) so ill-adapted for 2D vector signals such as images. Most methods use those tools indepen-
dently on every row and column (“separable methods”) of each color channel (“marginal methods”) of
the image. These too simple techniques cannot give access to elementary visual information, sometimes
resulting in rectangular artifacts or false colors. Our topic is about analytic representations using an
oscillatory model for signals. These signal processing tools are known to ﬁt well the human perception
(auditory and visual), and their extension to higher dimensions is still an active topic revealing interesting
properties for local geometry analysis. In this thesis we review existing analytic wavelets for grayscale
images (complex, quaternionic and monogenic) and we propose experiments that validate their practical
interest. We then deﬁne a vector extension that handles well the geometric content of a color image, what
we further validate through experiments of image coding and analysis.
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