Abstract-We present novel algorithms to control underactuated mechanical systems. For a class of invariant systems on Lie groups, we design iterative small-amplitude control forces to accelerate along, decelerate along, and stabilize relative equilibria. The technical approach is based upon a perturbation analysis and the design of inversion primitives and composition methods. We illustrate the algorithms on an underactuated planar rigid body and on a satellite with two thrusters.
I. INTRODUCTION
In this paper we study control of underactuated mechanical systems on Lie groups. We concentrate on the construction of small-amplitude control forces that, when used iteratively, result in a given change of the velocity in the direction of a relative equilibrium, while the configuration changes as if the system had moved along the relative equilibrium. Perturbation analysis and Lie group theory play a crucial role in the analysis. Example systems to which the theory applies are an underactuated planar rigid body and a satellite with two thrusters. The motivation for studying underactuated systems is twofold; it gives rise to other design possibilities than a fully actuated system and it is appropriate in the situation of an actuator failure, meaning that such an analysis improves robustness to actuator failures.
A vast literature is available on mechanical control systems. Extensive research has focused on underactuated mechanical systems, especially in the context of controlled Lagrangians and Hamiltonians, e.g., see [2] , [3] and subsequent works. Somehow less research is available for controlling systems along relative equilibria; a related spin-up problem is considered in [4] , the theory of kinematic reductions is exposed in [5] . Since this document builds directly upon the work in [6] we refer the reader to that document for a literature survey relevant for control algorithms for underactuated Lagrangian systems on Lie groups. A generalization of the theory in [6] to a larger class of mechanical systems can be found in [7] .
As main contribution of this paper, we propose algorithms to compute small amplitude control forces that speed up, slow down, or stabilize, an underactuated system along a relative equilibrium. This task is not accounted for in the A revised version of this document has been submitted as a technical note to the IEEE Transactions on Automatic Control [1] . framework developed in [6] which focused on velocities close to zero. The main advantage of the proposed approach is its applicability to systems that are not linearly controllable; the main limitation is that part of the results are applicable only to n-dimensional systems with (n − 1) controls.
This paper is organized as follows. First, in Section II, we review the mathematical model of simple mechanical control systems on Lie groups, as described in [5] , and perform perturbation analysis for small amplitude forcing and initial velocity close to a relative equilibrium. Based on this analysis Section III presents the design of two local inversion maps. Section IV presents methods to compose the inversion maps into a motion primitive and give the construction of control algorithms based on this motion primitive. In Section V we illustrate the approach by applying the algorithms numerically to an underactuated planar rigid body and the satellite with two thrusters, and we end the note by summarizing the results in a conclusion.
II. MATHEMATICAL MODEL AND PERTURBATION

ANALYSIS NEAR A RELATIVE EQUILIBRIUM
A simple mechanical control system on a Lie group is a mechanical system which has as configuration manifold an n dimensional Lie group G, with Lie algebra g, and Lagrangian equal to the kinetic energy which is defined by an inertia tensor I : g → g * . We assume that G is a matrix Lie group with identity element id and adjoint map Ad g : g → g associated to each g ∈ G. Such a system has dynamics given byġ
where g ∈ G is the configuration, ξ ∈ g is the bodyfixed velocity, ad ξ : g → g is the adjoint operator and ad * ξ : g * → g * its dual, f i ∈ g * defines the ith bodyfixed force, and u : R → R m is bounded and measurable and gives the resultant force on the system according to
In what follows, Σ = (G, I, {f 1 , . . . , f m }) denotes this mechanical control system.
We define the symmetric product · : · : g × g → g by
Defining
. . , m}, the dynamic equa-tion (2) can be written aṡ
Remark 1 (Simplifying convention): It is well known that g is an n-dimensional vector space. In what follows, we make no distinction between g and R n . This we do in order to express a vector in g as a column vector in R n and represent a linear map on g as a matrix. This choice is not to be confused with an irrelevance of the Lie algebra structure since this is far from being the case.
• A relative equilibrium for Σ is a curve t → g 0 exp(tξ re ) ∈ G, for g 0 ∈ G and ξ re ∈ R n , that is a solution to the dynamics (1), (2) for zero input u. It is easy to see that t → g 0 exp(tξ re ) is a relative equilibrium if and only if ξ re : ξ re = 0. It is convenient to call relative equilibrium both the curve t → g 0 exp(tξ re ) and the vector ξ re . Given a relative equilibrium ξ re , we define the linear map A re :
In the perturbation analysis it will be convenient to define, for
In what follows, s and τ will be used as integration variables only.
Proposition 2 (Perturbation analysis):
Let Σ be a mechanical control system on a Lie group with a relative equilibrium ξ re and corresponding matrix A re . For 0 < ǫ ≪ 1 and σ > 0, let [0, 2π] ∋ t → (g(t), ξ(t)) be the solution to (1) and (3) 
, and initial configuration g(0) = id. Let h(t) := g(t) · exp(−tσξ re ) and let x(t) := log(h(t)) be the exponential coordinates of h.
and x(t, ǫ) = ǫx
Proof: Since the input is analytic in ǫ so is the solution
Inserting the expansions for ξ into equation (3) and collecting terms of same order we computė
Inserting the initial condition then gives
Since g is a solution to the kinematic equation (1), it follows thaṫ
If we define ζ(t) := Ad exp(tσξre) (ǫξ
), then we have, according to [8] , that
Using
we achieve the result on x 1 and x 2 by inserting the expression for ζ into equation (4).
III. DESIGN: LOCAL INVERSION PRIMITIVES
For a mechanical control system Σ = (G, I, {f 1 , . . . , f m }) with relative equilibrium ξ re and corresponding matrix A re , we present the following assumptions. First, we make the standing assumption that ξ re ∈ span{b 1 , . . . , b m }, otherwise the theory of kinematic reductions [5] is readily applicable and the control problems we consider below are trivial.
Assumption 1 (Lack of linear controllability):
The subspace span{b 1 , . . . , b m } is invariant under the linear map A re , that is, ξ re :
Assumption 2 (Nonlinear controllability): The subspace span{b i , b i : b j | i, j ∈ {1, . . . , m}} is full rank and
Assumption 4: The subspace span{b 1 , . . . , b m } is invariant under the linear map ad ξre . Assumption 2 is the same controllability assumption adopted in [6] . If we define the matrix B :
n×m , then Assumption 1 is equivalent to the existence of a matrix Q ∈ R m×m such that A re B = BQ, and in turn e Are B = Be Q . Similarly, Assumption 4 is equivalent to the existence of a matrix M ∈ R m×m such that ad ξre B = BM .
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Lemma 3 (Transformation of controls):
The map F Q is invertible and its inverse is given as follows: if w = F Q [u], then u(t) = −Qw(t) +ẇ(t). Additionally, as in Assumption 1, let A re , B and Q satisfy A re B = BQ. If
Proof:
One-to-one correspondence between u and w is readily checked. We compute Bu σ (t) = where j = k + (h − 1)m, k ∈ {1, . . . , m}, h ∈ {1, . . . , r}. Next, for (i, j) ∈ {1, . . . , m} 2 , select numbers β ij as follows: for i < j take β ij ∈ {1, . . . , rm + 1 2 m(m − 1)} \ {α kh } (k,h)∈{1,...,m}×{1,...,r} all having distinct values, for i > j take β ij = β ji , and for i = j take β ij = 0.
Remark 5: In other words, the numbers α ij are selected sequentially in such a way as to maximize the rank of A σ,α . Note that, for i, j, k, l ∈ {1, . . . , m} and h ∈ {1, . . . , r}, we have: (i) all nonzero α ih are distinct, (ii) all nonzero α ih are distinct from all nonzero β jk , and (iii) β ij = β kl if and only
• Remark 6: The computations required by Definition 4 include checking that a vector belongs to a subspace. In practical numerical implementations it is sufficient to verify this condition up to a specified tolerance. It is convenient to choose this tolerance comparable with the accuracy of the control algorithms.
• For Z ∈ R m×m define λ :
We are now able to obtain the following result. Proposition 7 (speed_inversion): Let Σ be a mechanical control system on a Lie group with a relative equilibrium ξ re and corresponding matrix A re and satisfying Assumptions 1, 2 and 3. Let Q ∈ R m×m satisfy A re B = BQ. Let η ∈ R n , σ ∈ R, and compute z ∈ R m and Z ∈ R m×m as the pseudoinverse solution to
Given r, α, A σ,α , and β as in Definition 4, let y j (t) := m k=1 λ jk (Z) sin(β jk t), j ∈ {1, . . . , m}, and let γ = (γ 11 , . . . , γ m1 , . . . , γ 1r , . . . , γ mr )
T be the unique solution to A σ,α γ = −Ad exp(sσξre) (By(s))(2π),
Additionally, if we take
γ jl sin(α jl t), j ∈ {1, . . . , m}, 
then b 1 (t) = Bu 1 (t) and b 2 (t) = Bu 2 (t) satisfy
Ad exp(sσξre) (b 1 σ (s))(2π) = 0.
We call this map speed_inversion(σ, η) = (b 1 (t), b 2 (t)).
Proof: Existence and uniqueness of the solution to (6) is a consequence of Assumptions 3 and 2. Regarding existence and uniqueness of the solution to (5), Definition 4 ensures that
Ad exp(sσξre) (By(s))(2π) ∈ Image(A σ,α ).
Since every nonzero column in A σ,α contributes to the rank of A σ,α , the entries of γ corresponding to these will be unique. The remaining γ-values are defined to be 0.
Regarding the proof of equation (8) Regarding the proof of equation (7), from Lemma 3 we compute
Since all nonzero α-values are distinct and are distinct from the β-values we have for j < k
By straightforward calculations we then obtain
Proposition 8 (configuration_inversion):
Let Σ be a mechanical control system on a Lie group with a relative equilibrium ξ re and corresponding matrix A re and satisfying Assumptions 1 and 4. Let Q, M ∈ R m×m satisfy A re B = BQ and ad ξre B = BM . If µ ∈ R m , σ ∈ R and u 1 (t) = 0,
We denote this map configuration_inversion(σ, µ) = (b 1 (t), b 2 (t)) = (0, b 2 (t)). Proof: For b 1 (t) = 0 we have, using Lemma 3 and
Using Assumption 4 and Lemma 3 we compute
IV. DESIGN: GLOBAL MOTION ALGORITHMS
The algorithm presented in this section requires the following additional assumption.
Assumption 5: The n dimensional system Σ has n − 1 control forces, that is, m = n − 1.
Remark 9: Assumption 5 together with the standing assumption ξ re ∈ span{b 1 , . . . , b m } implies R n = span{b 1 , . . . , b m , ξ re }. Additionally, one can verify that Assumptions 5 and 1 together imply Assumption 3.
• Define the projection operators P B : R n → R n and P ξre :
where · is the dot product in R n defined by requiring {b 1 , . . . , b m , ξ re } to be an orthonormal basis. Notice that, under Assumption 4, these projection operators commute with ad ξre . This allows us to construct the following motion primitive.
Proposition 10 (change_speed motion primitive): Let Σ be a mechanical control system on a Lie group with a relative equilibrium ξ re and corresponding matrix A re and satisfying Assumptions 1, 2, 4, and 5. For 0 < ǫ ≪ 1, assume that
for some g 0 ∈ G, σ ∈ R, ν error , ξ error ∈ R n with ν error = O(1) and ξ error = O(1). If we take ρ ∈ R,
then we obtain
The planar rigid body with two forces applied at a point a distance h from the center of mass CM. Σs denotes an inertial reference frame. (θ, x, y) are coordinates for the configuration of the body. The body reference frame (not depicted) is aligned with the direction of application of f 1 and f 2 .
for some ν * error , ξ * error ∈ R n with P ξre (ν *
We denote this control map by
The proof of Proposition 10 is omitted but can be found in [9] . The proof uses Propositions 2, 7, 8 and the BakerCampbell-Hausdorff formula.
With this motion primitive we are able to construct the following algorithm that speeds up, slows down, or stabilizes, a system along a relative equilibrium.
Proposition 11 (speed_control algorithm): Let Σ be a mechanical control system on a Lie group with a relative equilibrium ξ re and corresponding matrix A re . Assume Σ satisfies Assumptions 1, 2, 4, and 5 and take 0 < ǫ ≪ 1. Let g(0), g 0 , ν error , σ, ξ error , ρ be as in Proposition 10 and let N ∈ N.
Define the algorithm (σ + ǫ 2 N ρ, g * 0 , ν * error , ξ * error ) = speed_control(ǫ, σ, ρ, N, g 0 , ν error , ξ error ) by 1: g 0,1 := g 0 ; ν error,1 := ν error ; σ 1 := σ; ξ error,1 := ξ error ; 2: for k ∈ {1, . . . , N } do 3:
The final configuration and velocity after the execution of this algorithm are
, and
The proof of this Proposition is omitted but can be found in [9] . It builds on Proposition 2 and 10.
Note that ρ > 0 speeds up the system along the relative equilibrium, ρ < 0 slows down the system, and ρ = 0 stabilizes the system's motion along the relative equilibrium. We may select N = O( 1 ǫ 2 ) in Proposition 11 so that the absolute change in velocity along the relative equilibrium is of order O(1). Thus, it is possible to use the algorithm speed_control to change the velocity along the relative equilibrium from a given value to another independent of ǫ.
V. EXAMPLES
The usefulness of the theory is illustrated in the following examples.
Example 12 (Planar rigid body): Consider a rigid body moving in the plane as described in [6] . The configuration manifold is G = SE(2) with coordinates (θ, x, y). Let m denote the mass of the body, J its moment of inertia and h the distance from the center of mass to the control forces.
T ∈ R 3 we have that the adjoint operator is given by
The inertia tensor has the representation I = diag(J, m, m).
With controls as in Figure 1 we have b 1 = The γ-values can be calculated using Definition 4 to be α 11 = α 12 = α 22 = 0, α 21 = 1, γ 11 = γ 12 = γ 22 = 0, and γ 21 = −α 21 λ 21 (Z)/β, where β ∈ {2, 3, 4, 5}. Finally, the components of χ are found to be
)/J and χ 2 = 0. Assumption 5 is immediately seen to be satisfied, so all the assumptions are met, and therefore we can apply the speed_control algorithm to speed up the system along e 3 . The result of the speed_control algorithm applied to the planar rigid body can be seen in Figure 2 .
Example 13 (Satellite with two thrusters): Consider a satellite with two thrusters aligned with the first and second principal axes. The configuration manifold is G = SO(3) and the equations of motion are of the form (1) and (3) where the symmetric product is given by ξ :
, where I = diag(J 1 , J 2 , J 3 ), J i being the moment of inertia along the ith principal axis, and × is the cross product. We have that e 3 : e 3 = 0, so e 3 is a relative equilibrium, and since J1J2J3 e 3 we see that Assumption 2 is fulfilled if J 1 = J 2 . Assumption 3 is satisfied because e 3 : b 1 : b 2 = J2−J1 J1J2J3 e 3 : e 3 = 0. Since ad ξ η = ξ × η we see that also Assumption 4 is satisfied. Assumption 5 is immediately seen to be met. Thus, if J 1 = J 2 , the theory presented in this paper can be used to speed up the satellite with two thrusters along the unactuated principal axis e 3 . This is illustrated in Figure 3 .
VI. CONCLUSION
In this note we have designed a motion control algorithm suitable for a class of invariant mechanical systems on Lie groups. Using small-amplitude control forces the algorithm solves the tasks of accelerating along, decelerating along, and stabilizing relative equilibria. The algorithm has been applied numerically to two example systems to illustrate the theory.
