Abstract. The Kashiwara-Vergne Lie algebra krv encodes symmetries of the KashiwaraVergne problem on the properties of the Campbell-Hausdorff series. It is conjectures that krv ∼ = Kt ⊕ grt 1 , where t is a generator of degree 1 and grt 1 is the Grothendieck-Teichmüller Lie algebra. In the paper, we prove this conjecture in depth 2. The main tools in the proof are the divergence cocycle and the representation theory of the dihedral group D12. Our calculation is similar to the calculation by Zagier of the graded dimensions of the double shuffle Lie algebra in depth 2.
Introduction
The Kashiwara-Vergne problem in Lie theory [KV] states the existence of an automorphism F of the free Lie algebra with two generators x and y which satisfies the following properties:
• The action of F preserves the conjugacy classes of generators x and y. That is, there exist g(x, y) and h(x, y) so as F (x) = e g xe −g and F (y) = e h ye −h .
• The action of F maps x + y to the Campbell-Hausdorff series, F (x + y) = log(e x e y ).
• The Jacobian cocycle of F (see [AT] for the precise definition) is of the form j(F ) = f (log(e x e y )) − f (x) − f (y). The positive solution of the Kashiwara-Vergne problem (see [AM] and [AT] ) implies the Duflo Theorem on the isomorphism of the center of the universal enveloping algebra and the ring of invariant polynomials, and various generalizations of algebraic and analytic aspects of the Duflo theorem.
The Kashiwara-Vergne Lie algebra krv encodes the symmetry of the Kashiwara-Vergne problem. The corresponding pro-unipotent group acts freely and transitively on the space of solutions of the Kashiwara-Vergne problem. It has been shown in [AT] that the GrothendieckTeichmüller Lie algebra grt 1 injects into krv. It is conjectured that
where t is a generator of degree 1. Both Lie algebras krv and grt 1 are graded by weight (the total number of x's and y's) and filtered by depth (the total number of y's).
We prove this conjecture in depth 2. That is, we show that krv coincides with Kt ⊕ grt 1 up to elements of depth 3 for arbitrary weight. The main tools in the proof are the divergence cocycle div (the infinitesimal version of the Jacobian cocycle j) and the representation theory of the dihedral group D 12 acting on polynomials in two variables. It is interesting to note that Date: December 11, 2014. 1 polynomials satisfying the same symmetry appeared previously in the work of Zagier ( [Z] , see also [IhO] ), in calculation of the graded dimensions of the double shuffle Lie algebra. L. Schneps explained to us that using her work [S] the two calculations can be linked to each other.
In analogy to the divergence cocycle, we introduce the super-divergence and q-divergence cocycles for q a primitive root of unity of order l, q l = 1. They are defined on the Lie subalgebras of grt 1 which consist of elements with weight divisible by l. The super-divergence cocycle plays an important role in Rouvière's theory of symmetric spaces (see [R] ).
We prove that in depth 2 the super-divergence and q-divergence cocycles have no kernel. This result is in sharp contrast with the fact that the divergence cocycle vanishes on [grt 1 , grt 1 ]. We conjecture that super-divergence and q-divergence cocycles have no kernel in arbitrary depth.
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Cocycles on Lie algebras of tangential derivations.
2.1. The Lie algebra of tangential derivations and the divergence cocycle. Let lie n = lie(x 1 , . . . , x n ) denote the degree completion of the free Lie algebra over a field K on n variables, and let Ass n = U (lie n ) be its universal enveloping algebra. Then Ass n is a degree completion of the free associative algebra on n generators. We have
where lie k (x 1 , . . . x n ) is spanned by the Lie words of length k. We will call lie k (x 1 , . . . x n ) the graded component of lie n of weight k.
When n = 2, we will use the variables (x, y) instead of (x 1 , x 2 ). In [AT] , the following graded vector space was defined:
where Ass + n is the augmentation ideal of Ass n . Recall the Lie algebra of tangential derivations on lie n : a derivation u on lie n is tangential if there exist a 1 , . . . , a n ∈ lie n such that u(x i ) = [x i , a i ] for all i = 1, . . . n. The action of u on the generators completely determines the derivation.
The tangential derivations tder n on lie n form a Lie algebra. Namely, if u = (a 1 , . . . a n ),
Every element a ∈ Ass n has a unique decomposition
where a 0 ∈ K, and (∂ k a) ∈ Ass n .
The divergence map div : tder n −→ tr n was defined in [AT] as follows. Let u = (a 1 , . . . a n ) ∈ tder n . Then
The divergence is a cocycle on tder n , in the sense that u · div(v) − v · div(u) = div ([u, v] ) for all u, v ∈ tder n . (see [AT] , Proposition 3.6).
2.2.
Even tangential derivations and the superdivergence. Similarly, we can define an even version of the above mentioned objects. Consider the subspace
This is a Lie subalgebra of lie n . Its universal enveloping algebra Ass even n = U (lie n ) is spanned by the words of even length.
For Ass even n , the supertrace graded vector space can be defined as follows. Definition 2.2.1. The graded vector space str n (the supertrace) is the quotient
n . Let str n : Ass even n −→ str n denote the natural projection.
Example 2.2.2. The graded component str 4 2 ⊂ str 2 is spanned by {str(x 4 ), str(x 3 y) = −str(yx 3 ) = −str(x 2 yx) = str(xyx 2 ), str(x 2 y 2 ) = −str(xy 2 x) = str(y 2 x 2 ) = −str(yx 2 y), str(xyxy) = −str(yxyx), str(xy 3 ) = −str(y 3 x) = −str(yxy 2 ) = str(y 2 xy), str(y 4 )}.
Then we have a natural notion of even tangential derivations.
Definition 2.2.3. The subspace tder even n ⊂ tder n is spanned by the tangential derivations u = (a 1 , a 2 , . . . a n ) such that a i ∈ lie even n for all i = 1, . . . n. Proposition 2.2.4. The even tangential derivations tder even n form a Lie subalgebra of tder n .
The even tangential derivations preserve lie even n ⊂ lie n and Ass even n ⊂ Ass n . The action descends to str n along the natural projection. If u ∈ tder even n , and a ∈ str n , we will denote the result of this action by u · a ∈ str n . Now we can define the superdivergence map for tder even n . Definition 2.2.5. The superdivergence is the map sdiv : tder even n −→ str n given by the formula
Proposition 2.2.6. The superdivergence is a cocycle on tder even n , in the sense that u · sdiv(v) − v · sdiv(u) = sdiv ([u, v] ) for all u, v ∈ tder even n .
Proof: See Proposition 2.3.5 below.
2.3. The q-tangential derivations and the q-divergence. More generally, let q be a primitive l-th root of unity, l ≥ 1, and assume that the field K contains q. Following the same logic as before, a notion of q-divergence can be defined. Let lie lN n denote the Lie subalgebra of the free Lie algebra lie n spanned by the Lie words of length divisible by l:
and let Ass lN n denote its universal enveloping algebra.
Definition 2.3.1. The graded vector space qtr n (the q-trace) is the quotient
Let qtr n : Ass lN n −→ qtr n denote the natural projection.
Example 2.3.2. Let l = 3. The graded component qtr 3 2 ⊂ qtr 2 is spanned by {qtr(x 3 ), qtr(x 2 y) = qqtr(xyx) = q 2 qtr(yx 2 ), qtr(xy 2 ) = qqtr(y 2 x) = q 2 qtr(yxy), qtr(y 3 )}.
Definition 2.3.3. The subspace tder lN n ⊂ tder n is spanned by the tangential derivations u = (a 1 , a 2 , . . . a n ) such that a i ∈ lie lN n for all i = 1, . . . n.
The q-tangential derivations tder lN n form a Lie subalgebra of tder n . The action of tder lN n preserves lie lN n ⊂ lie n and Ass lN n ⊂ Ass n , and descends to qtr n along the natural projection. If u ∈ tder lN n , and a ∈ qtr n , we will denote the result of this action by u · a ∈ qtr n . Definition 2.3.4. The q-divergence is the map qdiv : tder lN n −→ qtr n given by the formula
Remark. If l = 2 and q = −1, we recover the even tangential derivations, the supertrace and the superdivergence. Further on, we will consider the superdivergence as a particular case of q-divergence with l = 2.
Proposition 2.3.5. The q-divergence is a cocycle on qtr n , in the sense that u · qdiv(v) − v · qdiv(u) = qdiv ([u, v] ) for all u, v ∈ tder lN n .
Proof: Let u = (a 1 , . . . , a n ), v = (b 1 , . . . , b n ) such that the lengths of a i and b i are divisible by l for all i = 1, . . . n. Using the computation in the proof of Proposition 3.6 in [AT] , we obtain:
Consider the second line. Since the lengths of a k and b k are divisible by l, we have qtr
The third line is zero, since the length of the expression x i (∂ k a i ) is divisible by l. Therefore, we have
3. The Grothendieck-Teichmuller Lie algebra grt 1 and the Kashiwara-Vergne Lie algebra krv.
3.1. The Grothendieck-Teichmuller Lie algebra grt 1 . Recall the Grothendieck-Teichmuller Lie algebra grt 1 first introduced in [Dr] . First we need to define the n-strand braid Lie algebra t n .
Definition 3.1.1. The Lie algebra t n is generated by n(n − 1)/2 elements t i,j = t j.i , where 1 ≤ i, j ≤ n and relations
for all triples of distinct indices i, j, k.
Definition 3.1.2. The Lie algebra grt 1 is spanned by the elements (0, ψ) ∈ tder 2 , that satisfy the following relations: where the last equation takes values in the Lie algebra t, and t 1,23 = t 1,2 + t 1,3 , etc.
The Lie algebra structure on grt 1 is given by the Ihara bracket:
In [AT] , the following statement was shown (Theorem 4.1):
is an injective Lie algebra homomorphism from grt 1 to tder 2 .
3.2. Soulé elements. Consider the free Lie algebra
is the graded component of weight m. This graded component can be decomposed further into a direct sum of K-vector spaces
where the subspace lie (i,m−i) (x, y) is spanned by the elements with x-degree i and y-degree (m − i).
Similar decompositions exist for the universal enveloping algebra Ass 2 with deg(x) = deg(y) = 1. Then we have
where Ass (i,m−i) is spanned by the monomials with x-degree i and y-degree (m − i). The bigrading factors through to the vector spaces tr 2 , str 2 and qtr 2 . Notation: We will denote by f (p,t) the (p, t)-component of the element f lying in any of the spaces lie 2 , Ass 2 , tr 2 , str 2 and qtr 2 . For example, if f ∈ tr 2 , then f (p,t) = f ∩ tr
The following facts are known about grt 1 (see, for example, [Ih1] ) :
(a) The Lie algebra grt 1 ∋ (0, ψ) is graded by weight of the elements ψ ∈ lie 2 with deg(x) = deg(y) = 1. The first nontrivial component of grt 1 lies in weight m = 3.
. It also admits a decreasing filtration by depth, the smallest y-degree in any monomial in ψ. We will denote the associated graded component of depth n in grt 1 by grt y with a nonzero coefficient.
The Soulé elements below are normalized to have integer coefficients.
3.3. Kashiwara-Vergne Lie algebra krv. The Lie algebra krv was introduced in [AT] as the Lie algebra of the group that acts freely and transitively on the space of solutions of the Kashiwara-Vergne problem [KV] . (In [AT] , the algebra krv was denoted kv 2 ).
Definition 3.3.1.
Example 3.3.2. The element t = (y, x) belongs to krv with f = 0.
Then krv is a Lie subalgebra of the algebra of tangential derivations tder 2 (see [AT] , p. 14). Moreover, this Lie algebra contains the image of grt 1 under the map ν.
is an injective Lie algebra homomorphism from grt 1 to krv.
The Lie algebra krv is known to contain a one-dimensional central subalgebra generated by the element t = (y, x), and a Lie subalgebra isomorphic to grt 1 . It was conjectured in [AT] that in fact krv ∼ = Kt ⊕ grt 1 . One of the results of this paper, given below in Theorem 5.3.1 confirms this conjecture up to the elements of depth ≥ 3 in grt 1 .
To prove this theorem, we will need another presentation of krv.
Proposition 3.3.4. There is a Lie algebra isomorphism between krv and the Lie subalgebra krv ′ of tder 2 defined as follows:
Proof: The change of variables y = y, z = −x − y in lie 2 induces a map taking the derivation
Let ψ(z, y) = b(−y − z, y). Then the conditions defining the algebra krv are satisfied if and only if [y, ψ(z, y)] ∈ im(ad y+z ) and tr(y∂
Morally, the algebra krv ′ is the same algebra krv viewed in a different coordinate system, obtained by a nonsingular linear change of variables. Proof: The map is the composition of the homomorphism
and the isomorphism krv ∼ = krv ′ of Proposition 3.3.4 that maps
3.4. The target space of the injection of grt 1 into krv ′ in depth 2. Similarly to the algebra grt 1 , krv ′ admits a grading by weight with deg(y) = deg(z) = 1 and a filtration by depth. The depth filtration in krv ′ is defined as follows: ψ is of depth n (denoted ψ ∈ krv ′(n) ) if all Lie words in ψ(z, y) contain at least n y's. The n-th graded component of the depth-associated graded Lie algebra is defined as
It is clear from the construction that the injective homomorphism grt 1 −→ krv ′ of Corollary 3.3.5 is compatible with the filtration by depth. To see if the injective homomorphism grt 1 −→ krv ′ is also surjective in depth 2, our strategy will be to compute an upper bound for the dimension of the graded component gr(krv ′ ) (2) , and compare it with the known lower bound for the dimension of gr(grt 1 ) (2) .
To get upper bounds of the dimensions of the associated graded components gr(krv ′ ) (n) , it is enough to consider the graded vector space krv that is obtained by dropping the terms of depth greater than 1 in the relations for the krv ′ . Then we have krv = {(0, ψ) ∈ tder 2 (z, y) : tr(y∂ y ψ) = tr(yg(z))}, where g(z) is a formal power series in z. Indeed, for the elements ψ of depth greater than 1, the relation tr(y∂ y ψ) = tr(−f (−z) + f (−y − z) + f (y)) implies tr(y∂ y ψ) = 0, and for the elements of depth 1 we obtain tr(y∂ y ψ) = tr(yg(z)). The relation [y, ψ(z, y)] ∈ im(ad y+z ) is trivial for ψ of any given depth n, because in this case it reads
where φ (n) and φ (n+1) are some elements of depth n and n + 1 respectively. Such elements always exist (for instance, one can take φ (n) = ψ (n) and φ (n+1) = 0.) The graded vector space krv admits a filtration by depth, the smallest y-degree in any monomial of a given expression. There is a natural injection of gr(krv ′ ) → krv: for ψ of depth n we simply take its part containing exactly n y's. Hence, the dimensions of the graded components of krv in each depth give upper bounds for the dimensions of the graded components of krv ′ in the same depth. In particular, the dimensions of the weight-graded components of krv of depth 2 give upper bounds for the dimensions of the corresponding components of gr(krv ′ ) (2) . Note that for ψ ∈ krv of depth 2, the relation tr(y∂ y ψ) = tr(yg(x)) implies g(x) = 0. Therefore, to estimate the dimensions of the graded components of gr(krv ′ ) (2) , we need to find the dimensions of the graded components of the space
This computation will be carried out in Section 5, as a particular case of a more general computation.
4. The action of the q-divergence cocycle on ν(grt 1 ).
Recall that for q l = 1, with l ≥ 2, the q-divergence cocycle is defined on the elements of tder n with length of words divisible by l, by the formula qdiv(u = (a 1 , . . . a n )) = n k=1 qtr(x k (∂ k a k )). In particular, the case l = 1 corresponds to divergence, and l = 2 to the superdivergence. We would like to consider the action of this cocycle on ν(grt 1 ) ⊂ tder 2 . 4.1. The q-divergence cocycle on the elements of depth 2. We would like to find if, similarly, the qdiv cocycle for q a root of unity of degree l ≥ 2 can have nontrivial kernel on ν(grt 1 ). It is not hard to see that, in contrast with div, the cocycle qdiv for l ≥ 2 is nonzero on all commutators of the Soulé elements:
Here m < n are odd numbers, m, n ≥ 3 and in case of q-divergence, m + n is divisible by l. For example, Lemma 2.5 in [Ma] contains an explicit formula for {σ m , σ n } modulo the elements of depth 3, that allows to prove the claim by a direct computation. Below we will aim to obtain a more general result: if q = 1, the cocycle qdiv has a trivial kernel on gr(ν(grt 1 )) (2) .
First we will derive a simple formula for the action of qdiv, whenever applicable, on the elements of depth 2 in ν(grt 1 ). This formula is also applicable in case of div.
Lemma 4.1.3. Suppose (0, ψ) ∈ grt 1 is of weight 2n and of depth 2k for some natural k < n. Then for q a primitive lth root of unity with l ≥ 1, whenever the q-derivation can be applied, we have qdiv(ν(ψ)) (2n−2k,2k) = qtr y∂ y ψ(x, y) (2n−2k,2k)
.
Proof: Assume that the weight 2n of ψ is divisible by the order of q, so that the q-derivation can be applied. Then we have qdiv(ν(ψ(x, y))) = qtr (x∂ x ψ(−x − y, x) + y∂ y ψ(−x − y, y)) .
Using the equations (3.2) and (3.1), we can write
Then qdiv(ν(ψ(x, y))) = qtr (x∂ x ψ(−x − y, x) + y∂ y ψ(−x − y, x) + y∂ y ψ(x, y)) . The expression x∂ x ψ(−x − y, x) + y∂ y ψ(−x − y, x) differs from ψ(−x − y, x) by removing the last letter of each monomial and inserting it in front. Under the respective trace maps, it gives qtr (x∂ x ψ(−x − y, x) + y∂ y ψ(−x − y, x)) = q · qtr(ψ(−x − y, x)). Now we will use the assumptions on the weight and depth of ψ to analyze the expression qtr(ψ(−x − y, x)). Using the equation (3.2) again, we can write qtr(ψ(−x − y, x)) = qtr(ψ(−x − y, y) − ψ(x, y)).
We only need to consider the lowest possible y-degree component of (ψ(−x − y, y) − ψ(x, y)). Since ψ(x, y) has no component with y-degree less than 2k, the minimal possible y-degree in ψ(−x − y, y) is also 2k, and the component of ψ(−x − y, y) with the minimal y-degree is obtained by choosing the summand with −x each time (−x − y) occurs in the expression. We have
Then we obtain
It is well known that the weight-associated graded component gr(grt 1 ) (2) is spanned by the corresponding parts of the commutators of the Soulé elements. All these elements have even total weight, and y-degree equal to 2. Then by Lemma 4.1.3, studying the action of qdiv on this space is equivalent to studying the action of qtr(y∂ y ·) on the elements of lie(x, y) of even weight and y-degree 2.
Therefore, we are interested in the dimensions of the weight graded components of the space ker(qdiv)(gr(ν(grt 1 )) (2) ) = {ψ ∈ lie(x, y) (2) /lie(x, y) (3) : qtr(y∂ y ψ) = 0}.
This computation will be given in the next section.
5. The upper bound for gr(krv ′ ) (2) and the kernel of q-divergence on gr(ν(grt 1 )) (2) .
The set of relations that determines the upper bound for the graded components of gr(krv ′ ) (2) (Section 3), is a particular case (when q = 1) of the relations that define the kernel of the qdivergence on the image of grt 1 in depth 2 (Section 4). We will use the same combinatorial method to establish the dimensions of the graded components in both cases. 5.1. Combinatorial reformulation of the question. Let q be a primitive lth root of unity with l ≥ 1. We are interested in the dimensions of the graded components of the space {ψ ∈ lie(x, y) (2) /lie(x, y) (3) : qtr(y∂ y ψ) = 0}.
We are interested in the action of qtr(y∂ y ·) on the elements of the free Lie algebra in two variables (x, y) with exactly 2 y's in any of its Lie words. In other words, we are interested in the kernel of the operator qtr(y∂ y ·) acting on the elements of the form
where c l,k ∈ K are some coefficients. Because the operator qtr(y∂ y ·) preserves the weight, it is enough to consider its action on the graded components of a given weight n, is equal to the dimension of the vector space of homogeneous polynomials of degree n in two variables p(v, w) satisfying
In particular, for q = 1, we obtain the following relations:
Proof: The generating series for the expressions of the form Consider the action of qtr(y∂ y ·) on this generating series : Here we have used e −βx = (
) which implies that e αx ye −αx e βx ye −βx only has one term ending with y. Thus qtr(y∂ y φ(α, β)) is an infinite series with terms of the form qtr(x l yx m y), that we have to consider up to the qtr-symmetry:
These expressions are in one-to-one correspondence with the sums of monomials in two commuting variables,
Applying this correspondence, we transform qtr(y∂ y φ(x, y)) into
Differentiating T (α, β; u, v) several times with respect to α and β and setting these parameters equal to zero allows to recover the part of the expression of a given degree in u and v. In particular, if we want to recover the action of qtr(y∂ y ·) on ψ = 
Because of the Lie antisymmetry of ψ, the polynomial p(t, s) satisfies the condition p(t, s) = −p(s, t) with respect to the swap of the variables. Therefore, we have
Setting this expression equal to zero, we have the equation
With the change of variables v → v, u − v → w, we obtain the condition
which together with the antisymmetry yields the system announced in the Proposition.
5.2.
Upper bounds for the dimensions of the graded components of gr(krv ′ ) (2) . For each n ≥ 1, denote by ker n the following vector space
Then by Proposition 5.1.1, the dimension of the space ker n is equal to the dimension of the space of homogeneous polynomials of degree n in two variables, satisfying the relations
According to the discussion at the end of Section 3, the dimensions of ker n are equal to the dimensions of the weight associated graded components of gr(krv) (2) = {ψ ∈ lie(x, y) (2) /lie(x, y) (3) : tr(y∂ y ψ) = 0} and give the upper bounds for the dimensions of the weight associated components of gr(krv ′ ) (2) . We will compute these dimensions.
Note that the given transformations of homogeneous polynomials are implemented by the action of the group generated by the following changes of variables:
This is the dihedral group D 12 = {s 2 = 1, r 6 = 1, srs −1 = r −1 }, where s = a and r = ba. This group acts on polynomials by g·p(v, w) = p(g −1 (v, w)). Since the action is homogeneous, it induces a representation of D 12 on the (n + 1)-dimensional space of coefficients of degree n homogeneous polynomials in two variables. Then the dimension of ker n for each natural n is equal to the dimension of the subrepresentation where both a = s and b = rs act as −1.
Example 5.2.1. Let us consider the action of s and rs ∈ D 12 on the homogeneous polynomials of degree n = 1, p(v, w) = av + bw. We have s · p(v, w) = p(s(v, w)) = p(w, v) = bv + aw, and rs · p(v, w) = p((rs) −1 (v, w)) = p(v + w, −w) = av + (a − b)w. For both s and rs to act by −1, the conditions on the coefficients (a, b) are b = −a, a = −b, a = −a, (a − b) = −b which yields only the trivial solution. Hence the dimension of ker 1 is zero.
In general, our strategy will be to decompose the action of D 12 on the degree n homogeneous polynomials in two variables for each natural n into a direct sum of irreducible representations, and find the dimension of the subspace where both elements a = s and b = rs act as −1.
Theorem 5.2.2. The dimension of ker n is as follows: dim (ker n ) = 0, n odd; n 6 n even Proof: Here is the character table of D 12 , where we denoted by χ 11 , χ 12 , χ 13 , χ 14 the caracters of the irreducible representations of degree 1, and by χ 21 and χ 22 those of degree 2: e s r r 2 r 3 rs χ 11 1 1 1 1 1 1 χ 12 1 1 −1 1 −1 −1
The only representation that satisfies our requirements is χ 13 , that has the property χ 13 (s) = χ 13 (rs) = −1. We will compute the character χ n of the representation of D 12 on the (n + 1)-dinensional space of the coefficients of the homogeneous polynomials in two variables, as defined above. Then for each n we will look for the multiplicity of χ 13 in χ n .
Computation given in the Appendix leads to the following character table for χ n : e s r r 2 r 3 rs χ n + 1 1 1 1 n + 1 1 if n ≡ 0 mod 6 χ n + 1 0 1 −1 −(n + 1) 0 if n ≡ 1 mod 6 χ n + 1 1 0 0 n + 1 1 if n ≡ 2 mod 6 χ n + 1 0 −1 1 −(n + 1) 0 if n ≡ 3 mod 6 χ n + 1 1 −1 −1 n + 1 1 if n ≡ 4 mod 6 χ n + 1 0 0 0 −(n + 1) 0 if n ≡ 5 mod 6 For each n we use the orthogonality of characters to compute the multiplicity of ψ 13 in the decomposition. We get χ, χ 13 = 1 12
if n ≡ 4 (mod 6) Therefore, the multiplicity of the character χ 13 in the character χ n for even n equals n 6 . This is the dimension of the space of the degree n homogeneous polynomials in two variables that satisfy the conditions p(w + v, −w) = −p(v, w) and p(w, v) = −p(v, w). Then applying Proposition 5.1.1, we deduce that the dimension of ker n is n 6 for even n, and zero for odd n.
Remark. In [Z] , Zagier computed graded dimensions of the double shuffle Lie algebra in depth 2. According to [IhO] , his calculation gives rise to a pair of functional equations p(u, w) = −p(w, u) , p(u + w, u) + p(u + w, w) = 0.
These equations do not coincide with ours, but they also lead to a representation of the group D 12 , isomorphic to the one we obtained above.
5.3. Surjection grt 1 −→ krv ′ in depth 2.
Theorem 5.3.1. The injective Lie algebra homomorphism grt 1 −→ krv ′ is surjective on the elements of depth 2 modulo the elements of higher depth.
Proof: Theorem 5.2.2 provides an upper bound on the dimensions of the associated graded components of depth 2 in each degree of the algebra krv ′ . The weight of an element of krv ′ (total number of x's and y's in a Lie word) is related to the degree n as follows: k = n + 2. Then for the elements of weight k, this upper bound is equal to k−2 6
for even k and 0 for odd k.
On the other hand, we can compute a lower bound for the dimension of the associated graded components of depth 2 in grt 1 for each given weight. We know that all commutators of the Soulé elements {σ i , σ k−i }, 3 ≤ i ≤ k − 3, i odd, taken modulo the elements of depth 3, are among the depth 2 elements of weight k. Taking into account the antisymmetry of the Ihara bracket, there are
different commutators of Soulé elements in the depth-associated graded component of a weight k and depth 2. In addition, it is shown by Goncharov [G] , and independently by Ihara and Takao in [Ih2] , that the dimension of the space of all linear relations of the form
is given by :
Therefore, the dimension spanned by the commutators of the Soulé elements of weight k and depth 2, modulo elements of higher depth, is exactly
6 . This is the lower bound for the dimension of the depth-associated graded component of grt 1 of depth 2 and weight k. Since grt 1 → krv ′ is a depth-preserving injection, and the lower bound for grt 1 coincides with the upper bound for krv ′ in the depth-associated graded component of depth 2 in each weight, we have a surjection on the elements of depth 2, modulo the elements of higher depth.
Example 5.3.2. The first degree where the dimension of ker n is positive is n = 6, which corresponds to the Lie words of degree 8. Since we know that grt 1 coincides with krv ′ in depth 2, the depth 2 graded commponent of krv ′ of degree 8 is 1-dimensional and is spanned by the element
Remark. L. Schneps explained to us the her results in [S] imply that the equation tr(y∂ y ψ) = 0 in depth 2 is equivalent to the stuffle equation in the definition of the double shuffle Lie algebra. This argument shows that the double shuffle Lie algebra and krv ′ are isomorphic in depth 2. Hence, the calculation by Zagier [Z] of graded dimensions of the double shuffle Lie algebra can be used to give an alternative proof of our result above.
5.4.
The kernel of the q-divergence cocycle on ν(grt 1 ) in depth 2.
Theorem 5.4.1. Let l be a positive integer, l ≥ 2, and q a primitive lth root of unity. The kernel of the q-divergence cocycle on the elements of gr(ν(grt 1 )) (2) with weight divisible by l, is trivial.
In view of the discussion in Section 4, and Proposition 5.1.1, Theorem 5.4.1 will follow from Proposition 5.4.2 below.
Proposition 5.4.2. Let q be a primitive lth root of unity with l ≥ 2. No homogeneous polynomial in two variables satisfies the conditions
Proof: To find the homogeneous polynomials in each degree divisible by l that satisfy the obtained conditions, consider the transformation of the variables
Then applying (ab) −1 to the polynomial p(v, w), we obtain the following equation for an antisymmetric homogeneous polynomial:
The transformation of variables ab is represented by the following matrix:
This matrix is diagonalizable with eigenvalues λ 1,2 = q± √ q 2 −4q 2
. The product of these eigenvalues is λ 1 · λ 2 = q. Therefore, with a suitable linear change of variables in the polynomial p(v, w), we have an equation for another homogeneous polynomial P (V, W ) in variables V, W of the same total degree as p(v, w):
To solve this equation, we have to satisfy the relations of the form
for each monomial in P (V, W ). Suppose that t ≥ s (the case t ≤ s is solved by the same argument), then we have
1 . If t > s, then the absolute value of λ 1 (and therefore also of λ 2 ) has to be 1. Consider the equation
where φ is a real number. The only solution of this equation is φ = ± π 3 and q = 1. This corresponds to the case of divergence, that we considered before, and where obtained many nontrivial solutions.
For the q-divergence with l ≥ 2, we have to have t = s, and moreover 1 = q s+1 . By the assumption on the degree of the polynomial p(v, w), we have s + t + 2 = 2s + 2 = lk for some positive integer k. Then q s+1 = q lk 2 = 1 is satisified if and only if k is even. We observe that for l ≥ 2 the equation
can have nontrivial solutions only if the total degree of the polynomial is equal to lk − 2 with even k. These solutions are of the form (V W ) s , where s = lk 2 − 1. The expression V W is a quadratic solution of the same equation.
To find V W in terms of the variables (v, w), all we need to do is to find all homogeneous quadratic solutions of the equation p(v, w) = q · p((q − 1)v − w, v + w). Write p(v, w) = c 1 v 2 +c 2 vw+c 3 w 2 . Then we have the following system of equations for the coefficients c 1 , c 2 , c 3 :
In particular, the system implies
If (q 2 − q + 1) = 0, then q is a primitive 6th root of unity, and c 1 = 0, which immediately implies c 2 = c 3 = 0. If (q 2 + 1) = 0, then q is a primitive 4th root of unity, and again c 1 = 0, and c 2 = c 3 = 0. The expression q 3 − q 2 − 1 = 0 for any root of unity q. Further, assuming l = 4, 6, we can express c 3 and c 2 in terms of c 1 . Then the third equation leads to the relation for q:
(q 2 − 1)(q 4 − q 3 + 2q 2 + 1) = 0.
We will consider three cases. q = 1. This is the case of the divergence that we considered before. The system of equations leads to the solution c 1 = c 2 = c 3 , which results in a symmetric polynomial p(v, w) = v 2 + vw + w 2 . The powers of (v 2 + vw + w 2 ) are never antysymmetric and do not provide solutions for both conditions listed in the Proposition. Instead, the reason for the existence of nontrivial solutions in case of the divergence is that for q = 1, we have |λ 1 | = |λ 2 | = 1, and so the potential solutions of the polynomial equations are not restricted to the powers of (V W ). q = −1. This is the case of the superdivergence. In this case the system of equations for the coefficients yields the solution c 1 = c 3 , c 2 = 3c 1 . Therefore, for each even degree n, the set of homogeneous polynomials of degree n satisfying the condition p(v, w) = −p(v + w, −v − 2w) is empty if n ≡ 0 (mod 4), and consists of the polynomials proportional to (v 2 + 3vw + w 2 ) n 2 if n ≡ 2 (mod 4). All such polynomials are symmetric, and therefore adding the condition p(v, w) = −p(w, v) implies that there are no homogeneous polynomial satisfies both conditions announced in the Proposition. q = ±1. This is the case of the q-divergence with l ≥ 3. It is easy to see that solutions of the equation q 4 − q 3 + 2q 2 + 1 = 0 are not roots of unity. Therefore, for l ≥ 3, no quadratic homogeneous polynomial satisfies the equation p(v, w) = q · p((q − 1)v − w, v + w), and consequently no homogeneous polynomial of any degree can satisfy this equation.
Finally, we conclude that for l ≥ 2, no homogeneous polynomial in two variables satisfies both conditions of the Proposition.
Propositions 5.1.1 and 5.4.2 together provide a proof of Theorem 5.4.1.
Appendix
This section contains the computation of the matrix elements and characters of the representation ρ n of D 12 = {s 2 = 1, r 6 = 1, srs −1 = r −1 } on the space of degree n homogeneous polynomials in two variables, defined by
6.1. Matrix elements of the action. Let us compute the matrix elements (ρ n ) ij of this representation, where the indices i, j change from 1 to n + 1. For the conjugacy classes of e, s, r 3 we have ρ n (e) = I n+1 χ n (e) = n + 1
Now let us compute the matrix coefficients of the action of rs. We will use the following notation for the binomial coefficients:
where n ≥ 0 and 0 ≤ k ≤ n. If n and k do not satisfy these restrictions, we will assume that C k n = 0. Let {a 0 , a 1 , . . . a n } denote the coefficients of a homogeneous polynomial of degree n, p(x, y) = a 0 x n + a 1 x n−1 y + . . . + a n−1 xy n−1 + a n y n .
The action of rs is given by
Changing the order of summation, we have
The coefficients (−1) j C i n−j span one row of the matrix, the row that corresponds to x i y n−i . Since the first row of the matrix corresponds to x n , and the (n + 1)st row to y n , the row corresponding to x i y n−i has number n − i + 1. Also, the index j of the element in the row should change from 1 to n + 1 rather than from 0 to n. Then we get:
. The last equality follows from the symmetry of the binomial coefficients.
For the matrix elements of the action of r, we have ρ n (rs) · ρ n (s) = ρ n (r). Since ρ n (s) is the anti-diagonal matrix with 1s on the anti-diagonal and zeros elsewhere, multiplication of ρ n (rs) by this matrix is equivalent to reading the rows of ρ n (rs) backwards. All we need to do to obtain ρ n (r) is to change variables, j → n + 2 − j in the expressions for the matrix elements of ρ n (rs):
(ρ n (r)) ij = (ρ n (rs)) i,n+2−j = (−1) n+1−j C n+1−i j−1 = (−1) n+1−j C i+j−n−2 j−1
For the action of r 2 , we have:
ρ n (r 2 )(p(x, y)) = p(−x − y, x) = (−1) n p(x + y, −x).
Therefore, the matrix of r 2 differs from the matrix of rs by multiplication by (−1) n and reversing the order of elements in each column, which corresponds to the swap of variables x ↔ y. The reversing of the order of elements in each column is implemented by the change of variable: i → n + 2 − i. Then the matrix of r 2 is given by (ρ n (r 2 )) ij = (−1) n (ρ n (rs)) n+2−i,j = (−1) n+1−j C i−1 n−j+1 = (−1) n+1−j C n+2−i−j n−j+1 . 6.2. Characters of the representation ρ n . For χ n (rs), we have χ n (rs) = To compute the characters χ n (r 2 ), χ n (r) explicitly, we will use the following statement.
Lemma 6.2.1. Let n be a nonnegative integer, and denote
where C k n−k = (n−k)! k!(n−2k)! is the binomial coefficient, and n 2 denotes the integer part of n 2 . Then the following recursive formula holds for all n ≥ 2:
In particular, the sequence {f n } n≥0 is periodic with period 6: 1, 1, 0, −1 − 1, 0, (1, 1, 0, −1 − 1, 0), . . . .
Proof:
First suppose that n ≥ 2 is even. Then we can write The expression in the first parenthesis equals The proof for an odd n is similar. Since f 0 = f 1 = 1, we obtain the required sequence.
Then the values of χ n on all conjugacy classes of D 12 are given in the table in the proof of Theorem 5.2.2.
