In a series of recent experiments, we found that if rats are presented with two temporal cues, each signifying that reward will be delivered after a different duration elapses (e.g., tone-10 s/light-20 s), they will behave as if they have computed a weighted average of their respective durations. In the current article, we argue that this effect, referred to as 'temporal averaging', can be understood within the context of Bayesian Decision Theory. Specifically, we propose and provide preliminary data showing that, when averaging, rats weight different durations based on the relative variability of the information their respective cues provide.
Introduction
Time is central to our experience of the world. For example, both basic functions, such as effectively executing motor movements [1, 2] , and higher-level processes, such as perceiving causality [3] [4] [5] , require an accurate representation of the passage of time. Interval timing refers to the perception of time in the seconds-to-minutes range [6] . Recently, interval timing studies have begun to investigate how behavior is affected when conflicting temporal information is present within the environment [7 ,8-10] . Results from these experiments often resemble findings from studies investigating Bayesian Decision Theory. Here, we review and attempt to integrate these two areas of research.
Temporal averaging
Interval timing is often examined in animals using the peak interval (PI) procedure [11] [12] [13] [14] . In a PI task, the presentation of a stimulus (e.g., tone) indicates that reward can be earned for making an operant response after a fixed 'criterion duration' has elapsed (e.g., 10 s). Probe trials are also included, during which the stimulus is presented for 3-4 times the length of the criterion duration and no reinforcement is provided. When plotted as a function of time, average response rate during probe trials typically resembles a Gaussian distribution, with a mode centered over the time at which reward is usually earned (i.e., 'peak time') (e.g., see Figure 1 ).
The spreads of these response distributions reflect variability in temporal estimates, and grow in direct proportion to the duration being timed [15] . For example, if the criterion duration were doubled, both the peak time and spread of the original distribution would increase by a factor of two. Consequently, when the spread of a response distribution is divided by its peak time, the resulting value, referred to as the coefficient of variation (CV), will remain constant across different durations. This pattern of variability is observed in a variety of timing tasks and is referred to as the scalar property of interval timing [16, 17] .
Recently, we conducted a PI study in which rats were trained to associate two cues (tone and light) with two different durations (e.g., 10 and 20 s, respectively) [8] . After the rats were well trained, we added 'compound' probe trials in which both the tone and light were presented simultaneously. We included these trials to assess how rats would respond when presented with conflicting temporal information regarding when reward would become available. When cues were presented in isolation, responses were centered over their respective criterion durations. However, during compound trials, rats produced scalar response distributions that fell in between the two criterion times. In other words, rats appeared to time a single temporal expectation that reflected a combination of the two component durations. Therefore, this effect was referred to as 'temporal averaging'.
Further work showed that compound peak times usually fall closer to the long duration, suggesting rats time a weighted average during compound trials with more weight being given to the long cue (see Figure 1 ) [7 ,9,15,18 ] . This increased weight has been attributed to the fact that experimenters often assign the long duration's cue with a higher reinforcement probability (ratio of rewarded trials to probe trials) to equate response rates for the two cues, as response rates tend to decrease with increasing duration. In support of this, several studies have shown that compound peak times can be predicted well by computing an average of the component peak times when each is weighted by its respective reinforcement probability [7 ,9,15] . 
