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ーパネット、Advanced Research Projects Agency Network)にまで遡ることが 
できます。この当時(1969 年)は、アメリカとソビエトはいわゆる米ソ冷戦時代 
で、いつ第 3次世界大戦が勃発してもおかしくない状態でした。このような時 

















ARPANET の構築が始まった 1969 年は、AT&T のベル研究所(現在のルーセント 
テクノロジー)で、UNIX(代表的なネットワーク OS)の開発がスタートした年で 
す。UNIX はフリーの OS として大学や研究所の間に広まっていきます。そして、 
ARPANET ではインターネットのバックボーン技術として TCP/IP が開発され、そ 
れが UNIX システムに同梱されて配布されことになります。当時 ARPANET に参 
加できたのは国防総省と研究契約を締結することのできる裕福な大学や研究機 




接続したのが CSNET(Computer Science Network)です。CSNET はアメリカの 
NFS(National Science Foundation、科学研究の資金援助を行う米国の政府機 
関なのでその意味では日本の文科省に当たる)のスポンサーシップによって構
築されました。 
ARPANET がインターネットの基本技術である TCP/IP を開発し、その TCP/IP 
で構築されたネットワークを相互に接続し、今日のインターネットの原型とな 
るオープンなネットワークを作り上げたのが CSNET だといっていいでしょう。
２ インターネットを支える基本技術 IP 
インターネットは TCP/IP という技術で作られています。TCP/IP とは 







Protocol)とは、インターネットを介して 2 つのコンピュータ間でデータを交 
換するときの約束事です。インターネットは数百にも及ぶプロトコルの塊です 


















ークに属しているかは、IP アドレスという識別子で示します。IP アドレスは、 






ドレスの意味は、20．2．2．200 の先頭 24ビットがネットワークの識別子で、 
























宛先アドレス/マスク メトリック ネクストホップ インターフェース 
20.2.2.0/24  3  ルータ２  S0 
10.1.1.0/24  0  直接接続  S1 
50.1.1.0/24  0  直接接続  S0 













上の図でいうと、宛先が 20.2.2.0/24 というネットワークの場合は、ネクスト 
ホップはルータ２、つまり 20.2.2.0/24 宛にパケットを送信する場合は、ルー 
タ 2に転送するということになります。後は、ルータ 2に任せます。ルータ２ 
も、自分のルーティングテーブルを参照して、それをネクストホップルータに 
渡すだけです。これを続けていくと、あて先ネットワークまで到達できます。 
上のルーティングテーブルで、宛先が 20.2.2.0/24 のエントリのインターフ 




























20.2.2.200/24 の/24 の部分をマスクとか、ネットワークマスク(あるいはサ 
ブネットワークマスク)といいます。/24 とは、1が 24 個続いた数字を意味し 
ます。これは 2進数で 1が 24 個続いた数字という意味です。これを IPアドレ 
スにマスクをするようにかぶせます。数学的にいいますと AND 計算します。IP 
アドレスは 32ビットの 2進数で表現できますので、マスクも 32ビット必要で 
す。従って、24ビットマスクとは 11111111111111111111111100000000 という 
2進数になります。これと 20.2.2.200 を 2進数表示したものの各桁同士の AND 
計算(桁上がりはしません)をします 
AND 計算の結果は、20.2.2.0 です。つまり、ルータは、受信したパケットの宛 
先アドレス 20.2.2.200 とルーティングテーブルの 20.2.2.0 のエントリを比較 
する場合は、20．2．2．0のエントリからマスク情報(/24)を取り出して、受信 







は英語では Metric と書きます。先ほどルーティングプロトコルということを 
ちらっと話しましたが、このメトリックとは抽象的な距離で各ルーティングプ 
ロトコルによって具体的な意味は違います。一番レガシーな RIP というプロト 
コルでは、メトリックはルータを何台越えるかという意味です。ルータを越え 
ることをホップといいますが、ルータ 1から見ると、20.2.2.0 にたどり着くま 































レスは 50.1.1.0 です。このような表現をプリフィックスという言い方をする 
















３ LAN と TCP/IP の仲介役 ARP 
先ほどは IP 同士が通信をすればそれで OK というような話し方をしましたが、 
実はそんな簡単にはいきません。なぜなら IP同士はつながっていないからで 
す。実際はデータリンク層の世話になります。データリンク層は正確には 
TCP/IP ではありません。これは LAN プロトコルといわれる範疇の事柄で、皆さ 
んが大学内で日常的に使っているのはイーサネットといわれるものです。この 
イーサネットを使って通信をする場合について説明します。 
イーサネットで通信をする場合のアドレスを MAC アドレスといいます。先ほ 
ど IP アドレスのネットワークアドレス部が同じもの同士で直接データのやり 
とりをすると説明しました。IPアドレスのネットワークアドレス部が同じ、つ 
まりネットワークアドレスが同じもの同士だけが直接通信をすることができ、 
そのときに使うのが MAC アドレスです。MAC アドレスは２進４８ビットのアド 
レスです。 
（MAC アドレスの例 16 進表示） 00-e0-63-9a-ea-fd 
４８ビットの２進数では分かりにくいので 16進表示を使うのが通常です。8ビ 




が動作しているコンピュータ）の MAC アドレスをたぶん知りません。たぶん、 
知っているのは IPアドレスです（本当は、これも知らないでしょう。知って 
いるのはドメイン名で、これを DNS の助けを借りて、IPアドレスに変換します 
が、この点はここでは考えないことにします）。従って、与えられた IPアド 
レスから MAC アドレスを取り出すための仕組みが必要になります。これを ARP 



















ースとネットワークを共有しているはずですので、手当たり次第に MAC アドレ 
スを聞き出します。この方法をブロードキャストといいます。 
次の図で説明することにします。ルータ 1 上の IPが 50.1.1.254 の IP アド 
レス上の IPにパケットを送信しようとしていると仮定しましょう。ルータ１ 
上の ARP は 3 つのインターフェースから、「50.1.1.254 の IP アドレスをお持 
ちの方、MAC アドレスを教えてください」という ARP リクエストをブロードキ 
ャストします。 
この場合、ルータ 1が自分のすべてのインターフェースから送り出す ARP リク 
エストはフレームでカプセル化されていますが、あて先 MAC アドレスは、すべ 
てのあて先を示す「FFFFFFFFFFFF」となっています。もし、50.1.1.254 のホス 
ト上の ARP が生きていれば、ARP リプライを使って MAC アドレスを知らせてく 




苦労して入手した MAC アドレスは、しばらくの間キャッシュに保存します。 




ケットを作ったのはネットワーク層の ARP で、それを受信するのも ARP です。 
ARP の識別子(タイプ番号)は 0x0806 です。したがって、タイプ番号 0x0806 の 
フレームを受信した NIC は、フレームヘッダ（と FCS）を取り除いて、上の層 
の ARP にパケットを渡さなくてはなりません。0xは後に 16進数が続くことを 
示しています。フレームの最後に FCS というフィールドがありますが、これは 
フレームをチェックするためのフィールドです。 
IP アドレスがあるのにどうして MAC アドレスで通信をするのでしょうか。受 
信パケットの IPアドレスと自分の IPアドレスのマッチングを行うのは、ネッ 
トワーク層の IPです。ネットワーク層のプロトコルは OSのカーネルに属して 




増えることになります。MAC アドレスを使えば、OSは、NIC が自分宛と判断し 
たものだけを処理すれば済みます。






つまり、インターネットのどこでどんな MAC アドレスのホストが動いているの 




４ IP パケットを運ぶための仕掛け ルー 
ティング 
ルータは遠くのネットワークにパケットを届ける手段を持っていますので、 










ークから R1と R2 の部分を取り出したものです。R1と R2 は 50.1.1.0/24 とい 
うネットワークを共有していますので、ルーティングテーブルには、あて先と 
して 50.1.1.0/24 が載っています。このネットワークへは直接接続しています 
ので、ネクストホップ（NextHop）は空欄になっています。
今、ルータ１があて先アドレス 20.2.2.200 のパケットを受信したとします。 
このパケットを転送する場合について考えてみましょう。ルータ 1の IP はあ 
て先エントリとあて先アドレス 20.2.2.200 のマッチングを行い、(ルーティン 
グテーブル上の)あて先ネットワークアドレス 20.2.2.0 のエントリが最適ルー 
トであると判断します。パケットをネットワーク 20.2.2.0 に送信するために 
は、インターフェース S0経由で NextHop のルータ 2に転送する必要がありま 
す。 
ルータ１のルーティングテーブルでは、簡単のために R2と書きましたが、実 
際のルーティングテーブルでは、ルータ 2の IP アドレスが書かれています。 
この IP アドレスは、LAN で直接送信できるアドレスでなくてはなりませんので、 
ネットワークアドレス部がルータ 1と共通です。パケットを送り出すインター 
フェース S0は 50.1.1.1 で、パケットを受け取るルータ 2のインターフェース 
S0 のアドレスは 50.1.1.254 です。ルータ１の S0とルータ 2の S0 は同じネッ 
トワークを共有していることになりますので、LAN でパケットの受け渡しがで 
きるということになります。 
LAN での送信は、前に説明したように MAC アドレスを使います。しかし、ルー 
タ 1はルータ 2の S0 の MAC アドレスを知りませんので、ARP を使って聞き出し 
ます。そして、ARP で聞き出した MAC アドレスをつけたフレームで、パケット 
を包んで(カプセル化)、ルータ 2に送り出します。 
ルータ２はそのフレームを受け取ります。フレームを受け取るのはルータ 2 
の NIC です。NIC はあて先 MAC アドレスが自分宛であることを確認し、それを 
ネットワーク層に渡します。タイプ番号は渡す相手がネットワーク層の誰であ 
るかを指示しています。タイプ番号が 0x0800 ならば、フレームヘッダを外し 
て(フレームの場合は、最後部に FCS というフィールドがついていますので、 




ネクストホップに渡すときは ARP を使って、MAC アドレスを聞き出し、フレー 
ムで包んでから渡します。これをあて先ネットワークまで繰り返します。あて 
先ネットワークに直接接続しているルータまで辿り着くと、ルータは自分で直 











ます。一番古い方言は RIP（Routing Information Protocol）と言います。RIP 
は、いまでも小さなネットワークではよく使われています。そのほか RIP とよ 
く似たプロトコルに IGRP があります。これはルータベンダとして有名な Cisco 
Systems のプロトコルです。その他に大きなネットワークでの利用に適した 
OSPF や EIGRP（EIGRP も Cisco Systems のプロトコル）などというプロトコル 
があります。以上のルーティングプロトコルは、主に同じ管理方針に従って管 
理運用されているネットワークドメインの間で(通常は同じ ISP に属している 
ネットワーク間と思ってください)ルーティングのための情報を交換する場合 
のプロトコルです。複数の ISP に跨るようにして、ルーティング情報を交換す 
るためには、BGP という別種のルーティングプロトコルが必要となります。た 
だし、BGP は他のプロトコルとはかなり性質の異なるルーティングプロトコル 






RIP を使用している場合、宛先 20.2.2.0 へは、ルータ R1、R5、R6、R3、R4 と 



















しいものから OUTPUT していくという構造になっているのがスタック構造です。 
TCP や IP、その他たくさんのプロトコルが階層構造で集まっているものを 






















のアプリケーションでなくてはなりません。送信側が SMTP というプロトコル 










下の層の代表的なプロトコルは TCP と UDP です。例えば、TCP に送信を依頼す 
るとしましょう。TCP でも、送信側と受信側で予めデータ送受信に関する同意 
が必要です。送信側が TCP ならば、受信側も TCP の手順に沿って受信しないと 
お互いに話が通じません。
ところで TCP の層も直接接続していないことは一目瞭然です。今度も下の層 
(ネットワーク層)に依頼します。ここでは、IPに頼むとしましょう。頼まれた 





































る TCP と UDP 
トランスポート層のプロトコルとしては、TCP と UDP が代表的です。UDP は 
TCP の簡易版というべきプロトコルです。TCP のことが分かれば UDP もだいた 
いの想像がつきますので、はじめに TCP について説明します。 
６．１ 高信頼性トランスポートサービス TCP 
はじめに、トランスポート層で TCP を使って、Telnet の通信をする場合につ 
いて具体的に説明してみましょう。 






Telnet クライアントは 10.1.1.2 という IP アドレスを持ったコンピュータ上 
にある Telnet サーバに要求を行います。 
ホスト A上の Telnet クライアントはホスト B上の Telnet サーバに話しかけ 
ます。相手は「IPアドレス 10.1.1.2 上の Telnet サーバさん」と指定します。 









ん(Well-Known ポート番号と呼ばれます。UNIX システムでは/etc/services に 
記載されています)。 
Telnet サーバのポート番号は、23番ですから、ホスト A上の Telnet クライア 
ントは IPアドレス 10.1.1.2 のコンピュータ上のポート番号 23のプロトコル 










ます、という意味が含まれます。通常は 1024 番以上のポート番号が使われま 
す。 
上の図では、ホスト A上の Telnet クライアントは、「私は IPアドレス 
10.1.1.1 のコンピュータ上のポート番号 1035 番のクライアントプログラムで 





10.1.1.2 のホスト上の IP です。そして、「ポート番号 23」さん、と呼ばれて、 
自分への呼びかけであると認識するのは、10.1.1.2 上の Telnet サーバです。 









クライアント側が送信したパケットでは、セグメントヘッダの SYN というビ 
ットフィールドがセットされています。サーバはそれに対して、SYN と ACK と 
いうビットフィールドのセットされたパケットを送り返してきます。最後にク 
ライアントが ACK ビットフィールドのセットされたパケットを送り返します。 
この 3回の挨拶でコネクションが確立します。これを 3ウエイハンドシェーク 
といいます。これで接続が確立し、その接続上でパケットの交換が行われます。
SYN とは同期(SYNchronization)、ACK とは確認応答(ACKknowledgement)とい 













ば、Telnet サーバに渡すことになります。TCP はセグメントヘッダを切り落と 
して、データのかたまりを Telnet サーバに渡します。これで、データが 







を順番通りに届けるのは TCP の役割ですので、シーケンス番号はセグメントヘ 
ッダに記述されます。 
TCP では、シーケンス番号は送信されるストリームのオクテット数を表します。 




取りしますので、ここでの説明は Telnet の説明としてあまり、適切ではあり 
ません。単にシーケンス番号の説明と割り切ってください。説明のイメージと 




テットが 500 オクテット(バイト)目から 50 オクテットを送信すると、クライ 
アント側は 549 オクテットを受信したことになります。ACK 番号は 550 です。 
この ACK 番号には、549 オクテットまではすでに受信したという確認応答の意 
味と、次にデータは 550 オクテット目から送ってくれという意味を併せ持って 








ができます。次に 2つの例を示しています。最初の例は、ホスト 1が ACK で応 
答/要求を行った後、一定時間経過しても要求したパケットが送られて来ない 
ので、再度 ACK を送信しています。ホスト 1 は「シーケンス番号 550 のセグメ 
ント」を要求し、同時にタイマーをスタートさせます。その後、「シーケンス 
番号 550 のセグメント」を受け取ることなくタイマーがタイムアウトしてしま 
ったので、再度「シーケンス番号 550 のセグメント」を要求し、これに対して、 
ホスト２側で再送を行っています。この例の図では、ホスト 2からの「シーケ 
ンス番号 550 のセグメント」がネットワークの途中で壊れていますが、ホスト
１のタイマーの観点からは、ホスト１からの「ACK 番号 550 のセグメント」が 
壊れても同じです。ホスト 1が「ACK 番号 550 のセグメント」を発信したとき 
に、タイマーをスタートさせ、タイマーがタイムアウトするまでにホスト 2か 
らの「シーケンス番号 550 のセグメント」を受信できなかったという点では同 
じだからです。 
2つ目の例では、ホスト２が「シーケンス番号 500、データ長 50バイトのセ 
グメント」を送信した後、応答確認のセグメントを受信しないうちにタイムア 
ウトしたので、同じセグメントを再送しています。この場合も、先ほどの例と 
同じで、ホスト２は「シーケンス番号 500、データ長 50バイトのセグメント」 
を送信すると同時にタイマーをスタートさせ、タイマーがタイムアウトするま 
でに、そのセグメントの確認応答を受け取ることができなかったので、ネット 




ホスト２が発信した「シーケンス番号 500 のセグメント」が途中で壊れても、 




で、実際はもっと複雑になっています。通常は ISN(Initial Sequence Number 、 
初期シーケンス番号)を決めて、ISN に送信したデータのオクテット数を加算し 















閉じますよと合図をします。コネクションを閉じる場合は FIN ビットを使いま 
す。コネクションは、クライアントからと、サーバから二重に確立しています 
ので、閉じるときもクライアント側とサーバ側からそれぞれ FIN ビットフィー 
ルドをセットしたパケットを送信する必要があります。
これで、コネクション型の接続が一回終了したことになります。
６．２ ベストエフォット型のサービス UDP 











UDP は TCP と比較すると簡単な方式ですので、ヘッダが小さくなります。ヘ 
ッダが小さいのでパケット全体も小さくなります。ネットワークの帯域幅(リ 
ンクの伝送能力の尺度で、一般に bps(bits per second)で表されます)が小さ 
なところでは、小さなパケットの方が好都合です。それから、UDP はパケット 
が小さいだけでなく、接続確立/維持の仕組みがありませんので、そのための 
パケットも必要ありません。また、UDP は仕組みが簡単ですので、UDP を使っ 
たアプリケーションはコンパクトになります。 
たとえば、ネットワークを管理したりする仕組みには UDP が最適です。ネット 





































からダウンロードしたり、あるいは新しい OS をダウンロードしたりする際に、 
ファイル転送プロトコルを必要とします。ファイル転送プロトコルとしては、 
FTP(File Transfer Protocol)がありますが、これは TCP を使いますので、大 
きな容量のプログラムになります。チップにインストールするにはもっと単純 
なプロトコルの方がいいんです。プロトコルを簡略化(Trivial)するためには、 
UDP を使う必要があります。そこで、UDP を使って、FTP を簡略化したものが 
TFTP(Trivial File Transfer Protocol) です。
７ インターネット発展の牽引役 アプリ 
ケーションサービス 
6.1 では、インターネットサービスの例として Telnet を使って説明しました 
が、Telnet 以外のも様々な種類のインターネットサービスがあります。皆さん 
に一番なじみがあるのがメールと Web でしょう。メールはインターネットサー 
ビスのプロトコル名としては SMTP（Simple Mail Transfer Protocol）、Web 
は WWW（World Wide Web、世界的に張り巡らされた蜘蛛の巣の意味）とか、 
HTTP（Hyper Text Transfer Protocol）とか呼ばれます。 











ると思います。この仕掛けのことを DNS（Domain Name Service、あるいは 



















IETF の発行する規格書は RFC(Request For Comment)と呼ばれます。
APPENDIX 
■ LAN 
LAN(Local Area Network、ローカルエリアネットワーク)とは、数キロメー 
トルの範囲内で使うように設計されたネットワークです。従来は公道を横切ら 
ないネットワークを想定していますが、無線 LAN が登場し、公道をまたがった 
LAN も可能になりました。LAN は一般に、イーサネットやトークンリング、 
FDDI などのネットワーク形態をとります。 
■ イーササーネットと HUB 






装したのが HUB というネットワーク装置です。 
各ホストは、LAN ケーブル(10Base-T ケーブル、あるいはツイストペアケーブ 
ルなどと呼ばれます)で、集線装置である HUB のポートに接続されています。
バス形式のネットワークでは、そのネットワークに属するホストがそのネッ 
トワークを共有します(Shared Network という言い方もあります)ので、たとえ 
ばホスト Aがホスト Bに向けてフレームを送信しても、そのフレームはホスト 
Cにもホスト Dにも届きます。したがって、ホスト Aとホスト Bが通信をして 
いる間はホスト Cとホスト Dはネットワークを使えないことになります。この 
バス形式のネットワークを使ってデータリンク層のレベルで通信を制御しよう 
とする方式の代表がイーサネットです。イーサネットは Xerox 社のパロアルト 
(PARC、Palo Alto Research Center)のコンピュータサイエンス研究所に在籍 
していたメトカフ博士によって発明されました。博士はこの発明の特許権を 
Xerox から買取り 3Com 社をスタートさせています。 
イーサネットでは、CSMA/CD 方式というデータの転送方式を採用しています。 
CS は Carrier Sense、MA は Multiple Access、CD は Collision Detect という 
意味です。MAとはみんながネットワークを使っていいということです。ホスト 

































この時間は 512 ビット時間とされています。512 ビット時間は、512 ビット長 
のフレームが最大サイズのイーサネットシステムの両端のあるステーションを 
往復するのにかかる時間に、若干の時間を加味した時間です。標準イーサネッ 














レームの長さは 512 ビット(64 バイト) ということにしています。フレームヘ 
ッダ(とトレーラ)は合計で 18バイトですから、データフィールドの長さ 
(TCP/IP を使う場合はパケットの長さ)は 46 バイトということになります。 
最小のフレームを 512 ビットと規定して、スロットタイムを 512 ビット時間 
と規定すると、正常な衝突(イーサネットにとって衝突は通常はエラーではあ 




















ネットワーク機器として HUB を使うことにはいくつかの問題がありますが、 
その代表が衝突とセキュリティです。その問題点を解消するために開発された 
のが、スイッチです。一般的にはスイッチング HUB と呼ばれています。 









上の図で説明します。ホスト Aは宛先 MAC アドレスがホスト Bのフレームを 
ネットワークに送り出しています。ブリッジはポート 1でこのフレームを受信 
し、ポート１の先にホスト A(の MAC アドレスのインターフェース)が存在して 
いることを認識し、アドレステーブルにホスト A(の MAC アドレス)とポート 1 
のペアのエントリを追加します。このような作業が何度か行われると、最終的 
にブリッジのアドレステーブルは次のようになります。
このアドレステーブルを適用すると、ホスト Aとホスト Bの間のフレームはブ 
リッジによって破棄されポート 2から送出されることはありません。したがっ 







ィングといいます)、あるいは宛先 MAC のある特定のポートから転送するかと 
いうことになります。これは、デバイスの機能あるいは、ネットワーク管理者 
の設定によって決まってきます。 
従来のブリッジを高機能にしたものがスイッチング HUB です。機能的には同 
じものですが、スイッチメーカは自社のデバイスの高機能性をアピールするた 
めにブリッジという名前よりももっとインパクトのある名前が必要だったので 
しょう。メーカは新しい高機能なブリッジにスイッチング HUB という名前をつ 
けました。従来のブリッジはソフトウエアで動作しますが、スイッチング HUB 
はブリッジと同じ機能を ASIC(Application-Specific Integrated Circuit)と 
いう半導体技術で実現しています。スイッチング HUB はハードウェアによって 
動作していますので、ブリッジに比べてパフォーマンスが格段に向上していま 
す。スイッチ ASIC 技術は絶え間ない進化を続け、現在はスイッチチップセッ 
トが市場に投入され、ポート密度が高く、高パフォーマンスなスイッチが実現 
されています。




フレームもネットワーク全体にいきわたりますが、通常の場合は NIC が、MAC 
アドレスが自分宛でないフレームを破棄してしまいます。 
ただ、このように NIC が、MAC アドレスが自分宛でないフレームを破棄しない 
で、それを受信し IP層まで上げて欲しいという場合があります。たとえば、 
ネットワーク管理をするためにはホスト C 上にインストールしたプログラムで、 
ホスト Aとホスト Bの間のフレームのやり取りを監視できると好都合です。そ 
のためには、MAC アドレスが自分宛でないフレームも受信して IP層まで引き上 
げることができなくてはなりません。 
無差別(無制限、プロミスク、promiscuous)モード( mode)を使うと、NIC は 







大切ですが、スイッチング HUB を活用することもできます。スイッチング HUB 










きます。さらに、イーサネットでも CSMA/CD 方式を使わない方式(全二重モー 









































「5/3/1 規則」では、リピータを使って接続できるセグメントの数を 5つ、 
そのうちデバイス(エンドステーション)を接続できるのは 3つのセグメントと 
しています。したがって、２つのセグメントはリピータ同士を接続するだけで、 




ットタイムは再確立します。ステーション A から送信されたフレームが壊れず 
にブリッジに到達した場合、ブリッジはフレームをバッファに保存し、コピー 
を他のポートからステーション Bに向けて送信します。このフレームがステー 

















100Mbps のファーストイーサネットは 10Mbps と比べると 10倍の速度で動作 
しますので、すべてのタイミングが 1/10 になります。スロットタイムは 5.12 
マイクロ秒になりますので、レイトコリジョンを避けるためにはネットワーク 
の大きさを小さくしなくてはなりません。ファーストイーサのネットワークは 





1000Mbps の速度が出せるのかです。1000Mbps で動作するには光ファイバでな 
くてはいけないのではないか。光ファイバを使うのなら、全二重だろうと考え 
るかも知れませんが、ツイストペアケーブル(銅線)を使って CSMA/CD 方式モー 
ドで動作する 1000BaseT という方式があります。 
ギガビットイーサで半二重モードを採用したとすると、スロットタイムは 
100Mbps の 5.12 マイクロ秒の 1/10 で 0.512 マイクロ秒ということになるので 
しょうか。だとすると、ギガビットイーサの場合の LAN の直径(ダイアミータ、 





最小のフレームサイズを 4,096 ビットにまで長くしています。その結果、スロ 



















上のようなもっとも単純な冗長構成でも問題が発生します。ホスト Aの MAC ア 
ドレスを AA、ホスト B の MAC アドレスを BB、ホスト Cの MAC アドレスを CC、 
ホスト Dの MAC アドレスを DDと仮定します。ホスト Aからブロードキャスト 
フレームが発信されたとします。このブロードキャストフレームを SW1 が受信 
すると、SW1 のアドレステーブルには「MAC アドレス AA、ポート 1」のエント 
リが追加されます。そして、そのフレームはポート 2からフラッディングされ 
ます。そのすぐ後に SW2 もポート１からブロードキャストフレームを受信しま 
す。そして、「MAC アドレス AA、ポート 1」のエントリを追加します。そして、 
SW2 もこのフレームをポート 2からフラッディングします。そして、そのすぐ 
後に、先ほど SW1 がポート 2からフラッディングしたフレームをポート 2で受 
信し、アドレステーブルを「MAC アドレス AA、ポート 2」と書き換え、さらに 
ポート 1からフラッディングします。SW1 も SW2 がポート 2からフラッディン 
グしたフレームをポート 2で受信し、アドレステーブルを「MAC アドレス AA、 




















ークに参加しているすべての LAN に対して枝を広げている木を想定してくださ 
い。この木はネットワーク上のすべての LAN をつなげているけれども、あくま 




するために BPDU(Bridge Protocol Data Unit)というフレームを使います。ス 
パニングツリーを構築するために使う BPDU を設定(Configuration、コンフィ 
ギュレーション)BPDU、ネットワークトポロジー変更に伴うスパニングツリー 
再構築ための使う BPDU を TCN(Topology Change Notification、トポロジー変 
更通知)BPDU といいます。ここでは、設定 BPDU を使ってスパニングツリーを構 
築する場合についてだけ説明します。 




その設定 BPDU を送り出すブリッジがその時点でルートであると想定している) 
ブリッジの IDです。送信元ブリッジ IDは、その設定 BPDU を送信したブリッ 









ブリッジ IDは BID と表記することにします。BID は、MAC アドレスの前に(ブ 
リッジ)プライオリティと呼ばれる値をつけたものです。この場合の MAC アド 
レスはブリッジを代表する IDとして使いますので、インターフェースの IDと 
は意味合いが違います。BID で使う MAC アドレスはブリッジのインターフェー
スに割り当てられた MAC アドレスのうちの一番小さな MAC アドレスを使うのが 
慣例になっています。 
上のネットワークを使って説明します。各スイッチの BID は同じプライオリテ 






自分がルートであると認識しているブリッジは BPDU を発信します。自分は、 
ルートでないと認識しているブリッジは自分から BPDU を発信することはあり 
ません。非ルートブリッジは受信した BPDU を転送するだけです。ブリッジは 








元 BID がそれぞれ同じ場合です。最終的に、送信ポート識別子を使って判断し 
なくてはならない場合は、いくつか考えられますが、そのうちの 1例を次に示 
します。ただし、これ以降の説明では、この例のような場合は無視し、ルート
BID、ルートパスコスト、送信元 BID までで必ず優劣が決するものと仮定しま 
す。
ブリッジは受信した BPDU のうちポートごとに最適な BPDU を保存します。ル 
ートパスコストは、受信した BPDU のルートパスコストにポートのリンクコス 
トを加算したものとします。パスコストは、ブリッジからルートまで戻る際の 
コストを算出したいので、当該ブリッジから LAN へのコストを加算する必要が 
あります。ブリッジはポート毎に最適 BPDU を保存し、転送する際には、その 
中からさらに最適 BPDU を選んで、そのポート以外のポートから転送します。 





で、自分から BPDU を発信します。この時点では、ルート BID と送信元 BID が 
ともに自分の BID になっています。そして、自分の BPDU よりも優れた BPDU を 
受信した時点で、ルートブリッジになることをあきらめて BPDU の転送に専念 
します。 






SW2 は SW1 からの BPDU を受信する前ならば、自分から BPDU を発信しますが、 
受信した後は、自分よりも SW1 がルートブリッジに適任であると判断しますの 
で、自分から BPDU を発信することをやめます。SW2 はポート 0/27 で、SW3 経 
由の BPDU を受信する前は、SW2 の受信 BPDU は SW1 からのものだけなので、こ
れが最適 BPDU となります。SW2 はこの BPDU を受信ポートである 0/26 以外のポ 
ートから転送します。 
SW3 は 0/1 で受信した BPDU と 0/27 で受信した BPDU を比較して(さらに自分が 
ルートならば発信するはずの BPDU とも比較しますが、説明を省略します)、 
0/1 で受信した BPDU を最適 BPDU と判断して、0/1 以外のポートから転送しま 
す。 


































SW3 のアドバタイズするルートパスコストですが、SW2 経由の BPDU(SW2 が 0/26 
で受信したもの)の転送を受ける前は、0/1 で受信したものを最適として判断し 
て、これをセグメント 3に転送します。しかし、SW2 経由の BPDU を 0/27 で受 
信した場合は、こちらをより優れたものと判断しますので、これを 0/27 以外 
のポートから転送します。したがって、この時点で、SW3 はセグメント 3には 
BPDU を転送しなくなります。いずれにしてもセグメント 3では、SW2 が代表ブ 





















VLAN は単純な物理的な形状とは関係なく、抽象的に LAN と同じ動作を実現す 
る技術です。今までの考え方では、1つのスイッチング HUB あるいは HUB につ 




VLAN に対応したスイッチを接続する場合は、VLAN ごとに別の物理リンクを使 
う仕様(IEEE802.1D)と、異なる VLAN で 1 つの共通の物理リンク（トランクリ 
ンクといいます）を使用する仕様（IEEE802.1Q、ISL）があります。 
IEEE802.1D はスパニングツリーについて規定している仕様ですが、VLAN に 
ついても規定しています。VLAN ごとに別の物理リンクが必要ということになる 
と、スイッチが離れている場合は使い勝手が良くありません(ケーブルとポー 
トが余分に必要です)。そこで、後になって、異なる VLAN で共通の物理リンク 
を使用するためのプロトコルが開発されました。IEEE802.1Q は標準のプロトコ 
ルで、ISL はシスコ社独自のプロトコルです
トランクリンクを使用するプロトコルでは、異なる VLAN のフレームが１つの 
共通の物理リンク上を流れますので、その VLNAN に属するフレームかを識別す 
るための識別子が必要になります。IEEE802.1Q の場合は、フレームのアドレス 
フィールドの次に VLAN 用のフィールドを挿入しています。これに対して、 
Cisco 社の ISL は、ISL フレームでイーサネットフレームをカプセル化する方 
式を採用しています。 
同じ VLAN に属するホストは、ネットワークで直接接続されたホスト同士と 
いうことになりますので、同じネットワークアドレスを持ち、ホスト部だけが 
異なります。異なる VLAN に属するホストは、たとえ同じスイッチング HUB に 
つながっているとはいえ異なるネットワークアドレスを持ちますので、直接通 
信することはできません。異なる VLAN に属するホスト同士が通信を行うため 
にはルータを介する必要があります。ただし、レイア 3スイッチを使えば、ル 
ータを介在させずに VLAN 間の通信が可能になります。レイア 3スイッチはネ 





タイプフィールド型(いわゆる DIX フレーム) 
次に示すフレームヘッダは DIX(Dec-Intel-Xerox)フレームといわれる仕様です。 
長い間業界標準(デファクトスタンダード)として利用されてきましたが、現在 
では正式な IEEE802.3 標準として認められています。 
タイプ番号は、ネットワーク層のプロトコルを指定するための識別子です。 
FCS はフレームチェックシーケンスです。 
従来の IEEE802.3 標準は、タイプフィールドのところが長さフィールドになっ 
ていましたが、これは非常に使いにくいということで業界では殆ど DIX フレー 
ムを採用してきました。そこで、IEEE802.3 では最近(1997 年)仕様を変更し、 
用途に応じて長さとタイプのいずれでも定義できるようになりました。
■ インターフェース 
インターフェースとは、2つのもの間に立って仲介役を演ずるもの、または 
その規約です。身近な例では、家庭用電源のコンセントとプラグなどが家庭用 
電源のインターフェースです。コンピュータ関係では、「ハードウェアインタ 
ーフェース」、「ソフトウェアインターフェース」、「ユーザインターフェー 
ス」の３つのインターフェースが考えられます。 
ハードウェアインターフェースは、複数の装置を接続して通信をする際の規約 
(電気信号の形式、コネクタの形状)、あるいは接続を仲介する装置を指します。 
コンピュータとネットワーク間を仲介して、シリアル形式のデータ転送を行う 
ためのインターフェースがシリアルインターフェースで、シリアル接続のケー 
ブルやコネクタ(接続口)等を総称します。 
ソフトウェアインターフェースは、プログラム間でデータをやり取りする際 
の手順や形式を定めたもの、ユーザインターフェースはコンピュータがユーザ 
に対して情報を表示する方法や、ユーザがコンピュータに対して情報を入力す 
るための形式を定めたものです。
