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Abstract
This paper is devoted to the study of differential inclusions, particularly discontinuous perturbed sweep-
ing processes in the infinite-dimensional setting. On the one hand, the sets involved are assumed to be
prox-regular and to have a variation given by a function which is of bounded variation and right continu-
ous. On the other hand, the perturbation satisfies a linear growth condition with respect to a fixed compact
subset. Finally, the case where the sets move in an absolutely continuous way is recovered as a consequence.
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0. Introduction
Let H be a real Hilbert space, let C : [T0, T ]⇒ H (T > T0) be a set-valued map with non-
empty closed values, and let F : [T0, T ] ×H ⇒H be a set-valued map taking nonempty convex
compact values. The sets C(t) are assumed to have a priori a variation given by a function which
is of bounded variation and right continuous. Denoting by λ the Lebesgue measure, we address
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sion {−du ∈N (C(t), u(t)) + F(t, u(t)) dλ,
u(T0) = x0 ∈ C(T0), (0.1)
where N (C(t), ·) denotes a general normal cone to C(t).
Problem (0.1) has been introduced and thoroughly studied by Moreau with F ≡ {0} and C(t)
convex for all t in a series of papers, and it is very important in mechanics (see Moreau [23,24,
26]).
For perturbations F ≡ {0}, to the best of our knowledge, the first work in the discontinuous
case is due to Castaing and Monteiro Marques [10]. After the study of Valadier [30] with F ≡ {0}
including as particular case the complement of an open convex set moving in an absolutely con-
tinuous way, Castaing and Monteiro Marques [10] considered, in the finite-dimensional context,
the following discontinuous situation of (0.1): the set C(t) is given by C(t) := Rn \ intK(t),
where K(·) is a set-valued map taking convex compact values with nonempty interior, and satis-
fying, for some positive Radon measure μ on [T0, T ],
h
(
K(t),K(s)
)
 μ
(]t, s]) for all s, t ∈ [T0, T ] with t  s,
where h is the Hausdorff distance. It is known that this entails that
h
(
C(t),C(s)
)
 μ
(]t, s]) for all s, t ∈ [T0, T ] with t  s. (0.2)
They proved that (0.1) has solutions whenever, in addition, the set-valued map F is separately
upper semicontinuous on Rn, F(·, x) has a Lebesgue-measurable selection for any x ∈ Rn, and,
for some real number c > 0,
F(t, x) ⊂ c(1 + ‖x‖)B for all (t, x) ∈ [T0, T ] × Rn,
where B is the closed unit ball of Rn.
In another paper [9], Castaing and Monteiro Marques proved, still in the finite-dimensional
setting, that (0.1) has solutions under the following assumptions:
– the set-valued map F is separately Lebesgue-measurable on [T0, T ] and separately upper
semicontinuous on H and satisfies the linear growth condition
F(t, x) ⊂ β(t)(1 + ‖x‖)B for all (t, x) ∈ [T0, T ] ×H,
where β(·) ∈ L1([T0, T ],R+);
– the set-valued map C(·) is (Hausdorff) continuous, takes convex values, and, for some η > 0,
the closed ball B[0, η] is contained in C(t) for all t ∈ [T0, T ].
Further, they proved the existence of periodic solutions when C(·) is periodic.
Recently, Colombo and Monteiro Marques [14] studied the case of r-prox-regular sets (r > 0)
with F ≡ {0}. They established the existence and the uniqueness of a solution which is continu-
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and, for some (η, z) fixed in ]0,+∞] ×H ,
B(z,η) ⊂ C(t) for all t ∈ [T0, T ]. (0.3)
In our present paper, we are interested in studying, in the infinite-dimensional setting, prob-
lem (0.1) in the case where the set-valued map C(·) takes r-prox-regular values and satisfies
(0.2). Even for F(·) ≡ {0}, this is the first work considering (0.1) in the infinite-dimensional set-
ting with nonconvex sets without the compactness of C(t) or of the closure of its complement.
For F(·) ≡ {0}, after considering appropriate times T0 = tn0 < · · · < tnp = T , our proof is car-
ried out by choosing uni ∈ C(tni ) recurrently in such a way that at the step i we can prove that
dC(tni+1)(u
n
i ) < r so that we may choose u
n
i+1 := projC(tni+1)(uni ) thanks to the r-prox-regularity of
C(tni+1). This allows us to make efficient the Moreau catching up algorithm. Then for the associ-
ated piecewise linear mappings un(·) of the algorithm with uni as nodes, inequality (2.1) (which
translates some kind of hypomonotonicity of distance functions to r-prox-regular sets) enables
us to show the Cauchy property of the sequence (un(t))n for each t ∈ [T0, T ]. The limit process
is realized thanks to the closedness property of the associated subdifferential set-valued mapping
(t, x) 	→ ∂dC(t)(x) stated in Proposition 2.1 and to the prox-regularity of C(t).
With regard to the set-valued map F , some compactness assumption is necessarily made
because of the infinite-dimensional character of H . (Recall that the ordinary differential equa-
tion u˙(t) = f (u(t)) with u(T0) = x0 generally has no solution under the sole continuity of the
single valued map f on the infinite-dimensional space H .) To be precise, a compact subset
K ⊂ B being fixed, we establish the existence of solutions, first, in the case where the set-
valued map F is globally scalarly upper semicontinuous on [T0, T ] × H and satisfies, for some
β(·) ∈ L1([T0, T ],R+),
F(t, x) ⊂ β(t)(1 + ‖x‖)K for all (t, x) ∈ [T0, T ] ×H.
Next, thanks to set-valued versions of Scorza–Dragoni’s theorem and parametrized Dugundji’s
extension theorem, we weaken the assumptions on F . Actually, we prove that there exist so-
lutions to (0.1) whenever H is separable, the set-valued map F is separately scalarly upper
semicontinuous on H , F(·, x) has a Lebesgue-measurable selection for any x ∈ H , and, for
some real number c > 0,
F(t, x) ⊂ c(1 + ‖x‖)K for all (t, x) ∈ [T0, T ] ×H.
Our results are strong enough to allow us to recover the case where the sets C(t) move in an
absolutely continuous way. Indeed, by the end of the paper, we prove that if the measure μ in
condition (0.2) is absolutely continuous with respect to the Lebesgue-measure, problem (0.1) has
a solution u(·) which is absolutely continuous and satisfies{−u˙(t) ∈N (C(t), u(t)) + F(t, u(t)), λ-a.e. t ∈ [T0, T ],
u(T0) = x0, (0.4)
where u˙(t) is the derivative of u(·) at t in the usual sense.
The latter problem (0.4) with nonconvex sets C(t) has been studied by several authors un-
der various assumptions. For the first studies considering (0.4) with nonconvex sets C(t) when
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setting is proved under the assumption that the normal cone mapping (t, x) 	→N (C(t), x) has
closed graph. Although Castaing [7] dealt only with convex sets, we note that one can derive from
some techniques introduced in that paper the existence of solutions when C(t) is the translation
of any fixed closed subset S of a finite-dimensional space H , i.e., C(t) = S + q(t) and q is an
absolutely continuous mapping from [T0, T ] to H . For the general existence result of (0.4) with
F ≡ {0} in the finite-dimensional setting we refer to Benabdellah [1], Colombo and Goncharov
[13], and the later paper by Thibault [29]. Problem (0.4) with F ≡ {0} is studied in Thibault [29],
Bounkhel and Thibault [5], and references therein.
The paper is organized as follows: In Section 1, we recall some important notions and intro-
duce notations which will be used through the paper. The next section is devoted to problem (0.1)
under the assumptions that F is globally scalarly upper semicontinuous. This assumption is
weakened in Section 4 under the conditions that H is separable and β(·) is constant. In the last
section, the case of absolutely continuous processes is considered.
1. Preliminaries
In all the paper I := [T0, T ] (T0 < T ) is an interval of R and H is a real Hilbert space whose
inner product is denoted by 〈·,·〉 and the associated norm by ‖ · ‖. Sometimes a separability
assumption will be needed. In such a case, we will specify that H is a separable Hilbert space.
1.1. Notations
We will use the following notations.
The closed unit ball of H will be denoted by B and for η > 0, one denotes by B[0, η] the
closed ball of radius η centered at 0.
For any subset S of H , coS stands for the closed convex hull of S, and σ(S, ·) represents the
support function of S, that is, for all ζ ∈ H ,
σ(S, ζ ) := sup
x∈S
〈ζ, x〉.
If S is closed and u ∈ S, we will denote by NPS (u) (respectively NLS (u), NCS (u)) the proximal nor-
mal cone (respectively limiting normal cone, Clarke normal cone) to S at u. The notation NC(u)
or N(C,u) will be used for the Fréchet normal cone.
On the other hand, dS(·) being the distance function to S, for x ∈ H , ∂P dS(x) (respectively
∂CdS(x)) denotes the proximal (respectively Clarke) subdifferential of dS(·) at x. For those con-
cepts of normal cones and subdifferentials we refer to Clarke et al. [11,12].
The Lebesgue σ -field of I is denoted by L(I ) and λ denotes the Lebesgue measure.
1.2. Prox-regular set
Let S be a nonempty closed subset of H and x ∈ H . One defines the (possibly empty) set of
nearest points of x in S by
projS(x) :=
{
u ∈ S: dS(x) = ‖x − u‖
}
.
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projS(x), that is, we will write u0 = projS(x).
For a fixed r > 0, the set S is said to be r-prox-regular (or uniformly prox-regular with con-
stant r) if (see Poliquin et al. [28]), for any u ∈ S and any ζ ∈ NLS (u) such that ‖ζ‖ < 1, one has
u = projS(u + rζ ). This class of sets seems to appear for the first time, in the finite-dimensional
setting, under the name of positively reached sets in Federer [19]. One knows (see [12,28]) that
S is r-prox-regular if and only if every nonzero proximal normal ζ ∈ NPS (u) to S at any point
u ∈ S can be realized by an r-ball, that is, S ∩ B(x + r‖ζ‖ζ, r) = ∅, which is equivalent in the
Hilbert context to
〈ζ, y − u〉 ‖ζ‖
2r
‖y − u‖2 for all y ∈ S. (1.1)
Here B(x′, r) denotes the open ball of radius r centered at x′ ∈ H . Another characterization
(see [28]) is the following hypomonotonicity property: For any ui ∈ S (i = 1,2), the inequality
〈ζ1 − ζ2, u1 − u2〉−‖u1 − u2‖2
holds whenever ζi ∈ NLS (ui)∩B(0, r).
If S is r-prox-regular, then the following hold (see [28]):
– for any u ∈ S, NPS (u) = NLS (u) = NCS (u). In such a case, all these cones coincide with the
Fréchet normal cone denoted above by NS(u) or N(S,u);
– for any x ∈ H such that dS(x) < r , the set projS(x) is a singleton.
We also need to recall that, for any nonempty closed subset S of H and x ∈ S, the following
relations hold true (see, for example, [4,11]):
∂P dS(x) = NPS (x)∩ B (1.2)
and
∂CdS(x) ⊂ NCS (x)∩ B. (1.3)
So, if S is r-prox-regular, by (1.2), (1.3), and the equality between the proximal and Clarke
normal cones, one has, whenever x ∈ S,
∂P dS(x) = ∂CdS(x). (1.4)
1.3. Radon measure
Throughout the paper, all the measures on the compact interval I will be Radon measures.
Let ν and νˆ be two positive Radon measures on I . We recall (see, for example, Mattila [20,
Theorem 2.12]) that, for I (t, r) := I ∩ [t − r, t + r] the limit
dν
dνˆ
(t) := lim
r 0
ν(I (t, r))
νˆ(I (t, r))↓
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Borel function of t , generally called the derivative of the measure ν with respect to νˆ. Further,
the measure ν is absolutely continuous with respect to νˆ if and only if dν
dνˆ
(·) is a density of ν
relatively to νˆ, i.e., if and only if the equality ν = dν
dνˆ
(·)νˆ holds.
When ν is absolutely continuous with respect to νˆ (see, for example, Bourbaki [6, Chapitre V,
p. 43, Théorème 1]), a map u(·) : I → H is ν-integrable if and only if the map t 	→ u(t) dν
dνˆ
(t) is
νˆ-integrable. In such a case, one has∫
I
u(t) dν(t) =
∫
I
u(t)
dν
dνˆ
(t) dνˆ(t). (1.5)
When the two Radon measures ν and νˆ on I are each one absolutely continuous with respect
to the other one, we will say that they are absolutely continuously equivalent.
Notation 1.1. In addition to the notations above, for a positive Radon measure ν on I and for any
p ∈ [1,+∞], we denote by Lpν (I,H) the quotient space of all ν-measurable maps g(·) : I → H
such that ‖g(·)‖ belongs to Lpν (I,R).
1.4. Map of bounded variation
Consider a map u : I → H . A subdivision of I being a finite sequence (t0, . . . , tk) such that
T0 = t0 < t1 < · · · < tk = T , one calls variation of u(·) the supremum over the set of all the
subdivisions of I of the numbers ∑∥∥u(ti)− u(ti−1)∥∥.
The map u(·) is said to be of bounded variation (abbreviated form: BV) if its variation is finite.
Replacing ‖u(ti)−u(ti−1)‖ by the Hausdorff distance h(C(ti),C(ti−1)), one obtains the con-
cept of set-valued maps C : I ⇒H of bounded variation. We recall that
h(A,B) = max
{
sup
x∈A
d(x,B), sup
x∈B
d(x,A)
}
.
Denoting by varC(t) the variation of C over [T0, t] for every t ∈ I , the function varC(·) will be
called the variation function of the set-valued map C (null at T0).
1.5. Differential measure
Let u : I → H be a map of bounded variation. Then, there exists a vector measure du on I
with values in H associated with u(·) (see Dinculeanu [16] and Moreau [25]). This measure
is called the differential measure of u(·). If, in addition, u(·) is right continuous, this measure
satisfies
u(t) = u(s) +
∫
du for all s, t ∈ I with s  t.
]s,t]
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u(t) = u(T0)+
∫
]T0,t]
u˜ dν,
then u(·) is of bounded variation and right continuous and
du = u˜ dν.
In such a case, one says that u˜(·) is a density of the measure du relatively to ν. Then putting
I−(t, r) := [t − r, t] and I+(t, r) := [t, t + r], by Moreau and Valadier [27] for ν-almost all
t ∈ I the limits below exist in H and
u˜(t) = du
dν
(t) := lim
r↓0
du(I (t, r))
ν(I (t, r))
= lim
r↓0
du(I−(t, r))
ν(I−(t, r))
= lim
r↓0
du(I+(t, r))
ν(I+(t, r))
. (1.6)
The following proposition is very useful. It is a particular case of some results from
Moreau [25].
Proposition 1.1. Let ν be a positive Radon measure on I and u(·) : I → H be a right continu-
ous map of bounded variation such that du has a density du
dν
relatively to ν. Then, the function
Φ : I → R with Φ(t) := ‖u(t)‖2 is a right continuous function of bounded variation whose dif-
ferential measure dΦ satisfies, in the sense of the ordering of real measures,
dΦ  2
〈
u(·), du
dν
(·)
〉
dν.
In all the paper we deal with a set-valued map C(·) from I to H . It will be required to satisfy
some of the following assumptions. Let r > 0.
(H1) For each t ∈ I , C(t) is a nonempty closed subset of H which is r-prox-regular.
(H2) The set-valued map C is of right continuous bounded variation on I , that is, it is of bounded
variation on I and its variation function varC(·) is right continuous on I .
(H3) The set C(t) varies in an absolutely continuous way, that is, varC(·) is an absolutely con-
tinuous function on I .
Throughout all the paper, when C is of right continuous bounded variation, we will denote
by μ the Radon measure associated with varC(·) and hence for any s, t ∈ I with s  t
h
(
C(t),C(s)
)
 μ
(]s, t]), (1.7)
which is equivalent to∣∣d(y,C(t))− d(y,C(s))∣∣ μ(]s, t]) for all y ∈ H. (1.8)
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This section is devoted to the study of a sweeping process with a perturbation which is globally
scalarly upper semicontinuous.
2.1. Preparatory results
Let us recall the concept of upper semicontinuity for a set-valued map. Let E be a Hausdorff
topological space and let F :E⇒H be a set-valued map. One says that the set-valued map F is
upper semicontinuous (abbreviated form: u.s.c.) if, for any open subset V ⊂ H , the set {u ∈ E:
F(u) ⊂ V } is open in E. One says that F is scalarly upper semicontinuous if, for any ξ ∈ H , the
real-valued function u 	→ σ(F (u), ξ) is upper semicontinuous.
The following proposition is fundamental to prove the main result of this section. It expresses
a sort of scalar upper semicontinuity property. For a more general result, see Bounkhel and
Thibault [5].
Proposition 2.1. Let C(·) be a set-valued map satisfying (H1) and (H2). Let (tn) be a sequence
in [T0, T ] converging to some t ∈ [T0, T ] with tn  t for all n. Let (xn) be a sequence converging
to some x ∈ C(t) with xn ∈ C(tn) for all n. Then, for any z ∈ H ,
lim sup
n
σ
(
∂P dC(tn)(xn), z
)
 σ
(
∂P dC(t)(x), z
)
.
Our proof of scalar upper semicontinuity requires the following lemma which is a variant of
a result from Bounkhel and Thibault [5].
Lemma 2.1. Let S ⊂ H be a nonempty closed subset which is r-prox-regular. Let x ∈ S and
ξ ∈ ∂P dS(x). Then, for any z ∈ H such that dS(z) < r , one has
〈ξ, z − x〉 1
2r
‖z − x‖2 + 1
2r
d2S(z) +
(
1
r
‖z − x‖ + 1
)
dS(z) (2.1)
and
〈ξ, z − x〉 2
r
‖z − x‖2 + dS(z).
Proof. Let us fix any z ∈ H with dS(z) < r . The set S being r-prox-regular, let yz be the unique
point of S such that
dS(z) = ‖z − yz‖.
Then,
‖x − yz‖2  ‖z − x‖2 + d2S(z) + 2‖z − x‖dS(z) (2.2)
and then, since dS(z) ‖z − x‖,
‖x − yz‖2  4‖z − x‖2. (2.3)
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〈ξ, z − x〉 〈ξ, yz − x〉 + 〈ξ, z − yz〉 〈ξ, yz − x〉 + ‖ξ‖dS(z).
As ξ ∈ ∂P dS(x), we have ‖ξ‖ 1 by (1.2) and hence this inequality and (1.1) entail that
〈ξ, z − x〉 1
2r
‖yz − x‖2 + dS(z).
Therefore, using (2.2) and (2.3), respectively, this yields
〈ξ, z − x〉 1
2r
‖z − x‖2 + 1
2r
d2S(z) +
1
r
‖z − x‖dS(z) + dS(z)
and
〈ξ, z − x〉 2
r
‖z − x‖2 + dS(z),
which ends the proof of the lemma. 
We recall that, for any closed subset S of H and any x ∈ H ,
∂CdS(x) :=
{
ζ ∈ H : 〈ζ,u〉 d◦S(x;u) ∀u ∈ H
}
,
where
d◦S(x;u) := lim sup
y→x
t↓0
1
t
[
dS(y + tu)− dS(y)
]
.
Proof of Proposition 2.1. Let us fix any z ∈ H . Extracting a subsequence, we may suppose,
without loss of generality, that σ(∂P dC(tn)(xn), z) converges and then
lim sup
n
σ
(
∂P dC(tn)(xn), z
)= lim
n
σ
(
∂P dC(tn)(xn), z
)
.
As C(tn) is r-prox-regular, according to (1.4), one has ∂P dC(tn)(xn) = ∂CdC(tn)(xn) and then
∂P dC(tn)(xn) is weakly compact. So, for each n, there exists ξn ∈ ∂P dC(tn)(xn) such that
σ
(
∂P dC(tn)(xn), z
)= 〈ξn, z〉.
Since ‖ξn‖ 1 for all n, we may suppose, without loss of generality, that (ξn) converges weakly
to some ξ ∈ H . We are going to prove that ξ ∈ ∂CdC(t)(x).
Fix any u ∈ H . As xn ∈ C(tn), for s > 0 small enough, dC(tn)(xn+su) s‖u‖ < r for every n.
Then, for s > 0 small enough, one has, via Lemma 2.1,
〈ξn, su〉 2 s2‖u‖2 + dC(tn)(xn + su) ∀n.r
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〈ξ, su〉 2
r
s2‖u‖2 + dC(t)(x + su).
As a result, since dC(t)(x) = 0,
〈ξ,u〉 lim inf
s↓0
1
s
[
dC(t)(x + su) − dC(t)(x)
]
 d◦C(t)(x;u).
This being true for any u ∈ H , it results that ξ ∈ ∂CdC(t)(x) = ∂P dC(t)(x). Consequently,
lim
n
σ
(
∂P dC(tn)(xn), z
)= lim
n
〈ξn, z〉 = 〈ξ, z〉 σ
(
∂P dC(t)(x), z
)
.
The proof is then complete. 
We will also need the following lemma which is due to Monteiro Marques [21]. For the proof
one can also see [2,22].
Lemma 2.2. Let ν be a positive Radon measure on [T0, T ] and let g(·) ∈ L1ν([T0, T ],R+). As-
sume that, for some fixed real number θ  0, one has, for all t ∈ ]T0, T ],
0 g(t)ν
({t}) θ < 1.
Let ϕ(·) ∈ L∞ν ([T0, T ],R+) and let some fixed real number α  0 satisfying, for all t ∈ [T0, T ],
ϕ(t) α +
∫
]T0,t]
g(s)ϕ(s) dν(s).
Then, for all t ∈ [T0, T ],
ϕ(t) α exp
{
1
1 − θ
∫
]T0,t]
g(s) dν(s)
}
.
2.2. Concept of solution
The concept of solution in the case of absolutely continuous evolution of C(t) is well known
(see [26] for F(·) ≡ {0}, and [3,29], for example, for F ≡ {0}). Following [26] and [10] let us
consider the case of evolution of C(t) with bounded variation.
Definition 2.1. Let C : I ⇒H be a set-valued map with right continuous bounded variation and
let μ be the Radon measure associated with the variation function varC(·). Let F : I × H ⇒H
be a set-valued map with F(t, x) ⊂ β(t)(1 + ‖x‖)B for all t ∈ I and x ∈⋃t∈I C(t), where β is
some nonnegative function in L1λ(I,R). Let ρF = 1 if F ≡ {0} and ρF = 0 if F ≡ {0}. We will
say that a map u : I → H is a solution on I of the differential inclusion
−du ∈ N(C(t), u(t))+ F (t, u(t))dλ with u(t0) = x0 ∈ C(T0) (2.4)
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(i) u(·) is of bounded variation, right continuous, and satisfies u(T0) = x0 and u(t) ∈ C(t) for
all t ∈ I ;
(ii) there exist a λ-integrable map z(·) : I → H , with z(t) ∈ F(t, u(t)) λ-a.e. t ∈ I , and a positive
Radon measure ν on I absolutely continuously equivalent to the measure μ+ ρFλ and with
respect to which the differential measure du of u(·) is absolutely continuous with density
du
dν
∈ L1ν([T0, T ],H) and
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)) ν-a.e. t ∈ I, (2.5)
where dλ
dν
(·) denotes, as in Section 1.3, the derivative of λ with respect to ν.
Note that dλ
dν
(·) is a density of λ relatively to ν when ρF = 0, since in such a case λ is obviously
absolutely continuous with respect to the measure ν.
The concept of solution does not depend on the measure ν in the sense that a map u(·) satis-
fying (i) above is a solution of (2.4) if and only if (2.5) holds for any positive Radon measure ν
which is absolutely continuously equivalent to the measure μ+ρFλ. Indeed let u(·) be a solution
in the sense of Definition 2.1 and let ν0 given by this definition be an associated Radon measure
absolutely continuously equivalent to μ+ ρFλ for which
du
dν0
(t)+ z(t) dλ
dν0
(t) ∈ −N(C(t), u(t)) ν0-a.e. t ∈ I.
Fix any other Radon measure ν absolutely continuously equivalent to μ + ρFλ. Then the mea-
sures ν0 and ν are absolutely continuously equivalent. Consequently dν0dν (·) and dudν (·) exist as
densities and for du
dν
(·) and the derivative dλ
dν
(·) the following equalities hold:
du
dν
(t) = du
dν0
(t)
dν0
dν
(t),
dλ
dν
(t) = dλ
dν0
(t)
dν0
dν
(t) ν-a.e. t ∈ I.
This yields according to the last inclusion above and the cone property of N(C(t), ·)
du
dν
(t) + z(t)dλ
dν
(t) ∈ −N(C(t), u(t)) ν-a.e. t ∈ I, (2.6)
which proves the claim.
So (for F ≡ {0}) Definition 2.1 and (2.6) entail that a map u(·) satisfying (i) above is a solution
on I of the differential inclusion
−du ∈ N(C(t), u(t)) with u(T0) = x0 ∈ C(T0) (2.7)
if and only if the differential measure du has du
dμ
(·) as a density relatively to the measure μ given
by the variation function varC(·) of C and
− du
dμ
(t) ∈ N(C(t), u(t)) μ-a.e. t ∈ I with u(T0) = x0. (2.8)
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In the case where C(t) is in addition convex, more can be said about (2.7).
Proposition 2.2. Assume that in addition to the assumptions in Definition 2.1 that the sets C(t)
are convex. Then a right continuous map u with bounded variation and with u(t0) = x0 and
u(t) ∈ C(t) for all t ∈ I is a solution of (2.7) if and only if there exists some positive Radon
measure ν on I for which du
dν
(·) exists as a density of the differential measure du with
du
dν
(t) ∈ −N(C(t), u(t)) for t ∈ I \N0 and ν(N0) = 0. (2.9)
Proof. By (2.8) any solution verifies (2.9) with ν = μ. Fix now any map u and any measure ν
satisfying (2.9) and put ν0 := μ + ν. Observe that the measure ν is absolutely continuous with
respect to ν0 and hence dudν0 (·) exists as a density of the differential measure du relatively to ν0
and there exists N ′0 ⊂ I with ν0(N ′0) = 0 such that
du
dν0
(t) = du
dν
(t)
dν
dν0
(t) for all t ∈ I \N ′0. (2.10)
By (2.9), modifying if necessary the density map by taking the value 0 for t ∈ N0 we may suppose
that
du
dν
(t) ∈ −N(C(t), u(t)) for all t ∈ I.
Then by (2.10) and (1.6) there exists some N1 ⊃ N ′0 with ν0(N1) = 0 such that for all t ∈ I \ N1
lim
s↑t
u(t)− u(s−)
ν0([s, t]) =
du
dν0
(t) ∈ −N(C(t), u(t)).
Fix now any t ∈ I \N1. Suppose that dudν0 (t) = 0. Then∥∥∥∥ dudν0 (t)
∥∥∥∥−1 dudν0 (t) ∈ −∂dC(t)(u(t))
and hence for all s′ ∈ ]T0, t], according to the convexity of dC(t)(·), we have〈
−
∥∥∥∥ dudν0 (t)
∥∥∥∥−1 dudν0 (t), u(s′)− u(t)
〉
 dC(t)
(
u(s′)
)− dC(t)(u(t))
= dC(t)
(
u(s′)
)− dC(s′)(u(s′))
 v(t)− v(s′),
where v := varC(·). Fixing s ∈ ]T0, t] and making s′ ↑ s give〈
−
∥∥∥∥ du (t)∥∥∥∥−1 du (t), u(s−)− u(t)〉 v(t)− v(s−).dν0 dν0
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for all s ∈ ]s0, t[. So for any s ∈ ]s0, t[ we have〈∥∥∥∥ dudν0 (t)
∥∥∥∥−1 dudν0 (t), u(t)− u(s
−)
ν0([s, t])
〉
 v(t)− v(s
−)
ν0([s, t])
and making s ↑ t yields〈∥∥∥∥ dudν0 (t)
∥∥∥∥−1 dudν0 (t), dudν0 (t)
〉
 dμ
dν0
(t), i.e.,
∥∥∥∥ dudν0 (t)
∥∥∥∥ dμdν0 (t).
Observing that the last inequality still holds when du
dν0
(t) = 0, we obtain for all t ∈ I \N1∥∥∥∥ dudν0 (t)
∥∥∥∥ dμdν0 (t). (2.11)
Inequality (2.11) entails the absolute continuity of the differential measure du with respect to
the measure μ and hence du
dμ
(·) exists as a density relatively to μ (since the Hilbert space H is
a Radon–Nikodým space). As the measure μ is absolutely continuous with respect to ν0, there
exists some N ′1 ⊃ N1 with ν0(N ′1) = 0 such that for all t ∈ I \ N ′1 one has dudν0 (t) = dudμ(t)
dμ
dν0
(t)
and hence
du
dμ
(t)
dμ
dν0
(t) ∈ −N(C(t), u(t)). (2.12)
Put A := {t ∈ I : dμ
dν0
(t) = 0}. Then μ(A) = ∫
A
dμ
dν0
(t) dν0(t) = 0 and hence for N := A∪ N ′1 we
have 0 μ(N) μ(A)+ ν0(N ′1) = 0 and for all t ∈ I \N we have by (2.12)
du
dμ
(t) ∈ −N(C(t), u(t)).
Then u is a solution of (2.7) according to (2.8). 
2.4. Absolutely continuous setting
What about the above concept of solution for (2.7) when the set-valued map C (with non-
necessarily convex values) is absolutely continuous? In this case denoting by v := varC(·) the
variation function of C, the nonnegative function v is absolutely continuous and for the Radon
measure μ associated with varC(·) the equality μ = v˙(·)λ holds, where v˙ denotes the usual deriv-
ative (which exists here λ-almost everywhere).
Proposition 2.3. Assume that the closed set-valued map C is absolutely continuous. Then a map
u : I → H is a solution of (2.7) if and only if it is a solution in the classical differential inclusion
sense, i.e., u is absolutely continuous with u(T0) = x0, u(t) ∈ C(t) for all t ∈ I , and for λ-almost
all t ∈ I
u˙(t) ∈ −N(C(t), u(t)).
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acterization yielding (2.8) we know that du
dμ
exists as a density relatively to μ and hence du
dλ
exists as a density relatively to λ. This entails the absolute continuity of the map u and the
equality u˙(t) = du
dμ
(t)v˙(t) for λ-almost all t . Further, on the one hand we have u(T0) = x0 and
u(t) ∈ C(t) for all t ∈ I . On the other hand, by (2.8) there exists some Borel subset N ⊂ I with
μ(N) = 0 such that for all t /∈ N
du
dμ
(t) ∈ −N(C(t), u(t)).
The equality μ(N) = 0 means ∫
N
v˙(t) dλ(t) = 0 and hence there exists a Borel subset N0 ⊂ N
with λ(N0) = 0 such that v˙(t) = 0 for all t ∈ N \ N0. This along with the last inclusion above
and the cone property of N(C(t), ·) yields for all t ∈ I \N0
du
dμ
(t)v˙(t) ∈ −N(C(t), u(t))
and hence for λ-almost all t ∈ I
u˙(t) ∈ −N(C(t), u(t)),
which says that u is a solution in the classical differential inclusion sense.
Conversely suppose that u is a solution in the classical sense. Then the differential measure du
is given by du = u˙(·)λ and by the proof of Thibault [29, Proposition 2.1] one has ‖u˙(t)‖ v˙(t)
for λ-a.e. t ∈ I . Therefore the measure du is easily seen to be absolutely continuous with respect
to the measure μ := v˙(·)λ. Writing
u(t)− u(T0) =
∫
]T0,t]
du
dμ
(s) dμ(s) =
∫
]T0,t]
du
dμ
(s)v˙(s) dλ(s),
we see that u˙(t) = du
dμ
(t)v˙(t) for λ-a.e. t ∈ I . So there exists some Borel λ-negligible subset
N ′ ⊂ I such that for all t /∈ N ′
du
dμ
(t)v˙(t) ∈ −N(C(t), u(t)).
Put N ′0 := N ′ ∪ {t ∈ I : v˙(t) = 0}. It is easily seen that μ(N ′0) = 0 and the last inclusion above
gives for all t /∈ N ′0
du
dμ
(t) ∈ −N(C(t), u(t)).
The map u is then, by (2.8), a solution in the sense of Definition 2.1. 
Consider now the other classical case where F ≡ {0} and the sets C(t) move in an ab-
solutely continuous way. In that case, for the measure μ associated with the variation function
of C we have μ = v˙(·)λ, where v˙ is the usual derivative of the absolutely continuous func-
tion v := varC(·), and hence the measure μ + ρFλ = (1 + v˙(·))λ is absolutely continuously
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a solution in the sense of Definition 2.1 if and only if u is absolutely continuous with u(T0) = x0
and there exists a λ-integrable selection z(·) of F(·, u(·)) such that
u˙(t) + z(t) ∈ −N(C(t), u(t)) λ-a.e. t ∈ I.
This is the classical definition in the absolutely continuous case.
2.5. The role of prox-regularity
Let us now make clear the understanding for the study of (2.8) (and (2.4)) of prox-regularity
of sets in the infinite-dimensional Hilbert setting. It can be seen as follows. Let T0 = 0 < t1 < T ,
let C0 and C1 be two closed subsets of H , and let
C(t) :=
{
C0 if t ∈ [0, t1[,
C1 if t ∈ [t1, T ].
It is not difficult to check that the variation function of C(·) is given by varC(·) = h(C0,C1)×
1[t1,T ](·) and hence, for the associated Radon measure μ := h(C0,C1)δt1 with δt1 denoting the
Dirac mass at t1, we have h(C(t),C(s))  μ(]t, s]) for t  s. Let us try to find a solution u(·)
on I of the differential inclusion {−du ∈ N(C(t), u(t)),
u(0) = x0 ∈ C0.
We may obviously take
u(t) := x0 for all t ∈ [0, t1[.
What about u(t1)? As μ({t1}) = 0, we must have by (2.8) for the solution u(·)
du
dμ
(t1) ∈ −N
(
C(t1), u(t1)
)
.
Since u(t−1 ) = x0, we obtain by (1.6)
u(t1)− x0
μ({t1}) =
du
dμ
(t1) ∈ −N
(
C(t1), u(t1)
)
and hence
x0 − u(t1) ∈ N
(
C1, u(t1)
)
.
Thus, if x0 has a nearest point in C1, a good choice for u(t1) is
x1 ∈ projC (x0) (2.13)1
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u(t) :=
{
x0 if t ∈ [0, t1[,
x1 if t ∈ [t1, T ].
Inclusion (2.13) shows the interest of prox-regularity with regard to the existence of solution to
the sweeping process {−du ∈ N(C(t), u(t)),
u(0) = x0 ∈ C0
in the context of infinite-dimensional Hilbert space.
3. Existence result
Now, we can state and prove the main result of this section.
Theorem 3.1. Let H be a Hilbert space and let C(·) satisfy (H1) and (H2). Let F : I × H ⇒H
be a set-valued map with nonempty convex compact values such that:
(i) F(·,·) is globally scalarly upper semicontinuous on I ×H ;
(ii) for some compact subset K ⊂ B and some nonnegative function β(·) ∈ L1λ(I,R), for all
t ∈ I and x ∈⋃s∈I C(s), one has the inclusion
F(t, x) ⊂ β(t)(1 + ‖x‖)K.
Assume that sups∈]T0,T ] μ({s}) < r/2. Then, for any x0 ∈ C(T0), the following sweeping process
on I with perturbation {−du ∈ N(C(t), u(t)) + F(t, u(t)) dλ,
u(T0) = x0 (SPP1)
has at least one solution u(·).
More precisely, if ρF
∫ T
T0
(β(s) + 1) dλ(s) 1/4, for l := 2(μ(]T0, T ]) + ‖x0‖ + 1) and ν :=
μ + ρF (l + 1)(β(·) + 1)λ, there exists a λ-integrable map z(·) : I → H such that, for λ-almost
all t ∈ I ,
z(t) ∈ F (t, u(t)) and z(t) ∈ ρF (l + 1)(β(t)+ 1) co(K ∪ {0}),
and, for ν-almost all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)),∥∥∥∥dudν (t)+ z(t)dλdν (t)
∥∥∥∥ 1 and ∥∥∥∥z(t)dλdν (t)
∥∥∥∥ 1.
Proof. We suppose, without loss of generality, that K is convex compact and contains 0. If not
so, we may replace K by co(K ∪ {0}) which is compact according to Dunford and Schwartz [18,
Theorem V.26].
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ρF
T∫
T0
(
β(s) + 1)dλ(s) 1
4
. (3.1)
We are going to construct a sequence of right continuous maps of bounded variations (un(·))
which has a subsequence converging pointwise to a solution of (SPP1).
Put
l := 2(μ(]T0, T ])+ ‖x0‖ + 1)
and consider the positive Radon measure on I given by
ν := μ+ ρF (l + 1)
(
β(·)+ 1)λ. (3.2)
As in Moreau [26] and Castaing and Monteiro Marques [10], define a function v(·) : I → R by
v(t) := ν(]T0, t])
and denote
V := v(T ) = ν(]T0, T ]).
The function v(·) is right continuous with v(T0) = 0 and it is easily seen to be nondecreasing.
For each integer n 1, consider the partition of I given by the subsets
Jnj := v−1
([
j
n
V,
j + 1
n
V
[)
, j := 0, . . . , n.
As v(·) is nondecreasing and right continuous, it is not difficult to see that, for each
j ∈ {0, . . . , n}, the set Jnj is either empty or an interval of the form [r, s[ ∩ I with r < s. So,
there exist some integer p(n) 1 and some finite sequence
T0 = tn0 < tn1 < · · · < tnp(n) = T ,
for some integer p(n)  1, such that, for any i ∈ {0, . . . , p(n) − 1} and all r, s ∈ [tni , tni+1[, one
has |v(s) − v(r)|  V/n. Including new points tj in the above sequence if necessary, we may
suppose that max0ip(n)−1(ti+1 − ti ) V/n. Consequently, for any i ∈ {0, . . . , p(n)− 1}, one
has, for all t ∈ [tni , tni+1[,
ν
(]
tni , t
])= v(t)− v(tni ) Vn (3.3)
and it follows that
ν
(]
tni , t
n
i+1
[)
 V (3.4)n
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tni+1 − tni 
V
n
. (3.5)
For each i ∈ {0, . . . , p(n)− 1}, put
ni := μ
(]
tni , t
n
i+1
[)
, σ ni := ρF (l + 1)
tni+1∫
tni
(
β(s) + 1)dλ(s), (3.6)
Δni := tni+1 − tni and n := max0ip(n)−1
{
σni + ni
}
.
Note that, since μ  ν, by (3.4), ni  V/n. The sequence (n) converging to 0 and
sups∈]T0,T ] μ({s}) < r , let us fix some n0 ∈ N such that, for all n n0,
sup
s∈]T0,T ]
μ
({s})+ n < r. (3.7)
For each i ∈ {0, . . . , p(n)− 1}, fix some sni ∈ [tni , tni+1[ such that
β
(
sni
)
 inf
s∈[tni ,tni+1[
β(s) + 1 (3.8)
and define κn(·) : I → I by{
κn(t) := sni for all t ∈ [tni , tni+1[ (0 i  p(n)− 1),
κn(T ) := κn(tnp(n)−1). (3.9)
So as to construct the sequence of maps (un(·)), we will start by constructing, for each n n0,
two finite sequences {uni : i = 0, . . . , p(n)} and {zni : i = 0, . . . , p(n) − 1} such that un0 = x0 and,
for each i,
zni ∈ F
(
κn
(
tni
)
, uni
) (3.10)
and
uni+1 := projC(tni+1)
(
uni −Δni zni
)
. (3.11)
A. Construction of the finite sequences. We proceed by induction. Set un0 = x0 and choose
zn0 ∈ F(κn(tn0 ), un0). We have∥∥zn0∥∥ ρFβ(κn(tn0 ))(1 + ‖x0‖) ρF lβ(κn(tn0 ))
and then
Δn0
∥∥zn0∥∥ ρF l
tn1∫
tn
β
(
κn
(
tn0
))
dλ(s) ρF l
tn1∫
tn
(
β(s) + 1)dλ(s) σn0 .0 0
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dC(tn1 )
(
un0 −Δn0zn0
)
 μ
(]
T0, t
n
1
])+Δn0∥∥zn0∥∥ μ({tn1 })+ n < r,
and hence, since C(tn1 ) is r-prox-regular, as in [10,26], we set un1 := projC(tn1 )(un0 −Δn0zn0) which
is well defined.
Now, suppose that, for i ∈ {1, . . . , p(n)−1}, {unj : j = 0, . . . , i} and {znj : j = 0, . . . , i −1} are
well defined with properties (3.10) and (3.11). We will define zni and uni+1 as follows: We choose
any zni ∈ F(κn(tni ), uni ). According to (3.11), (1.8), and (3.6), for all q ∈ {0, . . . , i − 1},∥∥unq+1 − unq +Δnqznq∥∥= dC(tnq+1)(unq −Δnqznq) μ(]tnq , tnq+1])+Δnq∥∥znq∥∥
and then ∥∥unq+1∥∥ ∥∥unq∥∥+μ(]tnq , tnq+1])+ 2Δnq∥∥znq∥∥.
We deduce that
∥∥unq+1∥∥ ∥∥un0∥∥+ q∑
p=0
(
μ
(]
tnp, t
n
p+1
])+ 2Δnp∥∥znp∥∥). (3.12)
On the other hand, by (3.10), for all p ∈ {0, . . . , q},∥∥znp∥∥ ρFβ(κn(tnp))(1 + ∥∥unp∥∥) ρFβ(κn(tnp))(1 + max0ji∥∥unj∥∥). (3.13)
It follows from (3.12) and (3.13) that, for all q ∈ {0, . . . , i − 1},
∥∥unq+1∥∥ ∥∥un0∥∥+ q∑
p=0
μ
(]
tnp, t
n
p+1
])+ 2ρF(1 + max
0ji
∥∥unj∥∥) q∑
p=0
Δnpβ
(
κn
(
tnp
))
.
As
q∑
p=0
Δnpβ
(
κn
(
tnp
))= q∑
p=0
tnp+1∫
tnp
β
(
κn
(
tnp
))
dλ(s)
tnq+1∫
T0
(
β(s)+ 1)dλ(s),
we get
∥∥unq+1∥∥ ∥∥un0∥∥+μ(]T0, T ])+ 2ρF(1 + max0ji∥∥unj∥∥)
T∫
T0
(
β(s) + 1)dλ(s).
This being true for all q ∈ {0, . . . , i − 1} (and obvious for q + 1 = 0), it results, thanks to (3.1),
that
max
∥∥unj∥∥ ∥∥un0∥∥+μ(]T0, T ])+ 1(1 + max ∥∥unj∥∥).0ji 2 0ji
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max
0ji
∥∥unj∥∥ 2(μ(]T0, T ])+ ‖x0‖ + 12
)
 l. (3.14)
This inequality, combined with assumption (ii) and (3.8), yields
Δni
∥∥zni ∥∥ ρFΔni β(κn(tni ))(1 + ∥∥uni ∥∥) ρF (l + 1)
tni+1∫
tni
(
β(s) + 1)dλ(s),
that is,
Δni
∥∥zni ∥∥ σni . (3.15)
Therefore, as dC(tni+1)(u
n
i −Δni zni ) μ(]tni , tni+1])+Δni ‖zni ‖, we have
dC(tni+1)
(
uni −Δni zni
)
 μ
(]
tni , t
n
i+1
])+ σni (3.16)
and hence, by (3.6) and (3.7),
dC(tni+1)
(
uni −Δni zni
)
 μ
({
tni+1
})+ n < r.
Since C(tni+1) is r-prox-regular, as in [10,26] again, we set
uni+1 := projC(tni+1)
(
uni −Δni zni
)
which is well defined. The construction of the sequences {uni : i = 0, . . . , p(n)} and {zni : i = 0,
. . . , p(n)− 1} is then complete.
Note that by (3.11) and (3.16), for any i ∈ {0, . . . , p(n)− 1},
∥∥uni+1 − uni +Δni zni ∥∥ μ(]tni , tni+1])+ σni (3.17)
and thus, by (3.2) and (3.6),
∥∥uni+1 − uni +Δni zni ∥∥ ν(]tni , tni+1]). (3.18)
On the other hand, from (3.10), (3.14), and the fact that K is convex with 0 ∈ K ,
zni ∈ (l + 1)β
(
κn
(
tni
))
K. (3.19)
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For i ∈ {0, . . . , p(n)− 1}, set
zn(T ) := znp(n)−1, zn(t) := zni for any t ∈
[
tni , t
n
i+1
[
and, for any t ∈ [tni , tni+1],
un(t) := uni +
ν(]tni , t])
ν(]tni , tni+1])
(
uni+1 − uni +Δni zni
)− (t − tni )zni . (3.20)
Observe that un(·) is right continuous and of bounded variation on each interval [tni , tni+1] and
hence it is right continuous and of bounded variation on the whole interval I . Moreover, (3.20)
yields, for any t ∈ I ,
un(t) = un(T0)+
∫
]T0,t]
Πn(s) dν(s) −
∫
]T0,t]
zn(s) dλ(s),
where
Πn(t) :=
p(n)−1∑
i=0
uni+1 − uni +Δni zni
ν(]tni , tni+1])
1]tni ,tni+1](t),
1S denoting the characteristic function of S, i.e., 1S(s) = 1 if s ∈ S and 1S(s) = 0 otherwise.
Since, for ρF = 0, the derivative dλdν ∈ L∞ν (I,R) is a density of λ relatively to ν and since zn ≡ 0
for ρF = 0, thanks to (3.2) we may write in any case
un(t) = un(T0)+
∫
]T0,t]
[
Πn(s) − zn(s)dλ
dν
(s)
]
dν(s).
Therefore, dun has dundν as a density relatively to ν, with
dun
dν
∈ L∞ν (I,H) thanks to (3.18) and
the definition of zn(·), and, for ν-almost all t ∈ I ,
dun
dν
(t) + zn(t)dλ
dν
(t) = Πn(t) =
p(n)−1∑
i=0
uni+1 − uni +Δni zni
ν(]tni , tni+1])
1]tni ,tni+1](t). (3.21)
From (3.18), one has ∥∥∥∥dundν (t)+ zn(t)dλdν (t)
∥∥∥∥ 1 ν-a.e. t ∈ I. (3.22)
On the other hand by (3.2) again one has
0 ρF (l + 1)
(
β(t)+ 1)dλ(t) = d[ρF (l + 1)(β(·) + 1)λ] (t) 1 ν-a.e. t ∈ I. (3.23)dν dν
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zn(t) ∈ ρF (l + 1)
(
β(t)+ 1)K for all t ∈ I (3.24)
and hence ∥∥zn(t)∥∥ ρF (l + 1)(β(t)+ 1) for all t ∈ I. (3.25)
Therefore by (3.23)∥∥∥∥zn(t)dλdν (t)
∥∥∥∥ ρF (l + 1)(β(t)+ 1)dλdν (t) 1 ν-a.e. t ∈ I (3.26)
and then by (3.22) ∥∥∥∥dundν (t)
∥∥∥∥ 2 ν-a.e. t ∈ I. (3.27)
Now, let θn(·), ρn(·) : I → I be defined by{
θn(T ) := T , ρn(T ) := T ,
θn(t) := tni+1, ρn(t) := tni if t ∈ [tni , tni+1[ (0 i  p(n)− 1). (3.28)
According to (3.10) and (3.20), for all t = T ,
zn(t) ∈ F
(
κn
(
ρn(t)
)
, un
(
ρn(t)
))
. (3.29)
Likewise, from (3.11), (3.21), and the properties of the proximal normal cone, for ν-almost
all t ∈ I ,
dun
dν
(t)+ zn(t)dλ
dν
(t) ∈ −N(C(θn(t)), un(θn(t))). (3.30)
C. Now, we are going to prove that (un(·)) has a subsequence that converges pointwise to a
map u(·) which is a solution of (SPP1).
Due to (3.26), the sequence (zn(·) dλdν (·)) is weakly relatively compact in L2ν([T0, T ],H). So,
without loss of generality, we suppose that (zn(·) dλdν (·)) converges weakly in L2ν([T0, T ],H) to
some map z˜(·) ∈ L2ν([T0, T ],H). Defining Zn(·) : I → H by
Zn(t) :=
∫
]T0,t]
zn(s)
dλ
dν
(s) dν(s), (3.31)
it follows that, for all t ∈ I ,
Zn(t) →
∫
z˜(s) dν(s) weakly in H. (3.32)
]T0,t]
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any t ∈ I ,
Zn(t) ∈ ν
(]T0, t])K
and hence, for all t ∈ I and for all n n0, one has
Zn(t) ∈ ν
(]T0, T ])K. (3.33)
Since the subset K is strongly compact, the convergence in (3.32) holds actually with re-
spect to the strong topology of H . So, defining the right continuous map of bounded variation
Z(·) : I → H by Z(t) := ∫]T0,t] z˜(s) dν(s) we have, for all t ∈ I ,
Zn(t) → Z(t) strongly in H.
Now, consider the sequence of right continuous maps of bounded variations (wn(·)) defined
by
wn(t) := un(t)+Zn(t) for all t ∈ I.
We are going to prove that, for any t ∈ I , the sequence (wn(t)) is a Cauchy sequence in H . Let
us fix m,n ∈ N with m n0 and n n0. Note that, according to (3.11) and (3.20), one has, for
any t ∈ I ,
un
(
θn(t)
) ∈ C(θn(t)). (3.34)
So, for any t ∈ I ,
dC(θn(t))
(
um(t)
)= dC(θn(t))(um(t))− dC(θm(t))(um(θm(t)))
and then, by (1.8),
dC(θn(t))
(
um(t)
)
max
{
μ
(]
t, θn(t)
])
,μ
(]
t, θm(t)
])}+ ∥∥um(θm(t))− um(t)∥∥. (3.35)
On the one hand, using (3.27),
dC(θn(t))
(
um(t)
)
 μ
(]
t, θn(t)
])+μ(]t, θm(t)])+ 2ν(]t, θm(t)]). (3.36)
On the other hand, if t = T , then, for some i ∈ {0, . . . , p(m) − 1}, one has t ∈ [tmi , tmi+1[ and
hence, from (3.20),
um
(
θm(t)
)− um(t) = umi+1 − umi − ν(]tmi , t])ν(]tmi , tmi+1])(umi+1 − umi +Δmi zmi )+ (t − tmi )zmi .
Taking (3.3) and (3.18) into account, it follows that
∥∥um(θm(t))− um(t)∥∥ ∥∥umi+1 − umi + (t − tmi )zmi ∥∥+ Vm
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Referring to (3.17), (3.15), and (3.6), it results that
∥∥um(θm(t))− um(t)∥∥ μ({θm(t)})+ 2m + V
m
.
This is also true for t = T because θm(T ) = T by definition. Coming back to (3.35), we obtain
dC(θn(t))
(
um(t)
)
 2 sup
s∈]T0,T ]
μ
({s})+ max(n, m)+ 2m + V
m
.
Thus, since, by assumptions, 2 sups∈]T0,T ] μ({s}) < r and n → 0 when n → 0, there exists some
integer n1  n0 such that, for all t ∈ I and for all m n1 and n n1, one has
dC(θn(t))
(
um(t)
)
< r. (3.37)
From now until the end of this part C, we assume that m n1 and n n1. Let us set, for all t ,
γn(t) := ν
(]
t, θn(t)
])+μ(]t, θn(t)]). (3.38)
Then, (3.36) entails
dC(θn(t))
(
um(t)
)
 γn(t)+ 2γm(t). (3.39)
Referring to (3.22), (3.30), and (1.2), we have
dun
dν
(t)+ zn(t)dλ
dν
(t) ∈ −∂P dC(θn(t))
(
un
(
θn(t)
))
ν-a.e. t ∈ I. (3.40)
Taking (3.37) into account and applying Lemma 2.1, it follows that, for ν-almost all t ∈ I ,〈
dun
dν
(t)+ zn(t)dλ
dν
(t), un
(
θn(t)
)− um(t)〉
 1
2r
∥∥un(θn(t))− um(t)∥∥2 + 12r d2C(θn(t))(um(t))
+
[
1
r
∥∥un(θn(t))− um(t)∥∥+ 1]dC(θn(t))(um(t))
 1
2r
(∥∥un(t)− um(t)∥∥+ ∥∥un(θn(t))− un(t)∥∥)2 + 12r d2C(θn(t))(um(t))
+
[
1
r
(∥∥un(θn(t))− un(t)∥∥+ ∥∥un(t)− um(t)∥∥)+ 1]dC(θn(t))(um(t)).
Then, by (3.27), (3.38), and (3.39), one has
J.F. Edmond, L. Thibault / J. Differential Equations 226 (2006) 135–179 159〈
dun
dν
(t)+ zn(t)dλ
dν
(t), un
(
θn(t)
)− um(t)〉
 1
2r
(∥∥un(t)− um(t)∥∥+ 2γn(t))2 + 12r (γn(t)+ 2γm(t))2
+
[
1
r
(
2γn(t) +
∥∥un(t)− um(t)∥∥)+ 1](γn(t)+ 2γm(t)). (3.41)
Now, put, for any t ∈ I ,
ηn(t) := γn(t)+
∥∥Zn(t)−Z(t)∥∥.
Writing∥∥Zn(θn(t))−Zm(t)∥∥ ∥∥Zn(θn(t))−Zn(t)∥∥+ ∥∥Zn(t)−Z(t)∥∥+ ∥∥Z(t) −Zm(t)∥∥,
one gets, by (3.31), (3.26), and (3.38),∥∥Zn(θn(t))−Zm(t)∥∥ (ηn(t)+ ηm(t)). (3.42)
Observe that, according to the definition of wn(·), the differential measure dwn of wn(·) has
dwn
dν
∈ L∞ν (I,H) as a density relatively to ν such that
dwn
dν
(t) = dun
dν
(t)+ zn(t)dλ
dν
(t) ν-a.e. t ∈ I.
Using (3.22) and (3.41) for the first inequality below and (3.42) for the second, we have, for
ν-almost all t ∈ I ,〈
dwn
dν
(t),wn
(
θn(t)
)−wm(t)〉
=
〈
dwn
dν
(t), un
(
θn(t)
)− um(t)〉+ 〈dwn
dν
(t),Zn
(
θn(t)
)−Zm(t)〉
 1
2r
(∥∥wn(t)−wm(t)∥∥+ ∥∥Zn(t)−Zm(t)∥∥+ 2γn(t))2 + 12r (γn(t) + 2γm(t))2
+
[
1
r
(
2γn(t)+
∥∥un(t)− um(t)∥∥)+ 1](γn(t)+ 2γm(t))+ ∥∥Zn(θn(t))−Zm(t)∥∥
 1
2r
(∥∥wn(t)−wm(t)∥∥+ ηm(t)+ 2ηn(t))2 + 12r (ηn(t) + 2ηm(t))2
+
[
1
r
(
2ηn(t)+
∥∥un(t)− um(t)∥∥)+ 1](ηn(t)+ 2ηm(t))+ ηn(t)+ ηm(t).
Note that, by (3.22) and (3.38), for ν-almost all t ,∥∥wn(θn(t))−wn(t)∥∥ γn(t).
These two last inequalities, along with (3.22), yield, for ν-almost all t ,
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dwn
dν
(t),wn(t) −wm(t)
〉
=
〈
dwn
dν
(t),wn(t)−wn
(
θn(t)
)〉+ 〈dwn
dν
(t),wn
(
θn(t)
)−wm(t)〉
 γn(t)+ 12r
(∥∥wn(t)−wm(t)∥∥+ ηm(t)+ 2ηn(t))2 + 12r (ηn(t)+ 2ηm(t))2
+
[
1
r
(
2ηn(t) +
∥∥un(t)− um(t)∥∥)+ 1](ηn(t) + 2ηm(t))+ ηn(t)+ ηm(t)
 1
2r
(∥∥wn(t)−wm(t)∥∥+ 2(ηn(t)+ ηm(t)))2 + 2
r
(
ηn(t) + ηm(t)
)2 + 2(ηn(t)+ ηm(t))
+ 2
[
1
r
(
2ηn(t)+
∥∥un(t)− um(t)∥∥)+ 1](ηn(t)+ ηm(t)).
In the same vein, we have, by interchanging m and n,〈
dwm
dν
(t),wm(t)−wn(t)
〉
 1
2r
(∥∥wn(t)−wm(t)∥∥+ 2(ηn(t)+ ηm(t)))2 + 2
r
(
ηn(t)+ ηm(t)
)2
+ 2(ηn(t)+ ηm(t))+ 2[1
r
(
2ηm(t) +
∥∥un(t)− um(t)∥∥)+ 1](ηn(t) + ηm(t)).
Since the sequences (un(·)), (wn(·)), and (ηn(·)) are uniformly bounded, adding the two latter
inequalities, we obtain, for some real number A 0 independent of n,m, t , the inequality〈
dwn
dν
(t)− dwm
dν
(t),wn(t)−wm(t)
〉
 1
r
∥∥wn(t) −wm(t)∥∥2 + A2 [(ηn(t)+ ηm(t))2 + ηn(t)+ ηm(t)].
Further, according to Proposition 1.1, one has
d
(∥∥wn(·)−wm(·)∥∥2) 2〈dwn
dν
(t)− dwm
dν
(t),wn(·)−wm(·)
〉
dν.
Consequently, setting
Φn,m(t) :=
∥∥wn(t) −wm(t)∥∥2
and
αn,m := A
∫ [(
ηn(s) + ηm(s)
)2 + ηn(s) + ηm(s)]dν(s),]T0,T ]
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Φn,m(t)
∫
]T0,t]
2
r
Φn,m(s) dν(s) + αn,m.
Note that, by assumptions, one has 2
r
sups∈]T0,T ] ν({s}) < 1 since, according to (3.2), ν({s}) =
μ({s}) for all s ∈ [T0, T ]. Let α > 0 be such that 2r sups∈]T0,T ] ν({s})  α < 1. Applying
Lemma 2.2, we obtain
Φn,m(t) αn,m exp
{
2
(1 − α)r ν
(]T0, t])}
and then
sup
t∈[T0,T ]
Φn,m(t) αn,m exp
{
2
(1 − α)r ν
(]T0, T ])}.
Observe that limn,m αn,m = 0 via Lebesgue dominated convergence theorem since the sequence
(ηn(·)) is uniformly bounded and limn ηn(s) = 0 for all s ∈ ]T0, T ]. This proves that (wn(t)) is a
Cauchy sequence for each t ∈ [T0, T ]. Consequently, there exists some map w(·) : I → H such
that, for all t ∈ [T0, T ],
un(t) → u(t) := w(t)−Z(t). (3.43)
According to (3.27), extracting a subsequence, we may suppose that ( dun
dν
(·)) converges weakly
in L2ν(I,H) to some map g(·) ∈ L2ν(I,H). So, for any t ∈ I ,∫
]T0,t]
dun
dν
(s) dν(s) →
∫
]T0,t]
g(s) dν(s) weakly in H.
As (un(t)) converges strongly in H to u(t), it results that u(t) = x0 +
∫
]T0,t] g(s) dν(s) and
hence u(·) is right continuous and of bounded variation, and du has du
dν
(·) = g(·) ∈ L2ν(I,H) as
a density relatively to ν. As a result,
dun
dν
(·) → du
dν
(·) weakly in L2ν(I,H)
and this obviously yields
dun
dν
(·) → du
dν
(·) weakly in L1ν(I,H). (3.44)
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From (3.5), one has 0 θn(t)− t  V/n and, by (3.27), for all t ∈ I ,∥∥un(θn(t))− u(t)∥∥ ∥∥un(t)− u(t)∥∥+ 2ν(]t, θn(t)]).
So, for all t ∈ I ,
θn(t) ↓ t and un
(
θn(t)
)→ u(t). (3.45)
According to (3.34) and (1.8), one has
dC(t)
(
un
(
θn(t)
))
 μ
(]
t, θn(t)
])
.
Thanks to (3.45) and the fact that C(t) is closed, the latter inequality entails that, for all t ∈ I ,
u(t) ∈ C(t). (3.46)
Now, we proceed to prove that, for some λ-integrable map z(·) : I → H , with z(t) ∈ F(t, u(t))
λ-a.e. t ∈ I , we have
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)) ν-a.e. t ∈ I. (3.47)
Notice that, according to (3.25), we may suppose that, for some map z(·) ∈ L1λ(I,H),
zn(·) → z(·) weakly in L1λ(I,H). (3.48)
For ρF = 0, as dλdν (·) ∈ L∞ν (I,H), this entails that
zn(·)dλ
dν
(·) → z(·)dλ
dν
(·) weakly in L1ν(I,H). (3.49)
Note that (3.49) still holds if ρF = 0 since in this case zn(·) = 0 = z(·). To prove (3.47) we will
use a technique due to Castaing (see [7]). Referring to (3.44) and applying Mazur’s lemma, there
exists a sequence (ζn(·)) which converges strongly in L1ν(I,H) to dudν (·) + z(·) dλdν (·) with
ζn(·) ∈ co
{
duk
dν
(·) + zk(·)dλ
dν
(·): k  n
}
for each n n1. Extracting a subsequence, we may suppose that,
ζn(t) → du
dν
(t)+ z(t)dλ
dν
(t) ν-a.e. t ∈ I.
Consequently, for ν-almost all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈
⋂
co
{
duk
dν
(t)+ zk(t)dλ
dν
(t): k  n
}
.n
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ξ,
du
dν
(t)+ z(t)dλ
dν
(t)
〉
 inf
n
sup
kn
〈
ξ,
duk
dν
(t)+ zk(t)dλ
dν
(t)
〉
.
So, by (3.40), for ν-almost all t ∈ I , for any ξ ∈ H ,〈
ξ,
du
dν
(t)+ z(t)dλ
dν
(t)
〉
 lim sup
n
σ
(−∂P dC(θn(t))(un(θn(t))), ξ),
and hence, according to (3.45), (3.34), (3.46), and Proposition 2.1,〈
ξ,
du
dν
(t)+ z(t)dλ
dν
(t)
〉
 σ
(−∂CdC(t)(u(t)), ξ).
As the Clarke subdifferential is always closed and convex, this last inequality yields, for ν-almost
all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −∂CdC(t)
(
u(t)
) (3.50)
and, by (1.3),
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)) ν-a.e. t ∈ I. (3.51)
Now, we are going to prove that z(t) ∈ F(t, u(t)) for λ-almost all t ∈ I . Fix any t ∈ I and
observe first that, from (3.5),
∣∣κn(ρn(t))− t∣∣ V
n
and then
κn
(
ρn(t)
)→ t.
As previously, using (3.27), we get∥∥un(ρn(t))− u(t)∥∥ ∥∥un(t)− u(t)∥∥+ 2ν(]ρn(t), t])
and then, by (3.3) and (3.43), un(ρn(t)) → u(t). Thanks to (3.48), via Mazur’s lemma again,
extracting a subsequence, we may write, for λ-almost all t ∈ I ,
z(t) ∈
⋂
n
co
{
zk(t): k  n
}
. (3.52)
Thus, by (3.29), for λ-almost all t ∈ I , for all ξ ∈ H ,〈
ξ, z(t)
〉
 lim supσ
(
F
(
κn
(
ρn(t)
)
, un
(
ρn(t)
))
, ξ
)
.n
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all t ∈ I , for any ξ ∈ H , 〈
ξ, z(t)
〉
 σ
(
F
(
t, u(t)
)
, ξ
)
.
Since F(t, u(t)) is closed and convex, we conclude that, for λ-almost all t ∈ I ,
z(t) ∈ F (t, u(t)).
Furthermore, from (3.24) and (3.52), we get, for λ-almost all t ∈ I ,
z(t) ∈ ρF (l + 1)
(
β(t)+ 1)K. (3.53)
On the other hand, due to (3.26) and (3.52), we obtain∥∥∥∥z(t)dλdν (t)
∥∥∥∥ 1 ν-a.e. t ∈ I. (3.54)
As u(T0) = limn un(T0) = x0, this, along with (3.51), implies that u(·) is a solution of (SPP1).
Note that by (3.50), for ν-almost all t ∈ I ,∥∥∥∥dudν (t)+ z(t)dλdν (t)
∥∥∥∥ 1,
which yields along with (3.53) and (3.54) the required estimations of the theorem under the
assumption ρF
∫ T
T0
(β(s) + 1) dλ(s) 1/4.
II. Case where ρF
∫ T
T0
(β(s) + 1) dλ(s) > 1/4. In the present case we necessarily have
ρF = 1. Consider a subdivision of [T0, T ] given by T0, T1, . . . , Tk = T such that, for any
i ∈ {0,1, . . . , k − 1},
Ti+1∫
Ti
(
β(s) + 1)dλ(s) 1
4
.
As ρF = 1, denoting by μi the Radon measure induced by μ on each interval [Ti, Ti+1], the
measure μi + λ is absolutely continuously equivalent to the measure μi + ρF (l + 1)(β(·)+ 1)λ
involved in (3.51) on [Ti, Ti+1] in place of [T0, T ]. Consequently by (2.6) we see that (3.51) also
holds on [Ti, Ti+1] for the measure νi := μi +λ. So, according to part I, there exist a right contin-
uous map of bounded variation u0(·) : [T0, T1] → H and a λ-integrable map z0(·) : [T0, T1] → H
such that u0(T0) = x0, u0(t) ∈ C(t) for all t ∈ [T0, T ], du0 has du0dν0 ∈ L1ν0([T0, T1],H) as a den-
sity relatively to ν0,
z0(t) ∈ F
(
t, u0(t)
)
λ-a.e. t ∈ [T0, T1],
and
du0
(t)+ z0(t) dλ (t) ∈ −N
(
C(t), u0(t)
)
ν0-a.e. t ∈ [T0, T1].dν0 dν0
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u1(·) : [T1, T2] → H and a λ-integrable map z1(·) : [T1, T2] → H such that u1(T1) = u0(T1),
u1(t) ∈ C(t) for all t ∈ [T1, T2], du1 has du1dν1 ∈ L1ν1([T1, T2],H) as a density relatively to ν1,
z1(t) ∈ F
(
t, u1(t)
)
λ-a.e. t ∈ [T1, T2],
and
du1
dν1
(t)+ z1(t) dλ
dν1
(t) ∈ −N(C(t), u1(t)) ν1-a.e. t ∈ [T1, T2].
Inductively, there exists a finite sequence of right continuous maps of bounded variations
ui(·) : [Ti, Ti+1] → H (0  i  k − 1) and a finite sequence of λ-integrable maps zi(·):
[Ti, Ti+1] → H such that, for each i ∈ {0, . . . , k − 1} (we set u−1(T0) := x0), the differential
measure dui has duidνi ∈ L1νi ([Ti, Ti+1],H) as a density relatively to the Radon measure νi on[Ti, Ti+1], and one has ui(Ti) = ui−1(Ti), ui(t) ∈ C(t) for all t ∈ [Ti, Ti+1], and{
zi(t) ∈ F(t, ui(t)) λ-a.e. t ∈ [Ti, Ti+1],
dui
dνi
(t)+ zi(t) dλdνi (t) ∈ −N(C(t), ui(t)) νi-a.e. t ∈ [Ti, Ti+1].
(3.55)
Now, let u(·), z(·), h(·) : [T0, T ] → H be the maps defined by
u(t) = ui(t) if t ∈ [Ti, Ti+1] (0 i  k − 1),
z(t) =
{
z0(t) if t ∈ [T0, T1],
zi(t) if t ∈ ]Ti, Ti+1] (i  1),
and
h(t) := 1[T0,T1](t)
du0
dν0
(t)+
k−1∑
i=1
1]Ti ,Ti+1](t)
dui
dνi
(t).
Obviously, z(·) is λ-integrable and u(·) is a right continuous map of bounded variation satisfying
u(T0) = x0, and for ν˜ := μ+ λ one has for all t ∈ [T0, T ],
u(t) ∈ C(t) and u(t) = u(T0)+
∫
]T0,t]
h(s) dν˜.
Therefore, the differential measure du of u(·) has du
dν˜
(·) = h(·) ∈ L1
ν˜
([T0, T ],H) as a density
relatively to ν˜. From (3.55), we obtain{
z(t) ∈ F(t, u(t)) λ-a.e. t ∈ [T0, T ],
du
dν˜
(t)+ z(t) dλ
dν˜
(t) ∈ −N(C(t), u(t)) ν˜-a.e. t ∈ [T0, T ]. (3.56)
The proof is then complete. 
We have the following corollary which concerns unperturbed sweeping processes.
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sups∈]T0,T ] μ({s}) < r/2. Then, for any x0 ∈ C(T0), the following sweeping process
−du ∈ N(C(t), u(t)) with u(T0) = x0 (SP)
has at least one solution u(·) on I satisfying
sup
t∈]T0,T ]
∥∥u(t)− u(t−)∥∥ sup
t∈]T0,T ]
μ
({t}),
where u(t−) is the left limit of u(·) at t ∈ ]T0, T ]. If there exists a solution u(·) satisfying
sup
t∈]T0,T ]
∥∥u(t)− u(t−)∥∥< r
4
,
which is the case when sups∈]T0,T ] μ({s}) < r/4, this solution is unique.
Proof. We are going to apply the foregoing theorem with F ≡ {0} and β(·) ≡ 0.
Since the condition ρF
∫ T
T0
(β(s) + 1) dλ(s)  1/4 obviously holds with the fixed datum T ,
according to Theorem 3.1, for
l := 2(μ(]T0, T ])+ ‖x0‖ + 1),
there exists a right continuous map of bounded variation u(·) : I → H such that u(T0) = x0,
u(t) ∈ C(t) for all t ∈ I , du has du
dμ
∈ L2μ(I,H) as a density relatively to μ, and, for μ-almost
all t ∈ I ,
du
dμ
(t) ∈ −N(C(t), u(t)) and ∥∥∥∥ dudμ(t)
∥∥∥∥ 1.
Thus,
sup
t∈]T0,T ]
∥∥u(t)− u(t−)∥∥ sup
t∈]T0,T ]
μ
({t}).
Now, we turn to the uniqueness part. Let ui(·) (i = 1,2) be two right continuous maps
of bounded variation satisfying supt∈]T0,T ] ‖ui(t) − ui(t−)‖ < r/4 and ui(t) ∈ C(t) for all
t ∈ [T0, T ], and ui(T0) = x0. By (2.8) the vector measure dui has duidμ ∈ L1μ([T0, T ],H) as a
density relatively to μ that satisfies
−dui
dμ
(t) ∈ NC(t)
(
ui(t)
)
μ-a.e. t ∈ [T0, T ].
Since, for any t ∈ [T0, T ], ui(t) ∈ C(t) and then 0 ∈ NC(t)(ui(t)), we may assume without
loss of generality that the preceding inclusion holds for all t ∈ [T0, T ]. It follows from the hy-
pomonotonicity property of the normal cone that, for μ-almost all t ∈ [T0, T ],〈
du1
(t)− du2 (t), u1(t)− u2(t)
〉
 1
(∥∥∥∥du1 (t)∥∥∥∥+ ∥∥∥∥du2 (t)∥∥∥∥)∥∥u1(t)− u2(t)∥∥2.dμ μ r dμ dμ
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]T0,t]
g(s)
∥∥u1(s) − u2(s)∥∥2 dμ(s),
where
g(t) := 2
r
(∥∥∥∥du1dμ (t)
∥∥∥∥+ ∥∥∥∥du2dμ (t)
∥∥∥∥).
Notice that, one has, for any s ∈ ]T0, T ],∥∥∥∥duidμ (s)
∥∥∥∥μ({s})= ∥∥ui(s) − ui(s−)∥∥ sup
t∈]T0,T ]
∥∥ui(t) − ui(t−)∥∥< r4 .
Thus, sups∈]T0,T ] g(s)μ({s}) < 1. According to Lemma 2.2, one has, for any t ∈ [T0, T ],∥∥u1(t)− u2(t)∥∥2  0,
which proves the uniqueness. The proof is then complete. 
Remark 3.1. 1. In the case where the sets C(t) are convex the condition sups∈]T0,T ] μ({s}) < r/4
holds automatically because in such a case, for all t , C(t) is r-prox-regular for any r > 0. So,
we retrieve the result of Moreau [24,26] of existence and uniqueness for (SP) whenever the sets
C(t) are convex.
2. The problem (SP) may have more than one solution. Indeed, profiting by an idea from
Monteiro Marques [22], let us choose I = [0,2], H = R, μ = δ1 the Dirac mass at t = 1, and
C(t) =
{ [0,1] ∪ {10} if 0 t < 1,
{1,10} if 1 t  2.
The maps u1(·), u2(·) : [0,2] → H defined by
u1(t) :=
{
0 if 0 t < 1,
1 if 1 t  2 and u2(t) :=
{
0 if 0 t < 1,
10 if 1 t  2
are two different solutions on [0, T ] of the sweeping process
−du ∈ N(C(t), u(t)) with u(0) = 0.
But,
sup
t∈]0,2]
∣∣u1(t)− u1(t−)∣∣< r˜4 and supt∈]0,2]∣∣u2(t) − u2(t−)∣∣ r˜4 ,
where
r˜ := sup{r ∈ R: C(t) is r-prox-regular for all t ∈ [0,2]}= 4.5.
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In this section we weaken the assumptions of Theorem 3.1 concerning the set-valued map F .
Here, it is assumed to be separately scalarly upper semicontinuous on H and to have measurable
selections with respect to the first variable. However, it is required that H be separable and that
the function β(·) be constant.
Theorem 4.1. Let H be a separable Hilbert space and let C(·) satisfying (H1) and (H2). Let
F : I ×H ⇒H be a set-valued map with nonempty convex compact values such that
(i) for any x ∈ H , F(·, x) has a λ-measurable selection;
(ii) for all t ∈ I , F(t, ·) is scalarly upper semicontinuous on H ;
(iii) for some compact subset K ⊂ B and for some real number β  0, we have F(t, x) ⊂
β(1 + ‖x‖)K for all (t, x) ∈ I ×H .
Assume that sups∈]T0,T ] μ({s}) < r/2. Then, for any x0 ∈ C(T0), the following sweeping process
on I with perturbation {−du ∈ N(C(t), u(t)) + F(t, u(t)) dλ,
u(T0) = x0 (SPP2)
has at least one solution u(·).
More precisely, if (β + 1)(T − T0)  1/4, setting l := 2(μ(]T0, T ]) + ‖x0‖ + 1), for ν :=
μ + (l + 1)(β + 1)λ, there exists a λ-integrable map z(·) : I → H such that, for λ-almost all
t ∈ I ,
z(t) ∈ F (t, u(t)) and z(t) ∈ (l + 1)(β + 1) co(K ∪ {0}),
and, for ν-almost all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)),
∥∥∥∥dudν (t)+ z(t)dλdν (t)
∥∥∥∥ 1 and ∥∥∥∥z(t)dλdν (t)
∥∥∥∥ 1.
Proof. Note first that if ρF = 0, then F(·) ≡ {0} and the theorem directly follows from Theo-
rem 3.1. So we will suppose that ρF = 1 and hence β > 0.
As in Castaing and Monteiro Marques [10], we will reduce the problem to the previous case,
via set-valued versions of Scorza–Dragoni’s theorem and Dugundji’s extension theorem, and
construct a sequence of maps (un(·)). Next, it will be proved that this sequence has a subsequence
converging pointwise to a solution of (SPP2).
We suppose, without loss of generality, that K is convex compact and 0 ∈ K . Dividing, if
necessary I into intervals of a same suitable length, we may suppose also that
(β + 1)(T − T0) 14 . (4.1)
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M := 2 + 2‖x0‖ + 3μ
(]T0, T ])
and choose a continuous function ϕ :R+ → [0,1] such that
ϕ(τ) =
{
1 if τ M,
0 if τ M + 1. (4.2)
Let us consider the convex compact metric space Y := β(2 + M)K , which is a Borel subset
of H , and let us define a set-valued map F̂ : I ×H ⇒ Y by
F̂ (t, x) := ϕ(‖x‖)F(t, x).
Obviously, F̂ (·, x) has a measurable selection for all x ∈ H and, it is not difficult to see that, for
each t ∈ [T0, T ], the graph of F̂ (t, ·) is closed in X×Y . Therefore, H being separable, according
to the set-valued version of Scorza–Dragoni’s theorem from Castaing and Monteiro Marques [8]
(see also [10]), there exists a set-valued map F˜ : I × H ⇒ Y with convex compact (possibly
empty) values such that:
– for some λ-negligible subset N0 ⊂ I , for all t ∈ I \N0 and for all x ∈ H ,
F˜ (t, x) ⊂ F̂ (t, x); (4.3)
– there exists an increasing sequence (In)n1 of compact subsets of I such that, for each n 1,
λ(I \ In) 1
n
and the restriction of F˜ to In × H , denoted by F˜ |In×H , is (globally) upper semicontinuous
with nonempty convex compact values.
By the set-valued version of Dugundji’s extension theorem from Benabdellah and Faik [3]
(see also Dugundji [17]), for each n 1, there exists some upper semicontinuous extension F˜n
of F˜ |In×H to I × H that takes nonempty convex compact values and satisfies, like F̂ , for all
(t, x) ∈ I ×H ,
F˜n(t, x) ⊂ β
(
1 + ‖x‖)K.
Let us set
l := 2(μ(]T0, T ])+ ‖x0‖ + 1).
Since (β + 1)(T − T0) 1/4, considering the positive Radon measure
ν := μ+ (β + 1)(l + 1)λ,
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tion un(·) : I → H and a λ-integrable map zn(·) : I → H such that un(t) ∈ C(t) for all t ∈ I ,
un(T0) = x0, dun has dundν ∈ L2ν(I,H) as a density relatively to ν, for λ-almost all t ∈ I ,
zn(t) ∈ (β + 1)(l + 1)K and zn(t) ∈ F˜n
(
t, un(t)
)
, (4.4)
and, for ν-almost all t ∈ I ,
dun
dν
(t) + zn(t)dλ
dν
(t) ∈ −N(C(t), un(t)), (4.5)∥∥∥∥dundν (t)+ zn(t)dλdν (t)
∥∥∥∥ 1 and ∥∥∥∥zn(t)dλdν (t)
∥∥∥∥ 1. (4.6)
B. We are going to prove that (un(·)) has a subsequence that converges pointwise to some map
u(·).
In order to do that, consider the map
Zn(t) :=
∫
]T0,t]
zn(s)
dλ
dν
(s) dν(s).
As in the proof of Theorem 3.1, thanks to (4.4), extracting a subsequence, we may suppose that
(Zn(·)) converges pointwise to some map Z(·). Now, let us set wn(t) := un(t) + Zn(t). We aim
at proving that (wn(t)) is a Cauchy sequence for any t ∈ I .
Let m,n ∈ N. Thanks to the hypomonotonicity property of the normal cone, it follows, from
(4.5) and (4.6), that, for ν-almost all t ∈ I ,〈
dwn
dν
(t)− dwm
dν
(t), un(t) − um(t)
〉
 1
r
∥∥un(t)− um(t)∥∥2.
Hence,〈
dwn
dν
(t)− dwm
dν
(t),wn(t)−wm(t)
〉
 1
r
(∥∥wn(t) −wm(t)∥∥+ ∥∥Zn(t) −Zm(t)∥∥)2 + 〈dwn
dν
(t)− dwm
dν
(t),Zm(t)−Zn(t)
〉
.
Using (4.6), it follows that, for some real number A> 0 independent of n, m and t ,〈
dwn
dν
(t)− dwm
dν
(t),wn(t)−wm(t)
〉
 1
r
∥∥wn(t)−wm(t)∥∥2 + 1
r
∥∥Zn(t) −Zm(t)∥∥2 +(2 + A
r
)∥∥Zn(t)−Zm(t)∥∥.
As
d
(∥∥wn(·)−wm(·)∥∥2) 2〈dwn (t) − dwm (t),wn(·) −wm(·)〉dνdν dν
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∥∥wn(t) −wm(t)∥∥2  ∫
]T0,t]
2
r
∥∥wn(s) −wm(s)∥∥2 dν(s) + αn,m,
where
αn,m := 2
r
∫
]T0,T ]
∥∥Zn(s) −Zm(s)∥∥2 dν(s) + 2(2 + A
r
) ∫
]T0,T ]
∥∥Zn(s) −Zm(s)∥∥dν(s).
Since, via Lebesgue dominated convergence theorem, limn,m αn,m = 0, Lemma 2.2 yields
lim
n,m
∥∥wn(t)−wm(t)∥∥= 0,
that is, (wn(t)) is a Cauchy sequence. Therefore, there exists a map w(·) such that the sequence
(un(·)) converges pointwise to u(·) := w(·) − Z(·). In other respects, thanks to (4.6), we may
suppose that the sequence ( dun
dν
(·)) converges weakly to some map g(·) in L2ν(I,H). Then, u(t) =
x0 +
∫
]T0,t] g(s) dν(s) for any t ∈ I and hence u(·) is right continuous and of bounded variation,
du has a density g(·) = du
dν
(·) relatively to ν, and
dun
dν
(·) → du
dν
(·) weakly in L2ν(I,H). (4.7)
C. Now, we proceed to prove that u(·) is a solution of (SPP2). Let us prove that, for some
λ-integrable map z(·), with z(t) ∈ F(t, u(t)) λ-a.e. t ∈ I , one has
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −N(C(t), u(t)) ν-a.e. t ∈ I.
First, note that, by (4.4), we may suppose that the sequence (zn(·)) converges weakly in L2λ(I,H)
to some map z(·). As the function dλ
dν
(·) is bounded, this entails that
zn(·)dλ
dν
(·) → z(·)dλ
dν
(·) weakly in L2ν(I,H). (4.8)
So, taking (4.7) into account, we obtain, via Mazur’s lemma (after extracting a subsequence), for
ν-almost all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈
⋂
n
co
{
duk
dν
(t)+ zk(t)dλ
dν
(t): k  n
}
.
We deduce, thanks to (4.5), (4.6), and (1.2), that, for ν-almost all t ∈ I , for any ξ ∈ H ,〈
ξ,
du
(t)+ z(t)dλ(t)
〉
 lim supσ
(−∂CdC(t)(un(t)), ξ).
dν dν n
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all t ∈ I , for any ξ ∈ H ,〈
ξ,
du
dν
(t)+ z(t)dλ
dν
(t)
〉
 σ
(−∂CdC(t)(u(t)), ξ).
The Clarke subdifferential ∂CdC(t)(u(t)) being closed and convex, we deduce that, for ν-almost
all t ∈ I ,
du
dν
(t)+ z(t)dλ
dν
(t) ∈ −∂CdC(t)
(
u(t)
)⊂ −N(C(t), u(t)). (4.9)
This implies ∥∥∥∥dudν (t)+ z(t)dλdν (t)
∥∥∥∥ 1 ν-a.e. t ∈ I.
It remains to prove that z(t) ∈ F(t, u(t)) λ-a.e. t ∈ I . Due to the fact that (zn(·)) converges
weakly in L2λ(I,H) to z(·), by Mazur’s lemma again, there exists a sequence (ζn(·)) in L2λ(I,H)
such that
ζn(·) ∈ co
{
zk(·): k  n
} ∀n (4.10)
and which converges strongly in L2λ(I,H) to z(·). Thus, extracting a subsequence, we may sup-
pose that
ζn(t) → z(t) λ-a.e. t ∈ I.
This, along with (4.10), implies that, for some λ-null subset N1 ⊂ I ,
z(t) ∈
⋂
n
co
{
zk(t): k  n
} ∀t ∈ I \N1. (4.11)
Taking (4.4) into account, we may also suppose that, for all n 1 and for all t ∈ I \N1,
zn(t) ∈ F˜n
(
t, un(t)
)
. (4.12)
Consider the λ-null subset
N :=
(
I
∖⋃
n
In
)
∪N0 ∪N1.
We are going to prove that z(t) ∈ F(t, u(t)) for all t ∈ I \ N . Fix any τ ∈ I \ N . From (4.11)
and (4.12), it follows that, for any ξ ∈ H ,〈
ξ, z(τ )
〉
 lim supσ
(
F˜n
(
τ,un(τ )
)
, ξ
)
. (4.13)n
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(In) being increasing, one has τ ∈ In for all n n(τ). Consequently, for all n n(τ),
F˜n
(
τ,un(τ )
)= F˜ (τ,un(τ ))⊂ F̂ (τ,un(τ )), (4.14)
the inclusion coming from (4.3). Note that, by (4.6), one has ‖ dun
dν
‖  2, and then, taking (4.1)
and the definitions of l, ν, and M into account, for all n 1 and for all t ∈ [T0, T ],∥∥un(t)∥∥ ‖x0‖ + 2ν(]T0, T ])M,
and hence, thanks to (4.2),
F̂
(
τ,un(τ )
)= F (τ,un(τ )). (4.15)
Therefore, due to (4.13)–(4.15), and the fact that F(τ, ·) is scalarly upper semicontinuous, we
have 〈
ξ, z(τ )
〉
 σ
(
F
(
τ,u(τ)
)
, ξ
)
.
This being true for any ξ ∈ H , it results that
z(τ ) ∈ F (τ,u(τ)).
Since the latter is satisfied for any τ ∈ I \N , one has
z(t) ∈ F (t, u(t)) λ-a.e. t ∈ I.
This, along with (4.9) and the fact that u(T0) = limn un(T0) = x0, proves that u(·) is a solution
of (SPP2).
Finally, (4.6) and (4.11) yield∥∥∥∥z(t)dλdν (t)
∥∥∥∥ 1 ν-a.e. t ∈ I.
The proof is then complete. 
5. Absolutely continuous sweeping processes
In this section we consider the particular case of absolutely continuous sweeping processes,
that is, sweeping processes in which the set-valued map C(·) satisfies condition (H3). In this
case, for the absolutely continuous function v(·) := varC(·), we have for all y ∈ H and s, t ∈ I∣∣d(y,C(t))− d(y,C(s))∣∣ ∣∣v(t)− v(s)∣∣. (5.1)
The result of this section generalizes the one established by Bounkhel and Thibault [5] under
the assumption that the set-valued map F has all its values included in a fixed compact subset.
174 J.F. Edmond, L. Thibault / J. Differential Equations 226 (2006) 135–179Theorem 5.1. Let H be a Hilbert space and let C(·) satisfying (H1) and (H3). Assume that
F : I ×H ⇒H is a set-valued map with nonempty convex compact values such that
(i) for any x ∈ H , F(·, x) has a λ-measurable selection;
(ii) for all t ∈ I , F(t, ·) is scalarly upper semicontinuous on H ;
(iii) for some compact subset K ⊂ B and for some nonnegative function β(·) ∈ L1(I,R), we
have, for all (t, x) ∈ I ×H ,
F(t, x) ⊂ β(t)(1 + ‖x‖)K.
Assume also that H is separable if F ≡ {0}.
Then, for any x0 ∈ C(T0), the following sweeping process with perturbation{−u˙(t) ∈ N(C(t), u(t)) + F(t, u(t)) λ-a.e. t ∈ I,
u(T0) = x0 (SPP3)
has at least one absolutely continuous solution u(·).
More precisely, if ρF
∫ T
T0
(β(s)+1) ds  1/8, then there exists a λ-integrable map z(·) : I → H
such that, for almost all t ∈ I ,
z(t) ∈ F (t, u(t)), u˙(t)+ z(t) ∈ −N(C(t), u(t)),
z(t) ∈ 2ρF (l + 1)
(
β(t)+ 1) co(K ∪ {0})
and ∥∥u˙(t)+ z(t)∥∥ ∣∣v˙(t)∣∣+ 2ρF (l + 1)(β(t)+ 2),
where
l := 2
( T∫
T0
∣∣v˙(s)∣∣dλ(s)+ ‖x0‖ + 1).
Proof. The case where F ≡ {0} being a consequence of Proposition 2.3 and Theorem 3.1, we
have to work with ρF = 1. Without loss of generality, we suppose that K is convex, contains 0,
and that
T∫
T0
(
β(s)+ 1)dλ(s) 1
8
. (5.2)
A. Following an idea from Deimling [15], let us set T̂ := ∫ T
T0
(β(s)+ 1) dλ(s) and let us define
the absolutely continuous function βˆ(·) : [T0, T ] → [0, T̂ ] by
βˆ(t) :=
t∫ (
β(s) + 1)dλ(s). (5.3)T0
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is increasing and hence has an increasing continuous inverse function βˆ−1(·) : [0, T̂ ] → [T0, T ].
Consider the set-valued map F̂ : [0, T̂ ] ×H ⇒H defined by
F̂ (t, x) := 1
β(βˆ−1(t)) + 1F
(
βˆ−1(t), x
)
. (5.4)
Clearly, like F , the set-valued map F̂ satisfies conditions (i) and (ii) of Theorem 4.1 and, by (iii),
for all (t, x) ∈ [0, T̂ ] ×H ,
F̂ (t, x) ⊂ (1 + ‖x‖)K.
Consider also the set-valued map Ĉ : [0, T̂ ]⇒H defined by
Ĉ(t) := C(βˆ−1(t)).
According to (5.1), for any y ∈ H and for any t, s ∈ [0, T̂ ], we have∣∣d(y, Ĉ(t))− d(y, Ĉ(s))∣∣ ∣∣v ◦ βˆ−1(t) − v ◦ βˆ−1(s)∣∣. (5.5)
Now, to see that t 	→ V (t) := v ◦ βˆ−1(t) is absolutely continuous on [0, T̂ ], since v(·) is, it is
enough to notice that βˆ−1(·) is Lipschitz on [0, T̂ ]. Indeed, for tˆ , sˆ ∈ [0, T̂ ] with sˆ  tˆ there exist
t, s ∈ [T0, T ] with s  t such that tˆ = βˆ(t) and sˆ = βˆ(s), and then, using (5.3), one has
βˆ−1(tˆ )− βˆ−1(sˆ) = t − s 
t∫
s
(
β(τ)+ 1)dλ(τ) = βˆ(t) − βˆ(s) = |tˆ − sˆ|.
This yields that, for any tˆ , sˆ ∈ [0, T̂ ],∣∣βˆ−1(tˆ )− βˆ−1(sˆ)∣∣ |tˆ − sˆ|,
which means that βˆ−1(·) is Lipschitz on [0, T̂ ].
Therefore, the function V (·) is absolutely continuous and then, referring to (5.5), the set-
valued map Ĉ(·) satisfies (H2) with μ := |V˙ (·)|λ, that is, for all t, s ∈ [0, T̂ ] with t  s,
h
(
Ĉ(t), Ĉ(s)
)
 μ
(]t, s]).
Consequently, taking (5.2) into account, according to Theorem 4.1, setting
l := 2
( T̂∫
0
∣∣V˙ (s)∣∣dλ(s)+ ‖x0‖ + 1),
for
ν := ∣∣V˙ (·)∣∣λ+ 2(l + 1)λ,
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zˆ(·) : [0, T̂ ] → H such that w(t) ∈ Ĉ(t) for all t ∈ [0, T̂ ], w(0) = x0, for λ-almost all t ∈ [0, T̂ ],
zˆ(t) ∈ F̂ (t,w(t)) and zˆ(t) ∈ 2(l + 1)K, (5.6)
dw has a density dw
dν
∈ L2ν([0, T̂ ],H) relatively to ν, and, for ν-almost all t ∈ [0, T̂ ] or, equiva-
lently, for λ-almost all t ∈ [0, T̂ ],
dw
dν
(t)+ zˆ(t)dλ
dν
(t) ∈ −N(Ĉ(t),w(t)), (5.7)∥∥∥∥dwdν (t)+ zˆ(t)dλdν (t)
∥∥∥∥ 1 and ∥∥∥∥zˆ(t)dλdν (t)
∥∥∥∥ 1. (5.8)
From (5.8) and the definition of ν, we obtain, for any t, s ∈ [0, T̂ ] with t  s,
∥∥w(t)−w(s)∥∥ 2 s∫
t
∣∣V˙ (τ )∣∣dλ(τ)+ 4(l + 1)|s − t |.
This entails that w(·) is absolutely continuous. Further we have, for λ-almost all t ∈ [0, T̂ ],
dw
dν
(t) = w˙(t)dλ
dν
(t) and
dλ
dν
(t) = 1|V˙ (t)| + 2(l + 1)
and hence it follows from (5.7) that, for λ-almost all t ∈ [0, T̂ ],{
zˆ(t) ∈ F̂ (t,w(t)),
−w˙(t) ∈ N(Ĉ(t),w(t))+ zˆ(t) (5.9)
and, from (5.8), ∥∥w˙(t) + zˆ(t)∥∥ ∣∣V˙ (t)∣∣+ 2(l + 1) λ-a.e. t ∈ [0, T̂ ]. (5.10)
B. Let us prove that the absolutely continuous map u(·) : [T0, T ] → H defined, for
any t ∈ [T0, T ], by
u(t) = w(βˆ(t))
is a solution of (SPP3).
Obviously u(t) ∈ C(t) for all t ∈ [T0, T ]. Define
I1 :=
{
t ∈ [T0, T ]: ˙ˆβ(t) exists and ˙ˆβ(t) = β(t)+ 1
}
and
I2 :=
{
tˆ ∈ [0, T̂ ]: w˙(tˆ ) exists and (5.9) holds at tˆ}.
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N2 :=
{
t ∈ [T0, T ]: βˆ(t) ∈ N̂2
}= βˆ−1(N̂2).
As βˆ−1(·) is Lipschitz on [0, T̂ ], the set N2 is also λ-negligible. So, N := N1 ∪N2 is λ-negligible
and, for any t ∈ [T0, T ] \N ,
u˙(t) = ˙ˆβ(t)w˙(βˆ(t))= (β(t)+ 1)w˙(βˆ(t)). (5.11)
The definition of the negligible sets above, (5.9), and (5.4) entail, for all t ∈ [T0, T ] \N ,{
zˆ(βˆ(t)) ∈ 1
β(t)+1F(t, u(t)),
−w˙(βˆ(t)) ∈ N(C(t), u(t)) + zˆ(βˆ(t)).
Hence, defining z(·) : [T0, T ] → H by
z(t) := (β(t)+ 1)zˆ(βˆ(t)),
we obtain, by (5.11), for all t ∈ [T0, T ] \N ,{
z(t) ∈ F(t, u(t)),
−u˙(t) ∈ N(C(t), u(t)) + z(t). (5.12)
Now, note that, for almost all t ∈ [0, T̂ ],
V˙ (t) = 1
β(βˆ−1(t)) + 1 v˙
(
βˆ−1(t)
)
. (5.13)
Therefore, from (5.10), we obtain, for almost all t ∈ [T0, T ],∥∥u˙(t) + z(t)∥∥ ∣∣v˙(t)∣∣+ 2(l + 1)(β(t)+ 1).
On the other hand, (5.6) and the definition of z(t) yield
z(t) ∈ 2(l + 1)(β(t) + 1)K λ-a.e. t ∈ I.
Finally, (5.13) implies
T̂∫
0
∣∣V˙ (s)∣∣dλ(s) = T̂∫
0
1
β(βˆ−1(s)) + 1
∣∣v˙(βˆ−1(s))∣∣dλ(s) = T∫
T0
∣∣v˙(s)∣∣dλ(s)
and hence
l = 2
( T∫
T0
∣∣v˙(s)∣∣dλ(s)+ ‖x0‖ + 1).
This completes the proof. 
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Corollary 5.1. Let H be a Hilbert space and let C(·) satisfying (H1) and (H3). Then, for any
x0 ∈ C(T0), the following sweeping process{−u˙(t) ∈ N(C(t), u(t)) λ-a.e. t ∈ I,
u(T0) = x0
has one and only one absolutely continuous solution.
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