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Abstract
In this paper we study a semilinear heat equation in a long cylindrical region if the far end and the lateral
surface are held at zero temperature and a nonzero temperature is applied at the near end. Our aim is to
derive some explicit spatial decay bounds for the solution and its derivatives and to show that the solution
depends continuously on the data at the near end of the cylinder.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Parabolic equations; Decay bounds; Continuous dependence
1. Introduction
In this paper we will study a semilinear heat equation in a long cylindrical region for which the
far end and the lateral surface are held at zero temperature and a nonzero temperature is applied at
the near end. In other words, the specific domain we consider is a finite cylinder Ω := D×[0,L],
where D is a bounded convex domain in the (x1, x2)-plane, with smooth boundary ∂D ∈ C2,ε ,
the generators of the cylinder are parallel to the x3-axis and its length is L. The specific problem
we consider is the following parabolic initial-boundary value problem:
E-mail address: cenache@mat.ulaval.ca.0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.11.015
994 C. Enache / J. Math. Anal. Appl. 323 (2006) 993–1000
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Δu − u,t = −f (u), x ∈ Ω, t ∈ (0, T ),
u(x, t) = 0, x ∈ ∂ΩL ∪ ∂Ωlat, t ∈ (0, T ),
u(x, t) = h(x1, x2, t), x ∈ ∂Ω0, t ∈ (0, T ),
u(x,0) = 0, x ∈ Ω,
(1.1)
where ∂Ω0 := D × {0}, ∂ΩL := D × {L}, ∂Ωlat := ∂D × (0,L) and T is supposed to be any
time prior to blow-up time. We also assume that h(x1, x2, t) is a prescribed nonnegative function,
with h(x1, x2,0) = 0, and f is a nonnegative function satisfying the following conditions:
lim
s→0
f (s)
s
exists, f ′(σ ) p(σ), f ′′(σ ) q(σ ), σ  0, (1.2)
where p(σ) and q(σ ) are nondecreasing functions of σ .
We are interested in the spatial decay bounds for the solution of the initial-boundary value
problem (1.1) and in its continuous dependence with respect to the data at the near end of the
cylinder. Since the solution u(x, t) of the problem (1.1) can blow up at some point in space
time [1], our aim is to derive sufficient conditions on the data which will guarantee that the
solution remains bounded and, moreover, under such conditions we will obtain some explicit
spatial decay bounds for the solution, its cross-sectional derivatives and its temporal derivative.
We will also prove that the solution depends continuously on the data h(x1, x2, t) at the near end
of the cylinder.
From the form of the fundamental solution, it seems reasonable to expect that the solution
and its derivatives should decay pointwise, for fixed t , like e−βx3 provided the boundary of the
cross section is sufficiently regular. Decay bounds of the solution of parabolic equations have
been investigated in the last years by other authors as, for instance, Payne and Philippin in [4–9]
or Philippin and Vernier-Piro in [10–13].
Roughly speaking, our method is similar in the sense that the main idea is to construct a
maximum principle for an auxiliary function. The advantage of our auxiliary function consists
in the fact that we can derive some maximum principles which give us a spatial decay bound for
the temporal derivative of the solution and a result on the continuous dependence of the solution
with respect to the data h(x1, x2, t), which does not seem to be known in the literature.
The auxiliary function that we consider is
Φ(x, t) := {u,αu,α + u2 + u2,t}e2[βx3−γ t], (1.3)
defined on the solution u(x, t) of problem (1.1), where β and γ are positive constants to be
appropriately chosen.
Here and in the remainder of the paper we adopt the following notations:
u,α := ∂u
∂xα
, α = 1,2, u,k := ∂u
∂xk
, k = 1,2,3, u,t := ∂u
∂t
. (1.4)
Moreover, summation over repeated indices is assumed from 1 to 2 for greek indices and from 1
to 3 for latin indices (except t).
2. Spatial decay bounds for u2, u,αu,α and u2,t
The main idea of this section is to derive a maximum principle for the auxiliary function
defined in (1.3). To this end, we will construct a parabolic inequality for Φ and apply the well-
known maximum principles of Nirenberg [3] and Friedman [2].
Differentiating (1.3), we obtain successively
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ΔΦ = 2{u,αku,αk + |∇u|2 + u,tku,tk + u,α(Δu),α + uΔu
+ u,t (Δu),t
}
e2[βx3−γ t] + 4βΦ,3 − 4β2Φ, (2.2)
with δ3k = 0, if k = 3, δ33 = 1, and
∂Φ
∂t
= 2{u,αu,αt + uu,t + u,tu,tt }e2[βx3−γ t] − 2γΦ. (2.3)
Combining (2.2) and (2.3), using the differential equation (1.1) and the conditions (1.2), re-
grouping appropriately the various terms and dropping the nonnegative quantities u,αku,αk and
u,tku,tk , we obtain the differential inequality
LΦ := ΔΦ − 4βΦ,3 − Φ,t
 2
{
u,αu,α
[
1 + γ − 2β2 − p(u)]+ u2,3 + u2[γ − 2β2 − p(ξ)]
+ u2,t
[
γ − 2β2 − p(u)]}e2[βx3−γ t], (2.4)
where ξ is an intermediate value between 0 and u. Now, it is clear that if p(u) is bounded from
above, then we can choose β and γ such that LΦ  0, in Ω × [0, T ).
In what follows, we will derive a condition on the data h(x1, x2, t) which will guarantee that
u(x, t) remains bounded for all time, i.e., such that the solution of the problem (1.1) does not blow
up. In establishing this condition we make use of the first Dirichlet eigenfunction ϕ1(x1, x2) of
the laplacian and the corresponding eigenvalue λ1 for a region D˜ ⊇ D,{
Δϕ1 + λ1ϕ1 = 0, ϕ1 > 0, x ∈ D˜,
ϕ1 = 0, x ∈ ∂D˜.
(2.5)
Moreover, since ϕ1 is determined up to an arbitrary multiplicative constant, we normalize ϕ1
by the condition
max
D˜
ϕ1 = 1. (2.6)
The reason for replacing D by D˜ ⊇ D in our investigation is merely to allow an explicit
computation of ϕ1 and λ1.
Lemma 1. Let x0 and M be positive constants such that
h(x1, x2, t)M
ϕ1√
t
exp
(
−x
2
0
4t
)
, (2.7)
and let hˆ be defined as
hˆ := M max
t>0
{
1√
t
exp
(
−x
2
0
4t
)}
= M
x0
√
2
e
, (2.8)
with e = 2.718281 . . . . We also assume that hˆ is small enough in the following sense:
p(hˆ) < λ1. (2.9)
Then the solution u(x, t) of the problem (1.1) exists for all time. Moreover, the function p(u)
remains bounded away from λ1 for all time, i.e.,
p
(
u(x, t)
)
< λ1, x ∈ Ω, t > 0, (2.10)
996 C. Enache / J. Math. Anal. Appl. 323 (2006) 993–1000and we have the following estimate:
u(x, t)U(x, t) := Mϕ1√
t
exp
(
− (x0 + x3)
2
4t
)
, x ∈ Ω, t > 0. (2.11)
Proof. The function U(x, t), defined in (2.11), satisfies the following properties:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ΔU − U,t + λ1U = 0, x ∈ Ω, t > 0,
U(x, t) = 0, x ∈ ∂Ωlat, t > 0,
U(x, t) 0, x ∈ ∂ΩL, t > 0,
U(x, t) h(x1, x2, t), x ∈ ∂Ω0, t > 0,
U(x, t) = 0, x ∈ Ω, t → 0.
(2.12)
Suppose that (2.10) is violated. Then there exists, by continuity, a first time t˜ for which p(u)
reaches the value λ1 in the sense that
sup
x∈Ω
p
(
u(x, t˜ )
)= λ1. (2.13)
Combining (2.12) and (2.13), we have
ΔU − U,t −U max
x∈Ω p
(
u(x, t)
)
, t ∈ [0, t˜ ]. (2.14)
Setting z = U − u and making use of the mean value theorem, we obtain the differential
inequality
Δz − z,t < −zmax
x∈Ω p
(
u(x, t)
)
, t ∈ [0, t˜ ]. (2.15)
It follows, from Nirenberg’s maximum principle [3], that z(x, t) is a positive function in Ω ×
[0, t˜ ]. Thus, we obtain the inequality (2.11) in [0, t˜ ]. Moreover, making use of (2.8), we obtain
the inequality
u(x, t) hˆ, t ∈ [0, t˜ ]. (2.16)
Since p is a nondecreasing function, we are led to the following chain of inequalities:
p
(
u(x, t)
)
 p(hˆ) < λ1, x ∈ Ω, t ∈ [0, t˜ ], (2.17)
in view of (2.9). In particular, we have
max
x∈Ω p
(
u(x, t˜ )
)
< λ1, (2.18)
which is in contradiction to the definition of t˜ . We then conclude that t˜ = ∞, and the proof of
Lemma 1 is complete. 
Now, under the condition (2.9) of Lemma 1, it is clear that choosing the positive parameters
β and γ to satisfy the following condition
γ − 2β2  λ1, (2.19)
we obtain the inequality LΦ  0 in Ω × (0, T ). From this parabolic inequality and Nirenberg’s
maximum principle [3], it follows that Φ(x, t) ( = cte) attains its maximum value either at t = 0
(which is excluded, since Φ = 0 at t = 0) or on ∂Ω .
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its maximum value on ∂ΩL ∪ ∂Ωlat. Indeed,
∂Φ
∂n
= ∂Φ
∂x3
= 0 on ∂ΩL, (2.20)
and
∂Φ
∂n
= 2ununne2[βx3−γ t] = −2u2nKe2[βx3−γ t]  0 on ∂Ωlat, (2.21)
where K is the average curvature of ∂D (which is nonnegative since D is a bounded convex
domain) and where we made use of Eq. (1.1) in normal coordinates. Thus Φ(x, t) ( = cte) cannot
take its maximum value on ∂ΩL∪∂Ωlat. Consequently, the maximum value of Φ occurs on ∂Ω0.
We formulate these results in the following theorem:
Theorem 2. Let u(x, t) be the classical solution of (1.1). Suppose that the initial data h on ∂Ω0
is small enough, in the sense that h satisfies the condition (2.9) of Lemma 1, and that the positive
parameters β and γ are chosen to satisfy the inequality (2.19). Then, the auxiliary function Φ ,
defined in (1.3), takes its maximum value on ∂Ω0 × (0, T ), i.e., we have the inequality
u,αu,α + u2 + u2,t  Γ 2e2[γ t−βx3], x ∈ Ω, t ∈ [0, T ), (2.22)
with
Γ 2 := max
D×[0,T ]
{
h,αh,α + h2 + h2,t
}
e−2γ t , (2.23)
valid for arbitrary T > 0. Clearly, (2.22) holds for the quantities u2, u,αu,α and u2,t separately.
3. Continuous dependence of the solution with respect to the data
Our goal in this section is to show under appropriate conditions on the data of problem (1.1),
that the solution u(x, t) of this problem depends continuously on the data h at the near end of the
cylinder. To this end, let u(k)(x, t), k = 1, 2, be the classical solutions of (1.1) corresponding to
the data hk :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Δu(k) − u(k),t = −f (u(k)), x ∈ Ω, t ∈ (0, T ),
u(k)(x, t) = 0, x ∈ ∂ΩL ∪ ∂Ωlat, t ∈ [0, T ],
u(k)(x, t) = hk(x1, x2, t), x ∈ ∂Ω0, t ∈ [0, T ],
u(k)(x,0) = 0, x ∈ Ω,
(3.1)
where hk(x1, x2, t) are prescribed nonnegative functions with hk(x1, x2,0) = 0.
Our aim is to prove that |u(1) − u(2)| remains small if |h1 − h2| is small. We set w(x, t) :=
u(1)(x, t) − u(2)(x, t). Then, we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Δw − w,t = −(f (u(1)) − f (u(2))), x ∈ Ω, t ∈ (0, T ),
w(x, t) = 0, x ∈ ∂ΩL ∪ ∂Ωlat, t ∈ [0, T ],
w(x, t) = h1 − h2 =: h˜(x1, x2, t), x ∈ ∂Ω0, t ∈ [0, T ],
w(x,0) = 0, x ∈ Ω.
(3.2)
Let Φ(x, t) be defined on the function w as
Φ(x, t) := {w,αw,α + w2 + w2,t}e2[βx3−γ t], (3.3)
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Using the same computational techniques as in Section 2, we obtain
LΦ := ΔΦ − 4βΦ,3 − Φ,t
= 2{w,αkw,αk + |∇w|2 + w,tkw,tk + (γ − 2β2)[w,αw,α + w2 + w2,t ]
− w,α
[
f
(
u(1)
)− f (u(2))]
,α
− w[f (u(1))− f (u(2))]
− w,t
[
f
(
u(1)
)− f (u(2))]
,t
}
e2[βx3−γ t] (3.4)
in Ω × (0, T ). Now, we make use of the mean value theorem to obtain[
f
(
u(1)
)− f (u(2))]
,α
= f ′(u(1))w,α + f ′′(ξ1)u(2),α w, (3.5)
w
[
f
(
u(1)
)− f (u(2))]= w2f ′(ξ2), (3.6)[
f
(
u(1)
)− f (u(2))]
,t
= f ′(u(1))w,t + f ′′(ξ3)u(2),t w, (3.7)
where ξk , for k = 1,2,3, are intermediate values between u(1) and u(2). Replacing (3.5)–(3.7)
in (3.4), regrouping appropriately the various terms and dropping the nonnegative quantities
w,αkw,αk and w,tkw,tk , we obtain
LΦ  2
{
w2,3 + w,αw,α
[
1 + γ − 2β2 − f ′(u(1))]
+ w2[γ − 2β2 − f ′(ξ2)]+ w2,t[γ − 2β2 − f ′(u(1))]
− ww,αu(2),α f ′′(ξ1) − ww,tu(2),t f ′′(ξ3)
}
e2[βx3−γ t] (3.8)
in Ω × (0, T ).
Now, let M˜ be a positive constant such that
max
k=1,2
{hk} M˜ ϕ1√
t
exp
(
−x
2
0
4t
)
= M˜
x0
√
2
e
=: h∗. (3.9)
Assume that the condition
p(h∗) < λ1 (3.10)
is satisfied. It then follows, from Lemma 1, that
(0) max
k=1,2
{
u(k)
}
 h∗, x ∈ Ω, t > 0, (3.11)
so that we have
p
(
u(1)
)
, p(ξ2) p
(
h∗
)
< λ1, (3.12)
and
q(ξ1), q(ξ3) q
(
h∗
)=: R. (3.13)
Making use of the arithmetic–geometric mean inequality, we have
−2ww,αu(2),α f ′′(ξ1)−
∣∣f ′′(ξ1)∣∣
[
σ1w
2 + 1
σ1
u(2),α u
(2)
,α w,βw,β
]
−R
[
σ1w
2 + Γ
2
w,βw,β
]
, (3.14)σ1
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∣∣f ′′(ξ3)∣∣
[
σ2w
2 + 1
σ2
(
u
(2)
,t
)2
w2,t
]
−R
[
σ2w
2 + Γ
2
σ2
w2,t
]
, (3.15)
where σ1, σ2 are some positive functions to be appropriately chosen and Γ is an upper bound
for u(2),α u(2),α and (u(2),t )2 given as in (2.23). Consequently, using (1.2), (3.14)–(3.15) in (3.8), we
obtain
LΦ  2
{
w2,3 + w,αw,α
[
1 + γ − 2β2 − λ1 − Γ
2
2σ1
R
]
+ w2[γ − 2β2 − λ1 − σ1 R2 − σ2 R2 ]
+ w2,t
[
γ − 2β2 − λ1 − Γ
2
2σ2
R
]}
e2[βx3−γ t]. (3.16)
Choosing now σ1 = σ2 = Γ , we rewrite (3.16) as
LΦ  2
{
w2,3 + w,αw,α
[
1 + γ − 2β2 − λ1 − Γ R2
]
+ w2[γ − 2β2 − λ1 − Γ R]
+ w2,t
[
γ − 2β2 − λ1 − Γ R2
]}
e2[βx3−γ t]. (3.17)
From (3.17), it is clear that if the positive parameters β and γ are chosen to satisfy the condi-
tion
γ − 2β2 − λ1 − Γ R  0, (3.18)
then LΦ  0, in Ω × (0, T ). With such a choice for the parameters β and γ , it follows, as in
Section 2, using Nirenberg’s maximum principle [3] and Friedman’s maximum principle [2], that
Φ takes its maximum value on ∂Ω . We formulate our results in the following theorem:
Theorem 3. Let u(1)(x, t), u(2)(x, t) be classical solution of the problem (1.1) corresponding to
the data h1 and h2, respectively. Suppose that p satisfies the condition (3.10) and that β and γ
are positive parameters chosen to satisfy (3.18). Then, the auxiliary function Φ , defined in (3.3),
takes its maximum value on ∂Ω × (0, T ). This leads to the following continuous dependance
inequality:
w,αw,α + w2 + w2,t  Γ˜ 2e2[γ t−βx3], x ∈ Ω, t ∈ [0, T ), (3.19)
with
Γ˜ 2 := max
D×[0,T ]
{
h˜,αh˜,α + h˜2 + h˜2,t
}
e−2γ t , (3.20)
valid for arbitrary T > 0. Clearly, (3.19) implies that the quantities w2, w,αu,α and w2,t satisfy
separately (3.19).
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