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1. Introduction
Let G be a simple graph with n vertices and let A be its adjacency matrix. Let λ1, . . . , λn be the
eigenvalues of A. Then the energy of G, denoted by E(G), is defined as [9,12]
E(G) =
n∑
i=1
|λi|.
More generally, one can define the energy of a (complex) polynomial f (x) as the sumof the absolute
values of its roots (countingmultiplicities), and define the energy of a complex squarematrixM as the
energy of its characteristic polynomial, denoted by E(M).
Nikiforov [20] first recognized that the energy of the graph is equal to the sumof the singular values
of its adjacency matrix.
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LetM be an n×m real matrix. ThenMMT is a positive semi-definitematrix of order n. If we denote
the eigenvalues ofMMT by σ 21 , . . . , σ
2
n , with σi ≥ 0 for i = 1, . . . , n, then σ1, . . . , σn are called the
singular values of the matrix M. For convenience, in this paper we call the sum σ1 + · · · + σn the
singular energy ofM, denoted by σ(M).
It is easy to see that if A is a real symmetric matrix with eigenvalues λ1, . . . , λn, then A A
T = A2
has eigenvalues λ21, . . . , λ
2
n, and thus the singular values of A are just the absolute values of the
eigenvalues of A. Consequently, the energy of A is the same as the singular energy of A, namely we
have E(A) = σ(A) for any real symmetric matrix A.
An (edge)-weighted graph is a graph G each of whose edges has a non-zero weight. In other words,
there is a weight function w from the edge set E(G) of G to the set of non-zero real numbers. Such a
weighted graph is usually denoted by (G,w).
The (weighted) adjacency matrix Aw(G) of the weighted graph (G,w) of order n is defined as the
matrix Aw(G) = (aij) of order nwith
aij =
⎧⎨
⎩
w(e) = 0 if ij is an edge e of G
0 otherwise.
If misunderstanding is avoided, then the weighted graph (G,w)will sometimes be simply denoted by
G and its adjacency matrix by A.
In a similar manner as in the case of unweighted graphs, the energy of a weighted graph (G,w)
is defined to be the energy (i.e., the sum of the absolute values of the eigenvalues) of its (weighted)
adjacency matrix A(G). Since A(G) is still a real symmetric matrix for weighted graph G, we see that
the energy of G is also the same as the singular energy of A(G). Namely E(G) = σ(A(G)) holds also
for weighted graphs.
We mention in passing that in theoretical chemistry E(G) corresponds to the π-electron energy
of a conjugated molecule, represented by the graph G (see [15,11] and the references cited therein).
If the underlying molecule is a hydrocarbon, then G is a simple, unweighted graph. If however, the
conjugated molecule contains atoms different from carbon and hydrogen (in chemistry referred to as
“heteroatoms”) then G must possess pertinently weighted edges. These weights are usually positive-
valued, but may also be negative. Chemical theories based on weighted graphs and their eigenvalues
have been elaborated in due detail (see, e.g., [1,3,10,16,17,19]). Hence results on the energy of both
unweighted and weighted graphs are of some chemical significance.
The first natural question about the energy of weighted graphs is:
Question 1: How the energy changes when the weights change?
For instance, one may naturally ask if the energy always increases when the weights increase? The
answer to this question is clearly negative, by considering the exampleE(Kn,n−e) > E(Kn,n). In view
of this, one may further ask the following:
Question 2: Under what conditions will the energy of a weighted graph increase when the weights
increase?
In Section 2 we give some sufficient conditions for a positive answer toQuestion 2. In Section 3 we
characterize some classes of weighted graphs for which these sufficient conditions hold.
2. The energy change of weighted graphs when the weights change
The following inequality about the singular energy for the sum of twomatrices is due to Ky Fan (for
details see [5,22]):
Theorem 2.1 [7]. (The Ky Fan inequality): For matrices C = A + B,
σ(C) ≤ σ(A) + σ(B).
Equality holds if and only if there exists a unitary matrix P, such that both PA and PB are positive semi-
definite.
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Using the Ky Fan inequality, we can obtain the following “increasing property” for singular energies
of matrices, which is a key technique in the study of the energy change of weighted graphs. This result
is, in some sense, a simplification and generalization of [2, Theorem 1].
Theorem 2.2. Let the matrices A, B, and C satisfy:
(1) σ(B) > σ(A).
(2) C is on the extension of the line segment from A to B.
Then: σ(C) > σ(B).
Proof. C is on the extension line from A to B
⇒ B is inside the line segment AC
⇒ there exists 0 < λ < 1, such that B = λA + (1 − λ)C
⇒ σ(B)  λ σ(A) + (1 − λ)σ(C) < λ σ(B) + (1 − λ)σ(C)
⇒ σ(B) < σ(C). 
Note that σ(λA) = λ σ(A) and σ((1 − λ)A) = (1 − λ) σ(A) because λ, 1 − λ  0.
The following Theorem 2.3 is a kind of answer to theQuestion 2. It says that if removing some edge
e0 from a weighted graph G decreases the energy, then increasing the positive weight (or decreasing
the negative weight) on that edge will increase the energy.
Theorem 2.3. Let G1 = (G,w1) and G2 = (G,w2) be two weighted graphs on a graph G. Suppose that
there is an edge e0 = ij of G, satisfying the following conditions:
(1) w1(e) = w2(e) for all e ∈ E(G) with e = e0;
(2) w2(e0) > w1(e0) > 0, (or w2(e0) < w1(e0) < 0);
(3) E(G1 − e0) < E(G1), where G1 − e0 is the weighted graph obtained from G1 by deleting the edge
e0. Then, E(G2) > E(G1).
Proof. WriteG0 = G1−e0 which is also aweighted graph each ofwhose edges have the sameweights
as the corresponding edges in G1 and G2. Let A1, A2, and A0 be the weighted adjacency matrices of G1,
G2, and G0, respectively. Then by condition (3), σ(A0) = E(G0) < E(G1) = σ(A1).
On the other hand,
A1 − A0 = w1(e0)(Eij + Eji)
and
A2 − A1 = (w2(e0) − w1(e0))(Eij + Eji)
where Eij is the (0,1)-matrix (of order n) with the (i, j) entry 1 and all the other entries 0.
So A2 − A1 is a positive multiple of A1 − A0, namely A2 lies on the extension of the line segment
from A0 to A1. Thus, by Theorem 2.2 we have σ(A2) > σ(A1), which is equivalent to E(G2) >
E(G1). 
The sufficient condition (3) in Theorem 2.3 is, in the following sense, also necessary. Let G be a
weighted graph and e be its fixed edge. Suppose that we view the weight w(e) as a variable, denoted
by x. Then E(G) is a function of x (say, denoted by f (x)). Then from Theorem 2.3 we can deduce that
the function f (x) strictly increases in [0,+∞) if and only if f (x) > f (0) for all positive x.
In the next section, we determine some classes of weighted graphs for which the condition (3) in
Theorem 2.3 holds. We will show that if G is a bipartite graph with a positive weighted function and
no cycles in G containing the edge e have length divisible by 4, then the condition E(G − e) < E(G)
holds. Also for all weighted trees T (nomatter whether theweight of each edge is positive or negative),
the condition E(T − e) < E(T) always holds. In all these cases, we can assert from Theorem 2.3 that
the energy of the weighted graphs will increase when the positive weight increases.
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3. On the condition E(G− e) < E(G) for weighted graphs
In this section we study the condition E(G − e) < E(G) in Theorem 2.3. The corresponding
condition for unweighted graphs has been studied by Day and So [6], but here the two graphs G and
G − e involved in the condition are both weighted graphs.
In what follows we characterize some classes of weighted graphs for which this condition holds.
First we need a result on the signs of the coefficients of the characteristic polynomials of weighted
bipartite graphs.
Lemma 3.1. Let G be a weighted bipartite graph on n vertices. Then its characteristic polynomial can be
written as:
φ(G, x) =
[n/2]∑
k=0
(−1)k b(G, k) xn−2k (1)
where b(G, k)  0 for all k.
For unweighted graphs, Eq. (1) is well known andmuch used in the theory of graph energy [9,12,8].
Its extension to weighted bipartite graphs is straightforward and elementary [17,19].
From theCoulson integral formula for the energy (see [9,13,18,21] and the references cited therein),
it can be shown [8] that if G is a bipartite graph with the characteristic polynomial as in (1), then
E(G) = 2
π
∫ +∞
0
1
x2
ln
⎛
⎝
	n/2
∑
k=0
b(G, k) x2k
⎞
⎠ dx. (2)
Formula (2) holds equally for simple and for weighted bipartite graphs.
It follows from this formula that, if G1 and G2 are two weighted bipartite graphs with b(G1, k) ≥
b(G2, k) for all k, then E(G1) ≥ E(G2). If in addition, b(G1, k) > b(G2, k) for at least one k, then
E(G1) > E(G2).
The following Lemma 3.2 is a recursive formula for the characteristic polynomials of weighted
graphs. For the unweighted case (i.e., when the weights of all edges are unity), this formula is well
known [4,14]. The proof of the weighted case is basically the same as for the unweighted case [1,17],
and is achieved by using the determinantal expansion of x I − A(G).
Lemma 3.2. Let G be a weighted graph with the weight function w, and e = uv be an edge of G. For each
cycle C of G, let w(C) be the product of the weights of all the edges in C. Then,
φ(G, x) = φ(G − e, x) − w(e)2 φ(G − u − v, x) − 2∑
C
w(C) φ(G − C, x) (3)
where the summation runs over all cycles C containing the edge e.
Using the above two lemmas, we can obtain the following relation between the coefficients of
the characteristic polynomials of G and some subgraphs of G that are related to a certain edge e in a
weighted bipartite graph G.
Lemma 3.3. Let G be a weighted bipartite graph of order n with a weight function w, and e = uv be an
edge of G. If no cycle of G, containing the edge e, has length divisible by 4, then:
b(G, k) = b(G − e, k) + w(e)2 b(G − u − v, k − 1) + 2∑
C
w(C) b(G − C, k − |C|/2) (4)
where the summation runs over all cycles C containing the edge e, and |C| denotes the length of C.
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Proof. For convenience, we assume that b(G, k) = 0 if k < 0 or 2k > n. Thus using Lemma 3.1 we
can write:
φ(G, x) = ∑
k
(−1)k b(G, k) xn−2k (5)
φ(G − e, x) = ∑
k
(−1)k b(G − e, k) xn−2k (6)
φ(G − u − v, x) = ∑
k
(−1)k b(G − u − v, k) xn−2−2k (7)
φ(G − C, x) = ∑
k
(−1)k b(G − C, k) xn−|C|−2k (8)
since all the graphs appearing here are bipartite.
Now, by changing the index k → k − 1, Eq. (7) can be rewritten as:
φ(G − u − v, x) = ∑
k
(−1)k−1 b(G − u − v, k − 1) xn−2k. (9)
Analogously, by changing the index k → k − |C|/2, Eq. (8), is rewritten as:
φ(G − C, x) = ∑
k
(−1)k−|C|/2 b(G − C, k − |C|/2)xn−2k
which in the case that |C| is even, but not divisible by 4 becomes
φ(G − C, x) = −∑
k
(−1)k b(G − C, k − |C|/2) xn−2k. (10)
By substituting Eqs. (5), (6), (9), and (10) back into the Eq. (3), we obtain:
∑
k
(−1)k b(G, k) xn−2k =∑
k
(−1)k b(G − e, k) xn−2k
+w(e)2∑
k
(−1)k b(G − u − v, k − 1) xn−2k
+2∑
C
w(C)
∑
k
(−1)k b(G − C, k − |C|/2) xn−2k
from which Eq. (4) follows straightforwardly. 
Using Lemma 3.3 we can obtain the following two theorems concerning the conditionE(G− e) <
E(G).
Theorem 3.1. Let G be aweighted bipartite graph of order nwith a positive weight function w, and e = uv
be an edge of G. If no cycle of G that contains the edge e, has length divisible by 4, then E(G − e) < E(G).
Proof. Since w is a positive weight function, from Lemma 3.3 we have
b(G, k) ≥ b(G − e, k) + w(e)2 b(G − u − v, k − 1) ≥ b(G − e, k).
On the other hand, for k = 1 we have
b(G, 1) ≥ b(G − e, 1) + w(e)2 b(G − u − v, 0) = b(G − e, 1) + w(e)2 > b(G − e, 1).
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So from the (weighted) Coulson integral formula (2), we obtain E(G − e) < E(G). 
The above theorem is generally true only for the case of the positive weight function. But in the
special case of trees, the result is true for all (non-zero) weight functions.
Theorem 3.2. Let T be a weighted tree with the weight function w, and e = uv be an edge of T with
w(e) = 0. Then, E(T − e) < E(T).
Proof. Since T is a tree, from Lemma 3.3 we have
b(T, k) = b(T − e, k) + w(e)2 b(T − u − v, k − 1) ≥ b(T − e, k).
Similarly, for k = 1,
b(T, 1) = b(T − e, 1) + w(e)2 b(T − u − v, 0) = b(T − e, 1) + w(e)2 > b(T − e, 1).
So from the (weighted) Coulson integral formula (2), we obtain E(T − e) < E(T). 
Combining the above theorems with Theorem 2.3, we conclude that under the hypothesis of The-
orem 3.1 (or Theorem 3.2), the energy of the weighted graph G or weighted tree T will increase when
the positive weight increases (or when the negative weight decreases in the case of Theorem 3.2).
Corollary 3.1. Let G1 = (T,w1) and G2 = (T,w2) be two weighted graphs on the same tree T. If
w2(e)  w1(e) > 0 or w2(e)  w1(e) < 0 for each e ∈ E(T)
then E(G2) ≥ E(G1), with equality if and only if w2(e) = w1(e) for all e ∈ E(T).
Proof. Take a sequence of weighted graphs from G1 = (T,w1) to G2 = (T,w2), each time changing
the weight of one edge e from w1(e) to w2(e). 
In [6] it was proven that ifG is any graph and e is a cut-edge ofG, then the relationE(G−e) < E(G)
holds. We would point out that this relation is also true for any weighted graph G (with non-zero
weights for edges), which can be proven in a similar way as in the unweighted case, as done by Day
and So [6]. Themain step of the proof would be the following result on the singular energy of matrices
(see also [6, Theorem 3.6]).
Lemma 3.4. Let C =
⎛
⎝A X
Y B
⎞
⎠ be a block-partitioned matrix where both A and B are square. Suppose that
b11 = 0, and that the first column ofX and the first row ofY are not both zero. Then,σ(C) > σ(A)+σ(B).
By the above lemma we can readily obtain the following result for weighted graphs.
Theorem 3.3. Let G be a weighted graph all of whose edges have non-zero weights, and let e be a cut-edge
of G. Then, E(G − e) < E(G).
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