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Abstract
Using matrix-model methods we study three different N = 2 models: U(N)×U(N)
with matter in the bifundamental representation, U(N) with matter in the symmetric
representation, and U(N) with matter in the antisymmetric representation. We find
that the (singular) cubic Seiberg-Witten curves (and associated Seiberg-Witten dif-
ferentials) implied by the matrix models, although of a different form from the ones
previously proposed using M-theory, can be transformed into the latter and are thus
physically equivalent. We also calculate the one-instanton corrections to the gauge-
coupling matrix using the perturbative expansion of the matrix model. For the U(N)
theories with symmetric or antisymmetric matter we use the modified matrix-model
prescription for the gauge-coupling matrix discussed in ref. [1]. Moreover, in the ma-
trix model for the U(N) theory with antisymmetric matter, one is required to expand
around a different vacuum than one would naively have anticipated. With these mod-
ifications of the matrix-model prescription, the results of this paper are in complete
agreement with those of Seiberg-Witten theory obtained using M-theory methods.
1 Introduction
The study of N = 2 gauge theories using the matrix-model techniques of Dijkgraaf and
Vafa was initiated in [2, 3] (see [4] for earlier work) and was further developed and studied
in [5, 6, 7, 8, 9, 10] (see also [11]). In [7] we showed that it is possible to derive all the building
blocks of the Seiberg-Witten (SW) solution [12] (i.e. the curve and a preferred meromorphic
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differential) purely within the matrix-model context. Since the curve is obtained from the
large-M solution of the matrix model, one can obtain the SW curve in this manner only
when an explicit large-M solution is available. However, as was stressed in [3, 5], even when
the large-M solution is not available, one can still resort to perturbation theory to derive
the prepotential order-by-order without knowledge of the curve or differential. A necessary
ingredient for this procedure is the knowledge of the quantum order parameters ai (periods
of the SW curve); in [5] we proposed a perturbative definition of the periods.
In this paper, we extend the matrix-model program to three N = 2 gauge theories whose
SW curves are non-hyperelliptic: U(N)×U(N) with a bifundamental hypermultiplet, U(N)
with a symmetric hypermultiplet, and U(N) with an antisymmetric hypermultiplet. In sec. 2
we review some previous results for these theories and reformulate them in a way that will
facilitate comparison with our later discussion.
The equivalence of the N = 1 versions of the gauge theories considered in this paper and
the corresponding matrix models was established, following the approach in [13], in refs. [1,
14] (related earlier and subsequent developments can be found in [15, 16, 17, 18, 19, 20]).
In principle these general results also show the validity of the matrix-model approach in the
N = 2 limit. However, to obtain precise information about theN = 2 gauge theories requires
substantial additional work. Furthermore, there are several subtle issues, particularly for the
theory with antisymmetric matter, that need to be addressed in order to recover the known
results from the matrix models.
In sec. 3 we compute the gauge-coupling matrices τij using the perturbative expansion
of the matrix model. For the U(N)×U(N) model, the gauge-coupling matrices are given by
the second derivative of the free energy of the matrix model [21, 15, 13]. However, for the
U(N) theories with symmetric or antisymmetric hypermultiplets, certain crucial signs must
be included among the terms of the second derivative of the free energy to obtain τij . The
rationale for this was described in ref. [1], and is implemented in sec. 3.2.2.
Furthermore, for the U(N) theory with antisymmetric matter, we will show in sec. 3.2
that, in order to obtain a gauge-coupling matrix and N = 2 prepotential that agree with
those computed using SW theory, one must perturbatively expand the matrix model around
a vacuum different from the one that would have been naively anticipated. In subsequent sec-
tions, we will see that this choice of vacuum is similarly required to reproduce the known SW
curve and differential. The underlying reason for this choice of vacuum remains somewhat
obscure to us.
The matrix models associated with the gauge theories we consider can be solved in the
large-M limit, giving rise to cubic algebraic curves [2, 23, 24, 25, 1]
u3 − r(z) u− s(z) = 0 . (1.1)
The functions r(z) and s(z) are determined by the matrix-model potential, up to two arbi-
trary polynomials r1(z) and t1(z) (which can be expressed in terms of the eigenvalues of the
adjoint field(s) of the matrix model [24, 25, 1]). To fix the forms of r1(z) and t1(z), one must
impose an additional criterion, namely, the extremization of the effective superpotential of
the associated gauge theory.
In sec. 4, we use matrix-model perturbation theory to provide a simple and efficient
method for determining the polynomials r1(z) and t1(z), and thus the cubic curve, in an
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expansion in the quantum scale Λ. We show that the cubic curves obtained for each of the
theories considered can be transformed into the SW curves of those theories obtained using
M-theory (and also from geometric engineering for the U(N)×U(N) theory).
Also in sec. 4, we use extremization of Weff together with the saddle-point solution to
derive a condition which implies, via Abel’s theorem, the existence of a certain function on
the matrix-model curve. We then show that such a function exists on the known (exact)
M-theory curves. Assuming uniqueness, this demonstrates that extremization of Weff leads
to a matrix-model curve that agrees exactly with the M-theory curve.
The Seiberg-Witten differentials for the gauge theories studied in this paper can also be
obtained within the matrix-model framework. In sec. 5, we compute these using matrix-
model perturbation theory, obtaining agreement with the SW differentials known from M-
theory.
Appendix A contain a derivation of the SW curve and differential for the N = 2 U(N)
theory with fundamental hypermultiplets using methods developed in sec. 4 and 5 of this
paper. Appendix B contains some technical details of the calculations of section 3.
2 Cubic Seiberg-Witten curves from M-theory
The Seiberg-Witten curves and differentials for the N = 2 gauge theories considered in this
paper were previously obtained using M-theory methods, following the approach of ref. [26].
(The U(N)×U(N) curve can also be obtained using geometric engineering [27].)
The SW curves for the theories:
(a) N = 2 U(N)×U(N) with an N = 2 bifundamental hypermultiplet [26, 28],
(b) N = 2 U(N) model with one symmetric ( ) hypermultiplet [29],
(c) N = 2 U(N) model with one antisymmetric ( ) hypermultiplet [29],
obtained from M-theory considerations are given by
y3 + P (z) y2 + Λ′N P˜ (z) y + (Λ′ 2Λ˜′)N = 0 , (2.1a)
y3 + P (z) y2 + Λ′N−2z2P (−z) y + Λ′ 3N−6z6 = 0 , (2.1b)
y3 +
[
P (z) +
3Λ′N+2
z2
]
y2 +
Λ′N+2
z2
[
P (−z) +
3Λ′N+2
z2
]
y +
Λ′ 3N+6
z6
= 0 , (2.1c)
where P (z) =
∏N
i=1(z−e
′
i) and P˜ (z) =
∏N
i=1(z− e˜
′
i). The Seiberg-Witten differential for each
of the theories above, obtained from the M-theory setup, is given by [26, 30, 29]
λSW = z
dy
y
. (2.2)
The map y → (Λ′Λ˜′)N/y in the curve (2.1a) corresponds to exchanging the two factors
of the gauge group, i.e. it can be undone by interchanging e′i ↔ e˜
′
i, Λ˜
′ ↔ Λ′, and thus
leads to a physically equivalent curve. The two curves (2.1b), (2.1c) are invariant under
the involutions z → −z, y → Λ′ 2N−4z4/y, and z → −z, y → Λ′ 2N+4/z4y, respectively.
The actual SW curves for these theories are the quotients of the curves (2.1b), (2.1c) by
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the involution. This reflects the presence of the orientifold plane in the type IIA brane
configurations that lift to the M-theory configurations leading to these curves.
Using (2.1a)-(2.1c) and (2.2), the leading term in the instanton expansion of the pre-
potential for each of the theories above was derived in refs. [31, 32, 33]. Recently a more
efficient method has been developed [34, 35] based on earlier work [36]. (See also [37] for an-
other approach.) In sec. 3, we will reproduce these results from a perturbative matrix-model
calculation.
For later comparison with matrix model results (sec. 4), we need to transform the above
curves into another form, which is invariant under the maps discussed above. To do this we
define4
u′ = −y − 2Λ′N−2βz2β −
Λ′ 2N−4βz4β
y
, (2.3)
w = 1
2
z−β
[
y −
Λ′ 2N−4βz4β
y
]
, (2.4)
where β = 0, 1, −1 for curves (2.1a), (2.1b), and (2.1c) respectively; note that u′ is invariant
under the maps discussed above. The variables u′, w are related via
4w2 = u′2 + 4Λ′Nu′ , (2.5a)
4z2w2 = u′2 + 4Λ′N−2z2u′ , (2.5b)
4w2 = z2u′2 + 4Λ′N+2u′ . (2.5c)
Using eq. (2.3) and eqs. (2.1a)-(2.1c), one may show that
y = −Λ′N
(
u′ − P˜ (z) + 3Λ′N
u′ − P (z) + 3Λ′N
)
, (2.6a)
y = −Λ′N−2z2
(
u′ − P (−z) + 3Λ′N−2z2
u′ − P (z) + 3Λ′N−2z2
)
, (2.6b)
y = −
Λ′N+2
z2
(
u′ − P (−z)
u′ − P (z)
)
. (2.6c)
Next, use the definition of u′ to write w = z−βy+ 1
2
z−βu′+Λ′N−2βzβ . Substitute eqs. (2.6a)-
(2.6c) into this equation, square it, and use eqs. (2.5a)-(2.5c) to find5
(u′ − P (z) + 3Λ′N) u′ (u′ − P˜ (z) + 3Λ′N) = Λ′N(P (z)− P˜ (z))2 , (2.7a)
(u′ − P (z) + 3Λ′N−2z2) u′ (u′ − P (−z) + 3Λ′N−2z2) = Λ′N−2z2(P (z)− P (−z))2 ,(2.7b)
(u′ − P (z)) u′ (u′ − P (−z)) =
Λ′N+2
z2
(P (z)− P (−z))2 . (2.7c)
In sec. 4, we will compare the matrix-model curves to the SW curves written in this form.
4Henceforth, for simplicity, we will set Λ˜′ = Λ′ in the U(N)×U(N) model.
5The form of the curve for U(N) with one antisymmetric hypermultiplet (2.7c) was first obtained in sec. 7
of ref. [29], where the connection to the Atiyah-Hitchin space (2.5c) was also discussed.
4
On the last two curves, the involution acts as z → −z, with u′ invariant. The invariance
of the curves under the involution means that the equations can be written in terms of u′
and z2. The actual SW curve (quotient by the involution) is thus a cover of the z2 plane.
The first curve (2.7a) is invariant under the interchange of the two gauge groups.
Were we to reverse the transformation, described in the last paragraph, from the curves
(2.1a)-(2.1c) to the ones in (2.7a)-(2.7c), we would obtain two solutions, due to the fact that
we squared both sides of an equation in one of the steps above. However, these two solutions
are related by the involution in cases (b) and (c). In case (a), the two solutions are related
by e′i ↔ e˜
′
i, i.e. P ↔ P˜ and so correspond to exchanging the two U(N) factors. Hence in all
cases the two solutions are physically equivalent.
When Λ′ → 0, the curves (2.7a)-(2.7c) are singular at the roots of P (z), P˜ (z) (or P (−z)),
and P (z) − P˜ (z) (or P (z) − P (−z)). (The discriminant has double zeros at those points.)
When Λ′ 6= 0, the surface is deformed such that the first two sets of singular points open up
into branch cuts, but the singularities at the points z where P (z) = P˜ (z) (or P (z) = P (−z))
remain6. One (important) exception occurs for the theory with antisymmetric matter, where
the singularity at z = 0 also opens up into a branch cut in the curve (2.7c). For the theory
with symmetric matter, z = 0 remains a singular point in the curve (2.7b).
3 Perturbative approach to the matrix model
As we discussed in [5] (see also [3]), the N = 2 gauge theory prepotential (in an instanton
expansion) may be determined using only matrix-model perturbation theory. In this ap-
proach, one adds to the N = 2 superpotential an additional piece which freezes the moduli
to a generic, but fixed, point on the Coulomb branch of the N = 2 theory, and breaks the
N = 2 supersymmetry down to N = 1. After the relevant quantities are computed, the
extra piece is removed, restoring N = 2 supersymmetry.
This approach was first explored in [3] where the gauge-coupling matrix τij was deter-
mined for U(2), and was extended to U(N) in [5] where, in particular, a proposal for how to
determine the relation between the quantum order parameters ai and their classical counter-
parts ei entirely within the context of matrix-model perturbation theory was put forward.
Using this proposal the prepotential F(a) was calculated to one-instanton level and was
shown to agree with the well-known result. In [7] the calculation was extended to include
matter in the fundamental representation, and in [9, 10] to SO/Sp gauge groups.
In this section, we extend this perturbative matrix-model method to new cases by calcu-
lating the one-instanton contribution to the N = 2 prepotential in the U(N)×U(N) gauge
theory with a bifundamental hypermultiplet, and the U(N) gauge theory with one symmetric
( ) or antisymmetric ( ) hypermultiplet. Besides the additional complication of dealing
with two-index matter, and the inclusion of diagrams with the topology of IRIP2 (for and
), there is one significant modification of the procedure developed in refs. [5, 7]: namely,
for the models with symmetric or antisymmetric matter, τij is no longer given simply by the
second derivative of the free energy [1] (see sec. 3.2.2). Moreover, in the matrix model for
the U(N) theory with antisymmetric matter, one is required to expand around a different
6This fact is important to get the genus counting to work, cf. sec. 4.
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vacuum than one would naively have anticipated (this may be related to the results in [22]).
Previously the one-instanton prepotential for these models has been obtained using M-
theory methods [31, 32, 33, 34, 35] (see also [37] for another approach).
3.1 U(N)×U(N) with a bifundamental hypermultiplet
Consider the N = 1 U(N)×U(N) supersymmetric gauge theory with the following matter
content: two chiral superfields φi
j , φ˜ı˜
˜ transforming in the adjoint representation of each of
the two factors of the gauge group, one chiral superfield bi
˜ transforming in the bifundamen-
tal representation ( , ), and one chiral superfield b˜ı˜
j transforming in the bifundamental
representation ( , ). The superpotential of this gauge theory is taken to be of the form7
W(φ, φ˜, b, b˜) = tr [W (φ)− W˜ (φ˜)− b˜ φ b+ b φ˜ b˜] , (3.1)
where W (φ) and W˜ (φ˜) are polynomials such that
W ′(z) = α
N∏
j=1
(z − ej), W˜
′(z) = α
N∏
j=1
(z − e˜j) . (3.2)
The superpotential (3.1) can be viewed as a deformation of an N = 2 theory, which is
recovered when α→ 0. At the end of our calculation we will take this limit thereby obtaining
results valid in the N = 2 theory.
The U(M)×U(M˜) matrix model associated with this gauge theory [2, 23, 24, 1] has
partition function8
Z =
1
vol G
∫
dΦdΦ˜ dB dB˜ exp
(
−
1
gs
tr
[
W (Φ)− W˜ (Φ˜)− B˜ΦB +BΦ˜B˜
])
, (3.3)
where Φ is an M×M matrix, Φ˜ is an M˜×M˜ matrix, B is an M×M˜ matrix, and B˜ is an
M˜×M matrix. In the perturbative approach, the matrix integral (3.3) is evaluated about
the following extremal point of the potential
Φ0 =


e11lM1 0 · · · 0
0 e21lM2 · · · 0
...
...
. . .
...
0 0 · · · eN1lMN

 , Φ˜0 =


e˜11lM˜1 0 · · · 0
0 e˜21lM˜2 · · · 0
...
...
. . .
...
0 0 · · · e˜N1lM˜N

 , B0 = B˜0 = 0,
(3.4)
where
∑
iMi = M and
∑
i M˜i = M˜ . This choice of vacuum breaks the U(M)×U(M˜)
symmetry to G =
∏N
i=1 U(Mi)×
∏N
i=1 U(M˜i). Writing Φ = Φ0+Ψ and Φ˜ = Φ˜0+Ψ˜, one finds
that the off-diagonal fields Ψij and Ψ˜ij (i 6= j) have vanishing contributions to the quadratic
part of the action; these fields are zero modes and correspond to gauge degrees of freedom
[3]. We fix the gauge Ψij = Ψ˜ij = 0 (i 6= j) and introduce Grassmann-odd ghost matrices,
7A mass term for the bifundamental fields, m tr(b˜ b), can be introduced by shifting φ → φ −m/2 (φ˜ →
φ˜+m/2) and ei → ei −m/2 (e˜i → e˜i +m/2).
8We use capital letters to denote matrix model quantities.
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exactly as in refs. [3, 5], to which we refer the reader for further details. The bifundamental
field B (not to be confused with the ghost field in refs. [3, 5]) can be written
B =


B11 B12 · · · B1N
B21 B22 · · · B2N
...
...
. . .
...
BN1 BN2 · · · BNN

 , (3.5)
where Bij is an Mi×M˜j matrix, and similarly for B˜. Expanding about the vacuum (3.4)
one finds (in the Ψij = Ψ˜ij = 0 (i 6= j) gauge)
tr
[
B˜ΦB −BΦ˜B˜
]
=
∑
i,j
(ei − e˜j)tr(B˜jiBij) +
∑
i,j
tr(B˜jiΨiiBij − BijΨ˜jjB˜ji) . (3.6)
Hence, the matrix integral over the quadratic action contains the ei-dependent contribution
from the bifundamental fields: ∏
i,j
(
1
ei − e˜j
)MiM˜j
(3.7)
and the trilinear pieces of (3.6) contribute B˜ΨB and BΨ˜B˜ vertices to the Feynman diagrams
(in addition to the vertices considered in ref. [5]).
We are interested in the planar limit of the matrix model, i.e. the limit in which gs → 0
and Mi, M˜i → ∞, keeping gsMi and gsM˜i fixed. The connected diagrams of the pertur-
bative expansion of logZ may be organized, using the standard double-line notation, in a
topological expansion characterized by the Euler characteristic χ of the surface in which the
diagram is embedded [38]
logZ =
∑
χ≤2
g−χs Fχ(S, S˜) where Si ≡ gsMi, S˜i ≡ gsM˜i , (3.8)
where χ = 2−2g with g the genus. In the planar limit, the leading contribution
Fs(S, S˜) ≡ Fχ=2(S, S˜) = g
2
s logZ
∣∣∣∣
sphere
(3.9)
comes from the connected diagrams that can be drawn on the sphere (χ = 2). We will need
the contributions to Fs(S, S˜) up to cubic order in S and S˜. The explicit formulæ can be
found in eqs. (B.1) and (B.2) in appendix B.
To relate the matrix model and its free energy to the N = 2 U(N)×U(N) gauge theory
broken to
∏
iU(Ni)×
∏
iU(N˜i), one introduces, following Dijkgraaf and Vafa,
Weff(S, S˜) = −
∑
i
Ni
∂
∂Si
Fs(S, S˜)−
∑
i
N˜i
∂
∂S˜i
Fs(S, S˜) (3.10)
where we have dropped terms linear in Si and S˜i. Since we are examining a generic point
on the Coulomb branch of the N = 2 theory, which breaks U(N)×U(N) to U(1)2N , we set
Ni = N˜i = 1. Next, one extremizes the effective superpotential with respect to Si and S˜i :
∂Weff(S, S˜)
∂Si
∣∣∣∣
Sj=〈Sj〉,S˜j=〈S˜j〉
= 0 ,
∂Weff(S, S˜)
∂S˜i
∣∣∣∣
Sj=〈Sj〉,S˜j=〈S˜j〉
= 0 . (3.11)
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The solutions for 〈Si〉, 〈S˜i〉 can be evaluated in an expansion in Λ. The lowest-order contri-
butions are
〈Si〉 =
αTi
Ri
ΛN , 〈S˜i〉 = −
αT˜i
R˜i
ΛN , (3.12)
where
Ti =
N∏
j=1
(ei − e˜j), T˜i =
N∏
j=1
(e˜i − ej), Ri =
∏
j 6=i
(ei − ej), R˜i =
∏
j 6=i
(e˜i − e˜j) (3.13)
and various constants have been absorbed into a redefinition of the cut-off Λ. In sec. 3.1.2,
we will also need the next-to-leading-order contributions; these are given in (B.3).
3.1.1 Relation between ai and ei
Before computing τij and the N = 2 prepotential, we must determine the relation between ei
and the periods ai of the SW differential. In ref. [5], we proposed a definition of ai within the
context of the perturbation expansion of the matrix model, without referring to the Seiberg-
Witten curve or differential. As in refs. [5, 7], ai and a˜i can be determined perturbatively
via (setting Ni = N˜i = 1)
ai = ei +

 N∑
j=1
∂
∂Sj
gs〈trΨii〉S2 +
N∑
j=1
∂
∂S˜j
gs〈trΨii〉S2


〈S〉,〈S˜〉
a˜i = e˜i +

 N∑
j=1
∂
∂S˜j
gs〈tr Ψ˜ii〉S2 +
N∑
j=1
∂
∂Sj
gs〈tr Ψ˜ii〉S2


〈S〉,〈S˜〉
(3.14)
where 〈trΨii〉S2 (〈tr Ψ˜ii〉S2) is obtained by calculating all connected planar tadpole diagrams
with an external Ψii (Ψ˜ii) leg that can be drawn on a sphere. In addition to the tadpole
diagrams discussed in ref. [5], there are diagrams with B, B˜ (bifundamental) loops. The
total contribution to the tadpole quadratic in S and S˜ is
〈tr Ψii〉S2 =
1
αgs

−∑
j 6=i
S2i
Rieij
+
∑
j 6=i
2
SiSj
Rieij
−
∑
j
SiS˜j
Rihij


〈tr Ψ˜ii〉S2 = −
1
αgs

−∑
j 6=i
S˜2i
R˜ie˜ij
+
∑
j 6=i
2
S˜iS˜j
R˜ie˜ij
−
∑
j
S˜iSj
R˜ih˜ij

 (3.15)
where eij = ei − ej , hij = ei − e˜j and h˜ij = e˜i − ej = −hji. Inserting these results into
eq. (3.14), and evaluating the resulting expression using eq. (3.12), one finds
ai = ei + Λ
N

 2
Ri
∑
j 6=i
Tj
Rjeij
+
1
Ri
∑
j
T˜j
R˜jhij
−
Ti
R2i
∑
j
1
hij

+O(Λ2N )
a˜i = e˜i + Λ
N

 2
R˜i
∑
j 6=i
T˜j
R˜j e˜ij
+
1
R˜i
∑
j
Tj
Rj h˜ij
−
T˜i
R˜2i
∑
j
1
h˜ij

+O(Λ2N ) . (3.16)
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By using [
W˜ ′(z)
W ′(z)
− 1
]
=
∑
i
Ti
Ri(z − ei)
,
[
W ′(z)
W˜ ′(z)
− 1
]
=
∑
i
T˜i
R˜i(z − e˜i)
(3.17)
one may show that
∑
j 6=i
Tj
Rjeij
=
Ti
Ri

−∑
j 6=i
1
eij
+
∑
j
1
hij
− 1

 , ∑
j
T˜j
R˜jhij
= −1 (3.18)
so that eq. (3.16) may be rewritten9
ai = ei + Λ
N

−2Ti
R2i
∑
j 6=i
1
eij
+
Ti
R2i
∑
j
1
hij
−
3
Ri

+O(Λ2N) (3.19)
and similarly for a˜i. We cannot yet compare this expression with the SW result obtained in
[33], because the relation between the roots ei of W
′(z) and the roots e′i of P (z) (cf. (2.1a))
has not yet been determined. This will be done in sec. 4.1.1.
3.1.2 Perturbative calculation of τij
Following Dijkgraaf and Vafa, the gauge coupling matrix τij is related to the planar free
energy Fs of the matrix model by
τij =
1
2pii
∂2Fs
∂Si∂Sj
∣∣∣∣
〈S〉,〈S˜〉
, τi˜ =
1
2pii
∂2Fs
∂Si∂S˜j
∣∣∣∣
〈S〉,〈S˜〉
, τı˜˜ =
1
2pii
∂2Fs
∂S˜i∂S˜j
∣∣∣∣
〈S〉,〈S˜〉
. (3.20)
We may calculate these expressions perturbatively using eqs. (B.1), (B.2), and (B.3), and
finally, use eq. (3.16) to re-express the entire expression in terms of ai rather than ei. The
resulting perturbative and one-instanton contributions to the gauge coupling matrix are
given in eqs. (B.5)–(B.7) in appendix B. One may verify that (B.5)–(B.7) can be written as
τij =
∂2F(a, a˜)
∂ai∂aj
, τi˜ =
∂2F(a, a˜)
∂ai∂a˜j
, τı˜˜ =
∂2F(a, a˜)
∂a˜i∂a˜j
(3.21)
with (up to a quadratic polynomial)
2piiF(a, a˜) = −1
4
∑
i
∑
j 6=i
(ai − aj)
2 log
(
ai − aj
Λ
)2
− 1
4
∑
i
∑
j 6=i
(a˜i − a˜j)
2 log
(
a˜i − a˜j
Λ
)2
+1
4
∑
i,j
(ai − a˜j)
2 log
(
ai − a˜j
Λ
)2
+ ΛN
∑
j

 Tj
R2j
+
T˜j
R˜2j

+O(Λ2N) . (3.22)
which agrees perfectly with (version 2 of) ref. [33].
9In previous work [5, 7] we used similar identities at intermediate stages of the calculations. However, in
the calculation of the N = 2 prepotential, it is more efficient to work with the expressions that come naturally
out of the matrix-model calculation. To compare with results obtained using M-theory at intermediate stages,
identities generally have to be used (as we did to obtain (3.19)).
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3.2 U(N) with or
Consider the N = 1 U(N) supersymmetric gauge theory with one chiral superfield φi
j trans-
forming in the adjoint representation of the gauge group, one chiral superfield xij trans-
forming in either the symmetric ( ) or the antisymmetric ( ) representation, and one
chiral superfield x˜ij transforming in the conjugate representation. We treat the cases of the
symmetric and antisymmetric representations simultaneously by assuming that x, x˜ satisfy
xT = βx and x˜T = βx˜, where β = 1 for the symmetric representation and β = −1 for the
antisymmetric representation. The superpotential of the gauge theory is taken to be of the
form10
W(φ, x, x˜) = tr[W (φ)− x˜ φ x] , (3.23)
where W (φ) is a polynomial such that W ′(z) = α
∏N
i=1(z − ei). This superpotential can be
viewed as a deformation of an N = 2 theory, which is recovered when α → 0, restoring
N = 2 supersymmetry.
As discussed in [25] there are several classical ground states of the superpotential (3.23).
One such ground state is φ = ei1l and x = x˜ = 0. Another one is φ = 0, x = E and
x˜ = W ′(0)E−1, where E = 1l for and E = J for , where J is the usual Sp-unit.
There are also additional ground states as discussed in [25], but these will play no role in our
discussion. (Similar extra vacua are also present [39, 23] in the U(N)×U(N) theory discussed
above.) A more general vacuum is obtained by combining the above possibilities. In a block-
diagonal basis, one ground state is φ = diag(0N0 , e11lN1 , . . . , ek1lNk), with N = N0 +
∑k
i=1Ni
(where N0 is even for ) and x and x˜ have vanishing entries except for the N0×N0 blocks
x00 = E, x˜00 =W
′(0)E−1. Such a vacuum breaks U(N) down to [25] SO(N0)×
∏
iU(Ni) for
or Sp(N0)×
∏
iU(Ni) for .
We want to freeze the N = 2 moduli to a generic, but fixed, point on the Coulomb branch
of the N = 2 theory. This is accomplished by breaking U(N) down to U(1)N , i.e. choosing
Ni = 1 and N0 = 0.
The U(M) matrix model associated with this gauge theory [25, 1] has partition function11
Z =
1
vol G
∫
dΦdX dX˜ exp
(
−
1
gs
tr
[
W (Φ)− X˜ΦX
])
, (3.24)
where XT = βX and X˜T = βX˜ . In the perturbative approach, the matrix integral (3.24) is
evaluated about an extremal point of W(Φ, X, X˜).
Based on previous experience, it would seem natural to expand around a matrix-model
vacuum similar to the gauge theory vacuum but with Ni = 1 and N0 = 0 replaced by Mi
and M0 such that Mi 6= 0 and M0 = 0. This will indeed turn out to be the right procedure
for the U(N) + theory. However, as we will see, it is not the right procedure for the
U(N)+ theory. Instead, for this theory, we will take M0 6= 0 (in fact we will take the limit
M0 → ∞, with gsM0 finite), even though N0 = 0. We do not have an a priori reason for
10A mass term m tr(x˜ x) for the matter hypermultiplet can be introduced by shifting φ → φ − m and
ei → ei −m.
11As in the previous section, we use capital letters to denote matrix model quantities. All matrix indices
run over M values.
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making this choice of vacuum. If one does not include the extraM0×M0 block for the matrix
model corresponding to the U(N) + theory, one still gets an (apparently) self-consistent
result, but one which does not agree with the prepotential, SW curve, or SW differential
derived from M-theory [29, 31, 37] (which have passed several consistency tests). Only if one
includes the extra block does one get a result that is in agreement with previous results.12
We will decompose all matrices Υ as
Υ =


Υ00 Υ01 · · · Υ0N
Υ10 Υ11 · · · Υ1N
...
...
. . .
...
ΥN0 ΥN1 · · · ΥNN

 , (3.25)
where Υij is an Mi×Mj matrix, Υi0 is an Mi×M0 matrix, Υ00 is an M0×M0 matrix (where
M0 is even for ). Throughout we use i, j = 1, . . . , N , displaying the index-0 terms explicitly.
We evaluate the matrix integral (3.24) about the following extremal point ofW (Φ, X, X˜)
Φ0 =


0M0 0 · · · 0
0 e11lM1 · · · 0
...
...
. . .
...
0 0 · · · eN1lMN

 , (3.26)
and
X0 =


E 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 , X˜0 = W ′(0)


E−1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 , (3.27)
where M0 +
∑N
i=1Mi = M , and as before E = 1lM0 for , and E = J for , where J is
the antisymmetric Sp(M0) unit. This choice of vacuum breaks the U(M) symmetry to [25]
G = SO(M0)×
∏N
i=1 U(Mi) for , and G = Sp(M0)×
∏N
i=1 U(Mi) for .
The potential in (3.24) is invariant under the gauge symmetry
δΦ = [ξ,Φ] , δX = ξX +XξT , δX˜ = −ξT X˜ − X˜ξ . (3.28)
Writing Φ = Φ0 + Ψ and X = X0 + Y , we fix the gauge Ψij = 0 (i 6= j), Ψ0i = 0, Ψi0 = 0,
Y00 = 0. Following [25] we use the BRST approach and introduce the gauge-fixing fermion
Θ =
∑
i 6=j
tr(C¯ijΦji) +
∑
i
tr(C¯i0Φ0i) +
∑
i
tr(C¯0iΦi0) + tr(C¯00[X00 −E]) (3.29)
where the C¯’s are Grassmann-odd. The relevant BRST transformations are [25]
sΦ = [C,Φ] , sX = CX +XCT , s C¯ = D (3.30)
12Added in v4: Although the choice of vacuum appears ad hoc within the purely perturbative framework,
it is quite likely that the vacuum is uniquely determined through the exact determination of the curve via
Abel’s theorem (method II in section 4.2.2 of this paper), or equivalently, through the condition that all the
periods of T (z) are integer-valued [40]. See refs. [41] and [42] for the use of the latter criterion to determine
the vacua in related theories. (The M0 ×M0 block must be included whenever an additional cut opens up
in the algebraic curve around z = 0.)
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where C and D are Grassmann-odd matrices. The gauge-fixing action Sgf = sΘ becomes,
after using (3.30) and integrating out theD’s which act as Lagrange multipliers implementing
the gauge choice13
∑
i 6=j
tr(C¯ij[CjiΦii − ΦjjCji]) +
∑
i
tr(C¯i0[C0iΦii − Φ00C0i]) +
∑
i
tr(C¯0i[Ci0Φ00 − ΦiiCi0])
+ tr(C¯00[C00E + EC
T
00]) +
∑
i
tr(C¯00[C0iYi0 + Y0iC
T
i0]) (3.31)
Expanding about the vacuum (3.26), (3.27) using the above gauge one finds (in addition
to the quadratic terms in eq. (3.31)) the quadratic part of the action
tr[W (Φ)− X˜ΦX ] = 1
2
α
N∑
i=1
Ritr(Ψ
2
ii) +
1
2
αR0tr(Ψ
2
00)− tr(Y˜00Ψ00E) (3.32)
−
N∑
i=1
eitr(Y˜0iYi0)−
N∑
i=1
eitr
(
Y˜iiYii
)
−
∑
i<j
(ei + ej)tr(Y˜jiYij) + · · ·
where
Ri =
∏
j 6=i
(ei − ej), R0 =
W ′′(0)
α
= −
∏
i
(−ei)
∑
j
1
ej
. (3.33)
From this we see [25] that the antisymmetric matrix Y˜00 acts as a Lagrange multiplier
implementing the constraint Ψ00E + β(Ψ00E)
T = Ψ00E + EΨ
T
00 = 0, i.e. Ψ00 ∈ so(M0) for
and Ψ00 ∈ sp(M0) for .
The matrix integral over the quadratic action contains the ei-dependent contributions
(
1
R0
)1
4
M2
0
−
1
4
βM0 ∏
i

( 1
Ri
)1
2
M2
i
(
1
ei
)1
2
Mi(Mi+β)
(ei)
M0Mi

∏
i<j

(ei − ej)2MiMj
(
1
ei + ej
)MiMj .
(3.34)
The following terms in the action (in addition to those considered in ref. [5] and the trilinear
terms in eq. (3.31)) contribute cubic vertices to the Feynman diagrams:
−
N∑
i=1
[
tr
(
Y˜i0Ψ00Y0i
)
+ tr
(
Y˜0iΨiiYi0
)
+ tr
(
Y˜iiΨiiYii
)]
−
∑
i<j
tr(Y˜jiΨiiYij + Y˜ijΨjjYji) . (3.35)
We are interested in the planar limit of the matrix model, i.e. the limit in which gs → 0 and
Mi,M0 → ∞, keeping gsMi, gsM0 fixed. The connected diagrams of the perturbative ex-
pansion of logZ may be organized, using the standard double-line notation, in a topological
expansion characterized by the Euler characteristic χ of the surface in which the diagram is
embedded [38]
logZ =
∑
χ≤2
g−χs Fχ(S, S¯) (3.36)
where χ = 2−2g−q with g the genus (number of handles) and q the number of crosscaps. In
the Feynman diagrams, we generally replace gsMi by Si and gsM0 by S0, but for the inner
13In refs. [3, 5] the notation B, C was used for the ghost fields instead of C¯ and C.
12
index-loop of an Xij, X˜ij loop we write gsMi = S¯i since the arrow on the inner index-loop
runs parallel to the outer index-loop, opposite to the direction in which it would run for
the adjoint representation This will be important when (but not until) we calculate τij in
sec. 3.2.2.
In the planar limit, the leading contribution to the matrix integral comes from the planar
diagrams that can be drawn on the sphere (χ = 2),
Fs(S, S¯) ≡ Fχ=2(S, S¯) = g
2
s logZ
∣∣∣∣
sphere
(3.37)
The subleading contribution comes from planar diagrams that can be drawn on IRIP2, which
is a sphere with one cross-cap inserted (χ = 1)
Frp(S) ≡ Fχ=1(S) = gs logZ
∣∣∣∣
IRIP2
(3.38)
To evaluate the (1/vol G) prefactor in (3.24) we need (see e.g. [43, 44, 25])
log vol(SO(M0)) = −
1
4
M20 logM0 +
1
4
M0 logM0 + . . .
log vol(Sp(M0)) = −
1
4
M20 logM0 −
1
4
M0 logM0 + . . . (3.39)
log vol(U(Mi)) = −
1
2
M2i logMi + . . .
These results together with the integration over the quadratic fields of the matrix-model
partition function yields (up to an ei-independent quadratic monomial in the S’s)
Fs(S, S¯) = −
N∑
i=1
SiW (ei) +
1
2
N∑
i=1
S2i log
(
Si
αRiΛ2
)
+
N∑
i=1
∑
j 6=i
SiSj log
(
eij
Λ
)
+
− 1
2
N∑
i=1
SiS¯i log
(
ei
Λ
)
− 1
2
N∑
i=1
∑
j 6=i
SiS¯j log
(
gij
Λ
)
+
N∑
i=1
S0Si log
(
ei
Λ
)
+ 1
4
S20 log
(
S0
αR0Λ2
)
+
∑
n≥3
F (n)s (S, S¯) (3.40)
where eij = ei − ej and gij = ei + ej . The term F (n)s (S, S¯) is an nth order polynomial in Si
and S¯i arising from planar loop diagrams built from the interaction vertices. We will also
need the cubic contribution F (3)s (S, S¯); the explicit expression can be found in eq. (B.8) in
appendix B.
Next we turn to the sub-leading contributions to the free energy. From eqs. (3.31), (3.32),
(3.39) one finds (up to an ei-independent part linear in Si)
14
Frp(S) = −
1
2
β
N∑
i=1
Si log
(
ei
Λ
)
− 1
4
βS0 log
(
S0
αR0Λ2
)
+
∑
n≥2
F (n)rp (S) (3.41)
14 We note that the sphere and IRIP2 contributions to the free energy obey the relation [45, 44, 46]
Frp(S) = −
β
2
∂
∂S0
Fs(S, S).
13
where F (n)rp (S) is an nth order polynomial in Si arising from planar diagrams, built from the
interaction vertices, that can be drawn on IRIP2. We will need the quadratic contribution
F (2)rp (S); the explicit expression is given in (B.9).
To relate the matrix model to the N = 2 U(N) gauge theory broken to
∏
iU(Ni), one
sets S¯ = S in the matrix-model free energy [1] and introduces [45, 44, 46, 25, 1, 19]
Weff(S) = −
∑
i
Ni
∂
∂Si
Fs(S, S)−N0
∂
∂S0
Fs(S, S)− 4Frp(S) (3.42)
where we have dropped terms linear in Si. Since we are examining a generic point on the
Coulomb branch of the N = 2 theory, which breaks U(N) to U(1)N , we set Ni = 1 and
N0 = 0. Next, one extremizes the effective superpotential to obtain 〈Si〉 and 〈S0〉:
∂Weff(S)
∂Si
∣∣∣∣
Sj=〈Sj〉,S0=〈S0〉
= 0 ,
∂Weff(S)
∂S0
∣∣∣∣
Sj=〈Sj〉,S0=〈S0〉
= 0 . (3.43)
The solution for 〈Si〉 and 〈S0〉 can be evaluated in an expansion in Λ. The lowest-order
contribution is
〈Si〉 =
αGi
Ri
ΛN−2β, Gi = e
2β
i
∏
j
(ei + ej), Ri =
∏
j 6=i
(ei − ej) (3.44)
and
〈S0〉 = −α(−1)
NΛ−βN+2W ′′(0)
(
W ′(0)
2
)β
(3.45)
and constants have been absorbed into a redefinition of the cut-off Λ. The next-to-leading
contribution, which will be needed in sec. 3.2.2, is given in (B.10).
Now for , 〈S0〉 and 〈Si〉 are both O(ΛN+2) and therefore both need to be included in
a perturbative computation to this order. For , however, 〈S0〉 is inversely proportional
to Λ, which seems to indicate some inconsistency in perturbing about the vacuum (3.26),
(3.27) when β = 1. Therefore, in the case, we will simply expand around the vacuum
with M0 = 0 instead; equivalently, we will use
〈S0〉 = 2α δβ,−1Λ
N+2(−1)N
∑
j
1
ej
(3.46)
in all expressions below.
3.2.1 Relation between ai and ei
Before computing τij and the N = 2 prepotential, we must determine the relation between
ai and ei. As in refs. [5, 7], ai can be determined perturbatively via (setting Ni = 1 and
N0 = 0)
ai = ei +

 N∑
j=1
∂
∂Sj
gs〈trΨii〉S2 + 4〈trΨii〉IRIP2


〈S〉
(3.47)
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where 〈trΨii〉S2 is obtained by calculating all connected planar tadpole diagrams with an
external Ψii leg that can be drawn on a sphere, and 〈trΨii〉IRIP2 is obtained by computing
all connected planar tadpole diagrams with an external Ψii leg that can be drawn on IRIP
2.
(The factor of 4 in eq. (3.47) arises from the corresponding factor in Weff (3.42), using the
arguments in ref. [5].) The total contribution to the tadpole on the sphere quadratic in Si is
〈trΨii〉S2 =
1
αgs

−∑
j 6=i
S2i
Rieij
+
∑
j 6=i
2
SiSj
Rieij
−
∑
j
SiSj
Rigij
+
S0Si
Riei

 . (3.48)
and contribution to the tadpole on IRIP2 linear in Si is
〈trΨii〉IRIP2 = −
β
α
Si
2Riei
. (3.49)
Inserting these results into eq. (3.47), and evaluating the resulting expression using eqs. (3.44)
and (3.46), one finds
ai = ei + Λ
N−2β

 2
Ri
∑
j 6=i
Gj
Rjeij
−
1
Ri
∑
j
Gj
Rjgij
−
Gi
R2i
∑
j
1
gij
−
2βGi
R2i ei


+δβ,−1Λ
N+22(−)
N
Riei
∑
j
1
ej
. (3.50)
To compare these results with those found using SW theory, we must consider the symmetric
and antisymmetric cases separately.
(i) U(N) + (β = 1)
Consider the function
g(z) = z2
N∏
j=1
(
z + ej
z − ej
)
− z2 − 2σ1z − 2σ
2
1 (3.51)
where σ1 =
∑N
i=1 ei, and the last three terms remove the non-negative powers of the Laurent
expansion of g(z). The function g(z) has only simple poles at z = ei and so can be written
in terms of its residues as, cf. (3.44),
g(z) =
∑
i
Gi
Ri(z − ei)
. (3.52)
Using eqs. (3.51) and (3.52), one may show that
∑
j 6=i
Gj
Rjeij
=
Gi
Ri

−∑
j 6=i
1
eij
+
∑
j
1
gij
+
2
ei

− e2i − 2σ1ei − 2σ21 ,
∑
j
Gj
Rjgij
= e2i − 2σ1ei + 2σ
2
1 , (3.53)
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so that using eq. (3.50) we get
ai = ei+
ΛN−2
Ri
[
−3e2i − 2σ1ei − 6σ
2
1
]
+ΛN−2
Gi
R2i

−∑
j 6=i
2
eij
+
∑
j
1
gij
+
2
ei

+O(Λ2N−4) (3.54)
After determining, in sec. 4.2.1, the relation between the roots ei of W
′(z) and the roots e′i
of P (z) in (2.1b), we will be able to compare this result with that obtained from SW theory.
(ii) U(N) + (β = −1)
Consider the function
h(z) = (−1)N
W ′(−z)
W ′(z)
=
N∏
j=1
(
z + ej
z − ej
)
. (3.55)
Now h(z)/z2 has a double pole at z = 0, which we may remove by writing
H(z) =
h(z)− h(0)− zh′(0)
z2
=
(−1)N
z2
[
W ′(−z)
W ′(z)
− 1− 2z
N∑
i=1
1
ei
]
. (3.56)
The function H(z) has only simple poles at z = ei and so may be written
H(z) =
∑
i
Gi
Ri(z − ei)
. (3.57)
Using eqs. (3.56) and (3.57), one may show that
∑
j 6=i
Gj
Rjeij
=
Gi
Ri

−∑
j 6=i
1
eij
+
∑
j
1
gij
−
2
ei

− (−)N
e2i

1 + 2ei∑
j
1
ej

 ,
∑
j
Gj
Rjgij
=
(−)N
e2i

1− 2ei∑
j
1
ej

 , (3.58)
so that using eq. (3.50) we get
ai = ei −
3(−)NΛN+2
Rie
2
i
+ ΛN+2
Gi
R2i

−∑
j 6=i
2
eij
+
∑
j
1
gij
−
2
ei

+O(Λ2N+4) . (3.59)
This equation, obtained entirely using matrix model methods, precisely agrees (after letting
Λ = −Λ′, cf. eq. (4.43)), with eq. (4.2) in ref. [31], obtained using the Seiberg-Witten
procedure, because, as we will see in sec. 4.2.1, the roots ei of W
′(z) and the roots e′i of P (z)
in (2.1c) coincide to this order in Λ.
3.2.2 Perturbative calculation of τij
For these models, in contrast to models containing only adjoint and fundamental represen-
tations [15, 13] or bifundamental representations (sec. 3.1), the gauge coupling matrix τij is
not given by the second derivative of the planar free energy Fs of the matrix model:
τij 6=
1
2pii
∂2Fs
∂Si∂Sj
∣∣∣∣
Sk=〈Sk〉
. (3.60)
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Nevertheless, using a diagrammatic argument, a perturbative prescription for τij can be
given [1]
τij =
1
2pii
(
∂
∂Si
−
∂
∂S¯i
)(
∂
∂Sj
−
∂
∂S¯j
)
Fs(S, S¯)
∣∣∣∣
Sk=S¯k=〈Sk〉
(3.61)
(It is unclear what, if any, the physical meaning of derivatives w.r.t. S0 is.)
In appendix B we evaluate the expression (3.61) perturbatively up to one-instanton order,
expressing the result in terms of ai rather than ei. The result can be written as τij =
∂2F(a)/∂ai∂aj with (up to a quadratic polynomial)
2piiF(a) = −1
4
∑
i
∑
j 6=i
(ai − aj)
2 log
(
ai − aj
Λ
)2
+ 1
8
∑
i
∑
j 6=i
(ai + aj)
2 log
(
ai + aj
Λ
)2
(3.62)
+1
2
(1 + β)
∑
i
a2i log
(
ai
Λ
)2
+ ΛN−2β
[∑
i
Gi
R2i
−
2δβ,−1∏
i ai
]
+O(Λ2N−4β) .
Later (cf. eqs. (4.37, 4.43)) we will see that Λ = −Λ′, where Λ′ is the quantum scale used in
the M-theory curves (2.1b,2.1c). Taking this into account, eq. (3.62) precisely agrees with
the calculations of the prepotential in refs. [31, 32] which utilize the SW curves for these
theories derived from M-theory [29].
4 Cubic matrix-model curves
In this section we study the algebraic curves that arise from the planar solution of the
matrix models and show how to obtain from these the SW curves of the N = 2 gauge
theories discussed in sec. 2.
4.1 U(M)×U(M˜) matrix model with bifundamental matter
The large-M planar solution of the U(M)×U(M˜) matrix model described in sec. 3.1 was
discussed in [24, 1] (several of the results can also be found in [47, 2, 23]). In this approach,
one defines the resolvents
ω(z) = gs
〈
tr
(
1
z − Φ
)〉
= gs
∞∑
n=0
z−n−1〈trΦn〉 , ω˜(z) = gs
〈
tr
(
1
z − Φ˜
)〉
= gs
∞∑
n=0
z−n−1〈tr Φ˜n〉
(4.1)
where matrix-model expectation values are defined via〈
O(Φ, Φ˜, B, B˜)
〉
≡
1
Z
∫
dΦdΦ˜ dB dB˜O(Φ, Φ˜, B, B˜) e−
1
gs
tr[W (Φ)−W˜ (Φ˜)−B˜ΦB+BΦ˜B˜] . (4.2)
It may be shown that
u1(z) = −ω(z) +W
′(z) , u2(z) = ω(z)− ω˜(z) , u3(z) = ω˜(z) + W˜
′(z) (4.3)
(where ω(z) is the leading (sphere) part of the resolvent) are the values of a variable u on
the three sheets of a Riemann surface defined by15
(u−W ′(z)) u (u− W˜ ′(z)) = r1(z) u− t1(z) . (4.4)
15This equation may be obtained e.g. from eq. (2.22) in ref. [1] by redefining u→ −u+ 1
3
(W ′(z) + W˜ ′(z))
and setting t1(z) = s1(z) +
1
3
(W ′(z) + W˜ ′(z))r1(z)
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The coefficients of the cubic curve (4.4) are given by [24, 1]
r1(z) = −gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
+ gs
〈
tr
(
W˜ ′(z)− W˜ ′(Φ˜)
z − Φ˜
)〉
(4.5)
and
t1(z) = −gs W˜
′(z)
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
+ gsW
′(z)
〈
tr
(
W˜ ′(z)− W˜ ′(Φ˜)
z − Φ˜
)〉
− g2s
〈
tr
[
d
dΦ
(
W ′(z)−W ′(Φ)
z − Φ
)]〉
− g2s
〈
tr
[
d
dΦ˜
(
W˜ ′(z)− W˜ ′(Φ˜)
z − Φ˜
)]〉
+ gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
W ′(Φ)
)〉
− gs
〈
tr
(
W˜ ′(z)− W˜ ′(Φ˜)
z − Φ˜
W˜ ′(Φ˜)
)〉
(4.6)
from which one can see, using eq. (3.2), that r1(z) and t1(z) are polynomials of degree at most
N−1 and 2N−1, respectively, whose coefficients depend on the vevs 〈tr(Φk)〉 and 〈tr(Φ˜k)〉
with k ≤ 2N−1. At this point these vevs, and therefore r1(z) and t1(z), are undetermined.
We would now like to connect the above general curve to the cubic Seiberg-Witten curve
(2.7a) for the N = 2 theory. We will discuss two methods.
4.1.1 Method I: perturbative determination of the curve
The planar solution to the matrix model yields a curve (4.4) dependent on arbitrary poly-
nomials r1(z) and t1(z). As we saw above, the coefficients of these polynomials depend on
〈tr(Φk)〉 and 〈tr(Φ˜k)〉, which at this stage are arbitrary. An additional condition is necessary
to fix these polynomials, namely, the extremization ofWeff . This will determine 〈tr(Φk)〉 and
〈tr(Φ˜k)〉, and thus lead to a specific form of the cubic curve. Only then can the matrix-model
curve be compared with the Seiberg-Witten curve obtained from M-theory (see section 2).
One method of using the extremization of Weff to determine the curve employs Abel’s
theorem, and was described in section 7 of ref. [7] (see also [4, 9]). This approach will be
discussed below in subsection 4.1.2.
However, the method using Abel’s theorem is difficult to apply in some cases, so in this
section we will present an alternative approach that is more straightforward to implement.
This method is to evaluate 〈tr(Φn)〉 perturbatively in powers of Λ, and use the result to
determine r1(z) and t1(z), and therefore the form of the cubic curve, order-by-order in
perturbation theory. Although this method does not yield the exact form of the curve, it is
a quick and efficient way of determining the form of the curve to lowest order in Λ.
Expanding Φ = Φ0+Ψ, where Φ0 is given by (3.4) one easily sees that to lowest order in
perturbation theory the matrix model expectation values gs〈tr(Φn)〉 are given by
∑
i〈Si〉 e
n
i .
Thus, writing
W ′(z)−W ′(Φ)
z − Φ
=
N−1∑
n=0
cn(z)Φ
n (4.7)
and using W ′(ei) = 0, we have
gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
=
∑
n
cn(z)gs〈tr(Φ
n)〉 =
∑
i
〈Si〉
∑
n
cn(z)e
n
i =W
′(z)
∑
i
〈Si〉
z − ei
(4.8)
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where the second equality only holds to lowest order. If one is only interested in the lowest-
order contribution, one can drop the last four terms in t1(z) (4.6). (The terms on the second
line of (4.6) are double-trace terms; since they contain products of at least two S’s, they are
at least second order in ΛN . The terms on the last line of (4.6) vanish to lowest order since
W ′(ei) = W˜
′(e˜i) = 0.) Using (4.8), one finds (to lowest order)
r1(z) = −W
′(z)
∑
i
〈Si〉
z − ei
+ W˜ ′(z)
∑
i
〈S˜i〉
z − e˜i
,
t1(z) = −W˜
′(z)W ′(z)
∑
i
〈Si〉
z − ei
+W ′(z)W˜ ′(z)
∑
i
〈S˜i〉
z − e˜i
. (4.9)
Using eq. (3.12) we find, again to lowest order,
∑
i
〈Si〉
z − ei
= αΛN
∑
i
Ti
Ri(z − ei)
,
∑
i
〈S˜i〉
z − e˜i
= −αΛN
∑
i
T˜i
R˜i(z − e˜i)
. (4.10)
Inserting eq. (4.10) into eq. (4.9) and using eq. (3.17), one obtains
r1(z) = 0 +O(Λ
2N), t1(z) = −αΛ
N
[
W ′(z)− W˜ ′(z)
]2
+O(Λ2N) (4.11)
hence the matrix model curve is (to first order in ΛN)
(u−W ′(z)) u (u− W˜ ′(z)) = αΛN
[
W ′(z)− W˜ ′(z)
]2
+O(Λ2N) (4.12)
This curve is identical to the (transformed) M-theory curve (2.7a) provided that
W ′(z) = α
(
P (z)− 3Λ′N
)
, u = αu′
W˜ ′(z) = α
(
P˜ (z)− 3Λ′N
)
, Λ = Λ′ (4.13)
In summary, the matrix model curve (4.4), together with the extremization of Weff , which
gives (3.12) and therefore (4.11), leads to the U(N)×U(N) SW curve (2.7a).
The relation (4.13) implies that the roots of the polynomial P (z) =
∏N
i=1(z − e
′
i) in the
SW curve (2.1a) and the roots ei of the derivative of the matrix model potential W
′(z) =
α
∏N
i=1(z − ei) are equivalent classically, but differ by
e′i = ei −
3ΛN
Ri
+O(Λ2N) (4.14)
to first order in ΛN , and analogously for e˜i and e˜
′
i. This just amounts to a redefinition of
the moduli ei and e˜i. In sec. 3.1 we determined the relation (3.19) between the SW periods
ai and ei. Combining (3.19) and (4.14) allows us to write
ai = e
′
i + Λ
′N Ti
R2i

−∑
j 6=i
1
eij
+
∑
j
1
hij

+O(Λ′ 2N) (4.15)
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(and a similar relation between a˜i and e˜
′
i). This results precisely agrees with eq. (17) of
ref. [33], obtained using the Seiberg-Witten procedure.
The fact that the first-order curve (4.12) precisely agrees with the M-theory curve (2.7a)
(which is believed to be the exact answer) points to the existence of a non-renormalization
theorem in the matrix model (which we have not proven). As shown in appendix A, a similar
result holds for U(N) with Nf fundamentals when Nf < N (but not when Nf ≥ N). Thus
in some cases (but not always) the perturbative method described above actually gives exact
results.
4.1.2 Method II: exact determination of the curve via Abel’s theorem
In this section, we will follow the strategy of [7] and discuss, using the saddle-point solution,
the condition on the matrix-model curve imposed by extremizing Weff .
The cubic curve (4.4) with the right-hand side set to zero is a singular curve with sin-
gularities at z = ei (the roots of W
′(z)), at z = e˜i (the roots of W˜
′(z)), and at the roots of
W ′(z) − W˜ ′(z). Turning on the right-hand side generically deforms the curve into a three-
sheeted Riemann surface with (square-root) branch cuts between sheets one and two located
near ei, branch cuts between sheets two and three located near e˜i, and branch cuts between
sheets one and three located near the roots of W ′(z) − W˜ ′(z) (see, e.g., [23] for a picture
of the cut structure of this curve). This generic Riemann surface has genus 3N − 2. If,
however, the last described set of cuts does not open up, the curve remains singular, having
(geometric) genus 2N − 2. (This is in fact the case for the SW curve (2.7a), agreeing with
the fact that the N = 2 moduli space is 2(N − 1)-dimensional.)
To impose the extremization of Weff on the matrix model curve (4.4), we begin by ex-
pressing the leading (sphere) part of the free-energy of the matrix model in an eigenvalue
basis as (cf. [23])
Fs =
∫
dλ dλ′ [ρ(λ)ρ(λ′) log(λ− λ′) + ρ˜(λ)ρ˜(λ′) log(λ− λ′)− ρ(λ)ρ˜(λ′) log(λ− λ′)]
−
∫
dλ [ρ(λ)W (λ)− ρ˜(λ)W˜ (λ)] (4.16)
where ρ(λ) and ρ˜(λ) are the densities of eigenvalues
ρ(λ) = gs
∑
i
δ(λ− λi) , ρ˜(λ) = gs
∑
i
δ(λ− λ˜i) (4.17)
(normalized as
∫
dλ ρ(λ) = gsM = S and
∫
dλ ρ˜(λ) = gsM˜ = S˜), which are related to the
resolvents (4.1) via
ω(z) =
∫
dλ
ρ(λ)
z − λ
, ω˜(z) =
∫
dλ
ρ˜(λ)
z − λ
. (4.18)
Next we define16
Si = −
1
2pii
∮
Ai
u(z) dz, S˜i =
1
2pii
∮
A˜i
u(z) dz (4.19)
16In general there are also corresponding S’s for the cuts connecting sheets one and three (see [23] for a
discussion). However, these will not affect our discussion so we will suppress them.
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where Ai and A˜i denote contours around the branch cuts near ei and e˜i on sheets one and
three respectively. Using (4.3) and (4.18) one can show that Si and S˜i are the integrated
densities of eigenvalues along the cuts near ei and e˜i. (Thus the definition (4.19) is consistent
with the perturbative definition Si = gsMi, S˜i = gsM˜i.) Variations in Si and S˜i can be
implemented [48, 7] by varying the densities δρ(λ) = δSi δ(λ− ei) and δρ˜(λ) = δS˜i δ(λ− e˜i),
with ei and e˜i denoting any point along the branch cuts (cf. [40] for an alternative approach).
Specifically, (up to terms which will not affect our discussion; see [40] for a discussion of such
terms)
∂Fs
∂Si
= −W (ei) +
∫
dλ[2ρ(λ) log(λ− ei)− ρ˜(λ) log(λ− ei)]
=
∫ I
ei
dzW ′(z) +
∫
dλ
[
−2ρ(λ)
∫ I
ei
dz
1
z − λ
+ ρ˜(λ)
∫ I
ei
dz
1
z − λ
]
=
∫ I
ei
dz [W ′(z)− 2ω(z) + ω˜(z)] =
∫ I
ei
dz [u1(z)− u2(z)] =
∫ I1
I2
u (4.20)
where we have used (4.3), and the last expression is interpreted as the integral of u from
I2, infinity on the second sheet, to I1, infinity on the first sheet, along a contour that passes
through the cut near ei. Similarly,
∂Fs
∂S˜i
=
∫ I2
I3
u (4.21)
where the integral is taken along a contour that passes through the cut near e˜i. The results
(4.20), (4.21) were also obtained in [23].
Next, we wish to extremize the effective superpotential (3.10)
Weff = −
N∑
i=1
∂Fs
∂Si
−
N∑
i=1
∂Fs
∂S˜i
(4.22)
(setting Ni = N˜i = 1) for the U(N)×U(N) theory broken down to U(1)
2N . This is accom-
plished by taking derivatives of Weff w.r.t. the Si’s and S˜i’s. However, in analogy with [4, 7],
one may change variables and instead vary w.r.t. the coefficients of the arbitrary polyno-
mials r1(z) and t1(z) in the matrix model curve (4.4). From (4.4), one may check that the
derivatives of u w.r.t. the coefficients of r1(z) and t1(z) are holomorphic differentials on the
Riemann surface17. We can change basis to the canonical basis of holomorphic differentials,
ζk, dual to the homology basis, so that the conditions arising from extremizing Weff may be
written as (see ref. [7] for further details)
N
∫ I1
I3
ζk = 0 (modulo period lattice) . (4.23)
This condition implies, by Abel’s theorem, the existence of a function with an Nth order
pole at I1, an Nth order zero at I3, and regular everywhere else. For a generic choice of
r1(z) and t1(z) such a function will not exist (by the Weierstrass gap theorem). Thus only
in very special circumstances can such a function exist.
17Actually not all these differentials are holomorphic; we only consider the holomorphic ones.
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Let us first show that the problem has a solution. Consider eq. (4.4), with r1(z) = 0
and18 t1(z) ∝ (W ′(z)− W˜ ′(z)2, i.e. a curve of the form:
(u−W ′(z)) u (u− W˜ ′(z)) = const× (W ′(z)− W˜ ′(z))2 . (4.24)
One can infer the asymptotic behavior of u at Ii, infinity on each of the three sheets
I1 : u = W
′(z) +O(z−1) , I2 : u = O(z
−1) , I3 : u = W˜
′(z) +O(z−1) (4.25)
(Alternatively, this can be deduced from (4.3) together with the asymptotic behavior of the
resolvents.)
Now consider the function, defined on the curve (4.24),
f(z) =
u− W˜ ′(z)
u−W ′(z)
(4.26)
This function has the right asymptotic properties to satisfy Abel’s theorem, but potentially
has poles and zeros at finite values z0. The denominator vanishes at any point z0 at which
u(z0) = W
′(z0) on one of the sheets. However, using (4.24), one sees that the function is
actually regular at these (singular) points. Similarly the potential zeros at the points where
u(z0) = W˜
′(z0) are absent. Thus the function (4.26) defined on the curve (4.24) has the
divisor implied by (4.23) via Abel’s theorem.
Assuming that the solution is unique, we find that the matrix model implies a Seiberg-
Witten curve of the form (4.24) (with no terms higher order in Λ). This precisely agrees with
the M-theory result (2.7a) after the redefinitions (4.13). Note that after these redefinitions,
the function (4.26) is proportional to the variable y (2.6a) appearing in the M-theory curve
(2.1a). We have not been able to show uniqueness.
4.2 U(M) matrix model with symmetric or antisymmetric matter
The large-M planar solution of the U(M) matrix models described in sec. 3.2, was discussed
in refs. [25, 1] (these models are a slight modification of the O(1) model described in refs. [49]).
In this approach, one defines the resolvent
ω(z) = gs
〈
tr
(
1
z − Φ
)〉
= gs
∞∑
n=0
z−n−1〈tr(Φn)〉 (4.27)
where matrix-model expectation values are defined via
〈O(Φ, X, X˜)〉 =
1
Z
∫
dΦdX dX˜ O(Φ, X, X˜) e−
1
gs
tr[W (Φ)−X˜ΦX] . (4.28)
Then it may be shown that
u1(z) = −ω0(z) +W
′(z) , u2(z) = ω0(z) + ω0(−z) , u3(z) = −ω0(−z) +W
′(−z), (4.29)
18If one starts with an arbitrary t1(z) instead, the requirement that the function in eq. (4.26) below should
have the desired properties implies that t1(z) has to be of this form.
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where ω0(z) is the leading (sphere) part of the resolvent, are the values of a variable u on
the three sheets of a Riemann surface defined by19
(u−W ′(z)) u (u−W ′(−z)) = r1(z) u− t1(z) (4.30)
The coefficients of the cubic curve (4.30) are given by [25, 1]
r1(z) = −gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
− gs
〈
tr
(
W ′(−z)−W ′(Φ)
−z − Φ
)〉
(4.31)
and
t1(z) =
[
− gsW
′(−z)
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
− g2s
〈
tr
[
d
dΦ
(
W ′(z)−W ′(Φ)
z − Φ
)]〉
+ gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
W ′(Φ)
)〉]
+ (z ↔ −z) (4.32)
from which one sees that r1(z) and t1(z) are even polynomials of degree at most N−1 and
2N−2, respectively, whose coefficients depend on the vevs 〈tr(Φk)〉 with k ≤ 2N−1.
4.2.1 Method I: perturbative determination of the curve
As in section (4.1.1), we may evaluate the polynomials r1 and t1 perturbatively in Λ, and
use the result to determine the curve order-by-order in perturbation theory. Expanding
Φ = Φ0 + Ψ, where Φ0 is given by (3.26), one sees that, to lowest order in perturbation
theory, the matrix model expectation value gs〈tr(Φn)〉 is given by
∑
i〈Si〉 e
n
i +〈S0〉δn,0. Hence,
similar to eq. (4.8), we find
r1(z) = −W
′(z)
∑
i
〈Si〉
z − ei
−W ′(z)
〈S0〉
z
+ (z → −z) .
t1(z) = −W
′(−z)W ′(z)
∑
i
〈Si〉
z − ei
−W ′(−z)W ′(z)
〈S0〉
z
+ (z → −z) . (4.33)
Using the lowest-order perturbative results (3.44), (3.46) we have
∑
i
〈Si〉
z − ei
= αΛN−2β
∑
i
Gi
Ri(z − ei)
, 〈S0〉 = 2α δβ,−1Λ
N+2(−1)N
∑
j
1
ej
. (4.34)
To evaluate
∑
i[Gi/Ri(z − ei)], we must consider the U(N) + and U(N) + cases
separately.
(i) U(N) + (β = 1)
Using eqs. (3.51) and (3.52), we find (to lowest order)
r1(z) = −αΛ
N−2W ′(z)g(z) + (z → −z) (4.35)
= αΛN−2
(
z2 − (−1)Nz2 + 2σ21
)
[W ′(z) +W ′(−z)] + 2αΛN−2σ1z [W
′(z)−W ′(−z)]
19This may be obtained, e.g., from eq. (3.20) in ref. [1], by redefining u→ −u+ 1
3
(W ′(z) +W ′(−z)) and
setting t1(z) = s1(z) +
1
3
(W ′(z) +W ′(−z))r1(z).
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and (also to lowest order)
t1(z) = −αΛ
N−2W ′(−z)W ′(z)g(z) + (z → −z) (4.36)
= −αΛN−2(−1)Nz2 [W ′(z)−W ′(−z)]
2
+ 2αΛN−2
(
z2−(−1)Nz2+2σ21
)
W ′(z)W ′(−z)
The bottom lines of these equations make manifest that r1(z) and t1(z) are (even) polyno-
mials, and the top lines show that they are of degree N − 1 and 2N − 2 respectively.
The cubic equation (4.30), with r1(z) and t1(z) as above, may be considerably simplified
by defining
W ′(z) = α
[
P (z) + ΛN−2
(
−3z2 − 2σ1z − 6σ
2
1
)]
+O(Λ2N+4) , (4.37)
u = α
[
u′ − 2ΛN−2(z2 − (−1)Nz2 + 2σ21)
]
+O(Λ2N+4) ,
Λ = −Λ′ .
Then
(u′ − P (z) + 3Λ′N−2z2) u′ (u′ − P (−z) + 3Λ′N−2z2) = Λ′N−2z2(P (z)− P (−z))2 +O(Λ′ 2N−4)
(4.38)
in agreement with the transformed M-theory curve (2.7b).
The relation (4.37) implies that the roots of the polynomial P (z) =
∏N
i=1(x−e
′
i) in the SW
curve (2.1b) and those of the derivative of the matrix-model potential W ′(z) =
∏N
i=1(x− ei)
are equivalent classically, and are related by
e′i = ei +
ΛN−2
Ri
(
−3e2i − 2σ1ei − 6σ
2
1
)
+O(Λ2N−4) (4.39)
at the one-instanton level. Combining this result with the relation (3.54) between ai and ei,
we find
ai = e
′
i + (−)
NΛ′N−2
Gi
R2i

−∑
j 6=i
2
eij
+
∑
j
1
gij
+
2
ei

+O(Λ′ 2N−4) . (4.40)
This equation precisely agrees with eq. (26) of ref. [32], obtained using the Seiberg-Witten
procedure.
(ii) U(N) + (β = −1)
Using eqs. (3.56) and (3.57), one finds (to lowest order)
r1(z) = −αΛ
N+2W ′(z)
[
H(z) + 2(−1)N
1
z
∑
i
1
ei
]
+ (z → −z)
= 0 (4.41)
and
t1(z) = −αΛ
N+2W ′(−z)W ′(z)
[
H(z) + 2(−1)N
1
z
∑
i
1
ei
]
+ (z → −z)
= −α(−1)NΛN+2
[
W ′(z)−W ′(−z)
z
]2
. (4.42)
24
Defining
W ′(z) = αP (z) , u = αu′ , Λ = −Λ′ , (4.43)
equation (4.30) may be rewritten as
(u′ − P (z)) u′ (u′ − P (−z)) =
Λ′N+2
z2
(P (z)− P (−z))2 +O(Λ′ 2N+4) (4.44)
which is in agreement with the (transformed) M-theory curve (2.7c).
Note that (4.43) implies that the roots of the polynomial P (z) =
∏N
i=1(x− e
′
i) in the SW
curve and those of the derivative of the matrix model potential W ′(z) coincide to the order
we have calculated, i.e. e′i = ei +O(Λ
2N+4). This result was used in sec. 3.2 to compare the
relation between ai and ei obtained from the matrix model with the one derived in ref. [31]
using the M-theory curve (2.1c). The two results agree (see sec. 3.2).
4.2.2 Method II: exact determination of the curve via Abel’s theorem
The condition imposed on the matrix-model curve by extremizing Weff can also be discussed
using the saddle-point solution, as in [7] and in sec. 4.1.2.
The Riemann sheet structure of the generic cubic curve (4.30) is similar to that for
the U(N)×U(N) model discussed in subsection 4.1.2, except that we are interested in the
quotient of this curve by the involution z → −z.
In an eigenvalue basis the leading (sphere) part of the free-energy can be written
Fs = −
∫
dλ ρ(λ)W (λ) +
∫
dλ dλ′ [ρ(λ)ρ(λ′) log(λ− λ′)− 1
2
ρ(λ)ρ(λ′) log(λ+ λ′)] (4.45)
and the subleading (IRIP2) part is
Frp = −
1
2
β
∫
dλ ρ(λ) log(λ) (4.46)
where
ρ(λ) = gs
∑
i
δ(λ− λi) , ω0(z) =
∫
dλ
ρ(λ)
z − λ
. (4.47)
We define20
Si = −
1
2pii
∮
Ai
u(z) dz, (4.48)
where Ai denote contours around the branch cuts near ei on sheet one. As before one can
show that Si is the integrated density of eigenvalues along the cut near ei (so (4.48) is
20As in the U(N)×U(N) theory, there are in general additional S’s corresponding to the other (possible)
cuts of the curve. In particular, there is a variable S0 corresponding to the (possible) cut between sheets
one and three around the point z = 0
S0 = −
1
2pii
∮
01
u(z) dz
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consistent with the perturbative definition Si = gsMi) and δρ(λ) = δSi δ(λ − ei). As in
sec. 4.1.2 (up to terms which will not affect our discussion)
∂Fs
∂Si
=
∫ I1
I2
u =
∫ I2
I3
u = 1
2
∫ I1
I3
u
Frp = −
β
2
∫ I
0
u1 = +
β
2
∫ I
0
u3 = −
β
4
[∫ I1
01
u−
∫ I3
03
u
]
(4.49)
where Ii denotes infinity on the ith sheet, and 0i is the point z = 0 on sheet i.
Next, we wish to extremize the effective superpotential (3.42)
Weff = −
N∑
i=1
∂Fs
∂Si
− 4Frp (4.50)
(setting Ni = 1 and N0 = 0). By changing basis as in sec. 4.1.2 and varying w.r.t the
coefficients of the arbitrary polynomials r1(z) and t1(z) in the matrix model curve (4.30),
one obtains
0 = (N − 2β)
∫ I1
p0
ζk− (N − 2β)
∫ I3
p0
ζk+2β
∫ 01
p0
ζk − 2β
∫ 03
p0
ζk = 0 (modulo period lattice) .
(4.51)
This condition seemingly implies, by Abel’s theorem, the existence of a function with a pole
of order N − 2β at I1, a zero of order N − 2β at I3, a pole of order 2β at 01, and a zero of
order 2β at 03, and regular everywhere else. However, there is one important caveat. In the
undeformed (r1(z) = t1(z) = 0) curve (4.30), z = 0 is a singular double-point. If a cut opens
up between sheets one and three when r1(z) and t1(z) are turned on, then the points 01 and
03 will be identical and the last two terms in (4.51) will not contribute, and the function will
be regular at z = 0 on all the sheets.
(i) U(N) + (β = 1)
We will now show that this problem has a solution: that for some choice of r1(z) and
t1(z) in the matrix-model curve (4.30), there exists a function f(z) on this curve with divisor
implied by (4.51) via Abel’s theorem. For simplicity, we restrict ourselves to the special case
in which N is even and σ1 = 0; these conditions are such as to make W
′(z) −W ′(−z) a
polynomial of order N − 3. Consider r1(z) = 0 and t1(z) ∝ z2(W ′(z) −W ′(−z))2, i.e. the
matrix-model curve21
(u−W ′(z)) u (u−W ′(−z)) = const× z2(W ′(z)−W ′(−z))2 . (4.52)
The function
f(z) =
u−W ′(−z)
u−W ′(z)
(4.53)
defined on this curve, has the following asymptotic behavior near Ii, infinity on the three
sheets:
I1 : f(z) ∼ z
N−2 , I2 : f(z) ∼ const , I3 : f(z) ∼ z
−N+2 (4.54)
21The polynomial t1(z) is of degree 2N − 2 or less only when only when N is even and σ1 = 0. In the
more general case, a more complicated choice of r1(z) and t1(z) would be necessary.
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and the following behavior near 0i, z = 0 on the three sheets:
01 : f(z) ∼ z
−2 , 02 : f(z) ∼ const , 03 : f(z) ∼ z
2 (4.55)
As in sec. 4.1.2 one can show that f(z) is regular everywhere else, and so satisfies the
conditions implied by (4.51) and Abel’s theorem. Assuming that the solution is unique
(which we have not been able to prove), we find that extremization of Weff (via Abel’s
theorem) implies a matrix-model curve of the form (4.52). Upon redefining W ′(z) ∝ P (z)−
3Λ′N−2z2, this curve precisely agrees with the M-theory curve (2.7b), and the function (4.53)
is proportional, up to a factor of z2, to y (2.6b).
(ii) U(N) + (β = −1)
To show that the problem has a solution, consider r1(z) = 0 and t1(z) ∝ z−2(W ′(z) −
W ′(−z))2, i.e. the matrix-model curve
(u−W ′(z)) u (u−W ′(−z)) = const×
(
W ′(z)−W ′(−z)
z
)2
(4.56)
For this curve, there is a cut opening up at z = 0 between sheets 1 and 3, so that the last
two terms in (4.51) do not contribute. The function
f(z) =
u−W ′(−z)
u−W ′(z)
(4.57)
on the curve (4.56) has the following asymptotic behavior near Ii, infinity on the three sheets:
I1 : f(z) ∼ z
N+2 , I2 : f(z) ∼ const , I3 : f(z) ∼ z
−N−2 (4.58)
and is regular near z = 0 on all three sheets. As in sec. 4.1.2 one can show that f(z) is
also regular everywhere else. Thus, the function (4.57) on the Riemann surface (4.56) has
precisely the divisor specified by (4.51). Assuming that the solution is unique (which we
have not shown), we find that Abel’s theorem implies a Seiberg-Witten curve of the form
(4.56). Setting W ′(z) ∝ P (z), eq. (4.56) precisely agrees with the M-theory curve (2.7c),
and the function (4.57) is proportional, up to a factor of z2, to y (2.6c).
5 Seiberg-Witten differential from the matrix model
In this section we will discuss the derivation of the Seiberg-Witten differentials for the N = 2
gauge theories described in section 2 from the matrix model point of view.
As is the case for the SW curve, the SW differential can be determined order-by-order in
Λ by using perturbative matrix model calculations. We will illustrate this in the first part
of this section, after which we will very briefly discuss some other approaches, such as the
one pursued in (version 3 of) ref. [7].
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5.1 Method I: perturbative determination of λSW
On the first sheet of the Riemann surface, we have (for all the models) [4, 21, 3, 13]
λSW = z T (z) dz, T (z) =
〈
tr
(
1
z − φ
)〉
=
∞∑
n=0
z−n−1〈trφn〉 (5.1)
where 〈trφn〉 is the gauge-theory vev of the adjoint field and T (z) is sometimes called h(z).
The relation between gauge-theory and matrix-model vevs can be obtained using the methods
in ref. [5]
〈trφn〉 =
N∑
i=1
[
∂
∂Si
+
∂
∂S˜i
]
gs 〈trΦ
n〉S2 (5.2a)
〈trφn〉 =
N∑
i=1
∂
∂Si
gs 〈trΦ
n〉S2 + 4〈trΦ
n〉IRIP2 (5.2b,c)
where the first equation is for model (a), U(N)×U(N) with a bifundamental hypermultiplet,
and the second equation is for models (b) or (c), U(N) with a symmetric or antisymmetric
hypermultiplet, respectively. It is understood that the rhs is evaluated at Si = 〈Si〉 (as well
as S˜i = 〈S˜i〉 for model (a) and S0 = 〈S0〉 for model (c)). Since we are only interested in the
first two orders in perturbation theory, we may write [5]
〈trΦn〉 =
N∑
i=1
[
Mie
n
i + n e
n−1
i 〈trΨii〉+
1
2
n(n−1)en−2i 〈trΨ
2
ii〉+ . . .
]
. (5.3)
For model (c) we also have the extra terms22
M0δn,0 + 〈tr Ψ
2
00〉δn,2 + . . . (5.4)
It follows from these expressions that for all three models, the leading term in the perturba-
tive expansion for T (z) is given by
T (z)pert =
N∑
i=1
1
z − ei
. (5.5)
The matrix model expectation values 〈trΨii〉S2 and 〈tr Ψii〉IRIP2 are given in eqs. (3.15),
(3.48), (3.49) of sec. 3, and for all three models, we have
〈trΨ2ii〉S2 =
gs
α
N∑
i=1
M2i
Ri
, 〈trΨ2ii〉IRIP2 = 0 . (5.6)
In addition, for model (c), we will need23
〈trΨ200〉IRIP2 =
1
2α
S0
R0
. (5.7)
22Note that, for this model, 〈trΨ00〉 ≡ 0 because of the Sp-condition on Φ00.
23Note that 〈trΨ200〉S2 ∝ S
2
0 does not contribute to (5.2b,c) because of the absence of a derivative w.r.t. S0.
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Using these results together with the above formulæ leads to the following expressions for
the one-instanton corrections (see section 3 for details about the notation)
T (z)1−inst = Λ
N
N∑
i=1
{
1
(z − ei)2
[
2
Ri
∑
j 6=i
Tj
Rjeij
+
1
Ri
∑
j
T˜j
R˜jhij
−
Ti
R2i
∑
j
1
hij
]
+
2
(z − ei)3
Ti
R2i
}
(5.8a)
T (z)1−inst = Λ
N−2
N∑
i=1
{
1
(z − ei)2
[
2
Ri
∑
j 6=i
Gj
Rjeij
−
1
Ri
∑
j
Gj
Rjgij
−
Gi
R2i
∑
j
1
gij
−
2Gi
R2i ei
]
+
2
(z − ei)3
Gi
R2i
}
(5.8b)
T (z)1−inst = Λ
N+2
N∑
i=1
{
1
(z − ei)2
[
2
Ri
∑
j 6=i
Gj
Rjeij
−
1
Ri
∑
j
Gj
Rjgij
−
Gi
R2i
∑
j
1
gij
+
2Gi
R2i ei
+
2(−1)N
Riei
∑
k
1
ek
]
+
2
(z − ei)3
Gi
R2i
−
4
z3
1∏
j ej
}
(5.8c)
where eqs. (5.8a), (5.8b), and (5.8c) correspond to models (a), (b), and (c), respectively.
Next we use the identities (3.18), (3.53), and (3.58), together with the definitions (4.14),
(4.39) to obtain
T (z)dz = d logP (z)− ΛN−2βdK(z) +O(Λ2N−4β) (5.9)
with
β = 0, K(z) =
P˜ (z)
P (z)2
(5.10a)
β = 1, K(z) = (−1)N
z2P (−z)
P (z)2
(5.10b)
β = −1, K(z) = (−1)N
[
1
z2
P (−z)
P (z)2
−
3
z2
1
P (z)
]
(5.10c)
recalling that P (z) =
∏N
i=1(z − e
′
i) and P˜ (z) =
∏N
i=1(z − e˜
′
i).
These results are consistent with, using (5.1), what one obtains by expanding the M-
theory result (2.2) on the first sheet of the Riemann surface given by (2.6a)-(2.6c).
5.2 Other methods
For the U(N)×U(N) gauge theory with a bifundamental hypermultiplet, we may combine
eqs. (5.1), (5.2a), and (4.1) to derive the relation (on sheet one of the Riemann surface)24
λSW = z T (z) dz, T (z) =
N∑
i=1
[
∂
∂Si
+
∂
∂S˜i
]
ω(z) (5.11)
24In the equations in this section, it is understood that, after taking the derivatives, the results are to be
evaluated at Si = 〈Si〉 and S˜i = 〈S˜i〉.
29
where ω(z) is the leading (sphere) part of the resolvent. Similarly, for the U(N) gauge theory
with one symmetric or antisymmetric hypermultiplet, we may combine eqs. (5.1), (5.2b,c),
and (4.27) to derive (on sheet one)
λSW = z T (z) dz, T (z) =
N∑
i=1
∂
∂Si
ω0(z) + ω1/2(z) (5.12)
where ω0(z) is the leading (sphere) part of the resolvent and ω1/2(z) is the subleading (IRIP
2)
part. These results appeared (using a different approach) in [1, 19]), and earlier for the case
of U(N) without [50] and with [7] fundamental hypermultiplets. Now we may use eq. (4.3)
to show, for U(N)×U(N),
λSW = −z
N∑
i=1
[
∂
∂Si
+
∂
∂S˜i
]
u dz . (5.13)
Since both λSW and u are defined on all the sheets, this equation extends to the entire
Riemann surface. A similar equation may be derived for U(N) with a symmetric or anti-
symmetric hypermultiplet starting from (5.12).
Two methods for computing λSW (in addition to the approach used in sec. 5.1) present
themselves. First, one may use perturbation theory to calculate the curve polynomials r1(z)
and t1(z) as functions of the S’s, and then use the curve equation to calculate the derivatives
of u in eq. (5.13). In appendix A, we use the analog of this approach to determine the one-
instanton contribution to T (z) for the U(N) model with Nf < N fundamentals. Obtaining
the one-instanton contribution for the theories considered in this paper is straightforward,
but somewhat cumbersome, so we will not pursue it here.
A second approach is to investigate the integrals around the A-cycles together with the
behavior at infinity, and try to use this information to pin down the function T (z). This
method was used in (version 3 of) [7] to determine T (z) for the U(N) model with Nf < N
fundamentals. For that case T (z) was given by dψ
ψ
, where ψ(z) was the function arising from
Abel’s theorem. Such a relation, involving the function f(z) given in (4.26), probably also
holds for the U(N)×U(N) theory. Recalling that f(z) (4.26) is proportional to y (2.6a),
using (4.13), this implies T (z) = dy
y
, which is consistent with the M-theory result (2.2). For
the U(N) models the situation is less clear since f(z) (4.53), (4.57) and y (2.6b), (2.6c) differ
by rescalings with z2.
6 Summary
This paper is part of a larger program aimed at studying the applicability of the Dijkgraaf-
Vafa matrix model approach to N = 2 supersymmetric gauge theory theories, i.e. those
theories amenable to the methods of Seiberg-Witten theory. Previously it has been shown
that one can recover the ingredients of the Seiberg-Witten solution from the matrix model for
theories with hyperelliptic Seiberg-Witten curves. In this paper we focused on three different
models: (a) U(N)×U(N) with matter in the bifundamental representation, (b) U(N) with
matter in the symmetric representation, and (c) U(N) with matter in the antisymmetric
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representation. Each of these theories is described by a cubic non-hyperelliptic Seiberg-
Witten curve. Our goal was to determine the Seiberg-Witten curve and differential, as well
as the order parameters and the prepotential, for the above models, entirely within the
context of the matrix model, without reference to string/M-theory. Our results confirm the
results previously obtained using M-theory.
For models (a) and (b), a straightforward generalization of our earlier work (including a
refinement of the prescription for τij , as discussed in [1]) produced expressions in complete
agreement with earlier results in the literature. For model (c), U(N) with matter in the
antisymmetric representation, the naive extension of earlier work leads to discrepancies with
previous results in the literature. The discrepancies occur when one expands around the
simplest matrix model vacuum with
∏
iU(Mi) gauge symmetry, where each Mi → ∞ with
Si = gsMi fixed. However there are other vacua; one of these has Sp(M0)×
∏
iU(Mi) gauge
symmetry [25], and hence an additional parameter S0 = gsM0. When one expands around
this vacuum, extremization of Weff (with Ni = 1 and N0 = 0) leads to non-zero vevs for
both Si and S0, and all discrepancies are removed. What is missing is a guiding principle
for the enlargement of the matrix-model vacua for the theory. (A similar enlargement of
the vacua of the theory seemingly leads to an inconsistency.)
We close with an empirical observation about the form of the one-instanton contribution
to the prepotential. For pure U(N) gauge theory [5], or U(N) with matter in the [7] or
(sec. 3.2.2) representations, one may verify, using our results, that the following equation
holds
2piiF1−inst =
∑
i
〈Si〉
W ′′(ei)
(6.14)
where the sum is over all the extrema of the superpotential W (z). Observe that the ex-
pression (6.14) has a finite limit when the coefficient α multiplying the superpotential is
taken to zero to restore N = 2 supersymmetry. For U(N)×U(N) with a bifundamental
hypermultiplet (sec. 3.1.2), the sum also extends over the extrema of W˜ (z):
2piiF1−inst =
∑
i
〈Si〉
W ′′(ei)
+
∑
i
〈S˜i〉
−W˜ ′′(e˜i)
(6.15)
where the relative minus sign is due to the fact that W˜ (z) enters with a minus sign in the
superpotential (3.1). Finally, for U(N) with (sec. 3.2.2), there is an additional contribution
from the vacuum state at z = 0:
2piiF1−inst =
∑
i
〈Si〉
W ′′(ei)
+
〈S0〉
W ′′(0)
(6.16)
However, at present we do not have an understanding of why these results are true.
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Appendices
A U(N) +Nf curve and T (z) from perturbation theory
In ref. [7], we derived the SW curve for the N = 2 U(N) gauge theory with Nf fundamental
multiplets from the associated matrix model. Specifically, the saddle-point solution of the
matrix model gives rise to the equation for the resolvent25
ω2(z)−W ′(z)ω(z) + 1
4
f(z) = 0 (A.1)
where W ′(z) = α
∏N
i=1(z − ei) and using (4.7)
f(z) = 4gs
〈
tr
(
W ′(z)−W ′(Φ)
z − Φ
)〉
= 4
N−1∑
n=0
cn(z) gs〈tr(Φ
n)〉 (A.2)
is an (N−1)th order polynomial. Defining y(z) = −2ω(z)+W ′(z) one may rewrite eq. (A.1)
as a hyperelliptic curve
y2 = W ′(z)2 − f(z) . (A.3)
In ref. [7], we determined the polynomial f(z) using Abel’s theorem (see also [4]). In
this appendix, we will show how this polynomial can be evaluated using the perturbative
solution. The lowest order contribution to the matrix model vev is [5, 7]
gs〈tr(Φ
n)〉 = αΛ2N−Nf
∑
i
Li
Ri
eni +O(Λ
4N−2Nf ) (A.4)
where Li =
∏Nf
I=1(ei +mI) and Ri =
∏
j 6=i(ei − ej). It follows from (A.4) that
f(z) = 4αΛ2N−Nf [W ′(z)−W ′(ei)]
∑
i
Li
Ri(z − ei)
+O(Λ4N−2Nf ) . (A.5)
Now using the fact that W ′(ei) = 0 together with
∑
i
Li
Ri(z − ei)
=
∏Nf
I=1(z +mI)∏N
i=1(z − ei)
− T˜ (z) (A.6)
where T˜ (z) is the polynomial part of
∏Nf
I=1(z +mI)/
∏N
i=1(z − ei), we finally obtain
f(z) = 4α2Λ2N−Nf

Nf∏
I=1
(z +mI)− T˜ (z)
N∏
i=1
(z − ei)

+O(Λ4N−2Nf ) (A.7)
which is precisely the result obtained by Abel’s theorem in ref. [7].
When Nf < N , the polynomial T˜ (z) vanishes. Moreover, in that case, eq. (A.7) is exact
to all orders in Λ [7], which points to the existence of a non-renormalization theorem.
25We have converted to the notation in this paper; to convert back let ω(z)→ −Sω(z).
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Similarly, in (version 3 of) [7] (see also [50]), we derived the expression for the Seiberg-
Witten differential for this theory (with Nf < N) from the saddle-point approach
λSW = z T (z) dz, T (z) = −
1
2
N∑
i=1
∂y
∂Si
∣∣∣∣
〈S〉
+
y −W ′(z)
2y
f ′(z)
f(z)
. (A.8)
Let us now evaluate this expression using only the perturbative solution. As in eq. (4.8), we
have
f(z) = 4W ′(z)
∑
i
Si
z − ei
+O(S2i ) (A.9)
so that, using eq. (A.3)
−1
2
N∑
i=1
∂y
∂Si
=
1
4y
N∑
i=1
∂f
∂Si
=
N∑
i=1
W ′(z)
y(z − ei)
+O(Si) =
W ′′(z)
y
+O(Si) . (A.10)
Evaluating this expression at Si = 〈Si〉, the O(Si) term is subleading in Λ, so the leading
order contribution to T (z) is
T (z) =
1
y
[
W ′′(z) + 1
2
(y −W ′(z))
f ′
f
]
. (A.11)
However, as we showed in [7], this expression is exact, again pointing to the existence of a
non-renormalization theorem (when Nf < N).
B Some technical details
In this appendix we collect some technical details of the perturbative calculations performed
in section 3.
B.1 U(N)×U(N)
The integration over the quadratic fields of the matrix-model partition function (3.3) yields
(up to an ei-independent quadratic monomial in the Si, S˜i’s)
Fs(S, S˜) = −
N∑
i=1
SiW (ei) +
1
2
N∑
i=1
S2i log
(
Si
αRiΛ2
)
+
N∑
i=1
∑
j 6=i
SiSj log
(
eij
Λ
)
+
+
N∑
i=1
S˜iW˜ (e˜i) +
1
2
N∑
i=1
S˜2i log
(
S˜i
−αR˜iΛ2
)
+
N∑
i=1
∑
j 6=i
S˜iS˜j log
(
e˜ij
Λ
)
+
−
∑
i
∑
j
SiS˜j log
(
hij
Λ
)
+
∑
n≥3
F (n)s (S, S˜) (B.1)
where eij = ei − ej, hij = ei − e˜j and Ri =
∏
j 6=i eij . The term F
(n)
s (S, S˜) is an nth order
polynomial in Si and S˜i arising from planar loop diagrams built from the interaction vertices.
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The contribution to Fs(S, S˜) cubic in Si and S˜i,
αF (3)s (S, S˜) =
[
2
3
∑
i
S3i
Ri

∑
k 6=i
1
eik


2
− 1
4
∑
i
S3i
Ri
∑
k 6=i
∑
ℓ 6=i,k
1
eikeiℓ
− 2
∑
i
∑
k 6=i
S2i Sk
Rieik
∑
ℓ 6=i
1
eiℓ
+2
∑
i
∑
k 6=i
∑
ℓ 6=i
SiSkSℓ
Rieikeiℓ
−
∑
i
∑
k 6=i
S2i Sk
Rie2ik
+
∑
i
∑
k
S2i S˜k
Rihik
∑
ℓ 6=i
1
eiℓ
+ 1
2
∑
i
∑
k
S2i S˜k
Rih2ik
− 2
∑
i
∑
k 6=i
∑
ℓ
SiSkS˜ℓ
Rieikhiℓ
+ 1
2
∑
i
∑
k
∑
ℓ
SiS˜kS˜ℓ
Rihikhiℓ
]
−
[
S ↔ S˜; ei ↔ e˜i
]
, (B.2)
is obtained by adding to the result from ref. [5] the planar two-loop diagrams containing B
loops that can be drawn on a sphere.
Using the above expressions to calculate (3.10) and extremizing (3.11) leads to
〈Si〉 =
αTi
Ri
ΛN
[
1 + ΛN
{∑
ℓ
∑
k 6=i
(
−
2Ti
R2i eikhiℓ
+
2Tk
RiRkeikhiℓ
−
2Tk
R2keikhkℓ
+
2T˜ℓ
RkR˜ℓeikhkℓ
)
+
∑
k 6=i
∑
ℓ 6=i,k
(
3Ti
2R2i eikeiℓ
+
4Tℓ
RkRℓeikekℓ
)
+
∑
k 6=i
(
2Ti
R2i e
2
ik
−
4Ti
RiRke
2
ik
+
2Tk
RiRke
2
ik
+
2Tk
R2ke
2
ik
)
+
∑
ℓ
∑
k 6=ℓ
(
2T˜k
R˜kR˜ℓe˜kℓhiℓ
)
+
∑
k
∑
ℓ
(
T˜k
RiR˜khikhiℓ
−
T˜k
R˜2khikhℓk
+
Tk
RkR˜ℓhiℓhkℓ
)
+
∑
k
(
−
Ti
R2i h
2
ik
−
T˜k
R˜2kh
2
ik
+
T˜k
RiR˜kh
2
ik
)}
+O(Λ2N)
]
〈S˜i〉 = −
αT˜i
R˜i
ΛN
[
1 + ΛN
{
above expression with ei ↔ e˜i
}
+O(Λ2N)
]
(B.3)
where Ti =
∏N
j=1(ei− e˜j), T˜i =
∏N
j=1(e˜i− ej), R˜i =
∏
j 6=i(e˜i− e˜j), and various constants have
been absorbed into a redefinition of the cut-off Λ.
The gauge-coupling matrix (3.20) can be expanded as
τij = τ
pert
ij +
∞∑
d=1
ΛNdτ
(d)
ij (B.4)
and similarly for τı˜˜ and τi˜. Using (B.1), (B.2), (B.3), and then reexpressing the result in
terms of ai and a˜i using (3.16), the first two terms in the expansion (B.4) can be determined.
The perturbative contribution is (up to additive constants)
2piiτpertij = δij
[
−2
∑
k 6=i
log
(
ai − ak
Λ
)
+
∑
k
log
(
ai − a˜k
Λ
) ]
+(1− δij)
[
2 log
(
ai − aj
Λ
) ]
(B.5)
and the one-instanton contribution, after some algebra, is
2piiτ
(1)
ij = δij
[∑
k 6=i

 6Tk
R2ka
2
ik
+
2Ti
R2i a
2
ik
+
4Ti
R2i aik
∑
ℓ 6=i
1
aiℓ

−∑
ℓ
Ti
R2ihiℓ

∑
k 6=i
4
aik
−
∑
k
1
hik
+
1
hiℓ


]
+ (1−δij)
[ ∑
k 6=i,j
4Tk
R2kaikajk
+
∑
k
T˜k
R˜2khikhjk
−
[
2Ti
R2i aij

∑
k 6=i
2
aik
−
∑
k
1
hik
+
1
aij

+ (i↔ j)]
]
(B.6)
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where now aij = ai− aj , hij = ai− a˜j , Ri =
∏
j 6=i aij, R˜i =
∏
j 6=i(a˜i− a˜j), Ti =
∏N
j=1(ai− a˜j),
and T˜i =
∏N
j=1(a˜i − aj). The expressions for τı˜˜ are obtained from those above by letting
ai ↔ a˜i. Finally,
2piiτperti˜ = − log
(
ai − a˜j
Λ
)
(B.7)
2piiτ
(1)
i˜ =
Ti
R2ihij

∑
k 6=i
2
aik
−
∑
k
1
hik
+
1
hij

+ 2∑
k 6=i
∑
ℓ
Tk
R2kaikhkℓ
+
(
i↔ j; ai ↔ a˜i
)
These expressions may be expressed succinctly as the second derivative of the prepotential
(3.22).
B.2 U(N) with or
Using the Feynman rules, the cubic contribution to the sphere part of the free energy can
be shown to be
αF (3)s (S, S¯) =
2
3
∑
i
S3i
Ri

∑
k 6=i
1
eik


2
− 1
4
∑
i
S3i
Ri
∑
k 6=i
∑
ℓ 6=i,k
1
eikeiℓ
− 2
∑
i
∑
k 6=i
S2i Sk
Rieik
∑
ℓ 6=i
1
eiℓ
+2
∑
i
∑
k 6=i
∑
ℓ 6=i
SiSkSℓ
Rieikeiℓ
−
∑
i
∑
k 6=i
S2i Sk
Rie2ik
+
∑
i
∑
k
S2i S¯k
Rigik
∑
ℓ 6=i
1
eiℓ
− 2
∑
i
∑
k 6=i
∑
ℓ
SiSkS¯ℓ
Rieikgiℓ
+ 1
2
∑
i
∑
k
∑
ℓ
SiS¯kS¯ℓ
Rigikgiℓ
+ 1
2
∑
i
∑
k
S2i S¯k
Rig2ik
+2
∑
i
∑
j 6=i
S0SiSj
Rieieij
−
∑
i,j
S0SiS¯j
Rieigij
−
∑
i
∑
j 6=i
S0S
2
i
Rieieij
− 1
2
∑
i
S0S
2
i
Rie2i
+1
4
∑
i,j
S0S¯i(S¯j − Sj)
R0eiej
+ S20Si terms + S
3
0 terms (B.8)
where eij = ei − ej , gij = ei + ej, Ri =
∏
j 6=i eij , and R0 = −
∏
i(−ei)
∑
j(1/ej). This result
was obtained by adding to the result from ref. [5] the new planar two-loop diagrams that can
be drawn on a sphere and contains Y and ghost loops. Similarly the quadratic contribution
to the IRIP2 part of the free energy can be shown to be
αF (2)rp (S) = β
∑
i

1
2
S2i
Riei
∑
ℓ 6=i
1
eiℓ
−
∑
j 6=i
SiSj
Rieieij
+ 1
2
∑
j
SiSj
Rieigij
+ 1
4
S2i
Rie2i
− 1
2
SiS0
Rie2i
+ 1
4
SiS0
R0e2i


+S20 terms , (B.9)
The terms in (B.8) and (B.9) involving R0 come from diagrams containing Ψ00 legs. Since
Ψ00 ∈ sp(M0) for β = −1, one must use (1/2R0) (δ
a
dδ
c
b + J
acJbd) for the propagator [51].
Observe that eqs. (B.8) and (B.9) obey the relation given in footnote 14.
Using the above expressions to calculate (3.42) and then (3.43), the solution for 〈Si〉 can
be evaluated in an expansion in Λ
〈Si〉 =
αGi
Ri
ΛN−2β
[
1 + ΛN−2β
{∑
k 6=i
∑
ℓ 6=i,k
(
3Gi
2R2i eikeiℓ
+
4Gℓ
RkRℓeikekℓ
)
−
∑
ℓ
∑
k 6=ℓ
(
2Gk
RkRℓekℓgiℓ
)
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+
∑
k 6=i
(
2Gi
R2i e
2
ik
−
4Gi
RiRke2ik
+
2Gk
RiRke2ik
+
2Gk
R2ke
2
ik
)
−
∑
k
(
Gi
R2i g
2
ik
+
Gk
R2kg
2
ik
+
Gk
RiRkg2ik
)
+
∑
ℓ
∑
k 6=i
(
−
2Gi
R2i eikgiℓ
+
2Gk
RiRkeikgiℓ
−
2Gk
R2keikgkℓ
−
2Gℓ
RkRℓeikgkℓ
)
− β
2Gi
R2i e
2
i
−
∑
k
∑
ℓ
(
Gk
RiRkgikgiℓ
+
Gk
R2kgikgℓk
+
Gk
RkRℓgiℓgkℓ
)
− β
∑
k
(
2Gk
RiRkgikei
+
2Gk
R2kgikek
)
+2δβ,−1(−1)
N
∑
j
1
ej

 1
R0e2i
−
1
Rie2i
+
∑
k 6=i
2
Rkekeik
+
∑
k
1
Rkekgik
+
∑
k
1
Rieigik


+β
∑
k 6=i
(
−
4Gi
R2i eikei
+
4Gk
RiRkeikei
−
4Gk
R2keikek
)}
(B.10)
where Gi = e
2β
i
∏
j(ei + ej). To evaluate (3.61) perturbatively as
τij = τ
pert
ij +
∞∑
d=1
Λ(N−2β)dτ
(d)
ij , (B.11)
we use eqs. (3.40) and (B.8) in eq. (3.61), evaluate the resulting expression using eqs. (3.46)
and (B.10), and then use the results of section 3.2.1 to re-express the entire expression in
terms of ai. The perturbative contribution is (up to additive constants)
2piiτpertij = δij
[
− 2
∑
k 6=i
log
(
ai − ak
Λ
)
+
∑
k 6=i
log
(
ai + ak
Λ
)
+ 2(1 + β) log
(
ai
Λ
) ]
+(1− δij)
[
2 log
(
ai − aj
Λ
)
+ log
(
ai + aj
Λ
) ]
(B.12)
and the one-instanton contribution, after some algebra, is
2piiτ
(1)
ij = δij
[
2(β − 1)
a2i
∏
k ak
+
7
2
Gi
R2i a
2
i
+
∑
k 6=i

 6Gk
R2ka
2
ik
+
2Gi
R2i a
2
ik
+
4Gi
R2i aik
∑
ℓ 6=i
1
aiℓ

+∑
k
∑
ℓ
Gi
R2i gikgiℓ
+
∑
k 6=i
(
−
4Gk
R2kaikgik
−
2(4β + 1)Gi
R2i aiaik
−
4Gi
R2i aik
∑
ℓ
1
giℓ
)
+
Gi
R2i
∑
k
(
−
1
g2ik
+
(4β + 1)
aigik
)]
+ (1− δij)
[
β − 1
aiaj
∏
k ak
+
∑
k 6=i,j
Gk
R2k
(
−
2
aik
+
1
gik
)(
−
2
ajk
+
1
gjk
)
(B.13)
+
{
Gi
R2i
(
2
aij
+
1
gij
)−∑
k 6=i
2
aik
+
∑
k
1
gik
+
(
2β + 1
2
)
ai

+ Gi
R2i
(
−
2
a2ij
−
1
g2ij
)
+ (i↔ j)
}]
where now aij = ai − aj, gij = ai + aj , Ri =
∏
j 6=i aij , and Gi = a
2β
i
∏
j(ai + aj). Equations
(B.12) and (B.13) may be written succinctly as the second derivative of the prepotential
(3.62).
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