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A navigation system developed for an omni-directional wheeled mobile robot, called
the Omnibot, is presented. This system is developed to enable the Omnibot to au-
tonomously navigate, in a collision-free manner, along predefined paths in indoor
structured office or factory-like environments.
The navigation system is composed of four integrated subsystems: localization, path-
following, velocity control, and obstacle detection. The path-following subsystem is
responsible for driving the Omnibot along a given path based on feedback about its
location relative to its environment. A localization system that uses a combination
of odometry and a novel indoor GPS-like system provides the necessary estimates
of the Omnibot’s position and orientation (i.e., pose). Using the pose updates from
the localization subsystem, the path-following subsystem is able to compute motion
commands to drive the Omnibot along the path. Execution of these motion commands
is performed by the velocity control subsystem, which uses feedback control to regulate
the angular velocities of the motors driving the Omnibot’s wheels to produce the
required motion of the robot. To ensure collision-free navigation, the Omnibot is
equipped with an array of infrared distance sensors for detecting obstacles around
its perimeter. Interaction between a human operator and the Omnibot is facilitated
with a user-control interface running on a remote workstation. The interface allows
the operator to visualize the Omnibot’s location within a 3D model of its indoor
workspace and provides a means to input commands.
Testing of the developed system is performed, and the results confirm its effectiveness
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At present, robots play a vital role in the manufacturing and assembly of countless
products. Most modern day manufacturing processes rely to some extent on robotics
and automation. The most commonly used robots in industrial settings are robot
manipulators, consisting of a movable arm fixed to a point on the ground. These
types of robots are programmed to repetitively perform some sequence of actions.
They are typically faster, cheaper, and more accurate than humans at performing the
same tasks [1]. While robot manipulators excel at performing repetitive motions, their
primary limitation is a lack of mobility due to being fixed at one point. Mobile robots,
on the other hand, have no such limitation on mobility allowing them to freely move
through their environment and perform various tasks. The mobility of mobile robots
offers many potential applications which are simply not possible with conventional
robot manipulators that are used to manufacture parts. To fully realize their potential,
mobile robots need to be made to function autonomously without human control over
their motion. It is very much desired to have a mobile robot that can navigate
autonomously through its environment while performing a variety of tasks. Examples
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of some applications for autonomous mobile robots include: material handling and
transportation, mining, undersea and planet exploration, hazardous waste disposal,
and assisting people with limited mobility [2].
In this thesis, the focus is on the development of an autonomous navigation system
for an existing wheeled mobile robot. The goal is to provide this mobile robot with
the ability to autonomously navigate within an indoor structured factory or office-
like environment. Before further discussing the problem addressed in this thesis, it is
first necessary to cover some background material about wheeled mobile robots and
autonomous navigation. This information is provided in the following sections.
1.2 Wheeled Mobile Robots
Wheeled Mobile Robots (WMRs) are simply mobile robots that use wheels for loco-
motion; where, all or some of the wheels are driven by actuators, most commonly DC
motors. There are many different configurations of these robots; however, all types of
WMRs can be classified as either non-holonomic or holonomic (omni-directional).
The distinction between these two types of WMRs relates to their mobility when
moving on a planar surface, such as a factory floor or road. In a two-dimensional
plane, a body has a total of three degrees-of-freedom (DOF) – which means it can
translate in any direction (i.e., along the x and y-axes) and rotate about its geometric
centre (i.e., the z-axis).
Conventional (non-holonomic) vehicles are not capable of controlling each their degrees-
of-freedom independently [3]. These vehicles are not able to instantaneously move in
any direction from their initial orientation. A car using Ackerman-steering, for in-
stance, cannot instantaneously change its heading without performing a turn. A
characteristic of all non-holonomic vehicles is that they are incapable of translating in
a direction perpendicular to their drive direction (i.e., moving sideways). The reason
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(a) Differential drive robot. (b) Skid-steer robot.
Figure 1.1: Examples of conventional (non-holonomic) WMRs [4].
for this limitation is the inability of conventional wheels to move in a direction parallel
to their axis of rotation, which is considered a non-holonomic constraint. Figure 1.1
shows some examples of non-holonomic WMRs.
Omni-directional WMRs (OWMRs), in contrast to non-holonomic WMRs, are able
to simultaneously and independently control their three degrees-of-freedom in the
plane of motion. This means that an omni-directional vehicle is able to translate
in any direction from any given orientation, rotate about its geometric centre, and
simultaneously move in translation and rotation. Having this ability gives omni-
directional vehicles superior maneuvering capability compared to the more common
(“car-like”) non-holonomic vehicles, making them highly applicable for operation in
congested and cluttered indoor environments [5]. The increased maneuverability of
omni-directional vehicles also has the benefit of simplifying the control of their motion.
Most omni-directional WMRs achieve omni-directional mobility through the use of
special wheels, called omni-wheels. An omni-wheel consists of a main wheel with
small rollers mounted on its outer edge. A motor drives the main wheel for traction
in the wheel’s longitudinal direction, while the rollers allow for passive motion in
the lateral direction (i.e., parallel to the axis of the main wheel) [6]. Examples of
typical omni-wheel configurations include the segmented omni-wheel (Figure 1.2(a)),
the double-segmented omni-wheel (Figure 1.2(b)), and the Mecanum (Swedish) wheel








Figure 1.2: Omni-wheel designs [7].
(a) Three-wheeled OWMR using
double-segmented omni-wheels.
(b) Four-wheeled OWMR using
Mecanum wheels.
Figure 1.3: Examples of omni-directional WMRs [8].
directional WMRs typically employ either three or four omni-wheels to achieve 3-DOF
motion in the plane. Examples of both three and four-wheeled OWMRs are provided
in Figure 1.3.
1.3 Autonomous Mobile Robot Navigation
Autonomous mobile robot navigation is the problem of moving a robot from one
location in its environment to another in a safe-manner, without human guidance
or control. Autonomous navigation is a general problem that can be decomposed
into several sub-problems: localization, path-planning, obstacle avoidance, and motion
control.
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• Localization is a fundamental problem of autonomous mobile robot navigation.
An autonomous mobile robot needs to know its position and orientation (i.e.,
pose) relative to its environment at every instant, in order to move from one
location to another. The problem of estimating the robot’s pose is known as
localization.
• Path-planning is the task of constructing a feasible geometric path from the
robot’s current location and a target location in its workspace.
• Obstacle Avoidance refers to the task of detecting obstacles in the robot’s path
and ensuring that the robot avoids them. To achieve collision-free navigation,
information about the detected obstacles is used to update the robot’s path in
real-time.
• Motion Control is the process of applying feedback control to make the robot
follow a path, which is either given to the robot or generated by a path-planner.
From the descriptions given above, it should be clear that autonomous navigation is
a broad problem that encompasses several areas of research. Due to the complexity
of the navigation problem, it is generally tackled with a modular approach, where the
sub-problems are solved somewhat independently of one another and the solutions
integrated to achieve a coherent system. Many researchers working in the field of mo-
bile robot navigation tend to focus on just one of the aforementioned sub-problems.
Consequently, there is a vast quantity of literature available for every aspect of au-
tonomous navigation.
As will be discussed in the following section, the focus of this work is on the devel-
opment of a functional navigation system for an existing omni-directional wheeled
mobile robot. The goal here is to lay the groundwork by providing solutions to the
fundamental problems of localization and motion control, with the intent that the
5
Figure 1.4: Omnibot omni-directional wheeled mobile robot.
resulting system will serve as a testbed for future research into other areas of au-
tonomous navigation.
1.4 Thesis Problem Statement
This thesis focuses on the problem of providing an existing omni-directional four-
wheeled mobile robot, called the Omnibot [9], with the ability to autonomously nav-
igate, in a collision-free manner, along predefined paths in an indoor structured fac-
tory or office-like environment. The Omnibot OWMR, shown in Figure 1.4, was
constructed in the MARS Laboratory at UOIT to serve as a hardware platform for
research into mobile robotics and mobile-manipulator systems. The ultimate goal
behind the design of the Omnibot was to develop a mobile omni-directional base that
would be capable of supporting a robotic arm. With the addition of a robotic arm, the
Omnibot would be converted from a mobile robot into a mobile-manipulator system.
Conversion of the Omnibot into a mobile-manipulator system will be performed in
future work.
The objective of this thesis is to develop a navigation system for the Omnibot OWMR
that would enable it to autonomously follow predefined paths, in a collision-free man-
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ner. In developing this system, the main focus is on solving the fundamental problems
of localization and motion control, while also providing a rudimentary solution for ob-
stacle detection. In this work, it is assumed that the paths for the Omnibot to follow
will be provided by a human operator from a remote workstation. It is also assumed
that the Omnibot will be moving on planar surfaces in known indoor structured en-
vironments, such as office or factory floors.
The motivation behind the development of this navigation system is to create a testbed
that could be used for research into all aspects of autonomous navigation. It is
expected that the navigation system will be extended with additional algorithms
and features when the Omnibot is eventually converted into a mobile-manipulator
system. Thus, the work presented in this thesis is considered as a step towards the
creation of a fully autonomous mobile robotic system. It is also worth mentioning,
that the developed navigation system is not only limited to the Omnibot, but may
be applied and adapted for use with other mobile robotic systems developed in the
MARS Laboratory.
1.5 Omnibot Mechanical Design
As mentioned in the previous section, the objective of this thesis was to develop
an autonomous navigation system for the Omnibot OWMR, which was previously
constructed in the MARS Laboratory at UOIT. Before moving forward and discussing
the autonomous navigation system, it is worth first discussing the actual robot for
which the navigation system was developed. For this purpose, this section presents
a brief overview of the main aspects of the Omnibot’s mechanical design. A detailed
explanation of the mechanical design can be found in [9, 10]. The kinematics and
3-DOF motion capability of the Omnibot will be discussed in Chapter 4.
Figure 1.5 shows several views of the Omnibot OWMR. There are two main aspects
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(a) Isometric-view. (b) Top-view.
(c) Side-view.
Figure 1.5: Views of the Omnibot OWMR.
to the Omnibot’s mechanical design; these are: the frame, and the omni-directional
drive system. The Omnibot has a square-shaped frame which is constructed with
extruded aluminum pieces from 80/20 Inc. [11]. The length of the frame is 0.85 m
per side. This frame is used for attachment of all the other components that are part
of the Omnibot OWMR.
For motion, the Omnibot has an omni-directional drive system which is composed of
four independently driven wheels located at the corners of the square frame as shown
in Figure 1.5(b). The type of wheels used on the Omnibot are double segmented
omni-directional wheels (i.e., omni-wheels). A picture of one of these omni-wheels
can be seen in Figure 1.6(a). As described in Section 1.2, omni-wheels have freely
rotating rollers mounted around the circumference of a main wheel, which is driven
by a motor. With the rollers, an omni-wheel is able to translate in any direction from
any given orientation within a two-dimensional plane. This unique characteristic of
omni-wheels is what allows the Omnibot to perform 3-DOF motion in the plane.
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On the Omnibot, each omni-wheel axle is supported on either side of the wheel by
two pillow-block bearings, which are attached to the frame using spring-loaded bolts,
as shown in Figure 1.6(b). The linear springs wrapped around the bearing supporting
bolts serve as the suspension for the omni-wheel. A total of four springs are used
for the suspension of each wheel. The purpose of the wheel suspension is to ensure
that there is always contact between the wheel and the floor, and also to dampen the
vibrations that occur during rolling.
The four wheels comprising the Omnibot drive system are each independently driven
by 12 V, 70 mNm DC motors from MicroMo Electronics Inc. [12]. These DC motors
are small in size and come equipped with an optical shaft encoder and a gearhead
with a 45:1 reduction ratio, all contained in a compact package as can be seen in
Figure 1.6(c).
Simple transmission linkages are used transmit the torque generated by the DC motors
to the wheel axles, in order to drive the wheels. The transmission, which is pictured
in Figure 1.6(c), is composed of off-the-shelf parts, with most of the parts coming
from a socket wrench set. The key feature of the transmission is the use of two
universal joints that allow the omni-wheel to be displaced vertically relative to the
DC motor, which is fixed to the frame using a mounting plate. The complete motor-
transmission-wheel assembly (i.e., drive unit) is pictured in Figure 1.6(c). In the
Omnibot omni-directional drive system, there are four of these drive units located
along the sides of the square frame (see Figure 1.5(b)).
1.6 Summary of Contents
Chapter 2 provides background and literature surveys on the topics of mobile robot
localization and motion control of omni-directional wheeled mobile robots.
Chapter 3 provides an overview of the autonomous navigation system developed for
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(a) Double segmented omni-
wheel.
(b) Omni-wheel spring suspension.
(c) Drive unit consisting of the motor-
transmission-wheel assembly.
Figure 1.6: Components of the omni-directional drive system.
the Omnibot OWMR. The architecture of the navigation system is presented, along
with a brief description of each of its subsystems. An introduction to the open-source
robotics software platform used for integrating all of the software processes comprising
the navigation system is also provided.
Chapter 4 discusses the kinematics of the Omnibot OWMR and the velocity control
subsystem which is developed to control its motion.
Chapter 5 describes the novel localization subsystem developed for estimating the
Omnibot’s pose in indoor environments.
Chapter 6 first discusses the obstacle detection subsystem which is implemented to
prevent collisions between the Omnibot and any objects that may be present in its
path. Then, this chapter discusses the path-following subsystem which is responsible
for steering the Omnibot along user-defined paths in an indoor structured environ-
ment.
Chapter 7 presents the results from experiments performed to evaluate the perfor-
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mance of the developed subsystems and the overall navigation system.
Chapter 8 concludes the thesis by summarizing the contributions and discussing some
possibilities for future work.
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Chapter 2
Background and Literature Survey
This chapter provides background and literature surveys on the topics of mobile robot
localization and motion control of omni-directional wheeled mobile robots (OWMRs).
The first part of this chapter examines the methods used for indoor mobile robot local-
ization and discusses their strengths and weaknesses. Examples of some localization
systems developed for mobile robots are presented. The second half of the chapter
presents a survey of the literature on OWMR motion control, focusing on the various
control strategies and algorithms.
2.1 Mobile Robot Localization
An autonomous mobile robot is a robot that can move freely through its environment
while performing various tasks. The mobility and autonomy of such a robot make
it much more versatile allowing for a much greater number of potential applications
compared to fixed robot manipulators that are used in industrial settings to perform
repetitive motions. For a mobile robot to be able to navigate through the world it
needs to have knowledge about its location relative to its environment. The process
of finding out the location of the robot is called localization, which is a fundamental
problem in creating a truly autonomous robot [13]. There are a number of different
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methods that can be used for determining the location of a mobile robot. This sec-
tion presents an overview of these methods and examines some existing localization
systems.
2.1.1 The Robot Localization Problem
For a mobile robot to be able to navigate through its environment and make decisions
on what actions to take, it must first be able to determine where it is with respect
to its surroundings at any moment in time. To localize itself within its operating
environment a robot requires information. The information for localization can ei-
ther be a priori information which is made available to the robot before it begins
navigating or information obtained from sensor measurements during navigation [1].
When navigating a robot can sense its own motion and the environment around it.
Measurements made by sensors that only look at the robot itself are called relative
measurements, whereas measurements made by sensing the surrounding environment
are called absolute measurements. Using the information obtained from the sensors
mounted on the robot as well as any a priori information that may be available, it is
possible to estimate the robot’s position and orientation (i.e., its pose) relative to its
environment.
For mobile robots moving on planar surfaces, location is defined by the set of pa-
rameters (x, y, θ) with respect to a global coordinate system, where x and y are the
position coordinates and θ is the orientation or heading direction of the robot. From
this point forward, the terms location and pose will be used interchangeably to refer
to the set of parameters (x, y, θ) with respect to a global reference frame, which is
fixed in the robot’s operating environment.
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2.1.2 Localization Methods Overview
Since localization is such a critical problem and a prerequisite for autonomous navi-
gation, it is a topic that has attracted much interest in the mobile robotics research
community. As such, numerous methods have so far been developed for localizing
mobile robots both in indoor and outdoor environments. While the number of local-
ization methods is quite extensive, all of these methods can be categorized as either
relative or absolute.
Relative methods, also referred to as dead-reckoning, rely on sensors mounted on the
mobile robot that only obtain measurements of the robot’s own motion; e.g., shaft
encoders on the drive motors. The pose of the robot is updated from a known starting
location by integrating the sensor measurements over time as the robot moves. Due
to the fact that all sensor measurements contain some errors and noise, the process of
integrating measurements over time inevitably leads to the unbounded accumulation
of errors in the location estimates. This represents the major weakness of relative
localization methods and is the reason why mobile robots cannot rely exclusively on
dead-reckoning for localization. However, even though relative methods are subject to
error accumulation over time, they still have some important advantages, such as high
sampling rates and low cost and complexity, that make them very useful additions to
many localization systems.
In contrast, absolute methods employ sensors onboard the mobile robot that obtain
measurements of the surrounding environment. Absolute sensors include devices such
as laser scanners, sonar, and vision systems. The most well-known example of an
absolute localization system is the Global Positioning System (GPS), which is used
for outdoor navigation in the civilian, commercial, and military sectors. Compared
to dead-reckoning, absolute localization does not involve any sensor measurement
integration, but instead computes the robot’s location based on a unique set of mea-
surements obtained at each time step. As a result, all pose estimates are independent
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of one another and the problem of error accumulation is non-existent for absolute
techniques. Thus, absolute methods have much higher accuracy in the location esti-
mates compared to relative methods, and there is no drift over time. However, the
advantage of greater accuracy comes at the expense of higher cost and complexity,
lower sampling rates, and often much higher processing demands.









i. Simultaneous Localization and Mapping (SLAM)
A description of these localization methods is provided in the sections that follow,
along with a discussion of their strengths and weaknesses. In addition, examples of
existing indoor localization systems developed for mobile robots are presented. For
additional information about the sensors, methods, and systems used in mobile robot
localization the reader is directed to [15], which provides a thorough survey of the
literature on mobile robot localization.
2.1.3 Sensor Data Fusion
Most localization systems developed for mobile robots do not rely on a single method
for pose estimation, but instead use a combination of two or more methods with
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multiple sensors mounted on the robot. The approach of combining several methods
for pose estimation is widely used because none of the individual methods provide a
complete solution to the localization problem. By combining several methods, each
with their own respective strengths and weaknesses, it is possible to overcome the
disadvantages of the individual methods. From surveying the literature, it is observed
that most often localization systems developed for mobile robots use a combination
of relative and absolute methods, since they are complementary to each other.
The process of combining the measurements from different sensors mounted on a robot
is referred to as sensor data fusion. Techniques for performing sensor fusion combine
the information from multiple onboard sensors to obtain better location estimates
than would be possible to obtain from the measurements of any one sensor alone.
The most widely used method for sensor fusion in mobile robotic applications is the
Kalman filter (KF) and its variants, especially the extended Kalman filter (EKF)
which is used for non-linear systems [15]. The KF is able to fuse the data from
all available sensors, containing noise and other inaccuracies, to produce an optimal
estimate of a system’s state in a statistical sense. When applied to localization, the
estimated state is the robot’s pose, (x, y, θ).
To estimate the location of a robot, or any other system state parameters, the KF
relies on the following: a system model describing the robot’s motion, a measurement
model describing how the sensor measurements relate to the robot’s location, and
probabilistic descriptions of the system model and measurement errors and noises.
The latter is referred to as the uncertainty, and is estimated for both the system
model and the measurements. The KF algorithm consists of a two step process that
is repeated at every time step. First, given an initial or previous estimate of the robot’s
location, the system model and known control inputs are used to predict its location
at the next time step – this is the predicted value. Then, when sensor measurements
are acquired they are used to correct the predicted value obtained in the previous
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step. The correction is made by computing a weighted average of the predicted and
measured values. The amount of weight placed on the system model prediction and
sensor measurements is based on their relative uncertainty, which is updated every
iteration; more weight is given to the value with the least uncertainty.
Using this prediction-correction process, the resulting estimates tend to be closer
to the true values than the original measurements. The reason for the improved
accuracy is due to the output value of the weighted average having a lower estimated
uncertainty than either of the values that went into the weighted average [1]. It is
important to note that the KF is a recursive algorithm, in which only the previous
pose estimate and the new sensor measurements are needed to update the robot’s pose
– there is no need to store all the previous measurements and estimates. This makes
the KF ideally suited for application in embedded systems with limited memory and
processing power. For a more detailed explanation of the KF and its extensions, the
reader is referred to [16].
2.1.4 Relative Localization Methods
2.1.4.1 Odometry
Odometry uses wheel or shaft encoders to count the number of revolutions made
by the robot’s wheels during motion from a known starting position [1, 17]. The
wheel revolutions counted by the encoders are used to determine estimates for the
displacement of each wheel. An estimate of the robot’s position and orientation is
then determined using the wheel displacement values relative to the robot’s previous
location. In this approach, the robot’s pose is updated by integrating the encoder
measurements over time. Consequently, every pose estimate is based on the previous
estimates.
The disadvantage of odometry is that the integration of encoder measurements over
time leads to the unbounded accumulation of errors. Errors in the orientation cause
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large lateral position errors, which increase over time [15]. The sources of error in the
location estimates include wheel slippage, inaccuracies in the geometric parameters
(e.g., wheel diameter), and irregularities on the driving surface such as bumps and
cracks. The advantages of odometry are that it is easy to implement, provides good
short-term accuracy, is inexpensive, and allows for very high sampling rates [15].
Additionally, odometry is self-contained and can always provide location estimates
based on the information obtained from the encoders. For these reasons, odometry is
the most used method for mobile robot localization. However, it is important to note
that due to the issue of error accumulation, odometry is never used by itself. Instead,
odometry is always used in combination with one or more absolute methods. This is
true for all relative methods, as they all share the same problem of error accumulation
over time. Thus, the primary role of relative methods is to complement the absolute
methods, to achieve improved system performance.
2.1.4.2 Inertial Navigation
Inertial navigation uses accelerometers and gyroscopes to measure acceleration and
rate of rotation, respectively [15]. Accelerometers can measure accelerations in the
x, y, and z axes of the robot, depending on the number of sensitive axes of the
accelerometer. The measurements from the accelerometer are integrated once to ob-
tain the speed and twice to obtain the distance traveled by the robot. The problem
with accelerometers is that they experience significant drift and are sensitive to un-
even ground. Gyroscopes, also referred to as rate gyros or gyros, measure a robot’s
rate of rotation. Measurements from a gyroscope are integrated once to acquire the
orientation of the robot [1].
The advantages of inertial navigation are similar to those of odometry in that an
inertial navigation system is self-contained and does not depend on any external
references or sources of information [1, 15]. Similar to odometry, inertial navigation
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has the disadvantage that location errors grow boundlessly with time, because location
estimates are derived from integration of the sensor measurements.
2.1.5 Absolute Localization Methods
2.1.5.1 Active Beacons
Active beacon systems use actively transmitting beacons that broadcast wireless sig-
nals and receivers that detect those signals [1]. Commonly used signals are radio
waves and ultrasonic pulses. Two types of architectures are used in active beacon
systems: passive mobile and active mobile. In the passive mobile architecture (Figure
2.1(a)), active beacons are placed at known locations in the robot’s environment to
serve as references, and a receiver is attached to the mobile robot. Alternatively, in
the active mobile architecture (Figure 2.1(b)), the active beacon is mounted on the
robot and the receivers are fixed at known locations in the environment acting as the
references. Using either of these architectures, a mobile robot equipped with either
a transmitter or receiver is able to compute its location based on distance or angle
measurements to three or more reference devices. To perform this calculation, the
positions of the reference devices must be provided to the robot a priori and stored
in memory. The accuracy of the reference device placement in the environment is im-
portant as it affects the accuracy of the resulting location estimates [15]. In general,
active beacon systems provide accurate location information with minimal processing
requirements compared to other absolute methods.
Active beacon systems use the position estimation methods of triangulation and tri-
lateration to compute the location of the mobile robot. Triangulation uses angle
measurements to three or more references to estimate the robot’s position and orien-
tation, whereas trilateration derives pose estimates based on distance measurements
to three or more references [15]. The distance measurements used in the trilateration
calculations are determined based on the time-of-flight of the transmitted signals.
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(a) Passive mobile. (b) Active mobile.
Figure 2.1: Active beacon system architecture types.
A limitation of practical active beacon systems is that beacons usually do not transmit
signals in all directions and the signals have a limited range. Consequently, beacon
transmissions may not be detected in some locations. Another disadvantage is that the
transmitted signals can be distorted by refraction and reflection, resulting in incorrect
measurements [1].
A notable drawback of active beacon systems is the cost associated with their instal-
lation and maintenance. An active beacon system requires the robot’s environment
to be modified, which is often difficult and sometimes not possible. The need to en-
gineer the robot’s environment is not only time-consuming and expensive, but also
places a limitation on the robot’s workspace. When using an active beacon system
for localization, the mobile robot must always stay within the coverage area of the
system; otherwise, location information will not be available.
The Global Positioning System (GPS), depicted in Figure 2.2, is the best-known ex-
ample of an active beacon localization system. It is without a doubt the most used
localization system for outdoor navigation in both the civilian and commercial sec-
tors. GPS is made up of a network of 24 actively transmitting satellites orbiting the
earth that send out radio signals encoded with information [18]. The satellite radio
signals are acquired by GPS receivers attached to objects that need to be located.
Based on the time-of-flight of the radio signals, GPS receivers estimate distances to
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Figure 2.2: Global positioning system [15].
the satellites. Using advanced trilateration techniques, distances to three or more
satellites are used to determine the GPS receiver’s position (latitude, longitude, and
altitude) [17]. With a standard GPS receiver, the accuracy of the position estimates
is around 10 meters [19]. Better accuracy can be achieved using Differential GPS
(DGPS), which employs ground-based reference stations at precisely surveyed loca-
tions to provide correction signals to nearby compatible GPS receivers. With DGPS,
the accuracy is between 0.5 meters and 5 meters [19]; however, achieving an accuracy
on the centimeter level requires using surveying techniques and post-processing of the
position data. It is important to note that while GPS is a great solution for outdoor
navigation, it does not typically work indoors due to blocked signal reception and
signal interference inside metal structures.
Kleeman [20] developed a localization system that integrates the data from active
beacons with dead-reckoning to estimate the pose of a mobile robot. The system
consists of six ultrasonic beacons at known positions connected to a transmitter con-
troller which sequences the firing of the beacons in a cyclical manner. A receiver
array composed of eight ultrasonic receivers is mounted on the mobile robot for de-
tecting the beacon transmissions. The positions of the beacons and the approximate
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time between firing of the beacons are known to ultrasonic receiver on the robot. An
Iterated Extended Kalman Filter (IEKF) is applied to combine the beacon distance
measurements with the incremental motion data from the wheel encoders to estimate
optimal values of the robot’s position and heading. The effectiveness of the IEKF at
estimating the robot’s pose in real-time was proven through testing on a mobile robot
operating in an indoor environment.
A localization system that uses active ultrasonic beacons for the autonomous navi-
gation of a powered wheelchair is presented in [21]. In this system, active ultrasonic
beacons are fixed to a ceiling at known positions and two ultrasonic receivers are
mounted on the wheelchair. The position and orientation of the wheelchair is com-
puted using the measured distances between the onboard receivers and the fixed active
beacons. To obtain a distance measurement, the wheelchair sends out an RF message
containing the ID of the beacon to be triggered over a radio link. In response, the
beacon with the matching ID transmits an US pulse which is detected by the onboard
receivers. The distances to the beacon are measured based on the time-of-flight of the
signal and the known speed of sound. During motion, the wheelchair relies on odom-
etry for pose estimation in the time period between active beacon pose updates. The
developed system was tested on a standard powered wheelchair operating in an indoor
environment where eight ultrasonic beacons were mounted on the ceiling. The exper-
imental results showed the developed localization system was effective in allowing the
wheelchair to autonomously navigate through its environment.
Yi [22] developed a global ultrasonic system with selective activation for indoor nav-
igation of an autonomous mobile robot. The proposed global ultrasonic system con-
sists of a network of ultrasonic (US) transmitters fixed at known locations in the
workspace, and two receivers attached to the mobile robot. A selective activation
scheme is employed in which an onboard RF transmitter selectively triggers specific
US transmitters over the RF channel. At every time step, the mobile RF transmitter
22
selects one fixed US transmitter based on its relative distance and angle to the mobile
robot, and triggers it to transmit an US pulse. The onboard receivers detect this sig-
nal and measure their distance to the fixed US transmitter based on its time-of-flight
(TOF). The extended Kalman filter (EKF) is used to combine the external distance
data with the internal encoder data of the mobile robot, resulting in an estimate of
its position and heading in the global coordinates. The key characteristic of the se-
lective activation approach is that the criteria used in selecting the US transmitters
takes into account the maximum effective range and beam width of the US signals.
As such, this approach ensures that more valid ultrasonic data is obtained compared
to a system that employs a sequential activation scheme. The results of experiments
conducted with a mobile robot operating in a workspace with eight ultrasonic trans-
mitters showed the selective activation algorithm to have better performance than a
global ultrasonic system with sequential activation.
2.1.5.2 Landmark Navigation
Landmarks are distinct features in the environment that a robot can recognize from its
sensor readings [1, 15]; e.g., the vertical edges of doors, windows, and wall junctions.
The positions of the landmarks in the environment and their characteristics must
be known and stored in the robot’s memory. Localization using landmarks consists
of recognizing the known landmarks, which can be artificial or natural, and then
calculating the robot’s position and orientation.
Artificial landmarks are objects or features specifically designed and placed in the
environment for the single purpose of robot localization. Some examples of artificial
landmarks are bar-codes and geometric shapes, such as rectangles and circles [1, 15].
A disadvantage of artificial landmarks is that the environment has to be modified to
enable robot localization.
Natural landmarks are objects or features that are part of the robot’s environment
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and are not specifically designed for enabling robot localization [1, 15]. Examples
of indoor natural landmarks include doors, wall junctions, and ceiling lights. Since
natural landmarks are not specifically designed for robot localization, detecting and
recognizing natural landmarks is more difficult than artificial landmarks. Thus, com-
pared to artificial landmarks detecting natural landmarks requires more computation
time and the recognition reliability is lower. The advantage of natural landmarks is
that the environment does not need to be modified.
The general procedure for performing landmark-based localization is as follows [15]:
1. Acquire sensory information. Typically this information consists of laser
scans, sonar scans, or camera images.
2. Detect landmarks. The distinct features, such as vertical edges and corners,
characterizing the known landmarks need to be identified from the sensor ob-
servations.
3. Establish matches between observation and expectation. The land-
marks identified in the previous step (the observation) need to be matched to
the landmark description in the database (the expectation).
4. Calculate position. When matches are found, the robot’s position is calcu-
lated through triangulation or trilateration based on the known positions of the
observed landmarks.
Range sensors, such as laser scanners and sonar arrays, are the most commonly used
sensors for detecting and recognizing landmarks in the robot’s environment. Laser
scanners are preferred because they offer better precision, angular resolution, reliabil-
ity, and sampling rates when compared to sonar sensors. Initially, sonar was the more
popular sensor for landmark-based localization due its lower cost. However, in recent
years, the use of laser scanners on mobile robots has become much more prevalent, as
a result of the decreasing cost of this technology.
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Another sensing technology that is less often used, but has perhaps the greatest
potential for both robot localization and navigation is vision. In this approach, a
vision sensor such as a CCD camera is mounted on the mobile robot and takes images
of the surrounding environment. Image processing techniques are then applied to
the sensor data to identify the landmarks. Compared to range sensors, vision is
much more complex and requires substantially greater processing power. A practical
issue with most vision algorithms is that they are not general, but instead developed
for a particular purpose. While these algorithms might perform well under certain
conditions, they may fail if for example the lighting conditions or the texture of the
background is changed [23].
Compared to active beacon systems, localization using landmarks requires substan-
tially more processing and the maximal effective distance between robot and landmark
is substantially shorter than in active beacon systems [15]. A general disadvantage of
landmark-based localization is the dependency of location accuracy on the distance
and angle between the robot and the landmark. The further away the robot is from
a landmark, the less accurate the location estimates become. Other problems that
complicate landmark recognition are different ambient lighting conditions and partial
visibility [15].
Leonard and Durrant-Whyte [24] developed a localization system that applies an ex-
tended Kalman filter (EKF) for maintaining an estimate of a robot’s pose based on
observations of fixed geometric beacons in a known indoor environment. The geo-
metric beacons are defined as naturally occurring environment features that can be
reliably observed in successive sensor measurements. A concise geometric parameter-
ization was used to accurately describe the beacons (i.e., natural landmarks). Obser-
vations of the beacons were made using sonar sensors, and these observations were
matched to an a priori map of geometric beacons. The map used in the algorithm
was a simple line segment model of a room, not a detailed world map. The localiza-
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Figure 2.3: A typical sonar scan used for localization in [24].
tion system was implemented and tested on a mobile robot equipped with a single
servo-mounted rotating sonar that provided scans of the surrounding environment. A
typical sonar scan obtained at one time step is shown in Figure 2.3. The features in
the sonar scans that were used for matching were regions of constant depth (RCD’s)
– circular arcs in the Cartesian coordinates. The procedure for estimating the robot’s
pose involved first predicting a set of RCD’s based on the robot’s predicted location,
and then matching the predicated RCD’s to the observed RCD’s in the sonar scan.
The successful matches were then used in the EKF to generate an updated vehicle
location estimate.
Another mobile robot localization system that relies on observations of naturally
occurring structures in an indoor environment was proposed by Chenavier and Crow-
ley [25]. This system combines position estimation from odometry with observations
of the environment from a mobile camera onboard the robot. The natural landmarks
used for in this technique were vertical edges, such as the edges provided by doors,
pipes, and corners. The positions of these landmarks were stored in a database. A
CCD camera mounted on a steerable rotating platform provided images from which
the landmarks were extracted by simple image processing (edge extraction, followed
by a Hough transform). To estimate the robot’s pose, the technique relied on the good
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short-term accuracy of odometry for pose estimation, and then used the observations
of known landmarks to apply corrections to the odometry estimates. An EKF was
used to fuse the data from odometry and the vision sensor to provide updates of the
robot’s pose.
2.1.6 Map-Based Positioning
Map-based positioning, also known as map matching, is a method that involves using
a robot’s sensor outputs to construct a map of its local environment. The local map
is then matched to a global map of the environment, which is provided to the robot a
priori. The robot determines its position and orientation relative to its environment
by finding matches between the current local map and the global map [15, 17]. The
global map stored in memory can be a CAD model of the environment, or it can
be constructed from prior sensor data obtained during an initial exploration phase.
The sensors used for map-based localization are the same as those used for landmark-
based localization (Section 2.1.5.2). In fact, many localization systems fall in between
landmark and map-based methods.
An advantage of map-based positioning is that it uses existing features of the en-
vironment for matching, which means no modifications are required to the environ-
ment [15]. Another advantage is that through map-based positioning an updated map
of the robot’s environment can be generated and used for other important tasks, such
as path-planning and obstacle avoidance. Disadvantages of map-based positioning
include the need to have enough easily distinguishable features in the environment
that can be used for matching, and the stringent requirements for accuracy of the sen-
sor maps [15, 17]. Additionally, the matching process used in map-based positioning
requires a substantial amount of sensor data and processing power [1, 17].
A low-complexity algorithm for tracking the pose of a mobile robot using laser scan-
ning and odometry data is described in [26]. This map-based localization approach
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uses a minimalistic model of the robot’s environment to achieve a low-complexity algo-
rithm with a high degree of robustness and accuracy. The minimalistic model chosen
is a rectangular model of each room, where the sides of the rectangle correspond to
walls. This model represents only the large scale structures in the environment be-
cause they are robust over time and their relatively small number simplifies the data
association problem. For tracking the pose of the robot, information is obtained from
odometry and a laser scanner, which provides range data. Odometry information
is used for approximating the robot’s pose, while the scans from the laser scanner
are combined with the environmental model to correct the odometry estimate. This
correction of the predicted robot pose is achieved with the application of an EKF,
which combines the odometry and laser scanner data. Figure 2.4, shows a scene from
one of the rooms in the environment where the robot was tested. The dark spots
correspond to scan points that have been associated with a model line. Matching
of the range data to model lines was achieved with the use of two different line ex-
traction algorithms in combination with validation gates. The proposed localization
algorithm was tested on a mobile robot operating in an indoor environment. The
experimental results showed that the algorithm could handle a high density of clutter
in the environment and that is was able to track the robot’s pose for long periods of
time.
Borges et al. [27] developed a map-based dynamic localization method based on fea-
ture matching that takes the robot’s motion into account during the sensor data
acquisition process. In [27], local maps of the robot’s environment were constructed
from 2-D range images acquired by a rotating laser rangefinder. The local maps con-
sisted of geometrical features that were linear and ellipsoidal clusters (see Figure 2.5).
The linear clusters represent vertical planes (e.g., walls and large planar obstacles),
while the ellipsoidal clusters are used to represent small objects like furniture. A
problem with many map-matching techniques is that they do not consider the fact
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Figure 2.4: Laser scan of a room showing the scan points that have been matched to
lines of the rectangular environmental model [26].
that robot motion during data acquisition causes the range images to be deformed.
The algorithm proposed by Borges et al. is unique in that it uses a direct range image
correction procedure in order to compensate for vehicle motion. The resulting recti-
fied range image is then used for feature extraction which is accomplished by applying
a clustering algorithm to find only linear clusters. Depending on their length, some of
the extracted linear clusters are classified as ellipsoidal clusters. The extracted local
features are then matched to global features defined in the global environmental map.
Estimation of the robot’s pose was executed using a weighted least-squares (WLS)
approach, that gives optimal pose estimates in the least-squares sense. Odometry
was used to update the robot’s pose in the time period between consecutive absolute
pose updates. Experimental validation of the proposed localization algorithm was
carried out in a real cluttered indoor environment, including people and unknown ob-
stacles. The experimental results showed the proposed approach using WLS for pose
estimation to have better performance than the classical solution based on Kalman
filtering.
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Figure 2.5: The linear and ellipsoidal geometric features used in the algorithm pro-
posed in [27].
2.1.6.1 Simultaneous Localization and Mapping
Simultaneous localization and mapping (SLAM) is a process by which a mobile robot,
placed at an unknown location in an unknown environment, incrementally builds a
map of its environment and simultaneously determines its location within this map
[28–30]. In performing the SLAM process, a mobile robot needs to make relative
observations of a number of unknown landmarks located in the environment through
which it is navigating. These observations are made using onboard sensors (e.g., a
laser scanner or camera) that provide measurements of the location of landmarks
relative to the robot [29,30].
A solution method for the SLAM problem makes use of the relative observations of
landmarks to build a map of the environment, and at the same time localize the robot
within this map. The two main methods for solving the SLAM problem are EKF-
SLAM and FastSLAM. The EKF-SLAM algorithm uses the extended Kalman filter
(EKF), while the FastSLAM algorithm uses the Rao-Blackwellized particle filter to
solve the SLAM problem [29]. The primary advantage of SLAM is that it allows a
mobile robot to perform localization without any a priori information and with no
modifications to the environment [30].
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Finding a solution to the SLAM problem is of great importance to the mobile robotics
research community because it is considered that a solution to the SLAM problem
would provide the means to make a robot truly autonomous [29,30]. From a theoretical
and conceptual point of view, the simultaneous localization and map building problem
has been solved. However, in terms of practically implementing SLAM solutions there
still exist substantial issues [29, 30]. Due to the very complex nature of the SLAM
problem, it will not be further covered here. Instead, the reader is directed to [29]
which provides an introduction to SLAM and describes some of the methods developed
for tackling this difficult problem.
2.2 Motion Control of OWMRs
The control of autonomous robotic vehicles is generally modularized into three in-
dependent stages: path-planning, path-following, and motor velocity control. Path-
planning involves computing a feasible and optimal geometric path (trajectory), from
the robot’s current location to some goal in the workspace. Path-planning is in general
a difficult task, especially in rapidly changing environments with moving obstacles.
Path-following, also referred to as trajectory tracking, is the process of controlling
the robot to follow a reference path/trajectory. A path-following controller adjusts
the robot’s position and orientation to follow the commanded path, such that the
difference between the actual and commanded paths is minimized. Typically, the
path-following controller outputs velocity commands to adjust the robot’s motion.
Execution of these velocity commands requires controlling the velocities of the mo-
tors driving the robot’s wheels. Motor velocity control involves applying feedback
control to regulate the motor velocities, so as to achieve the desired robot motion.
A wide variety of methods have been proposed in the literature for controlling the
motion of wheeled mobile robots (WMRs). Here, the focus is on reviewing some of
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the control methods developed specifically for omni-directional wheeled mobile robots
(OWMRs). Omni-directional vehicles differ from conventional vehicles in that they
can control each of their three degrees-of-freedom independently and simultaneously.
This ability gives OWMRs superior maneuverability compared to the conventional
(“car-like”) WMRs. Thus, a motion control strategy for an OWMR should be de-
signed to take advantage of its increased maneuverability.
Generally, the process for developing a motion control system for an autonomous
vehicle involves modeling its kinematics and dynamics and then designing a controller
based on the derived model. Models derived for mobile robots vary in complexity, but
typically employ some simplifying assumptions about the robot’s motion to simplify
the resulting robot model. Dynamics which are often ignored in the derivation of the
robot model, include wheel slippage and the motor dynamics. The ignored dynamics
are considered as perturbations, and the closed-loop controller based on the derived
model is used to compensate for them and other disturbances. The selection of the
controller for a mobile robot is based on the performance requirements. In many
cases, satisfactory performance can be achieved by ignoring the nonlinear properties
of a system and using a linear controller. However, some applications require higher
performance than can be achieved with a linear controller, which necessitates the use
of a nonlinear controller based on a nonlinear dynamic model. Better performance
can be achieved with a nonlinear controller, however this comes at the expense of
higher complexity and computational requirements.
The following section presents a review of some of the methods that have been pro-
posed in the literature for controlling the motion of OWMRs.
2.2.1 Review of Control Strategies
The PID control algorithm is a widely-used and proven feedback control method that
has been successfully applied for the control of many dynamical systems, including
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mobile robots. In [31], the motion of an omni-directional mobile robot is controlled
to follow planned trajectories with digital PID controllers for the wheels. In this
control system, each drive motor is controlled by an individual PID controller to follow
the speed command obtained from the robot’s inverse kinematic model. Samani et
al. [32] applied PID control for the motion control of an omni-directional soccer player
robot. Two identical PID controllers were used for controlling the robot position and
orientation. Tuning of the controller gains was performed manually to achieve a stable
and desirable response.
Liu et al. [33] have designed a nonlinear controller for an omni-directional mobile robot
using the Trajectory Linearization Control (TLC) method. The proposed nonlinear
robot controller is based on a nonlinear dynamics model of the omni-directional three-
wheeled mobile robot shown in Figure 2.6. This robot has three omni-wheels, arranged
120◦ apart, which are each driven by a DC motor. Both the robot nonlinear motion
dynamics and the motor dynamics are considered for deriving the robot nonlinear
equations of motion. Based on this nonlinear robot model, a novel trajectory tracking
controller is designed. The robot controller employs a dual-loop structure, with an
outer-loop controller and an inner-loop controller, which are both designed using
the TLC method. The outer-loop is a kinematics controller that adjusts the robot
position and orientation to follow the commanded trajectory, while the inner-loop is
a dynamics controller which follows the body rate command given by the outer-loop
controller. This dual-loop design is based on the time-scale separation principle, which
assumes that the inner-loop is exponentially stable and the inner-loop’s bandwidth is
much higher than the outer-loop dynamics, so that the outer-loop controller can be
designed by ignoring the inner-loop dynamics.
A set of guidelines for tuning the designed controller parameters is provided and a
time-varying bandwidth command shaping filter is proposed, as a method to deal
with the problem that occurs when infeasible trajectory commands are provided to
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Figure 2.6: Phase V Robocat robot with three omni-wheels arranged 120◦ apart [33].
the robot. With this command shaping filter, infeasible trajectory commands are ren-
dered into feasible ones, thereby avoiding the issues of motor saturation and integral
windup. The proposed TLC controller was tested in a real-time hardware-in-the-loop
(HIL) simulation. The real-time results demonstrated that using a fixed set of pa-
rameters, the robot controller is capable of accurately following various challenging
3-DOF command trajectories.
Watanabe et al. [34] have proposed a feedback control scheme for an omni-directional
autonomous platform that uses the resolved-acceleration technique for the controller
design. The omni-directional mobile platform considered in [34], achieves omni-
directional mobility with the use of three lateral orthogonal-wheel assemblies. Figure
2.7 shows a picture of one of these lateral orthogonal-wheel assemblies, which were
originally proposed by Pin and Killough [35]. The dynamic properties of the mobile
platform are discussed and a dynamic model suitable for application of control is
derived. Based on the dynamic model, a resolved acceleration control system is devel-
oped with PI and PD feedback for controlling the robot speed and orientation angle.
The proposed control scheme was tested on the omni-directional mobile platform,
and the results showed that full omni-directionality of the platform was achieved with
decoupled translational and rotational motions.
Rojas and Forster [36] study the control problem for a class of omni-directional
wheeled mobile robots that have three or more omni-wheels mounted symmetrically
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Figure 2.7: The lateral orthogonal-wheel assembly [34].
on the periphery of a circular chassis. An OWMR with four symmetrically arranged
omni-wheels, shown in Figure 2.8, is used as an example for developing the control
method; however, the method is said to apply to any n-wheeled robot with the same
symmetrical wheel configuration. Modeling of this type of OWMR is achieved by de-
riving the force and velocity coupling matrices. The force coupling matrix maps the
motor traction forces to the robot’s translational and rotational accelerations, while
the velocity coupling matrix maps the robot’s translational and rotational velocities
to the motor speeds. A mathematical expression for detecting wheel slippage is de-
rived based on the velocity coupling matrix. In cases where it is detected that there
are inconsistencies in the wheel rotation (i.e., one or more wheels are wasting energy
or slipping by false motor forces), then the motor control signals are corrected so that
the resulting forces require minimal energy consumption. In addition to addressing
the issues of wheel slip detection and energy-saving driving, Rojas and Forster also
discussed the issue of driving without one motor. It is shown that the four-wheeled
robot of the type considered in this work, is still capable of omni-directional motion
and accurate driving even if one of the four motors fails. The approach presented in
this work was successfully used on small and middle size robots that participated in
the annual RoboCup robotic soccer competition.
In [37], Vazquez and Velasco-Villa applied the computed-torque-control strategy, com-
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Figure 2.8: The four-wheeled OWMR studied in [36].
monly used in the field of robot manipulators, to solve the path-tracking problem of
an omni-directional wheeled mobile robot. The mobile robot considered in this work
is composed of three wheels that are symmetrically placed on a circular base. A dy-
namic model for this robot is derived by considering the Euler-Lagrange formalism.
In deriving the model, the friction and slipping effects between the wheels and the
working surface were neglected. Based on this dynamic model, a closed-loop controller
is designed using the computed-torque-control strategy. The stability of the proposed
controller is formally stated, showing the convergence of the tracking errors. The
results of simulations showed the proposed path-tracking controller to have adequate
performance.
In [38], Huang et al. applied the computed-torque-like-controller (CTLC) strategy
to solve the path-tracking problem of a four-wheeled omni-directional mobile robot,
pictured in Figure 2.9. This four-wheeled OWMR is used in the RoboCup middle-
size league competition, which is a dynamic and oppositional environment. In the
RoboCup competition, high acceleration and deceleration motion occurs frequently,
resulting in frequent slipping of the wheels. To account for the wheel slipping en-
countered during motion, Huang et al. derived a nonlinear dynamics model of the
four-wheeled mobile robot that includes slipping between the wheels and the motion
surface. Based on this dynamic model with slip, a feedback path-tracking controller
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Figure 2.9: The four-wheeled OWMR considered in [38].
was designed using the CLTC strategy. It is shown that with this nonlinear controller,
the exponential stability of the tracking error can be guaranteed. The effectiveness of
the proposed feedback controller based on the dynamic model with slip was verified
in simulation and experimentally on the four-wheeled OWMR (Figure 2.9).
Instead of using the common practice of designing a robot controller based on its
model, Oubbati et al. [39] proposed a control approach that does not require knowl-
edge about the robot model. In this work, the robot is treated as a “black box”, in
order to avoid having to estimate its real dynamic model parameters. In place of a
conventional dynamic model, a novel Recurrent Neural Network (RNN) called Echo
State Network (ESN) is used to approximately represent the dynamics of the robot.
In this representation, knowledge of the robot parameters is not needed. To control
the velocity of an omni-directional mobile robot, the ESN is trained as a velocity
controller. A procedure for training the ESN as a velocity controller is presented.
The data used in the training procedure consisted of the PWM signals to the motors
and the resulting wheel speeds. The necessary training data was collected by moving
the robot arbitrarily with different velocities in different directions. After the train-
ing procedure, the ESN controller was implemented in the robot control system for
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Figure 2.10: Omni-directional three-wheeled robot used in the RoboCup competition
[39].
controlling the wheel speeds. The proposed ESN control approach was experimen-
tally tested on an omni-directional RoboCup player (see Figure 2.10) developed at
the University of Stuttgart. It was shown that the ESN controller could successfully
control the robot to perform some typical movements encountered during a RoboCup
soccer game.
Huang and Tsai [40] used the adaptive backstepping control method to achieve the tra-
jectory tracking and stabilization of an omni-directional three-wheeled mobile robot,
shown in Figure 2.11. The OWMR considered in this work has three independent
driving wheels equally spaced at 120◦ from one another. Using Newton’s second law
of motion, a second-order nonlinear dynamic model of the omni-directional mobile
robot is derived. In this model, the robot’s total mass and moment of inertia are
treated as two unknown but constant parameters. Additionally, the slip between the
wheels and the working surface is represented in the dynamic model model by three
uncertain but bounded friction forces exerted on the driving wheels. Using the derived
nonlinear dynamic model of the robot, the adaptive backstepping approach is applied
to synthesize an adaptive controller. This controller steers the robot to reach a desti-
nation pose, or exactly follow a desired differentiable and time-varying trajectory. It
is shown mathematically that this adaptive controller ensures the globally asymptot-
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Figure 2.11: Omni-directional three-wheeled mobile robot analyzed in [40].
ical stability of the closed-loop system. The proposed adaptive controller was tested
on the the omni-directional mobile robot, and the results showed the controller to be
capable of steering the robot to track both linear and elliptical reference trajectories.
2.3 Summary
This chapter provided background and a survey of the literature on the topics of
indoor mobile robot localization and motion control of OWMRs. The methods for
mobile robot localization were described and some examples of existing localizations
systems were presented. From surveying the literature, it was determined that the
best approach for solving the localization problem is to not rely on a single method,
but use a combination of methods for pose estimation. An overview of the problem
of motion control of OWMRs was provided and various control strategies proposed in




This chapter presents an overview of the autonomous navigation system developed for
the Omnibot omni-directional wheeled mobile robot (OWMR). First, the structure
of the developed navigation system is described. Then, a description of the primary
hardware components of the Omnibot OWMR is provided. Lastly, an explanation of
the ROS open-source software platform is given.
3.1 Navigation System Architecture
To allow the Omnibot OWMR, to autonomously navigate along predefined paths in
an indoor structured office or factory-like environment, an autonomous navigation
system has been developed that is composed of four integrated subsystems as shown
in Figure 3.1. These subsystems are:
• Localization. To estimate the position and orientation (i.e., pose) of the Om-
nibot in an indoor environment, a localization subsystem has been developed.
This subsystem uses a combination of relative and absolute localization meth-
ods for pose estimation. The pose estimates computed by the two localization
methods are fused together using a data fusion algorithm to achieve improved
localization performance. Chapter 5 discusses the localization subsystem.
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Figure 3.1: Autonomous navigation system structure.
• Velocity control. The function of the velocity control subsystem is to control
the velocities of the DC motors driving the Omnibot’s wheels to produce the
desired motion of the Omnibot. The developed system is a feedback control sys-
tem that uses the PID control algorithm to independently control the velocities
of the Omnibot’s four motors. The velocity control subsystem is discussed in
Chapter 4.
• Path-following. The path-following subsystem is responsible for autonomously
driving the Omnibot along predefined paths provided by a human operator
from a remote desktop; where the paths are specified by waypoints. The path-
following controller steers the Omnibot along the user-defined paths based on
the pose feedback that it receives from the localization subsystem. It controls
the Omnibot’s motion during navigation by computing velocity commands and
passing them to the velocity control subsystem for execution. Chapter 6 de-
scribes the path-following subsystem.
• Obstacle detection. To prevent collisions between the Omnibot and any ob-
jects or obstructions that may be present in its path of motion, an obstacle
detection subsystem has been developed. In this subsystem, obstacle detec-
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Figure 3.2: Remote desktop and Omnibot OWMR communicating over a wireless
network.
tion is performed using an array of infrared (IR) distance sensors that measure
distances to objects around the Omnibot’s perimeter. The obstacle detection
subsystem is discussed in Chapter 6.
In addition to the four subsystems operating onboard the Omnibot, the navigation
system also includes a user control interface component, which runs off-board on a
remote desktop computer, shown in Figure 3.2. The user control interface on the
remote desktop allows a human operator to visualize the Omnibot’s location using a
3D model of the Omnibot and its indoor workspace, and also provides a means for
the operator to input commands instructing the Omnibot on where to move and at
what speed. The visualization and command input components of the user interface
will be fully described in Chapters 5 and 6, respectively.
As illustrated in Figure 3.2, communication between the remote desktop and the Om-
nibot OWMR is performed over an 802.11b/g wireless local area network (WLAN)
established in the Omnibot’s indoor workspace. On the Omnibot, wireless connectiv-
ity is provided by the onboard laptop which serves as both a data processor and a
communications hub allowing the onboard subsystems to communicate with off-board
systems and devices, such as the remote desktop.
A list of programs developed for the navigation system can be found in Appendix C.
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3.1.1 Omnibot Operation Modes
In the developed navigation system, the Omnibot OWMR can operate in either the
manual or autonomous control modes. These modes are described as follows:
• Manual Mode: In this control mode a human operator manually drives the
Omnibot using a 3-DOF (degree-of-freedom) joystick. In the manual control
mode, the joystick can either be connected directly to the Omnibot using a
cable or the joystick can be interfaced to the remote desktop for wireless control
(i.e., tele-operation). Refer to Chapter 4 for a detailed explanation of the manual
control mode.
• Autonomous Mode: In this mode a human operator defines a path for the
Omnibot to follow as a set of waypoints. The Omnibot then autonomously
follows the user-defined path by moving through the waypoints, while constantly
checking for any obstacles that may be present along the path. In the event of
an obstacle being detected, the Omnibot stops moving to avoid a collision with
the obstacle. The autonomous control mode is detailed in Chapter 6.
3.2 Omnibot Hardware
The primary components of the Omnibot OWMR are highlighted in Figure 3.3. These
hardware components are categorized as follows:
• Data processing devices. These devices run the software and algorithms
developed for the navigation system. On the Omnibot, the data processing
devices are the laptop computer, the HCS12 and Axon microcontrollers (MCUs),
and the Gumstix embedded computer (see Figure 3.3). The microcontrollers
and embedded computer are interfaced with the onboard laptop through RS-
232 serial connections.
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Figure 3.3: Main hardware components of the Omnibot OWMR.
• Sensors. To sense its own motion and the surrounding environment the Om-
nibot is equipped with several sensors, including: Cricket beacons, motor shaft
encoders, and IR distance sensors. In addition to these onboard sensors, there
are also sensors, called Cricket listeners, mounted on the ceiling of the Omni-
bot’s workspace; these sensors are part of the Omnibot’s absolute localization
system which is discussed in Chapter 5.
• Electrical/Electronic Components. There are various electrical/electronic
components on the Omnibot, these include components such as the power supply
and the motor drivers.
• Mechanical components. The mechanical components include the Omnibot’s
80/20 aluminum frame and the omni-directional drive system, which includes
the DC motors, transmissions, and wheels.
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3.3 ROS Software Platform
ROS (robot operating system) is an open-source software platform for robotic systems
developed and distributed by Willow Garage [41]. ROS provides libraries and tools to
help software developers create software for robotics systems, such as mobile robots
and mobile-manipulators. Willow Garage describes ROS as a meta-operating system
for robots that provides many of the same services as a conventional operating system,
including: hardware abstraction, device drivers, message-passing between processes,
package management, and more [42].
The primary goal behind the development of the ROS software platform is to pro-
vide robotics researchers with a means to accelerate the research and development of
robotic systems. ROS aims to achieve this goal by:
• Supporting code reuse in robotics research and development. The
idea is to allow researchers to focus more on developing algorithms for their
robotic systems instead of spending time on developing low-level processes; e.g.,
developing a program to interface with a sensor and then reusing that same
program on other robotic systems that use that particular sensor. With ROS,
researchers can spend less time “re-inventing the wheel”, and more time on
higher-level tasks such as algorithm development.
• Encouraging collaboration and sharing within the robotics research
community. ROS promotes sharing and collaboration within the ROS com-
munity by providing resources that enable its users to exchange software and
knowledge. These resources include: code repositories where ROS users can
release their own robot software components for the benefit of the ROS commu-
nity, the ROS community Wiki for documenting information about ROS and
providing various tutorials, and a mailing list that serves as a forum for users
to ask questions about ROS software.
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A key strength of the ROS software platform is that its being actively developed
and supported by Willow Garage. New distributions of ROS, containing added func-
tionality and bug fixes, are constantly being released to the ROS community for free
through the ROS web-site [42]. ROS is also gaining traction within the robotics com-
munity as evidenced by the increasing number of robots that have been developed
using ROS at various institutions [43–45]. This rapid adoption of the ROS software
platform within the robotics research community, has led to an increasing number of
packages (i.e., collections of source code) being shared within the ROS community
through the various code repositories.
3.3.1 Functions of ROS
In the context of the Omnibot navigation system, the ROS software platform provided
several functions that proved to be useful in simplifying and accelerating the software
development process. ROS provided a set of tools and libraries for writing, compiling,
running, debugging, and organizing the source code for the navigation system. An
example of one such tool provided by ROS is the rviz 3D visualization program,
which was used to create a 3D model of the Omnibot and its workspace.
Of all the functions provided by ROS, perhaps the most significant is enabling commu-
nication (i.e., message-passing) between the software processes of a robotic system.
For message-passing between software processes, ROS provides software developers
with two primary communication mechanisms: the publish/subscribe model, and ser-
vices. The publish/subscribe communication model is a form of asynchronous and
decoupled communication, where nodes communicate with each other by passing
messages over topics (see Section 3.3.2.1 for a description of the publish/subscribe
model). ROS also supports a synchronous request/reply form of communication us-
ing services. In the latter, a software process provides a service and a client (i.e., some
other process) uses the service by making a request and then waiting for a reply from
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the providing process.
In the Omnibot navigation system, all inter-process communication was accomplished
using the publish/subscribe communication model. Through the use of this commu-
nication model and the other tools and services provided by ROS, it was possible to
integrate all of the software processes developed for the navigation system.
In terms of implementation, the ROS software platform was installed on both the
remote desktop and the laptop mounted on the Omnibot in the Ubuntu OS, which
according to Willow Garage is the recommended operating system for running ROS.
In the following section, the fundamental concepts of the ROS software platform are
described in order to provide the reader with a basic understanding of the technical
aspects of ROS. This information will be useful for understanding the ROS implemen-
tation of the navigation system, which will be discussed in the subsequent chapters.
3.3.2 ROS Concepts
The fundamental concepts of a ROS system are nodes, the Master node, messages,
and topics [42,46].
The building blocks of any ROS system are nodes, which are software processes (i.e.,
programs) that perform computations. Nodes are the executable files that contain the
user-developed source code. A typical ROS system is composed of many nodes, where
each one is specialized to perform a single or a small set of functions. As an example,
a mobile robot using ROS can have separate nodes for localization, path-planning,
obstacle avoidance, and so on. To enhance software modularity, ROS encourages
software developers to create nodes that are as simple as possible.
The nodes comprising a ROS system are connected to one another through the ROS
message-passing system, which enables nodes to communicate by passing messages.
At runtime, a ROS system is composed of a peer-to-peer network of nodes that are
processing data and communicating with each other by passing messages. This peer-
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to-peer network of nodes is referred to as the computation graph.
For developing nodes, ROS provides C++ programmers with the roscpp client li-
brary. This client library allows programmers to write ROS nodes and access the
ROS concepts from the source code. All of the ROS nodes developed for the Omnibot
navigation system were written in the C++ programming language using the roscpp
client library.
In every ROS system, there is a special node, called the Master, which provides name
registration and lookup to the rest of the computation graph. The Master node enables
all other ROS nodes to locate each other within the node network. During runtime,
nodes will communicate with the Master to report their registration information and
receive information about other registered nodes. The information that nodes receive
from the Master, enables them to make direct (i.e., peer-to-peer) connections with
other nodes for communication. It is important to note that the messages exchanged
between nodes are not routed through the Master. The Master only provides lookup
information allowing nodes to find each other. When the registration information of
any given node changes, the Master will notify the appropriate nodes and provide
them with the updated information.
As mentioned above, nodes communicate with each other by passing messages. In
ROS, messages are strictly typed data structures containing the data that is passed
between nodes. ROS messages can contain data of all the standard types (integer,
floating point, boolean, etc.), as well as arrays of these data types.
In ROS, nodes exchange messages over topics. Topics are basically data channels/buses
through which messages are passed between nodes. Every topic has a name (e.g., “im-
ages”) and allows for a particular type of message to be passed across. A node sends
out messages by publishing them on a given topic. Any other node that is interested
in those messages, can receive them by subscribing to the appropriate topic. This type
of inter-node communication is called the publish/subscribe communication model,
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(a) (b) (c)
Figure 3.4: Message-passing between two ROS nodes using the publish/subscribe
communication mechanism.
and is fully explained in the following section.
3.3.2.1 Publish/Subscribe Communication Model
In the ROS publish/subscribe communication model, nodes communicate with each
other by passing messages over topics. For every topic there are publishers and sub-
scribers. A publisher is a node that writes messages on a topic, and a subscriber is a
node that reads those messages from the topic. A given topic can have multiple con-
current publishers and subscribers. Also, a single node can publish and/or subscribe
to multiple topics.
The publish/subscribe communication model is illustrated in Figure 3.4, for commu-
nication between two arbitrary nodes, named camera and visualizer, running on
the same computer network. To begin advertising messages on a topic, the publisher
(camera in Figure 3.4) has to first register itself with the Master node, which main-
tains a registry of all publishers and subscribers (Figure 3.4(a)). Registration with
the Master node is necessary to allow other nodes, who would like to subscribe to that
topic, to be able to locate the publisher in the computation graph. Once registered,
the publisher begins writing messages on the topic (Figure 3.4(b)).
For a node to receive the messages published on a topic, it must subscribe to it. To
subscribe to a topic, a node (visualizer in Figure 3.4) contacts the Master and
requests the address of the node(s) publishing to that topic (Figure 3.4(b)). The
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Master checks its list of registered publishers to see if a publisher is available for the
requested topic; if one is found, the master provides its registration information to the
subscriber. After obtaining the address of the publisher node, the subscriber directly
connects to it over an agreed upon connection protocol; the most commonly used
protocol in ROS is called TCPROS, which uses standard TCP/IP sockets. Once a
peer-to-peer connection is established between the nodes, messages are passed directly
from the publisher to the subscriber over the given topic (Figure 3.4(c)).
In the subscriber node, the ros::spinOnce() command is used to check if any new
messages have been published to the topic to which it subscribes. If a new message is
available, the callback function corresponding to that topic is called in the subscriber
node. When this occurs, the ROS message published on the topic is read and a set of
actions are performed. The actions performed by a given callback function are defined
by the software developer, but typically include parsing the message and converting
it to the desired format for use in the program. After completing the execution of the
callback function, the program continues running from the place in the code where
the callback function was initially called.
An important feature of the ROS publish/subscribe communication model is that the
physical locations of the ROS nodes within the network do not affect the communica-
tion mechanism. Whether communicating nodes are being run on the same computer
or on different computers within the same computer network makes no difference; the
publish/subscribe communication model is applied equally in both instances. This
ability to use a common communication protocol across the entire system makes the
task of establishing communication between software processes much simpler and less
time-consuming for the software developer.
It is also worth noting that the publish/subscribe communication model is a type
of decoupled and asynchronous communication, where conceptually publishers and
subscribers are not aware of each others’ existence. A publisher simply writes messages
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on a topic, regardless if any other nodes are subscribed to it. Similarly, a subscriber
simply reads the messages published on a given topic, without knowledge of whether
anyone is publishing them. In this communication setup, the publisher and subscriber
can be started, terminated, and restarted (in any order) without resulting in any error
conditions. This type of loose coupling between communicating processes increases the
modularity of systems developed with ROS. This in turn, makes the process of adding
and/or replacing nodes much simpler, thereby saving development time. For the
ROS implementation of the Omnibot navigation system, the ROS publish/subscribe
communication model was used exclusively for all inter-node communication.
For more information about the ROS software platform and its concepts refer to the
ROS online wiki [42], which serves as a repository for all information about ROS.
3.4 Summary
This chapter provided an overview of the autonomous navigation system developed
for the Omnibot OWMR. The architecture of the developed navigation system was
presented and the subsystems comprising it were introduced. The two control modes
of the Omnibot – manual and autonomous– were explained. The primary hardware
components of the Omnibot were also described. Lastly, an introduction to the ROS
software platform was provided along with a description of its fundamental concepts.
In the following chapters, each of the subsystems introduced here will be discussed in
greater detail. The results from experiments performed to evaluate the performance




In this chapter, the velocity control subsystem developed for controlling the velocity of
the Omnibot OWMR is described. This subsystem uses feedback control to regulate
the angular velocities of the DC motors driving the Omnibot’s wheels, to produce the
desired motion of the Omnibot. First, the Omnibot’s kinematics are discussed and
its inverse kinematic model developed. Then, the remainder of the chapter focuses on
describing the components comprising the velocity control subsystem. A discussion
on performance is also provided.
4.1 Omnibot Kinematics
The Omnibot is a holonomic (i.e., omni-directional) mobile robot, capable of per-
forming 3-DOF (degree-of-freedom) motion in a two-dimensional plane. This means
that the Omnibot can translate in any direction from any given orientation, rotate
about its geometric centre, and perform a combination of translation and rotation
simultaneously.
The omni-directional drive system of the Omnibot OWMR is composed of four inde-
pendently driven wheels. As shown in Figure 4.1, the arrangement of these wheels on
the Omnibot is such that those at diagonally opposite corners of the square frame are
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Figure 4.1: Geometry of the Omnibot OWMR.
parallel to each other. In Figure 4.1, it can be seen that wheels W1 and W3 form one
pair of parallel wheels, while wheels W2 and W4 form another parallel pair. Also, it
is important to note that the wheel pair (W1,W3) is parallel to the Omnibot’s y-axis,
while the pair (W2,W4) is parallel to the Omnibot’s x-axis.





ẋ and ẏ are respectively the x- and y-components of the Omnibot’s translational
velocity, and θ̇ is the Omnibot’s rotational velocity. Since all the wheels on the
Omnibot are independently driven by DC motors, its velocity Vomnibot is simply the
vector sum of the individual wheel velocities.
Figure 4.2 illustrates the different types of motions that the Omnibot is capable of
performing in its plane of motion. Specifically, Figure 4.2 shows how the individual
wheel velocities contribute to the overall velocity of the Omnibot. To move the Om-
nibot along its y-axis, wheels W1 and W3 are driven (Figure 4.2(a)); whereas, wheels
W2 and W4 are driven to move the Omnibot along its x-axis (Figure 4.2(b)). For




Figure 4.2: Different types of motions performed by the Omnibot OWMR. The Om-
nibot’s velocity, Vomnibot, is the resultant of the individual wheel velocities.
driven simultaneously (Figure 4.2(c)). To get the Omnibot to rotate about its geo-
metric centre, the wheels in both pairs (W1,W3) and (W2,W4) are driven in opposite
directions relative to each other, as shown in Figure 4.2(d) for clockwise rotation and
Figure 4.2(e) for counter-clockwise rotation of the Omnibot.
4.1.1 Omnibot Inverse Kinematic Model
For developing the inverse kinematic model of the Omnibot, global and robot co-
ordinate systems were defined as illustrated in Figure 4.3. The global coordinate
system, {W}, is fixed in the Omnibot’s indoor workspace; whereas, the robot coordi-
nate system, {R}, is attached to the Omnibot such that its origin coincides with the
Omnibot’s geometric centre.
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Figure 4.3: The global and robot coordinate systems.





is a resultant of its individual wheel velocities. Referring to Figure 4.1, the transla-
tional velocity of each wheel, vi (i = 1 to 4), is composed of two components as:
vi = vtrans,i + vrot (4.1)
where vtrans,i is the component of the wheel velocity due to the Omnibot’s translation,
and vrot is the component due to the Omnibot’s rotation.
Applying Eq. (4.1) to the Omnibot’s four wheels gives:
v1 = ẏ + L cos(45
◦)θ̇
v2 = ẋ+ L cos(45
◦)θ̇
v3 = −ẏ + L cos(45◦)θ̇
v4 = −ẋ+ L cos(45◦)θ̇
(4.2)
where L is the distance from the Omnibot’s geometric centre to the centre of each
omni-wheel (see Figure 4.1).
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Writing Eq. (4.2) in vector-matrix form, gives the inverse kinematic model of the









0 1 L cos(45◦)
1 0 L cos(45◦)
0 −1 L cos(45◦)







The orientation of the robot reference frame, {R}, relative to the global reference
frame, {W}, is described using a 3 x 3 rotation matrix, R(θ), as:
R(θ) =





where θ is the orientation angle of frame {R} relative to frame {W}, as illustrated in
Figure 4.3. The angle θ also defines the Omnibot’s orientation relative to the global
coordinate system.





, is related to its velocity in the global reference
frame,
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Substituting Eq. (4.5) into Eq. (4.3), gives the inverse kinematic model of the Om-
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cos(θ) sin(θ) L cos(45◦)
sin(θ) − cos(θ) L cos(45◦)







Equation (4.6) maps the desired velocity of the Omnibot,
[
W ẋ W ẏ W θ̇
]T
, in the
global reference frame to the required individual wheel velocities, vi (i = 1 to 4).
For motion control of the Omnibot, it is beneficial to have a relation between the
Omnibot’s velocity and the angular velocities, φ̇i (i = 1 to 4), of the omni-wheels,
which in the case of the Omnibot are equivalent to the angular velocities of the DC
motors driving them.
The translational velocity, vi, of wheel i is related to its angular velocity, φ̇i, as:
vi = rφ̇i (4.7)
where the omni-wheel radius r is 0.06 m.
With Eq. (4.7), the inverse kinematic model of the Omnibot in the global reference
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Equation (4.8) maps the desired/commanded velocity of the Omnibot in the global
reference frame to the required angular velocities of the DC motors driving the wheels.
The inverse kinematic model of the Omnibot in the robot reference frame, Eq. (4.3),












0 1 L cos(45◦)
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Both Eqs. (4.8) and (4.9) are applied in the velocity control subsystem to deter-
mine the motor angular velocities required to achieve the commanded velocity of the
Omnibot.
4.2 Velocity Control Subsystem Overview
To control the velocity of the Omnibot OWMR, a velocity control subsystem was
developed as part of the Omnibot’s autonomous navigation system. This subsystem
controls the Omnibot’s velocity through feedback control of the angular velocities of
the DC motors driving the Omnibot’s wheels. The structure of the velocity control
subsystem is shown in Figure 4.4, where it can be seen that this closed-loop system is
composed of four primary parts; these are: inputs, controller, feedback, and actuators.
All of the components comprising the velocity control subsystem are implemented
onboard the Omnibot, with the exception of the 3-DOF joystick. Power for all of
these hardware components is supplied from an onboard power supply consisting of
three 12 V batteries.
Input to the velocity control subsystem consists of velocity commands, Vomnibot =[
ẋ ẏ θ̇
]T
, specifying the desired motion of the Omnibot. The source of the velocity
commands depends on the control mode that the Omnibot is operating in; either
manual or autonomous. In the manual mode, the Omnibot is manually driven by a
human operator using a 3-DOF joystick, which can either be connected directly to
the Omnibot or to a remote computer for tele-operation (i.e., wireless control). In the
autonomous control mode, the velocity control subsystem receives velocity commands
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from the path-following controller running on the laptop onboard the Omnibot. In
both the manual and autonomous modes, the inverse kinematic model of the Omnibot
is used to determine the angular velocities of the drive motors that are required to
achieve the commanded velocity of the Omnibot.
The controller used in the velocity control subsystem is an HCS12 microcontroller
(MCU) (see Figure 4.4). The HCS12 MCU is the central component of the entire
system. It is interfaced with all of the other system components and performs all of
the data processing. The software developed for the velocity control subsystem runs on
the HCS12 MCU. For controlling the angular velocities of the Omnibot’s drive motors,
the control algorithm used in this system is PID (Proportional-Integral-Derivative)
control. The PID control algorithm is implemented in the software running on the
HCS12. Four PID control loops are used to independently control the velocities of
the Omnibot’s four drive motors.
The feedback for computing the actual angular velocities of the drive motors is ob-
tained in the system from quadrature optical shaft encoders, which are equipped to
the drive motors. As shown in Figure 4.4, the shaft encoders are interfaced with
the HCS12 MCU using Quadrature Decoder/Counter ICs (Integrated Circuits). The
quadrature signals from the shaft encoders are converted to pulse counts by the
Counter ICs, and then to actual motor velocities in the HCS12 software.
The PID controllers in the software operate on the differences between the actual
and desired motor velocities, and produce corrective signals to bring the actual values
closer to the desired values. To adjust the motor velocities, the HCS12 outputs control
signals in the form of PWM (Pulse-Width-Modulated) and direction signals to the
motor drivers. It is then the task of the motor drivers to regulate the power supplied
to the drive motors, based on the control signals from the HCS12. In response to
these actions, the velocities of the motors and the wheels that they drive are varied,
and the commanded velocity of the Omnibot is achieved.
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Figure 4.4: Velocity control subsystem component diagram.
In the following sections of this chapter, the components of the velocity control sub-
system are explained in greater detail. A description of the software developed for
this system is provided in Section 4.8, and a discussion on performance in Section 4.9.
4.3 Inputs
The inputs to the velocity control subsystem are velocity commands, which specify
the desired speed and direction of motion of the Omnibot OWMR. In the developed
system, these inputs can be obtained from different sources, depending on the selected
control mode. The Omnibot can operate in either the manual or autonomous control
modes. A description of each of these modes is provided below.
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Figure 4.5: 3-DOF joystick used for manual control of the Omnibot.
4.3.1 Manual Control
When the Omnibot is operating in the manual control mode, a human operator uses a
joystick (Figure 4.5) to manually drive the Omnibot. The joystick used for controlling
the Omnibot’s motion is a 3-DOF Hall effect joystick that outputs analog voltage
signals on each of its three axes (x, y, and z). A human operator can command
the Omnibot to perform a certain motion by moving the joystick away from the
centered position along its x- and y-axes, and twisting the joystick about it z-axis.
The direction that the joystick is pushed indicates the desired direction of motion,
while the amount that the joystick is displaced from the centered position indicates
the desired speed (i.e., speed is proportional to joystick displacement away from the
centre).
It is important to note that the three axes (x, y, and z) of the joystick directly corre-
spond to the axes of the robot coordinate system, which is attached to the Omnibot
(see Figure 4.3). This means that the velocity commands from the joystick are pro-
vided relative to the robot coordinate system, where the joystick x-, y-, and z-axis
values correspond to the Omnibot velocity components ẋ, ẏ, and θ̇, respectively. Con-
ceptually, this represents a situation where an operator steers the Omnibot by sitting
onboard while facing the front, which is similar to a driver steering an automobile by
sitting behind a steering wheel.
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Figure 4.6: Hardware setup for tele-operation of the Omnibot using a 3-DOF joystick.
Two different approaches can be used for driving the Omnibot with the 3-DOF joy-
stick; these correspond to the manner in which the joystick is interfaced with the
Omnibot, either wired or wireless. In the wired approach, the joystick is connected
directly to the Omnibot using a cable, while in the wireless or tele-operation approach
the joystick is connected to a remote computer for remote control of the Omnibot’s
motion. In both approaches, the analog signals from the joystick are interpreted into
velocity commands using an HCS12 microcontroller, either the HCS12 onboard the
Omnibot for the wired cased or a remote HCS12 for the wireless case. The inverse
kinematic model of the Omnibot in the robot coordinate system, Eq. (4.9), is then
used to map the velocity commands to the required angular velocities of the drive
motors. For safety purposes, the interpretation of the joystick signals is only carried
out if the push button on the joystick (Figure 4.5) is depressed.
Figure 4.6 shows the hardware setup for tele-operation of the Omnibot with the 3-DOF
joystick. For tele-operation, the joystick is interfaced with the remote desktop through
an HCS12 MCU, which interprets its analog signals into velocity commands and
provides them to the desktop computer over an RS-232 connection. The desktop then
wirelessly sends the received commands over a WiFi network to the laptop onboard
the Omnibot (Figure 4.6). Finally, the velocity commands are transferred from the
laptop to the onboard HCS12 MCU over a serial interface.
The ROS implementation of the tele-operation control is depicted in Figure 4.7, where
it can be seen that two ROS nodes, joyTalker and joyListener, were implemented
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Figure 4.7: ROS implementation of the tele-operation control mode.
for relaying the joystick commands from the remote HCS12 to the onboard HCS12
over the wireless network. The joyTalker node running on the remote desktop,
receives the joystick commands from the remote HCS12 over the RS-232 connection,
and then publishes them on the topic joyChatter. The joyListener node running
on the onboard laptop, reads the joystick commands published on joyChatter, and
then sends them to the onboard HCS12 for input to the velocity control subsystem.
4.3.2 Autonomous Control
The autonomous control mode represents the case when the Omnibot is autonomously
following predefined paths within its indoor operating environment. In this mode, the
path-following controller running on the onboard laptop computes velocity commands
for moving the Omnibot along a given path, and provides the resulting velocity com-
mands as input to the velocity control subsystem by sending them to the HCS12 MCU
over the RS-232 connection. It is then the task of the velocity control subsystem to
execute the provided velocity commands, to produce the required motion of the Omni-
bot. The velocity commands from the path-following controller are given with respect
to the defined global coordinate system (see Figure 4.3). Thus, the inverse kinematic
model of the Omnibot in the global coordinate system, Eq. (4.8), is applied to convert
the desired Omnibot velocity to the required drive motor angular velocities. To save
on processing time in the HCS12 MCU, the inverse kinematic model is implemented in
the path-following software running on the laptop, which means that for autonomous
control, the HCS12 MCU receives commands specifying the required motor angular
velocities in the form
[
φ̇1 φ̇2 φ̇3 φ̇4
]T
. For more discussion of the autonomous
path-following control, refer to Chapter 6.
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Figure 4.8: HCS12 microcontroller mounted onboard the Omnibot.
4.4 HCS12 Microcontroller
The HCS12, shown in Figure 4.8, is a 16-bit microcontroller (MCU) from Freescale
Semiconductor Inc. that serves as the data processor and central component of the
velocity control subsystem. Its functions are to execute the velocity control software
(described in Section 4.8) and interact with the components connected to it through
its I/O ports.
The HCS12 has a 60-pin I/O connector for analog signal input and digital signal I/O,
and an RS-232 port with a DB9 connector for serial communication. The components
connected to the HCS12 MCU are: the onboard laptop, the 3-DOF joystick connector,
the Quadrature Decoder/Counter ICs, and the motor drivers. Other than the laptop
which communicates with the HCS12 over its RS-232 serial port, all other electronic
components are interfaced to the HCS12 through its 60-pin I/O connector. A complete
list of specifications for the HCS12 MCU can be found in [47]. Also, a circuit diagram
showing the electrical connections to the HCS12 is available in Appendix A.
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4.5 Feedback
For controlling the angular velocities of the Omnibot’s drive motors, it is necessary
to measure their actual velocities in real-time. In the velocity control subsystem, the
feedback for measuring the motor angular velocities is obtained from quadrature opti-
cal shaft encoders, which are equipped to the drive motors. These shaft encoders sense
the rotation of the motor shafts and output signals from which the position, direction
of rotation, rotational speed, and distance traveled can be determined. The shaft
encoders used on the Omnibot have a resolution of 1,024 lines/slots per revolution.
A quadrature optical shaft encoder has two optical sensors and a slotted disk mounted
on the motor shaft. An LED (light-emitting-diode) is placed on one side of the disk,
and the optical sensors on the opposite side. As the disk rotates, the optical sensors
will detect the light from the LED when it passes through the slots in the disk, which
are evenly spaced around its circumference. Whenever an optical sensor detects the
light passing through a slot, it generates a pulse (i.e., a high signal); however, when
the light is blocked by the segments between the slots, the optical sensor produces a
low signal. The result is a square-wave signal (i.e., a pulse train) output from each
of the two optical sensors. Thus, a quadrature optical shaft encoder outputs signals
on two channels (A and B), corresponding to the optical sensors. Figure 4.9(a) shows
the quadrature signals output from a shaft encoder. The channel A and B signals
are 90◦ out-of-phase with each other, due to the alignment of the optical sensors in
the encoder. This phase shift in the channel A and B signals allows the direction
of rotation to be determined, since if A leads B then the shaft is rotating clockwise
whereas if B leads A then the shaft is rotating counter-clockwise.
The quadrature signals from the shaft encoders on the Omnibot’s drive motors are
decoded using HCTL-2021 Quadrature Decoder/Counter ICs (see Appendix A for the
circuit diagram). Each shaft encoder is interfaced with a Counter IC, which decodes
its channel A and B signals into a 16-bit count value (i.e., an integer from 0–65,535).
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(a) Channel A and B pulse trains. (b) Valid state transitions for 4x
decoding.
Figure 4.9: Shaft encoder quadrature signals and 4x decoding process.
As the motor shaft rotates, the Counter IC will either increment or decrement its 16-
bit count value depending on the shaft’s direction of rotation (clockwise or counter-
clockwise).
A Counter IC decodes the shaft encoder quadrature signals by sampling the channel A
and B signals at a rate of 10 MHz. As shown in Figure 4.9(a), there are four possible
states for the channel A and B signals, denoted as S1 to S4. To determine whether
to count up or down, the Counter IC compares the current state of the channel A
and B signals to their previous state and makes the decision based on the detected
state transition. Figure 4.9(b) illustrates the valid state transitions and the resulting
action taken by the Counter IC, either count up or down. As an example, if the
current state of the quadrature signals is S2 and the previous state was S1, then
according to Figure 4.9(b) the 16-bit count value is incremented.
This type of decoding of the encoder quadrature signals results in a 4x increase in the
encoder resolution, since four unique states can be detected for every line/slot in the
encoder disk. With the 4x decoding process, the encoder resolution is increased from
1,024 to 4,096 pulses per shaft revolution. Taking into account the gearhead with a
45:1 reduction ratio — mounted after the shaft encoder inside the motor — results in
a resolution of 184,320 pulses per drive shaft (and omni-wheel) revolution.
For measuring the actual angular velocities of the Omnibot’s four drive motors, the
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software running on the HCS12 MCU samples the values of the Counter ICs at every
iteration. The HCS12 MCU reads the 16-bit count values of the Counter ICs over an
8-bit data bus to which all four counters are connected. To obtain the entire 16-bit
count value of a Counter IC over the 8-bit data bus, the HCS12 has to read the value
in a two byte read sequence. The high byte is read first, followed by the low byte, and
then the two bytes are combined in the software to obtain the original 16-bit count
value. The HCS12 executes this reading process sequentially to sample the count
values of all four Counter ICs. Selection of which Counter IC to read over the data
bus is achieved by the HCS12 by manipulating the states of two control pins on each
counter.
It is important to mention that in addition to reading the Counter ICs, the HCS12
is also responsible for detecting the occurrences of overflows in the counters. Since a
Counter IC can only store a finite 16-bit count value, it will eventually overflow for
both forward and reverse rotation. A forward overflow occurs when the 16-bit count
value increases above 65,535 and resets to 0, while a reverse overflow occurs when
the value decreases below 0 and resets to 65,535. Detection of these overflows in the
Counter ICs is vital for accurate measurement of the motor angular velocities.
Using the count values read from the Counter ICs, the HCS12 MCU is able to com-
pute the actual angular velocities of the drive motors. This is accomplished by first






where ∆φi is the angular displacement of motor i (i = 1 to 4) during the sampling
period; ni,k and ni,k−1 are the count values of encoder i at time step k and k − 1,
respectively; and N is the shaft encoder resolution of 184,320 pulses per drive shaft
revolution.
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Figure 4.10: Block diagram of the PID control loop for controlling the drive motor
angular velocities.






where φ̇i,a is the actual angular velocity of motor i at time step k (i.e., the current
iteration); and T = 6 ms is the sampling period (i.e., the time interval between time
step k − 1 and k).
4.6 Control Algorithm
In the velocity control subsystem, the commanded velocity of the Omnibot OWMR
is achieved through feedback control of its drive motor angular velocities. The con-
trol algorithm used for controlling the motor velocities is PID (Proportional-Integral-
Derivative) control. Figure 4.10 shows a block diagram of the PID control loop im-
plemented for controlling the angular velocities of the Omnibot’s four drive motors.
A set of four PID controllers were implemented in the software running on the HCS12
MCU to control the velocity of each drive motor independently.
The goal of the PID controllers is to make the actual motor velocities match the
desired motor velocities, as closely as possible. To achieve this goal, feedback from
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shaft encoders equipped to the Omnibot’s drive motors is used to measure the actual
angular velocities of the drive motors, as explained in Section 4.5. The actual angular
velocity of each motor is then compared to its desired angular velocity, by computing
the difference between these values as:
ei = φ̇i,d − φ̇i,a (4.12)
where ei is the error for motor i (i = 1 to 4); φ̇i,d is the desired angular velocity of
motor i; and φ̇i,a is the actual angular velocity of motor i.
The errors, or differences, between the desired and actual motor velocities are input
into the PID controllers, whose task is to minimize these errors. The PID controllers
attempt to reduce the errors in the motor velocities by calculating corrective signals
that are used to adjust the motor velocities in real-time. In the PID algorithm, the
corrective signals are computed using the following control equation:







where ui(t) is the corrective signal for motor i; Kp is the proportional gain; Ki is the
integral gain; and Kd is the derivative gain.
The PID control equation consists of the weighted sum of three terms, these are: pro-
portional, integral, and derivative. Each term is multiplied by a constant parameter,
called the gain; Kp, Ki, and Kd in Eq. (4.13). In the PID control equation, the
proportional term is used to respond to the current value of the error, the integral
term is used to respond to the sum of the error over time, and the derivative term is
used to respond to the rate of change of the error.
To implement the PID controllers in the software running on the HCS12 MCU, the
PID control equation, Eq. (4.13), had to be discretized. Discretization of the PID
equation was achieved by approximating the derivative with a backward difference
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and the integral with a sum. The resulting digital form of the PID control equation
implemented in the software is:









where the sampling period T of the PID controllers is 6 ms, and k−1 and k designate
the previous and current time steps, respectively.
The resulting corrective signals obtained from the PID control equation for each drive
motor, are converted into control signals which are input into motor drivers (see Figure
4.10). The motor drivers then regulate the power delivered to the DC motors based
on the control signals they receive from the HCS12 MCU. Through this process, the
drive motor angular velocities are adjusted by the PID controllers to bring the actual
velocities closer to the desired velocities.
4.6.1 PID Gain Tuning
The key to achieving good system performance when using the PID control algorithm
is correctly selecting the values of the gains (Kp, Ki, and Kd) used in the PID control
equation. The proportional, integral, and derivative gains in the PID equation have to
be tuned to achieve the desired system response. For the velocity control subsystem,
the PID gains were tuned using a manual tuning process.
In performing this tuning process, the goal was to obtain a set of gains that would
provide the best response that could be achieved with the hardware available on
the Omnibot. More specifically, the response was evaluated based on the following
criteria: overshoot, settling time, and steady-state error. It was desired to find values
for the gains that would provide the least amount of overshoot, the quickest settling
time, and the smallest amount of steady-state error.
In the manual tuning process, a test input signal was applied to the PID controller,
so that its response could be measured. The test input signal used was a square-wave
70
signal, which represented a periodically repeating step input to the system. This
input signal provided the desired angular velocity (i.e., the setpoint) for the controller
and periodically changed for 0 to 6 rad/s. The goal of the controller was to track this
input signal as closely as possible by adjusting the angular velocity of the motor.
During the tuning process, the velocity control subsystem was kept online as different
values were set for the three gains. For each set of gains, both the input and output
signals (i.e., the desired and actual motor angular velocities) were logged and graphs
were produced. From these graphs the response of the PID controller was analyzed.
The procedure used for selecting the values of the PID gains in the manual tuning
process is as follows:
1. The Ki and Kd values are set to zero, and Kp is increased until the output
oscillates with a constant amplitude.
2. The Kp gain is then set to approximately half the value obtained in the previ-
ous step and Ki is increased until any steady-state error present in the system
response is eliminated.
3. The Kd gain is then increased to dampen any overshoot and obtain a faster
settling time.
Following this manual tuning procedure, the best system response was obtained with
the gains set as follows: Kp = 1.5, Ki = 0.02, and Kd = 1. The graph in Figure 4.11
shows the PID controller response to the test input signal with these gains applied
(additional graphs from the tuning process can be found in Appendix B). From this
graph, it is observed that with the selected gains the PID controller response has a
fast settling time and a very small amount of steady-state error, both of which are
desirable characteristics. However, it is also observed that there exists a fair amount
of overshoot in the system output. This overshoot, though, is attributed to the fact
that the wheel was unloaded during the tuning process because the Omnibot was
71
Figure 4.11: PID controller response to a test input signal with the gains set as: Kp
= 1.5, Ki = 0.02, and Kd = 1.
lifted off of the floor. From performing subsequent tests with the Omnibot moving
on the floor and the wheels under load, no overshoot was observed in the system
response. As will be discussed in Section 4.9, the overall velocity control subsystem
was found to be very responsive at controlling the Omnibot’s velocity.
4.7 DC Motor Control
To physically adjust the angular velocities of the DC motors driving the Omnibot’s
wheels, the corrective signals from the PID controllers are converted into control
signals for each motor. For DC motor control, the control signals are given in the form
of PWM (Pulse-Width-Modulation) and direction signals, which are used to specify
the motor rotational speed and direction of rotation, respectively. These control
signals (PWM and direction) are output from the HCS12 MCU and are input into
motor drivers, which are wired to the 12 V DC motors. The task of the motor drivers
is to regulate the power delivered to the DC motors from the onboard 12 V power
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Figure 4.12: Motor drivers regulating power to the DC motors.
(a) PWM signal with duty cycle of 50%. (b) Motor driver amplified signal. Average volt-
age applied to DC motor is 6 V.
Figure 4.13: PWM signal for control of DC motor rotational speed.
supply, based on the control signals from the HCS12 MCU. The motor drivers used on
the Omnibot are VNH3SP30 motor drivers from Pololu Robotics and Electronics [48].
Each of these motor drivers is capable of driving two DC motors. A picture of the
motor drivers mounted on the Omnibot can be seen in Figure 4.12.
The PWM signals which are used to specify the motor rotational speeds are simply
digital square-wave signals, with periodically repeating pulses as shown in Figure
4.13(a). A PWM signal is characterized by its frequency and duty cycle, which is the
ratio of pulse width to pulse period (see Figure 4.13(a)). The duty cycle is basically
the percentage of time that the signal is high (5 V) during each period. During
operation, the frequency of the PWM signals output from the HCS12 MCU is set to a
constant 10 kHz, and the only parameters that are varied each iteration are the duty
cycles of the four PWM signals.
Since the PWM signals from the HCS12 MCU are low-power signals, they must be
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amplified in order to drive the DC motors. Amplification of the PWM signals from
the HCS12 is performed by the motor drivers. Based on the frequency and duty cycle
of a PWM signal, a motor driver performs switching of the 12 V supply voltage from
the onboard batteries to the connected DC motor, as shown in Figure 4.13(b). The
result of this rapid switching of the 12 V signal is an average voltage applied to the
DC motor, where the average voltage directly corresponds to the duty cycle of the
PWM signal. For example, as shown in Figure 4.13, a PWM signal with a duty cycle
of 50% will result in an average voltage of 6 V applied to the connected DC motor.
Therefore, changing the value of the duty cycle for a particular motor results in a
change in the average power delivered to that motor and consequently its rotational
speed.
Control of the rotational direction of the DC motors is achieved with the use of
direction signals supplied to the motor drivers by the HCS12 MCU. The direction
signals are simply digital signals that can either be set to logic low (0 V) or logic high
(5 V). The motor drivers used on the Omnibot require that two direction signals be
provided for controlling the rotational direction of each motor. Based on the values of
the direction signals, the motor drivers set the polarity of the voltages applied to the
motors and thereby control their direction of rotation, either clockwise or counter-
clockwise.
A description of the experiment used to determine the DC motor response, and derive
the equation used for converting the PID corrective signals into the motor control
signals (PWM and direction) can be found in Appendix B.
4.8 Velocity Control Software
The velocity control software running on the HCS12 MCU is written in the C program-
ming language and was developed using the CodeWarrior IDE, which is a software
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development environment specifically designed for Freescale HCS12 microcontrollers.
The HCS12 software was developed and compiled on a Windows PC running the
CodeWarrior IDE and then uploaded to the HCS12 microcontroller for execution. A
flowchart representing the structure of the HCS12 software can be seen in Figure 4.14.
When the Omnibot is operating in the manual control mode and the 3-DOF joystick
is directly connected to it, the joystick analog voltage signals are interpreted into
velocity commands by the onboard HCS12 MCU. To interpret the joystick analog
signals, the HCS12 first converts them to digital values using an 8-bit analog-to-
digital converter (ADC). The resulting digital values for the joystick x-, y-, and z-
axes are then converted into the ẋ, ẏ, and θ̇ components of the Omnibot’s velocity,
respectively. Since this velocity command is given relative to the robot coordinate
system, the inverse kinematic model of the Omnibot in the robot coordinate system,
Eq. (4.9), is then used to map the velocity command into the desired angular velocities
of the drive motors.
In the case when the Omnibot is operating in either the tele-operation or autonomous
control modes, the HCS12 MCU receives inputs from the onboard laptop over its
RS-232 serial port. When messages are received on the RS-232 port, they are: read,
parsed, and converted to the proper formats. If the serial message corresponds to
the tele-operation mode, then the steps described above for interpreting the joystick
signals into velocity commands are performed. Otherwise, if the message corresponds
to the autonomous control mode, then the message already contains the desired drive
motor angular velocities. In the autonomous control mode, the path-following con-
troller running on the onboard laptop computes the velocity commands and maps
them to the required motor angular velocities using the inverse kinematic model of
the Omnibot in the global coordinate system, Eq. (4.8).
Having obtained the velocity commands and converted them to desired motor angular
velocities, the HCS12 then measures the actual velocities of the motors by reading
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Figure 4.14: HCS12 MCU software flowchart.
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the count values from the encoder Counter ICs. Using the count values read from
the Counter ICs, the HCS12 MCU computes the actual angular velocities of the four
drive motors using Eqs. (4.10) and (4.11). Following this step, the PID controllers for
the four drive motors are executed to obtain a set of corrective signals, as described in
Section 4.6. These corrective signals are then converted to PWM and direction control
signals, which respectively specify the rotational speed and direction of rotation of
each DC motor. The HCS12 MCU generates these control signals and inputs them
into the motor drivers connected to the DC motors. As explained in Section 4.7,
the motor drivers then regulate the power delivered to the DC motors based on the
control signals they receive from the HCS12 MCU. Through this process, the angular
velocities of the DC motors and the wheels that they drive are adjusted, and the
commanded velocity of the Omnibot OWMR is achieved.
An additional function performed in the HCS12 software which is not related to ve-
locity control, is the periodic sending of encoder readings to the onboard laptop over
the RS-232 connection. This function is performed to provided the odometry algo-
rithm running on the onboard laptop with the information that it needs to estimate
the Omnibot’s pose relative to the global coordinate system. An explanation of the
odometry algorithm will be provided in Chapter 5.
4.9 Discussion on Performance
To verify the performance of the velocity control subsystem, extensive testing was
performed by driving the Omnibot OWMR using the 3-DOF joystick and observing
its motion. Through this testing, it was verified that each of the Omnibot’s degrees-
of-freedom could be successfully controlled to perform all possible motions in the
two-dimensional plane (i.e., translation along any angle, rotation about its geometric
centre, and simultaneous translation and rotation). Overall, from driving the Omnibot
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using the joystick, the velocity control subsystem proved to be very responsive to
changes in commanded velocity and fully capable of controlling the Omnibot’s motion.
In addition to qualitative testing, the velocity control subsystem performance was also
verified quantitatively through the autonomous path-following experiments, which
are discussed in Chapter 7. The autonomous path-following experimental results
presented in Chapter 7, prove not only the functionality and performance of the path-
following subsystem, but also that of the velocity control subsystem because it is the
component of the Omnibot navigation system which is responsible for executing the
velocity commands computed by the path-following controller to drive the Omnibot
along the given paths.
4.10 Summary
This chapter discussed the velocity control subsystem developed for controlling the
Omnibot’s velocity. First, a discussion of the Omnibot’s kinematics was provided and
its inverse kinematic model developed. Then, the remainder of the chapter focused on
describing the components comprising the developed velocity control subsystem. From
testing, it was determined that the developed system performed well at controlling
the Omnibot’s velocity. Further experimental results proving the performance of the




This chapter describes the localization subsystem that has been developed for localiz-
ing the Omnibot in indoor environments. A description of the localization subsystem
structure and each of its components is provided. Experimental results for the local-
ization subsystem will be presented in Chapter 7.
5.1 Localization Requirements
An autonomous mobile robot, such as the Omnibot, needs to know its position and
orientation (i.e., pose) relative to its surroundings at every instant, in order to move
from one location to another.
To provide the Omnibot with the location information that it needs for navigation, a
localization subsystem is needed. The function of this localization subsystem is to es-
timate the pose of the Omnibot and provide the computed pose estimates as feedback
to the path-following controller (discussed in Chapter 6) to allow it to autonomously
drive the Omnibot along a given path.
The requirements of the localization subsystem are:
• Accuracy: Since the Omnibot operates in an indoor environment with many
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closely spaced objects, it is important that its position and orientation be de-
termined with an accuracy of a few centimeters and degrees, respectively.
• Speed: To successfully track the motion of the Omnibot as it navigates through
its workspace, it is necessary to obtain pose updates at a sufficiently high rate.
The update rate of the localization subsystem directly affects the response of
the path-following controller during autonomous navigation. The frequency of
the path-following controller is limited by the rate of the pose updates from the
localization subsystem.
• Reliability: For the Omnibot to be able to navigate autonomously, location
information must be available at all times; otherwise, the Omnibot will not be
able to autonomously move anywhere.
As shown in Figure 4.3, the pose of the Omnibot is defined by the set of variables
[x y θ]T , where x and y are the position coordinates of the Omnibot’s geometric
centre and θ is its orientation angle, relative to the defined Cartesian global coordinate
system.
5.2 Localization Subsystem Structure
The localization subsystem developed for localizing the Omnibot omni-directional
wheeled mobile robot (OWMR) in an indoor environment is composed of several com-
ponents, as shown in Figure 5.1. In this subsystem, two different methods are used
for estimating the Omnibot’s pose; an absolute and a relative localization method.
Absolute localization is performed by the modified Cricket system [49], while the rela-
tive localization is performed by the odometry system. Both the modified Cricket and
odometry systems compute pose estimates, [x y θ]T , of the Omnibot independently
of each other.
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Figure 5.1: Localization subsystem structure.
A data fusion algorithm is implemented in the localization subsystem, as shown in
Figure 5.1, to combine the pose estimates from the modified Cricket and odometry
systems. The function of this data fusion algorithm is to use the absolute pose esti-
mates from the modified Cricket system to periodically correct the error accumulated
in the relative pose estimates of the odometry system. Through the application of
the data fusion algorithm, the error in the odometry pose estimates is bounded; i.e.,
the error in the pose estimates is not allowed to grow boundlessly, which would occur
if absolute pose updates are unavailable.
By combining an absolute localization method, the modified Cricket system, with a
relative localization method, odometry, the performance of the localization subsystem
is improved. The reason for this improvement in localization performance, is due
to the complementary nature of the two systems. Since the Cricket system is an
absolute method, it can produce very accurate pose estimates that are completely
independent of each other; however, its main weakness is its relatively poor update
rate. Odometry, on the other hand, has a much higher update rate in comparison with
the Cricket system, but since it is a relative localization method its main weakness
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is an accumulation of error over time. The latter issue means that odometry can
only provide good pose estimates over short-distances. Therefore, by periodically
fusing the pose estimates from the Cricket and odometry systems, it is possible to
maintain the accuracy of the Cricket system, while at the same time preserving the
high update rate of odometry. The result is then a localization system that is both
accurate and fast, and at the same time more reliable due to the redundancy of using
two localization methods.
To allow a human operator to remotely monitor the location of the Omnibot in its
workspace, a visualization component is included in the localization subsystem (see
Figure 5.1). The developed visualization component provides a graphical representa-
tion of the Omnibot and its surrounding environment using a 3D model, in which the
Omnibot’s location is updated in real-time using the computed pose estimates.
In the following sections of this chapter, a description of each component of the
localization subsystem is presented.
5.3 Modified Cricket System
The absolute localization component of the Omnibot’s localization subsystem is based
on the Cricket indoor localization system developed in the Computer Science and Ar-
tificial Intelligence Laboratory (CSAIL) at the Massachusetts Institute of Technology
(MIT) [50]. The original Cricket system is an absolute indoor localization system
that performs localization of mobile receivers based on distance measurements to ac-
tive transmitters placed at known points in the surrounding environment. Cricket
is similar to the widely used Global Positioning System (GPS), which localizes mo-
bile GPS receivers based on distance measurements to orbiting satellites. However,
whereas GPS relies solely on the use of radio frequency (RF) signals transmitted from
satellites for range measurements, the Cricket system uses a combination of RF and
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ultrasonic (US) signals to perform the same function.
To make the original Cricket system more suitable for the task of mobile robot lo-
calization, modifications were made to the system. Although the original system has
good indoor localization accuracy — on the order of a few centimeters— it lacks a
sufficiently high update rate to allow for autonomous navigation of a mobile robot in
an indoor environment. The original Cricket system has a update rate of approxi-
mately 1 Hz. To correct this issue, the original system was modified with the goal of
increasing its update rate, while maintaining the same level of localization accuracy.
To achieve this goal, both the architecture and operation of the original system were
modified. The result of this process is the modified Cricket system which constitutes
the absolute localization component of the Omnibot’s localization subsystem.
In the sections that follow, a thorough explanation of the modified Cricket system is
provided.
5.3.1 Original Cricket System Overview
The hardware used in the Cricket system consists of Cricket nodes (see Figure 5.2),
small sensor units equipped with a microcontroller, an ultrasonic transmitter and
receiver pair, an RF transceiver, and an RS-232 serial interface with a DB-9 connector.
These Cricket nodes serve as the hardware for both the transmitters and receivers,
respectively called beacons and listeners, in the Cricket system [51,52].
As shown in Figure 5.3, the Cricket system uses a passive mobile architecture with
passive listeners attached to mobile devices and actively transmitting beacons placed
at known positions in the operating environment [53]. The beacons form the infras-
tructure of the localization system and are typically attached to the ceiling and/or
walls of a building. These beacons operate by periodically transmitting concurrent
RF and US signals. The RF signal contains beacon specific information, including
the unique beacon identification (ID) and the beacon position coordinates; whereas
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Figure 5.2: Cricket node sensor units; can operate either as beacons (transmitters) or
listeners (receivers).
the US pulse does not carry any data. Each passive listener mounted on a mobile
device listens for the beacon transmissions and estimates its distance to every beacon
it hears, based on the measured difference in the arrival times of the RF and US
signals. It then provides the distance measurements and information contained in the
RF signals to an attached host device (e.g., laptop, microcontroller, etc.) through its
serial port. The host device uses the set of distance estimates from the listener to
compute its position coordinates with respect to the defined coordinate system.
A key characteristic of the original Cricket system is that the transmissions of the
fixed beacons in the infrastructure are uncoordinated; i.e., there is no central com-
puter directing the beacon chirps. Instead of central coordination, the infrastructure
beacons in the original system chirp at random times. To avoid the obvious issue of
signal interference between nearby transmitting beacons, a randomized transmission
schedule is utilized by the beacons. Following this randomized transmission schedule,
a beacon attempting to chirp at a random time senses if any other nearby beacon
has already chirped. If the beacon detects a chirp, it waits a fixed amount of time
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equivalent to the time necessary for the US pulse to dissipate, before attempting to
chirp again to avoid potential signal interference.
It should be mentioned that one of the primary reasons for selecting the original
Cricket system to serve as the base for the absolute localization component of the Om-
nibot’s localization subsystem, was its openness and flexibility. The original Cricket
system is considered to have an open architecture, because it provides all of the em-
bedded software that runs on the Cricket nodes to the designer and it allows the
nodes to be re-programmed with modified software. In addition to being open from
a software perspective, the Cricket system is also very flexible in that it uses the
same hardware and software for both the beacons and listeners. Cricket nodes can be
quickly and easily configured to operate as either beacons or listeners from a computer
through a serial connection.
The openness of the Cricket system along with its use of uniform hardware for both
beacons and listeners makes it very appealing from a research and development per-
spective, because it permits the designer to modify the structure and operation of
the system. This characteristic of the original Cricket system was exploited for the
development of the modified Cricket system.
For further information about the original Cricket system refer to [50], the MIT web-
site of the Cricket indoor location system. This website is a repository for all infor-
mation about the Cricket system, including technical documentation and published
papers.
5.3.2 Modified System Architecture
In contrast to the original Cricket system, the modified system uses an active mobile
architecture, illustrated in Figure 5.4, in which listeners are deployed in the infrastruc-
ture as external references and active beacons are attached to the mobile robot that
needs to be located. The listeners in this configuration are fixed at known positions
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Figure 5.3: Original Cricket system architecture (passive mobile).
to a ceiling in the mobile robot’s workspace, forming the Cartesian global coordinate
system with respect to which the mobile beacons are positioned. The two actively
transmitting beacons are mounted at the corners of the Omnibot mobile robot and
move in a plane parallel and below the one formed by the ceiling mounted listeners.
Both of the onboard beacons are interfaced to a Gumstix embedded computer us-
ing serial cables that connect their RS-232 ports to the corresponding ports on the
embedded computer.
The Gumstix embedded computer is the central component of the Cricket system; its
functions are to communicate with the onboard beacons, coordinate their transmis-
sions, and compute estimates of their positions and those of the Omnibot by executing
a position estimation algorithm. Communication between the onboard beacons and
the Gumstix computer is performed using the standard RS-232 protocol. In addition
to the beacons, the Gumstix computer is also interfaced to the laptop mounted on the
Omnibot through a serial cable and a USB-to-serial adapter. This connection pro-
vides a link between the Cricket system and the other systems onboard the Omnibot.
It is used for sending the computed pose estimates of the Omnibot from the Gumstix
computer to the laptop for use in data fusion with odometry.
Additionally, a wireless communication link is established between the Gumstix com-
puter on the Omnibot and a remote computer, that serves as the software develop-
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Figure 5.4: Modified Cricket system architecture (active mobile).
ment machine, over a dedicated 802.11b/g Wireless Local Area Network (WLAN).
This communication link is used for programming and running the software on the
Gumstix computer.
5.3.3 Modified System Operation
In the modified Cricket system, the Gumstix embedded computer coordinates the
active beacon transmissions by successively triggering each of the two onboard beacons
to transmit wireless signals (i.e., chirp). The Gumstix computer triggers a particular
beacon to chirp by sending it a command over the serial interface. When a beacon is
triggered, it simultaneously broadcasts an RF message and a US pulse for the listeners
deployed on the ceiling to detect. Only those listeners that are within the ultrasonic
range and have line-of-sight to the beacon will hear the broadcast.
Nearby listeners will first receive the RF signal – almost instantaneously since it travels
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at the speed of light – then a short time later detect the corresponding US pulse,
propagating at the speed of sound. To compute the distance to the triggered beacon,
the listeners measure the time interval between the start of the RF message and the
arrival of the US pulse. This time interval is effectively the time-of-flight (TOF) of
the US pulse and when combined with its known propagation speed – adjusted for the
ambient temperature and pressure – allows the listeners to measure their distances
to the beacon. This process for measuring the beacon-to-listener distances is called
the method of time-difference-of-arrival (TDOA) and is explained in greater detail in
Section 5.3.4.
After measuring its distance to the beacon, each listener replies on the RF channel
by transmitting an RF message containing its distance measurement and unique ID
number. The triggered beacon onboard the Omnibot receives the listener RF distance
reports and relays the data within the messages to the connected Gumstix computer
via its RS-232 serial port. The Gumstix computer acquires the set of simultaneous
listener distance reports and processes the data for use in the position estimation
algorithm. If distance measurements to three or more listeners with a-priori known
positions (stored in the controller’s memory) are obtained, the trilateration posi-
tioning algorithm is executed to calculate an estimate of the position coordinates
[xB yB zB]
T of the triggered beacon relative to the global coordinate system, {W}.
Using the position estimates of the current and previous triggered beacons and their
known placement on the Omnibot, the Gumstix also computes the position coordi-
nates, x and y, of the Omnibot’s geometric centre and its orientation angle, θ, relative
to the global reference frame. Following these calculations, the Gumstix sends the
Omnibot’s pose estimate to the connected onboard laptop using serial communication
and triggers the next beacon to chirp.
The process of alternating between the two beacons and calculating the Omnibot’s
pose for each beacon transmission is repeated continuously by the modified Cricket
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Figure 5.5: Cricket distance measurement using TDOA of RF and US signals.
system.
5.3.4 Distance Measurement Method
As previously mentioned, the method of TDOA is used in the Cricket system to obtain
linear distance measurements between the mobile beacons and fixed listeners. Using
TDOA, a distance measurement between two points is obtained by simultaneously
transmitting two signals with different speeds from the first point and then measuring
the difference in their arrival times at the second point [51]. In the Cricket system,
TDOA is applied by having the mobile beacon simultaneously transmit an RF signal
and a US pulse to obtain a set of distance measurements to nearby stationary listeners.
Since the RF signal travels at the speed of light, whereas the US pulse propagates at
the speed of sound (approximately 106 times slower), listeners that are within range
and have line-of-sight to the beacon will first receive the RF signal followed a short
time later by the US pulse, as illustrated in Figure 5.5.
When a listener detects the first few bits of the RF signal from the beacon with its RF
transceiver, it initiates an internal timer and begins listening for the corresponding
US pulse by turning on its US receiver. Subsequently, when the listener hears the US
pulse, it stops the timer and records the time interval, ∆t, between the arrival of the
two concurrent signals. The listener then calculates the distance d to the triggered
beacon using the measured TDOA of the RF and US signals, ∆t, and their known
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Since vRF  vUS (vRF ≈ 3 · 108m/s and vUS ≈ 343m/s at 20◦C in dry air),
d ≈ ∆t · vUS (5.2)
Hence, the beacon-to-listener distance measurements are effectively based on the time-
of-flight of the US pulse, with the RF signal serving as a means to synchronize the
listeners with the triggered beacon.
A thorough evaluation of the distance measurement performance of the Cricket nodes
was carried out in [51] for the original Cricket system, where it was experimentally
determined that Crickets have a distance measurement accuracy on the order of 1
cm at a distance of up to 3.5 m. The results presented in [51] for the distance
measurement performance of the Cricket nodes in the original system are relevant to
the modified system, since the Cricket node hardware and the distance measurement
method used in both systems are the same. For this reason, it is expected that the
distance measurement accuracy of the Cricket nodes in the modified system is the
same as that in the original system.
To verify the distance measurement accuracy of the Cricket nodes, an experiment
similar to the one presented in [51] – involving a single beacon and listener placed
at known distances from each other – was carried out. In the experimental setup,
shown in Figure 5.6, a beacon was placed on the floor at a height, h, and horizontal
distance, l, from a fixed listener, resulting in an angle θ and distance d between them.
Thus, for given values of the angle θ and height h, the actual distance da between the
beacon and listener is calculated as:
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The distance measurement experiment (see Figure 5.6) involved placing the beacon
at known points along a straight line corresponding to different known angles and
distances to the fixed listener, triggering the beacon to chirp, and then recording the
resulting distance measurement calculated by the fixed listener at each test point.
In the experiment, the beacon was first placed directly underneath the listener cor-
responding to an angle of 0◦, and then moved in a straight line along the floor at
increments of 5◦ until the listener could no longer detect any of the beacon’s trans-
missions. This same experiment was repeated at heights of 1.5 m, 2 m, 2.5 m, and
2.7 m, with the latter representing the height of the ceiling mounted listeners from
the floor in the actual deployment of the Cricket system.
In Figure 5.7, a graph of the absolute distance measurement error relative to the
angle θ between the beacon and listener, for the four test heights, is provided. It
is observed from these results that when the beacon and listener are facing each
other and the distance between them is increased (i.e., height is increased, but the
angle is held constant at 0◦), the error in the distance measurements also increased.
Additionally, it is also observed that at the largest height (h) the error in the distance
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Figure 5.7: Distance measurement error of the Cricket nodes.
measurements increases as the beacon-to-listener angle θ is increased; from 0◦ until
the limit at which the listener stops hearing the beacon’s chirps (approximately 43◦ for
all four test heights). Therefore, it can be concluded from the results of the distance
measurement experiment that both the beacon-to-listener distance, d, and the angle,
θ, affect the distance measurement accuracy of the Cricket nodes. These observations
are in agreement with the results presented in [51], for the same distance measurement
experiment conducted for the original Cricket system.
The distance measurement experiment results recorded at the test height of 2.7 m,
with a listener mounted on the ceiling, are shown in Figure 5.8. In this graph, the
recorded Cricket measured distances are plotted versus the actual distances at each
test point. The mean absolute distance measurement error for the results in Figure
5.8, was calculated to be 26.27 cm. It is evident from the experimental data that there
exists a linear correlation between the Cricket distance measurements and the actual
distances. Due to this linear relationship, a regression line, also shown in Figure 5.8,
was fit to the experimental data. The equation of this regression line is,
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dm = 0.9312 · da − 4.3481 (5.4)
where dm is the Cricket measured distance and da is the actual distance between the
beacon and listener. Re-arranging Eq. (5.4), and solving for the actual distance, da,





With this experimentally determined distance measurement calibration equation, it
is possible to account for the constant error observed in the Cricket distance mea-
surements. This means that a set of listener distance estimates can be corrected with
this equation before being used in the positioning algorithm, to obtain more accurate
estimates of the beacon’s position.
Application of the distance measurement calibration equation, Eq. (5.5), to the
Cricket measured distances in Figure 5.8, resulted in a reduction of the mean ab-
solute distance measurement error from 26.27 cm, for the un-corrected estimates, to
0.56 cm after correction. As a result of the improvement in the distance measurement
accuracy provided by Eq. (5.5), it was applied in the position estimation algorithm of
the modified Cricket system to correct all of the listener distance estimates obtained
for every beacon transmission.
5.3.5 Position Estimation Algorithm
The position estimation algorithm, developed for the modified Cricket system, uses the
method of trilateration to calculate position estimates of the mobile beacons, based
on distance measurements to ceiling mounted listeners at a-priori known positions. As
shown in Figure 5.9, the ceiling fixed listeners – serving as the external references in
the Cricket system, similar to orbiting satellites in the Global Positioning System – are
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Figure 5.8: Distance measurements between a listener fixed at a height of 2.7 m from
the floor and a mobile beacon.
coplanar and form the Cartesian global coordinate system {W}, relative to which the
mobile beacons are positioned. To calculate a mobile beacon’s position [xB yB zB]
T
using the method of trilateration requires a minimum of three simultaneous distance
measurements from the mobile beacon to stationary listeners, as illustrated in Figure
5.9.
For a given beacon transmission, if at least three valid distance measurements are
obtained, then the trilateration positioning method involves selecting three of the
listeners that replied, and finding the intersection of the surfaces of three spheres
centered at the listeners with radii given by the distance measurements from these
listeners to the mobile beacon. The position coordinates of the beacon are then
obtained as the coordinates of the intersection point of the three spheres that is
below the plane of the listeners (see Figure 5.9).
Mathematically, this problem can be solved by setting the equations of the three
spheres equal to each other, and is achieved by solving the following three simultaneous
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Figure 5.9: Trilateration of the mobile beacon position.
equations for i = 1, 2, and 3:
r2i = (xB −Xi)2 + (yB − Yi)2 + (zB − Zi)2 (5.6)
where xB, yB, and zB are the position coordinates of the beacon, ri is the distance
measurement to listener i, and Xi, Yi, and Zi are the position coordinates of listener
i, for i = 1, 2, and 3, respectively.
The trilateration calculations in Eq. (5.6) can be simplified by applying several con-
straints to the centres of the three intersecting spheres, which are the listener positions.
The constraints are that all the listeners be coplanar and lie on the z = 0 plane, one
listener be located at the origin, and another listener be located on the x-axis. The
result of applying these constraints to the equations of the three spheres, Eq. (5.6),
is the following set of simplified trilateration equations:
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Figure 5.10: Listener local coordinate system.
xB =









r21 − x2B − y2B (5.9)
The application of this set of simplified trilateration equations for the solution of
the beacon’s position [xB yB zB]
T relative to the global coordinate system, first
requires that three distance estimates be selected from the set of n distance estimates
acquired from the fixed listeners. A local coordinate system is then constructed using
the three listeners associated with the selected distance estimates, as shown in Figure
5.10. This local frame is constructed following the constraints used for deriving the
simplified trilateration equations, such that one of the three listeners is located at the
origin and another lies on the x-axis.
The relationship between the constructed local frame and the global frame, relative











where WL T is a 4x4 transform matrix that describes frame {L} relative to frame {W},
W
L R is a 3x3 rotation matrix describing the orientation of {L} relative to {W}, and
WPLorg is a 3x1 position vector that locates the origin of {L} relative to {W}. The
rotation matrix, WL R, and the position vector,
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where θ is the rotation angle of frame {L} relative to frame {W} about the z-axis,
and WxLorg,
WyLorg, and
W zLorg are the position coordinates of the origin of frame
{L} relative to frame {W}.
Having defined the relationship between the local and global coordinate systems, the
following step is to map the known position coordinates of the three selected listeners






WPList,i are the position coordinates of listener i (i = 1, 2, and
3) relative to the local and global frames, respectively, and LWT is the homogeneous
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With the position coordinates of the three listeners expressed relative to the con-
structed local frame, the set of simplified trilateration equations, Eqs. (5.7) to (5.9),
are solved to obtain the x, y, and z coordinates of the mobile beacon relative to the
local frame. The beacon position coordinates are then mapped from the local frame






LPB are the position coordinates of the beacon relative to the global
and local coordinate systems, respectively.
Having determined an estimate of the mobile beacon’s position for one combination of
three listeners, chosen from the set of n listeners that reported valid distance estimates
for that beacon’s transmission, the trilateration algorithm is then executed for every
other possible combination of three listeners. After all combinations of three listeners
have been used in the algorithm, the results are averaged to obtain the final position








where m is the number of combinations of three listeners used in the trilateration




Figure 5.11: Placement of the two beacons onboard the Omnibot.
5.3.5.1 Omnibot Pose Calculation
The pose of the Omnibot OWMR, [x y θ]T , can be obtained from the computed
position coordinates of the two beacons, B1 and B2, mounted on the robot. Figure
5.11, shows the placement of the two beacons, B1 and B2, on the Omnibot. The
two onboard beacons are mounted at diagonally opposite corners of the Omnibot’s
square-shaped frame, such that they are colinear with the Omnibot’s geometric centre
and equidistant from it. As such, the position of the Omnibot’s geometric centre is
the midpoint of the line segment joining the positions of the two onboard beacons.
The position coordinates, x and y, of the Omnibot’s geometric centre (i.e., the mid-
point of line segment B1-B2 in Figure 5.11), relative to the global reference frame, are









where (xB1 , yB1) and (xB2 , yB2) are the x and y position coordinates of beacons B1
and B2, respectively, determined from the trilateration positioning algorithm.
The orientation of the Omnibot, θ, can be obtained from the orientation of the vector,
−−−→
B1B2, extending from B1 to B2, the positions of the two onboard beacons (see Figure
5.11). The orientation angle, φ, of vector
−−−→
B1B2, relative to the global reference frame







As shown in Figure 5.11, the vector
−−−→
B1B2, is oriented at a fixed angle of 45
◦ with
respect to the robot reference frame, {R}. Therefore, the orientation angle, θ, of the
Omnibot is determined using the angle φ in Eq. (5.18), as:
θ = φ− 45◦ (5.19)
Thus, through the application of Equations (5.17) to (5.19) and using the position
coordinates of the two onboard beacons obtained from trilateration, the Gumstix
computer is able to estimate the pose of the Omnibot OWMR, with respect to the
global coordinate system.
5.3.6 Comparison of the Original and Modified Cricket Sys-
tems
As explained in the previous sections, the modified Cricket system was developed by
altering both the architecture and the operation of the original system developed at
MIT. The main differences between the two versions of the Cricket indoor localization
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system are summarized as follows:
• System architectures. The original cricket system uses the passive mobile
architecture (Figure 5.3), with the listeners attached to mobile devices and the
beacons fixed at known positions in the infrastructure. In contrast, the modi-
fied system implements the active mobile architecture (Figure 5.4), where the
deployment of the beacons and listeners is reversed in relation to the original
system; i.e., the beacons are mounted on the mobile object and the listeners are
fixed at known positions in the environment.
• Coordination Scheme for the beacon transmissions. In the original sys-
tem the beacon transmissions are completely uncoordinated, whereas in the
modified system an embedded computer is used to coordinate the beacon chirps
and to compute their positions.
• Simultaneity of the distance measurements. In the active mobile archi-
tecture, employed in the modified system, whenever a mobile beacon chirps,
it simultaneously obtains multiple distance estimates to fixed listeners in the
infrastructure. In contrast, a mobile listener in the passive mobile architecture
of the original Cricket system, is only able to obtain one distance estimate at a
time, because only a single stationary beacon can transmit at any given time to
avoid signal interference. To determine the position of the listener in the origi-
nal Cricket system requires using a set of non-simultaneous distance estimates,
which becomes a problem when the listener is moving and each successive dis-
tance estimate is obtained at a slightly different listener position. Consequently,
tracking the position of a moving object is more difficult in the original system
than in the modified system, where position can be determined through trilat-
eration by solving a set of simultaneous equations, as described in Section 5.3.5.
In addition, the lack of simultaneity in the distance estimates of the original
101
system, reduces its update rate relative to the modified system, because more
time is needed in the original system to acquire the minimum of three distance
estimates necessary for position estimation.
5.3.7 Hardware Implementation
5.3.7.1 Cricket Nodes
Cricket nodes are the hardware units used for both the beacons and listeners in the
modified Cricket system. The operation of each Cricket node, as either a beacon or
listener, is configured in the Cricket embedded software (see Section 5.3.10.1). Figure
5.12 shows the main components of a Cricket node; these are [51]:
• Microcontroller. An Atmel ATmega128L microcontroller with an 8-bit pro-
cessor.
• RF transceiver. A RF transceiver operating at 433 MHz and configured to
send and receive data at a rate of 19.2 kbps.
• Ultrasonic transmitter. A US transmitter for broadcasting US signals with
a frequency of 40 kHz, in a 40◦ cone shaped propagation pattern.
• Ultrasonic receiver. A US receiver for detecting the 40 kHz US signals.
• RS-232 interface. A RS-232 serial port with a DB-9 connector used to connect
to the Gumstix embedded computer and having a data rate of 115.2 kbps.
An important parameter of the Cricket nodes is the range of the US signals. According
to the Cricket manual [55], the maximum range of the US pulse is 10.5 m when a
beacon and listener are facing each other and there are no obstacles between them.
Additionally, from [55] the range of the RF transceiver with the default transmit
power level and antennas is about 30 m indoors when there are no obstacles. Clearly,
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Figure 5.12: Cricket node hardware components.
the range of the US signal is the limiting factor when measuring distances between
beacons and listeners in an indoor environment.
Power for each Cricket node can be supplied from either two standard AA batteries
or an external power supply that provides 3-6 V DC at 300-1000 mA, through the
DC power jack on the Cricket node.
Crickets are programmed with the Cricket embedded software using the MIB510 pro-
gramming board.
Refer to [50] and [55], for more details about the Cricket node hardware specifications,
including circuit diagrams. The Cricket node hardware and programming board are
commercially available from Crossbow Technology, Inc. [56].
5.3.7.2 Gumstix Embedded Computer
The Gumstix embedded computer, shown in Figure 5.13, is a miniature computer,
roughly the size of a pack of gum. This embedded computer is composed of a Verdex
motherboard connected to the Console-vx and Wifistix expansion boards. In the
Gumstix computer, the Verdex motherboard performs all the processing, while the
two expansion boards are used to provide the computer with standard communication
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Figure 5.13: Gumstix embedded computer – composed of the Verdex motherboard
connected to the Console-vx and Wifistix expansion boards.
interfaces for connecting to external hardware devices.
The Verdex motherboard is a single-board computer that runs the Linux 2.6 operating
system and is equipped with the Marvell PXA270 400 MHz processor. The software
responsible for coordinating the beacon transmissions and executing the positioning
algorithm runs on the Verdex motherboard.
The Console-vx is a serial communication expansion board that provides the Gumstix
computer with three RS-232 serial ports with mini-DIN 8-pin connectors to which the
two onboard beacons and laptop are connected. The two beacons connect to the
RS-232 ports on the Console-vx board using null-modem serial cables equipped with
null-modem adapters, while the onboard laptop connects to the remaining serial port
using a USB-to-serial adapter and a serial cable.
The Wifistix is a wireless communication expansion board that provides the Gumstix
with wireless connectivity to a 802.11b/g WLAN. With the Wifistix, the Gumstix
embedded computer is able to connect to an existing WiFi (802.11b/g) network com-
posed of a wireless router serving as a wireless access point. Wireless communication
between the Gumstix embedded computer and a remote desktop computer is per-
formed over this WLAN using the Secure Shell (SSH) wireless protocol. Using SSH,
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the desktop computer is able to remotely login to the Gumstix computer over the
WLAN and gain access to its Linux filesystem; this connection can then be used for
both uploading and running programs on the Gumstix.
The Gumstix computer is powered through its DC power jack at 5V DC from an
external power supply. The hardware components comprising the Gumstix embedded
computer, including the motherboard and expansion boards, are commercially sold
by Gumstix, Inc. [57].
For detailed information about the Gumstix computer hardware components refer
to [57] and [58].
5.3.8 Cricket Node Embedded Software
The Cricket nodes run the TinyOS open-source embedded operating system [59].
TinyOS is a component-based, event-driven operating system designed for low-power
wireless devices, such as those used in wireless sensor networks (WSNs) [60]. Appli-
cations that run in TinyOS, including the Cricket embedded software, are written in
the nesC programming language; a dialect of the C language that is optimized for use
in sensor networks [61].
The architecture of a TinyOS application consists of a set of components that are
wired (i.e., connected) together through their interfaces [60]. Components are soft-
ware modules that are written in nesC and perform one or more functions. There are
two main types of components used in TinyOS applications, these are application com-
ponents and system components. Application components are software modules that
are developed specifically for a particular application and contain the user-developed
source code. System components are part of the TinyOS operating system and serve
as device drivers for the hardware resources of an embedded sensor, such as a Cricket
node. In TinyOS, all hardware resources of the sensor platform are abstracted as sys-
tem components. Therefore, when an application component needs to use a particular
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hardware resource (e.g., the RF transceiver) it must make a request to the system
component corresponding to that hardware resource through an interface. Following
this approach, a complete TinyOS application is constructed by connecting (wiring)
the user-created application components with system components through interfaces.
Figure 5.14 provides a simplified representation of the Cricket embedded software (i.e.,
TinyOS application) as a set of components connected to each other using interfaces.
In the Cricket embedded software, the CricketM application component contains the
nesC source code that controls the operation of both the beacons and listeners. In
order to use the hardware resources present on the Cricket node, such as the RF
transceiver (i.e., radio), the US transmitter and receiver, and the RS-232 serial port,
the CricketM component is wired to the system components corresponding to those
hardware devices (e.g., the SerialM component in Figure 5.14). As shown in Figure
5.14, the connection between the CricketM component and the system components
is implemented through a set of interfaces.
In TinyOS, components can provide and use interfaces, which consist of commands
and events [60]. Commands are simply functions or sub-routines that perform some
actions. Commands are called from a component that uses the interface provided
by another component. A command call is a request made from one component
to another to perform some service; e.g., to send data over the radio, the CricketM
component requests that service from the Radio component (Figure 5.14). The service
performed by a command is defined in the source code of the component providing
the command. An event is a function that is fired when a service request (command)
has been completed. The actions performed when an event is fired are defined in the
component that made the command call. Additionally, events can also be linked to
hardware interrupts (i.e., external triggers). For example, an event is triggered in the
CricketM component when data is received on the RS-232 serial port.
It should be noted that the same Cricket embedded software is used for both the
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Figure 5.14: Simplified representation of the Cricket node embedded software archi-
tecture.
beacons and the listeners. The operation mode (beacon or listener) of a Cricket node
flashed with the embedded software is set using the serial communication API, as
described in Section 5.3.10.1.
A complete explanation of TinyOS and the nesC programming language is provided
in [59], the TinyOS Documentation Wiki.
5.3.8.1 Cricket Serial Communication API
Communication with a Cricket node over its RS-232 serial port is performed using
the serial communication API implemented in the Cricket embedded software. The
serial communication API defines a set of commands that can be issued to a Cricket
node over its RS-232 interface.
In the modified Cricket system, the serial API is used for two purposes. The first,
is to enable the configuration of parameters in the Cricket embedded software; for
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example, setting the operation mode of a node as a beacon or listener and assigning
it an ID number. The second purpose of the API is to allow the Gumstix computer
to issue commands to the beacons over the serial interface.
The format of the commands defined in the Cricket serial API is [51]:
<directive> <command> <parameters>
<directive> “G” for “get” and “P” for “put”.
<command> The command.
<parameters> The argument(s) to the command.
When the serial API is used to configure the parameters of a Cricket node, the “P”
(put) directive is used, followed by a command corresponding to the parameter that
needs to be changed, and an argument specifying the new value for the parameter.
For example, the string “P MD 1” written to a Cricket node’s serial port, sets the
operation mode of the Cricket as a listener. Commands preceded by the “G” (get)
directive are used to read the values of parameters in the Cricket software over the
serial interface.
In addition to configuring the Cricket node settings prior to deployment, the serial
API is also used by the Gumstix computer to issue commands to the beacons when
the modified Cricket system is in operation. To trigger a beacon to chirp, the Gumstix
computer sends the string “P CH” (i.e., put chirp) to that beacon’s serial port. The
Gumstix also sends the string “P NC” (i.e., put not chirp), to the serial port of the
other non-triggered onboard beacon; instructing that beacon to remain passive and
disable its serial port.
5.3.8.2 Beacon and Listener Operation
As mentioned above, the operation of the beacon and listener nodes is defined in the
nesC source code of the CricketM component, of the Cricket embedded software.
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(a) Chirping. (b) Receiving listener RF reports.
Figure 5.15: Beacon software flowchart.
The actions performed in the CricketM component when a beacon is triggered to
chirp by the Gumstix embedded computer are illustrated in Figure 5.15(a). Initially,
when a beacon receives the chirp command (i.e., the string “P CH”) from the Gum-
stix on its RS-232 serial port, the Serial.Receive event in CricketM is triggered. The
latter event implements the Cricket serial API and is triggered whenever data is re-
ceived on the RS-232 port. In Serial.Receive, the string from the serial port is read
and compared to the set of commands defined in the serial API. If the string read
from the serial port is “P CH”, the RadioSend.send command is called, to transmit
an RF message over the radio. As soon as the beacon begins transmitting the RF
message, the RadioSendCoord.byte event is triggered in CricketM and the Ultrasound-
Control.SendPulse command is called to send the US pulse. Once the beacon finishes
transmitting the RF and US signals, it begins waiting to receive the listener distance
reports over the radio.
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As shown in Figure 5.15(b), when the triggered beacon receives an RF message from
a nearby listener that heard its chirp, the RadioReceive.receive event is fired in Crick-
etM. The distance measurement and ID number contained in the RF message from
the listener are then checked to verify their validity. If the distance and ID values are
valid, they are placed into a formatted string which is written to the beacon’s RS-232
port using the UARTOutput function. Using this process, the triggered beacon is
able to relay all the listener distance reports to the Gumstix computer for use in the
position estimation algorithm.
Figure 5.16, shows the process through which a listener measures the distance to a
beacon that broadcasted simultaneous RF and US signals (i.e., chirped). When the
first bits of the RF signal are detected by the listener’s radio, the RadioReceiveCo-
ord.byte event is fired in CricketM. At this point, the listener turns on its US detector
and initiates a timer to measure the TOF of the US pulse by calling the Ultrasound-
Control.StartDetector command. At the arrival of the US pulse at the listener, the
UltrasoundControl.PulseDetected event is fired and the value of the timer is recorded.
In the ReportPulse function, the distance to the beacon is calculated and if the mea-
sured distance is less than 269 cm, the RadioSend.send command is called to send a
message containing the distance and listener ID number over the radio to the triggered
beacon.
5.3.9 Gumstix Embedded Computer Software
The structure and operation of the software program that runs on the Gumstix com-
puter is shown in Figure 5.17. This program is written in the C programming language
and is executed within the Linux 2.6 OS running on the Gumstix computer.
At the start of execution, the program initializes the serial communication (COM)
ports on the Console-vx expansion board to which the two onboard beacons and
laptop are connected. Each of the three COM ports is enabled and configured by
110
Figure 5.16: Listener software flowchart.
setting the values of all the required parameters for serial communication, such as the
baud rate.
After the initialization stage, the Gumstix program begins successively triggering each
of the two onboard beacons to chirp. Every time the program commands one of the
two beacons to chirp, it writes the string “P CH” (i.e., put chirp) to the serial port of
the beacon it wants to trigger and also writes the string “P NC” (i.e., put not chirp)
to the serial port of the other onboard beacon to silence it (i.e., disable its serial port).
The silence command is necessary to prevent the non-triggered beacon from receiving
the listener RF reports and then passing them to the Gumstix computer.
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Figure 5.17: Gumstix program flowchart.
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In the Gumstix computer, after a beacon is triggered to chirp the program waits a
fixed amount of time to receive the listener distance reports from the triggered beacon
over the serial interface. Following this delay in the program execution, which is set to
250 ms, the program reads the serial port to which the triggered beacon is connected
and obtains the string of listener distance reports. Contained within this string are
the distance estimates and corresponding ID numbers provided by all the listeners
that replied to the triggered beacon’s transmission. The data in the string of listener
reports is then processed before it is used for calculating the position coordinates
of the beacon. The data processing step is performed by first parsing the string of
listener reports to extract the distance estimates and corresponding listener IDs, then
converting these values to the proper data types, and finally assigning the resulting
values to the appropriate variables and arrays.
In the following step of the program execution, the listener distance estimates are
prepared for use in the position estimation algorithm. First, each of the distance
estimates is checked to verify that is it within the valid range of values (220-360 cm)
determined from the distance measurement experiment results in Figure 5.8; estimates
outside this range are considered outliers and are removed.
If three or more distance estimates remain, then they are corrected using the exper-
imentally determined distance measurement calibration equation, Eq. (5.5), and the
position coordinates of the listeners corresponding to those distance estimates are re-
trieved from a look-up table stored in memory. The resulting set of corrected distance
estimates and corresponding listener position coordinates is then used in the position
estimation algorithm, described in Section 5.3.5, to first calculate an estimate of the
triggered beacon’s position [xB yB zB]
T and then an estimate of the Omnibot’s
pose [x y θ]T , relative to the defined Cartesian global coordinate system.
Following the calculation of the Omnibot’s pose, the Gumstix computer sends the pose
estimate to the laptop onboard the Omnibot through the RS-232 serial connection.
113
The program then proceeds to trigger the next beacon to chirp and the entire process
described above is repeated to obtain a new pose estimate of the Omnibot.
5.3.9.1 Wait Time Test
As explained above, after the Gumstix computer triggers a beacon to chirp it waits a
fixed amount of time (250 ms) to receive the listener distance reports from that beacon.
This length of time (i.e., wait time in milliseconds) that the Gumstix program waits
before reading the serial port corresponding to the triggered beacon was determined
experimentally. The test was carried out in the MARS Laboratory where the modified
Cricket system was deployed for locating the Omnibot, as explained in the following
section.
The test to determine the optimal value for the wait time was performed by running
the Gumstix program with different values for the wait time variable and observing
the performance of the system at each value. In this experiment, the Omnibot was
placed at eight known positions in the area covered by the ceiling mounted listeners.
At each of these positions, the Gumstix program was run for 180 s for each of the
wait time values shown in Figure 5.18. To evaluate the performance of the system at
each value of wait time, the number of successful switches was recorded for each run.
Here, a successful switch was considered to have occurred whenever two consecutive
beacon chirps – either Beacon 1 then Beacon 2 or vice versa – produced good position
estimates (i.e., had a position error less than 15 cm).
Figure 5.18 shows the results from this experiment, which were obtained by averaging
the values recorded for all eight test positions. From these results it was observed
that the modified Cricket system performed best with wait time values of 240 and
250 ms. Since the difference in the number of successful switches obtained for these
two wait time values was so small, the larger value of 250 ms was selected for use in
the Gumstix program to provide the system with some extra buffer time.
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Figure 5.18: Gumstix program wait time test results – number of successful switches
obtained over a period of 180 s averaged for eight positions in the workspace.
5.3.10 System Deployment
The deployment of the modified Cricket system in an indoor area, such as an office
or factory space, where localization services are needed is a straightforward process,
consisting of three steps:
1. Cricket node and Gumstix computer programming and configuration.
2. Deployment of the mobile nodes (i.e., beacons) and Gumstix computer on the
mobile robot.
3. Deployment of the infrastructure nodes (i.e., listeners) within the indoor workspace.
To localize the Omnibot OWMR, the modified Cricket system was deployed in the
MARS Laboratory, which is the Omnibot’s indoor workspace. An explanation of each
step performed in deploying the modified Cricket system within the MARS Laboratory
is provided in the following sections. It is assumed that an 802.11b/g WLAN is
already established within the indoor workspace. For the Omnibot, a WLAN was
created inside the MARS Laboratory using a wireless router that serves as the access
point for the network.
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5.3.10.1 Cricket Node and Gumstix Programming and Configuration
All of the Cricket nodes, including the mobile beacons and the fixed listeners, are pro-
grammed and configured before being deployed on the Omnibot and ceiling, respec-
tively. The Crickets are programmed by transferring (i.e., uploading) the compiled
Cricket embedded software from the software development computer to each Cricket
node using the Cricket MIB510 programming board. When programming the Cricket
nodes, the MIB510 programming board is connected to the software development
computer using a serial cable and the Cricket node to be programmed is connected to
the board through the MICA2 connector. Once the physical connection is established,
the programming process is carried out using a Linux OS emulator, called Cygwin,
on the development computer to first compile the Cricket software and then upload
it to the node through the programming board.
After the Crickets are flashed with the embedded software, each of them is connected
to a computer through its serial port, and a terminal program such as HyperTerminal
or Minicom is used to access the Cricket software serial communication application
programming interface (API) to configure the Cricket node’s settings. Configuration
involves setting each Cricket node to operate as either a beacon or listener, and
assigning it a unique ID number. Listeners are assigned IDs in the range from 0-19,
while the two onboard beacons are assigned an ID of ‘B’ to differentiate them from
the listeners. After completing this configuration process, the beacons and listeners
are ready for deployment.
The software that is executed on the Gumstix embedded computer, which is the cen-
tral component of the modified Cricket system, was developed on a desktop computer
running the Ubuntu Linux operating system (OS). The software development process
for the Gumstix computer consisted of writing the source code on the Linux develop-
ment computer in the C programming language and then using a cross-compilation
toolchain to compile the code for execution on the Gumstix. A key tool required for
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developing and executing software on the Gumstix is the buildroot, which is software
that contains the filesystem for the Linux 2.6 OS running on the Gumstix computer
and the tools necessary to convert the developed C-language source code into an exe-
cutable that can be run on the Gumstix hardware [58]. The same buildroot is installed
on both the development computer and the Gumstix computer.
With the buildroot installed, the software development process involves writing the
C-language source code, compiling it using the tools within the buildroot, and then
uploading the resulting executable code to the Gumstix computer. Uploading the
developed program, from the development computer to the Gumstix computer, is
performed over the WLAN to which both devices are connected. Using the SSH
wireless protocol, the desktop computer is able to remotely log into the Gumstix
computer to access its Linux filesystem, and then transfer the executable code over
using the Secure Copy (SCP) method. Once transfered, the program can be started
and stopped from the remote desktop over the WLAN.
A complete explanation of the buildroot and the software development process for the
Gumstix computer is provided in [58].
5.3.10.2 Mobile Beacons and Gumstix Deployment
As described in Section 5.3.2 and shown in Figure 3.3, two active beacons are mounted
on the Omnibot OWMR and are interfaced with the Gumstix embedded computer.
Each beacon is attached to a plexiglass mounting plate that is fastened to the Om-
nibot’s 80/20 aluminum frame, such that the beacon is parallel to the floor with its
US transmitter pointed towards the ceiling, as shown in Figure 5.19. The two bea-
cons are mounted on the Omnibot at diagonally opposite corners, such that their US
transducers are colinear with and equidistant from the Omnibot’s geometric centre.
The two beacons are physically interfaced with the onboard Gumstix computer us-
ing null-modem serial cables equipped with null-modem adapters. Each serial cable
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Figure 5.19: Close-up of a beacon mounted on the Omnibot.
connects the RS-232 port of the Cricket beacon to a corresponding serial port on the
serial expansion board of the Gumstix embedded computer. The Gumstix computer
is also connected to the laptop onboard the Omnibot using a serial cable and a USB-
to-serial adapter. Power for the beacons and the Gumstix computer is supplied by
the onboard power supply at 5 V DC, through their DC power jacks.
5.3.10.3 Infrastructure Listeners Deployment
The modified Cricket system requires an infrastructure to be setup within the indoor
area where localization is to be performed. This infrastructure consists of listeners
mounted at known positions on the ceiling of the indoor environment, above the plane
of motion of the mobile beacons.
For the Omnibot OWMR, the modified Cricket system infrastructure was deployed
in the MARS Laboratory to provide localization coverage over the Omnibot’s 3m x
3m work area. The system infrastructure inside the MARS Laboratory consists of
listeners mounted onto a ceiling suspended frame in a grid pattern, as can be seen in
Figure 5.20; a total of 20 listeners are attached to the frame. The listener frame is
suspended at a height of 273.5 cm above the floor on which the Omnibot moves and
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53.3 cm below the ceiling tiles.
The constructed listener frame is square-shaped with a length of 304.8 cm (10 feet)
for each side. It is composed of seven 10 foot aluminum members fastened together to
produce the layout shown in Figure 5.21. The frame is suspended from the ceiling of
the MARS Laboratory using metal cables attached to aluminum ceiling hooks, which
slide onto the tracks that support the ceiling tiles.
Listeners are mounted onto the ceiling suspended frame in a 5x4 grid pattern, as can
be seen in Figure 5.21. Every listener is equipped with a hook, so that it can be easily
hooked and un-hooked from the frame with minimal effort. The listeners are attached
to the frame such that they are parallel with the floor, with their US sensors facing
downwards.
In deploying the infrastructure nodes within the target workspace, it is necessary to
define a fixed global coordinate system with respect to which the positions of the sta-
tionary listeners and mobile beacons will be expressed. As illustrated in Figure 5.21,
for the modified Cricket system deployment in the MARS Laboratory, a Cartesian
global coordinate system was defined such that its origin coincides with a corner of the
suspended frame, and with its x- and y-axes extending along the perpendicular sides
of the frame. As part of the setup of the Cricket system infrastructure, the x and y
position coordinates of the stationary listeners attached to the suspended frame were
manually measured, relative to the defined global coordinate system. The resulting
set of listener position coordinates (i.e., the a-priori information) was input into the
Gumstix computer software for use in the position estimation algorithm.
Power for the listeners on the frame is supplied from a bench-top power supply at 5 V
DC. The bench-top power supply is electrically wired to a power distribution circuit
board attached to the suspended frame. Power is delivered from this distribution
board to the listeners through power cables that are routed along the frame and
connect to the DC power jacks on the listeners.
119
Figure 5.20: Infrastructure – listeners attached to a ceiling suspended frame at known
positions.
Figure 5.21: Listener layout on the frame.
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5.3.11 Cricket System Limitations
The modified Cricket system, as any localization system, has certain advantageous
characteristics but also a number of limitations. While the modified Cricket system
is capable of performing accurate indoor localization, it has certain limitations that
need to be taken into account when the system is being considered for deployment
in an area where localization services are needed. The principle limitations of the
modified Cricket system are summarized as follows:
• Reflection of RF and US signals.
An issue affecting all systems that rely on wireless signal propagation between
transmitters and receivers is that of signal reflection. This issue is especially
significant in indoor environments where there are many closely spaced objects
and walls; basically, the types of indoor environments where the Cricket system
would be deployed for mobile robot localization. Since both RF and US signals
are used in the Cricket system, it is possible for either of those signals to be
reflected during propagation. For RF signals, reflections occurs off of metallic
objects, whereas US signals can reflect off of any hard surface such as walls.
If the RF or US signals broadcast from a beacon are reflected during propa-
gation, then it is possible that a stationary listener will detect not the direct
line-of-sight (LOS) signal, but the reflected signal instead. When this occurs,
the error in the distance measured by the listener to the beacon will increase.
As an example, if the US pulse transmitted by a beacon is reflected off a wall
and a listener detects the reflection, then it will measure a distance that is larger
than the one it would measure if it had heard the direct LOS signal. The reason
is simply because a reflected signal travels over a longer distance and hence takes
a longer time to reach the listener, in comparison to a signal that travels along
the LOS from the beacon to the listener.
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• LOS and minimum number of distance measurements requirement.
In order for the Cricket system to perform localization, a mobile beacon must
always be within US range and have LOS to at least three stationary listeners. In
other words, there must always be an adequate number of listeners that can hear
and reply to a mobile beacon’s transmission, for its position to be calculated.
This requirement essentially means that a beacon must always remain within
the coverage area of the ceiling fixed listeners for localization to be performed.
If a beacon moves outside the coverage area or it becomes blocked or significantly
obstructed within the coverage area, then its wireless signals will not be able to
reach enough or any listeners; resulting in an inability to obtain new position
estimates.
• Infrastructure Setup and Deployment.
Implementation of the modified Cricket system in an indoor environment, re-
quires that the environment be modified through the setup and deployment of
an infrastructure composed of fixed listeners placed at known positions. The
need to modify the environment is a limitation because it is time-consuming and
can be inconvenient or impossible in certain indoor spaces; however, the actual
deployment process is very straightforward as described in Section 5.3.10. Ad-
ditionally, the size of the indoor area that needs to be covered affects the cost of
the system, since a larger area requires more listeners to be deployed; resulting
in a higher cost for the localization system.
5.4 Odometry System
To further improve the performance of the localization subsystem – specifically, the
update rate – beyond what can be achieved with the modified Cricket system (∼3.5
Hz), it was decided to implement another localization method to supplement the
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Cricket system. Based on the need for a higher update rate and given the good
localization accuracy of the modified Cricket system, it was determined that a relative
localization method would best complement the Cricket system. Given the hardware
resources already available on the Omnibot, namely encoders on the drive motors,
the relative method selected for complementing the Cricket system was odometry.
Odometry is a localization method that does not rely on external references for po-
sition estimation, but instead obtains location information by sensing the motion of
the mobile robot using shaft encoders coupled to the drive motors. In odometry, the
current pose of the robot is determined by measuring the robot’s displacement from
the previously known pose. Measurement of the robot’s displacement is accomplished
using motor shaft encoders, which sense the rotation of the motor shafts that drive
the robot’s wheels. The readings from the shaft encoders are used to compute the
distances traveled by each of the robot’s wheels from the previous robot pose. From
the wheel distances, both the translational and rotational displacement of the robot
can be computed using the odometry calculations (described in Section 5.4.2).
Essentially, the odometry algorithm proceeds by continuously integrating measure-
ments to compute new pose estimates of the mobile robot. This process of integrating
measurements over time results in the problem of error accumulation, because each
new measurement that is added introduces more error into the pose estimate of the
robot. Therefore, odometry is only accurate over short distances; i.e., the accuracy of
the odometry pose estimates is reduced over time.
Due to the problem of error accumulation, it is not possible to rely exclusively on
odometry for pose estimation. Therefore, odometry is a method which is most effective
when used in combination with an absolute localization method, such as the modified
Cricket system. By pairing odometry with the modified Cricket system, it is possible
to maintain the high update rate of odometry and at the same time eliminate the
problem of error accumulation by using the absolute pose estimates from the Cricket
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Figure 5.22: Odometry system component diagram.
system to periodically correct the error accumulated in the odometry estimates. This
process of fusing the pose estimates from the two localization systems is achieved
using a data fusion algorithm discussed in Section 5.5.
5.4.1 System Overview
The hardware components comprising the odometry system are shown in Figure 5.22.
All of these hardware components were implemented and interfaced with each other
during the development of the velocity control subsystem, described in Chapter 4.
On the Omnibot, measurement of the distances traveled by the four omni-wheels is
accomplished using quadrature optical shaft encoders, which are equipped to the DC
motors driving the wheels. Each shaft encoder has a resolution of 184,320 pulses per
revolution of an omni-wheel. Using the encoder readings, the amount of rotation of
the wheels (in radians) can be measured.
As shown in Figure 5.22, the quadrature signals from the encoders are input into
Counter ICs which decode the signals and count the encoder pulses (ticks). Each of
the Counter ICs has an internal 16-bit up/down counter.
The HCS12 microcontroller on the Omnibot periodically samples the values of the
16-bit counters inside the Counter ICs over the 8-bit data-bus to which all four ICs
are connected. Sampling of the Counter ICs is performed every 6 ms. In addition
to obtaining the 16-bit count value of each encoder, the MCU also detects if any
overflows have occurred in the Counter ICs between samples. As explained in Chapter
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4, a forward overflow occurs when the value of a 16-bit counter inside a Counter
IC increases above 65,535 and goes to 0, and a reverse overflow occurs when the
value decreases below 0 and goes to 65,535. Keeping track of these forward and
reverse overflows is essential for being able to calculate the distances traveled by the
Omnibot’s wheels.
To provide the odometry program running on the onboard laptop with the data it
needs to compute the Omnibot’s pose, the HCS12 MCU periodically sends the count
and overflow difference values of each encoder to the laptop over the RS-232 serial
interface at a rate of 20 Hz.
With the encoder readings sent from the HCS12 MCU, the odometry program on the
laptop is able to perform the odometry calculations to estimate the Omnibot’s pose
relative to the defined global coordinate system.
5.4.2 Odometry Calculations
The omni-directional drive system of the Omnibot OWMR, illustrated in Figure
5.23(a), can be modeled as two orthogonal differential drive systems for perform-
ing the odometry calculations. The wheel pair (W2,W4) shown in Figure 5.23(b),
comprises the differential drive parallel to the Omnibot’s x-axis; while the wheel pair
(W1,W3) shown in Figure 5.23(c), comprises the differential drive parallel to the Om-
nibot’s y-axis.
In this model, the displacement of the Omnibot is calculated as the sum of the dis-
placements produced by the two orthogonal differential drives, (W2,W4) and (W1,W3).
This is valid since all of the wheels on the Omnibot are independently driven, which
means that wheel pairs (W2,W4) and (W1,W3) are not coupled to each other and thus
can be treated separately in the odometry calculations.
Since the model of the Omnibot used for odometry consists of two differential drives,










Figure 5.23: Model of the Omnibot omni-directional drive system as two orthogonal
differential drive systems; (W2,W4) and (W1,W3).
drive robot to estimate its pose. An explanation of the odometry calculations for
a typical differential drive robot is provided in the following section, followed by an
explanation of how those calculations are applied to the model of the Omnibot as two
orthogonal differential drives.
5.4.2.1 Differential Drive Robot
A differential drive robot, as illustrated in Figure 5.24, has two independently driven
wheels, which are parallel to each other and attached on either side of the robot’s body.
It is assumed that the robot’s drive motors are equipped with shaft encoders, which
count N pulses per revolution of the wheels. The position of the differential drive
robot (Figure 5.24) relative to a global reference frame is defined by the coordinates
of the midpoint of the rear axis; point C in Figure 5.24. At a time instant n, the
location of the robot in the two-dimensional plane is fully defined by the variables
[xn yn θn]
T , where θ represents the robot’s heading (refer to Figure 5.24).
Over a small period of time, the trajectory of the differential drive robot can be
approximated by an arc, as shown in Figure 5.24. Assuming that the starting pose
of the robot is known at time step n, the objective is to estimate the robot’s pose at
time step n+ 1.
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Figure 5.24: Displacement of a differential drive robot during one sampling period,
T . For a small period of time, the robot’s trajectory can be approximated by an arc.
During the sampling period, T , between time step n and n+ 1 the distances traveled










where nr and nl are the pulses counted by the right and left encoders, respectively;
Rwheel is the radius of the wheels; and N is the encoder resolution in pulses per
revolution.
The translational displacement, ∆d, of the robot (i.e., the distance traveled by the
midpoint of the rear axis) between the sampling points is the average of the distances
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where W is the wheelbase (i.e., the distance between the left and right wheels).
Having calculated the robot’s translation ∆d and rotation ∆θ during the sampling
period, the robot’s pose at sampling point n+ 1 is estimated as [62,63]:














θn+1 = θn + ∆θ (5.26)
5.4.2.2 Omnibot OWMR
As previously explained, the omni-directional drive system of the Omnibot can be
modeled as two differential drive systems, which are perpendicular to each other (see
Figure 5.23). Since the two differential drives (W2,W4) and (W1,W3) are decoupled,
the displacement of the Omnibot during a sampling period can be obtained as the
sum of the displacements produced by the two differential drives. Thus, the odometry
calculations explained above in Section 5.4.2.1 for a normal differential drive robot can
be applied to determine the displacements resulting from the two differential drives.
Similar to Section 5.4.2.1, the first step in performing odometry for the Omnibot is to
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compute the distances traveled by the four omni-wheels during the sampling period,





where ∆di is the distance traveled by wheel i (for i = 1, 2, 3, and 4); ni is the
number of pulses counted by encoder i; the encoder resolution N is 184,320 pulses
per revolution of the omni-wheel; and the omni-wheel radius Rwheel is 0.06 m.










where the wheelbase length W is 0.597 m. The wheelbase is the distance between the
pair of parallel wheels measured along their axis of rotation.
Similarly, the translational and rotational displacements resulting from differential









The rotational displacement of the Omnibot, ∆θ, during the sampling period is the






The pose of the Omnibot at time instant n+ 1 (i.e., the current pose) relative to the
global reference frame is computed as:
































θn+1 = θn + ∆θ (5.35)
5.4.3 Odometry Sources of Error
Odometry is a localization method that can provide good pose estimates, but only
over short distances due to the accumulation of error. With every iteration of the
odometry algorithm, more error is introduced into the x, y, and θ values of the pose.
Most significant is the error in the orientation, θ, because an error in θ is carried over
to all the pose variables (x, y, and θ) of the following iteration.
The primary sources of error for odometry are:
• Wheel slippage. Wheel slip is perhaps the most important source of error
for odometry, because slip in the wheels can produce a large error in the pose
estimates over a short period of time. This problem is especially significant for
the Omnibot due to the use of omni-wheels, which are more prone to slipping
than conventional wheels.
• Uneven terrain. An assumption made when using odometry is that the robot
moves on a flat smooth surface. Odometry is not able to account for motion over
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non-flat surfaces, such as bumps, because it relies on measuring the rotation of
the wheels. Thus, movement over uneven terrain leads to more error in the pose
estimates.
• Geometrical parameters. Errors in the measurements of a robot’s wheelbase
and wheel diameter contribute to the odometry error. For example, it is usually
assumed that all the wheels on a robot have the same diameter, however, wheels
almost always have slightly different sizes. Such small differences in the wheel
diameters add to the odometry error.
• Backlash in the transmission. A fair amount of backlash is present in the
transmission linkages between the Omnibot’s drive motors and the wheels. The
backlash in the transmission affects the measurement of the distances traveled by
the wheels. Whenever a wheel begins rotating or changes direction, the amount
of rotation of the motor shaft and the wheel is slightly different due to play in
the joints of the transmission. This is a problem because the encoders are only
able to directly measure the rotation of the motor shafts and not the wheels;
so any differences between the two will lead to errors in the wheel distance
measurements.
5.5 Data Fusion
The pose estimates produced by the modified Cricket and odometry systems imple-
mented on the Omnibot are fused together to achieve improved localization perfor-
mance. Fusion of the pose estimates is performed by a simple data fusion algorithm.
The purpose of this data fusion algorithm is to use the absolute pose estimates from
the Cricket system to periodically correct the error accumulated in the odometry
estimates in the time period between Cricket pose updates. The periodic updates
from the Cricket system prevent the error in the odometry estimates from growing
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over time as the Omnibot navigates. In the time between Cricket pose updates, the
localization system relies on the good short-term accuracy of the odometry system
for pose estimation. The result of this fusion process is that the pose estimates from
the localization system maintain the accuracy of the Cricket system and the update
rate of odometry. In addition, since both Cricket and odometry provide redundant
information, the fusion of the two systems improves the reliability of the localization
system.
The reason for the improvement in localization performance is because the modified
Cricket and odometry systems are able to compensate for each others weaknesses.
While the modified Cricket system is capable of producing accurate pose estimates –
on the level of a few centimeters and degrees – its primary weakness is a low update
rate (∼3.5 Hz). Odometry in comparison, has a much higher update rate at 20 Hz
due to its use of shaft encoders as the localization sensors, but since odometry relies
on integrating measurements for pose estimation it suffers from the problem of error
accumulation over time. It is clear then that by combining the modified Cricket and
odometry systems, it is possible to achieve a localization system that inherits the best
characteristics of both systems; specifically, the accuracy of Cricket and the update
rate of odometry. The result is a localization system that meets the three requirements
of mobile robot localization, which are accuracy, speed, and reliability.
5.5.1 Data Fusion Algorithm
The first step of the fusion process is the initialization of odometry by the modified
Cricket system. In order to perform the odometry calculations, the initial pose of
the Omnibot must be known relative to the global coordinate system. This starting
pose estimate is provided for the odometry algorithm by averaging the first 12 pose
estimates computed by the Cricket system while the Omnibot is stationary; the num-
ber of estimates that are averaged is an adjustable parameter. With the initial pose
132
of the Omnibot known, the odometry algorithm proceeds to estimate the Omnibot’s
pose at a rate of 20 Hz.
During the execution of the odometry algorithm, pose updates are periodically ob-
tained from the modified Cricket system at a rate of ∼3.5 Hz. Whenever a new pose
update is received from the Cricket system, the data fusion algorithm is executed to
fuse the Cricket and odometry pose estimates.
In the fusion process, it is important to understand that the current Cricket pose
estimate at time step n does not correspond to the newest odometry pose estimate, but
instead to the odometry estimate calculated at the previous pose update at time step
n− 1. This is because the current Cricket pose estimate at time step n, corresponds
to the Omnibot’s location at the time when the last beacon chirped, which occurred
right after the previous Cricket pose update was received at time step n−1. Basically,
the Cricket system lags behind the odometry system, since it has a much lower pose
update rate compared to odometry.
Before actually fusing the Cricket and odometry pose estimates, several conditions
are checked. The first condition is used to verify that the latest Cricket pose estimate
is not an outlier (i.e., the pose estimate is valid). This verification is performed by
calculating the Euclidean distance between the current and previous Cricket position
estimates and also the absolute difference between their orientation angle estimates.
The condition is expressed as:
if

∥∥∥(x, y)cricket,n − (x, y)cricket,n−1∥∥∥ < 0.5 m
|θcricket,n − θcricket,n−1| < π4 rad
(5.36)
If the condition above is satisfied then the current Cricket estimate is considered valid;
otherwise, the estimate is classified as an outlier and the data fusion is not performed.
Another condition that is checked is used to determine if the Omnibot has moved since
the last Cricket update. If the Omnibot has remained stationary during the period
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between consecutive Cricket updates, then the data fusion algorithm is performed for
a fixed number of times – as determined by an adjustable parameter – after which
the data fusion is not executed again until the Omnibot starts moving.
The final condition that is checked prior to executing the data fusion algorithm is
used to detect if any of the Omnibot’s four wheels are slipping. When wheel slip
occurs, the error in the odometry pose estimates will rapidly increase since the shaft
encoders are not able to detect the wheel slip. However unlike odometry, the Cricket
system is unaffected by wheel slip because it is an absolute localization system that
obtains measurements from the surrounding environment. Therefore, it is possible to
use the absolute pose estimates from the Cricket system to detect the occurrence of
wheel slip.
The condition for detecting wheel slip is based on comparing the translational and
rotational displacements of the Omnibot measured by odometry and Cricket over the
same time period; it is expressed as:
if

∥∥∥(x, y)odom,n−1 − (x, y)odom,n−2∥∥∥− ∥∥∥(x, y)cricket,n − (x, y)cricket,n−1∥∥∥ < 0.4 m
|θodom,n−1 − θodom,n−2| − |θcricket,n − θcricket,n−1| < π6 rad
(5.37)
If the condition above is not satisfied then a significant amount of wheel slip is con-
sidered to have occurred, in which case, instead of fusing the Cricket and odometry
estimates, the current Cricket pose estimate is set as the starting pose for the next
iteration of odometry. It is important to mention that the wheel slip condition is only
used to determine when a large amount of slip has occurred, small amounts of wheel
slip are considered normal and are compensated for by the data fusion algorithm.
Assuming that the three conditions explained above are satisfied, the current Cricket
pose estimate at time step n, [x y θ]Tcricket,n, is fused with the odometry pose es-
timate at time step n − 1 (the previous Cricket update), [x y θ]Todom,n−1, using a
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where w is the data fusion coefficient and is set to 0.5. This value for the data fusion
coefficient, w, was determined experimentally (refer to Chapter 7).
The displacement of the Omnibot measured by odometry during the time period from






















To account for the Omnibot’s displacement during the time between consecutive
Cricket updates, the result in Eq. (5.39) is added to the fused pose estimate computed






































Through this process the odometry pose estimate at time step n has been corrected
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Figure 5.25: ROS computation graph of the localization subsystem.
using the absolute pose estimate from the Cricket system. By continuing to fuse the
Cricket and odometry pose estimates at a rate of ∼3.5 Hz, the error in the odometry
estimates is not allowed to grow over time.
5.5.2 Software
5.5.2.1 ROS Implementation
The ROS computation graph of the localization subsystem is shown in Figure 5.25;
where the cricket, odometry dataFusion, and pathFollowing obstacleDetection
nodes run on the onboard laptop, while the rviz and poseDisplay nodes run on the
remote desktop.
In the ROS implementation of the localization subsystem, the odometry dataFusion
node is responsible for executing the odometry and data fusion algorithms for esti-
mating the Omnibot’s pose relative to the defined global coordinate system. The
odometry dataFusion node performs odometry by obtaining shaft encoder readings
from the HCS12 MCU on the Omnibot via the RS-232 serial connection. In addition,
the odometry dataFusion node periodically receives pose updates from the modified
Cricket system. These Cricket pose updates are sent from the cricket node to the
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odometry dataFusion node over the cricket data topic, as shown in Figure 5.25.
The only function of the cricket node is to read the Cricket pose estimates sent
from the Gumstix embedded computer over the RS-232 serial interface and then re-
lay the estimates to the odometry dataFusion node. Every time a new pose update
is received, the data fusion algorithm is executed to fuse the Cricket and odometry
estimates.
The resulting pose estimates computed by the odometry dataFusion node are pub-
lished on the topic pose estimates so that other ROS nodes requiring location infor-
mation can obtain it. In the Omnibot navigation system as shown in Figure 5.25, the
Omnibot pose estimates are passed to the pathFollowing obstacleDetection node
which executes the path-following controller (see Chapter 6), and the poseDisplay
node which displays the Omnibot’s pose on the remote desktop for monitoring pur-
poses.
The odometry dataFusion node also sends markers – a type of ROS message used to
represent geometric shapes – to the rviz visualization node over the visualization marker
topic (refer to Figure 5.25). The markers published from the odometry dataFusion
node are used to represent the Omnibot’s pose within the rviz visualization program,
which runs on the remote desktop. Refer to Section 5.6, for a full description of the
rviz visualization tool.
5.5.2.2 Odometry and Data Fusion Program
A representation of the odometry dataFusion node (i.e., software program) is pro-
vided in Figure 5.26. As stated above, this ROS node runs on the onboard laptop
and is written in the C++ programming language, like all other ROS nodes.
At the start of execution of the odometry dataFusion node, an initialization proce-
dure is performed to provide the odometry algorithm with a starting pose by averaging
the first 12 pose estimates received from the Cricket system. After initialization, the
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Figure 5.26: Flowchart representing the odometry dataFusion node.
odometry algorithm begins operating at a rate of 20 Hz. For every iteration of the
odometry algorithm, the odometry dataFusion node obtains encoder readings from
the HCS12 MCU and then uses those readings in the odometry calculations to esti-
mate the Omnibot’s pose relative to the global reference frame.
During every iteration, the odometry dataFusion node also checks if a new pose
update is available from the Cricket system (see Figure 5.26). If a pose update is
available, then it is read and the data fusion algorithm is executed to fuse the Cricket
and odometry pose estimates.
At the end of each iteration, the odometry dataFusion node publishes a set of markers
containing the computed pose estimate for visualization in rviz. It also publishes the
computed pose estimate on topic pose estimates, to allow other nodes that need
pose information to acquire it.
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Figure 5.27: Visualization of the Omnibot and its indoor workspace (i.e., the MARS
Laboratory) in the rviz 3D environment.
5.6 Visualization
To allow a human operator to visualize the Omnibot’s pose during navigation, a 3D
representation of the Omnibot and its indoor operating environment was created in the
rviz 3D visualization environment, as shown in Figure 5.27. The rviz visualization
program displays 3D models of both the Omnibot OWMR and its indoor workspace,
the MARS Laboratory. As the Omnibot navigates, its pose is updated in real-time
within the rviz 3D environment providing constant visual feedback for the operator
at the remote desktop.
In rviz, the 3D models of the Omnibot and the MARS Laboratory are composed
of simple geometric shapes, such as cubes, spheres and arrows (see Figure 5.27).
Each of these geometric shapes displayed in rviz is defined by a marker, which is
a type of ROS message published from other ROS nodes. A marker representing a
particular geometric shape is defined by a set of parameters specifying its size, pose,
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and appearance.
The 3D model of the MARS Laboratory displayed in rviz is composed of a collection
of markers (i.e., geometric shapes) with static positions. The Omnibot is represented
in rviz using a cube and an arrow, which denotes the front of the Omnibot to aid in
visualizing the Omnibot’s orientation angle (see Figure 5.27).
The location of the Omnibot markers in the rviz 3D environment are constantly
updated at a rate of 20 Hz based on the pose estimates computed by the localiza-
tion subsystem. Each time a new pose estimate of the Omnibot is computed in the
odometry dataFusion node, the cube and arrow markers representing the Omnibot
are defined and sent for plotting in the rviz 3D environment.
It should be mentioned that everything in the rviz 3D environment is drawn to scale.
The coordinate system seen in Figure 5.27, corresponds to the actual Cartesian global
coordinate system defined in the MARS Laboratory for localizing the Omnibot.
5.7 Summary
This chapter presented a description of the localization subsystem that was developed
to estimate the Omnibot’s pose in indoor environments. To meet the requirements of
mobile robot localization, the developed system combined both absolute and relative
localization methods. A discussion of both the absolute and relative localization
systems was provided. The data fusion algorithm developed to fuse the pose estimates





This chapter discusses the path-following and obstacle detection subsystems that have
been developed for the Omnibot navigation system. In the first half of this chapter,
the obstacle detection subsystem is described. This subsystem is developed for de-
tecting obstacles that may be present in the Omnibot’s path to allow for collision-free
navigation. The second half of this chapter focuses on describing the path-following
subsystem, which is the component of the navigation system that is responsible for
driving the Omnibot along predefined paths in an indoor structured environment.
The experimental results for both of the subsystems discussed in this chapter will be
presented in Chapter 7.
6.1 Obstacle Detection Subsystem
To prevent the Omnibot OWMR from colliding with obstacles that may be present
in its path during autonomous navigation, an obstacle detection subsystem has been
developed. Figure 6.1 illustrates the structure of the developed subsystem. In the
obstacle detection subsystem, infrared (IR) distance sensors mounted on the Omni-
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Figure 6.1: Obstacle detection subsystem component diagram.
bot are used for detecting objects around its perimeter. These IR sensors measure
distances to objects and output corresponding analog voltage signals, which are input
into the Axon microcontroller (MCU). The Axon MCU interprets the IR sensor ana-
log signals into distances and provides the resulting set of distance measurements, at
a rate of 20 Hz, to the laptop onboard the Omnibot for use in the obstacle detection
algorithm. Based on the distance measurements from the IR sensors, the obstacle
detection algorithm determines if there are any objects in the Omnibot’s path of
motion.
If an object is detected in the Omnibot’s path, then the Omnibot is commanded to
stop moving to prevent a collision with the object. In this case, the Omnibot will
only resume moving if either the object is removed from its path, or if it is provided
with an alternate path that is clear of any obstacles. Thus, the obstacle detection
subsystem is configured to only stop the Omnibot when an object is detected directly
in its path. In all other cases, such as when no objects are detected or an object
is detected but it is not directly in the Omnibot’s path, the Omnibot is allowed to
continue navigating along its given path. Additionally, all objects detected around
the Omnibot are displayed in the 3D model of the Omnibot and its workspace to
provide constant visual feedback for the human operator at the remote desktop.
In the following sections, the obstacle detection subsystem and its components and
detection algorithm will be discussed in greater detail.
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Figure 6.2: Sharp IR distance sensor.
6.1.1 IR Distance Sensors
The sensors employed in the obstacle detection subsystem for detecting objects around
the Omnibot are Sharp GP2Y0A21YK0F IR distance sensors (see Figure 6.2). These
are small (29.5 x 13 x 13.5 mm), inexpensive, and easy to use sensors that have a
distance measuring range of 10 cm to 80 cm. A Sharp IR distance sensor measures the
distance to an object in front of it by emitting a pulse of infrared light from an emitter
LED, and then detecting the light which is reflected off of the object with a receiver.
By measuring the angle of the reflected light, the IR sensor is able to determine
the distance to the object and provide a corresponding analog voltage signal as an
output. The analog output from the IR sensor can then be interpreted into a distance
measurement by a microcontroller with the use of a calibration equation.
To determine the calibration equation for the Sharp IR distance sensors, an experi-
ment was carried out where an object was placed at known distances from a single
Sharp IR sensor and the resulting analog output from the sensor was logged. For this
experiment, the IR distance sensor was interfaced to an Axon microcontroller (see
Section 6.1.2) which converted its analog voltage output into an 8-bit value (0–255)
with its analog-to-digital converter (ADC).
In this experiment, the object was initially placed at a distance of 10 cm from the IR
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Figure 6.3: IR distance sensor calibration results.
sensor and then moved farther away in increments of 5 cm, until it was at a distance
of 80 cm from the sensor. At every distance, 800 samples of the 8-bit ADC value for
the IR sensor were recorded. The results from this experiment are shown in Figure
6.3, where each data point represents the average of the 800 samples recorded at each
distance. It is evident that the Sharp IR distance sensors have a non-linear output;
i.e., the analog outputs are not linearly proportional to the measured distances. As
such, a power function was fit to the data points in Figure 6.3 to obtain a relation
between the ADC values and the measured distances, as:
di = 2061(ADCi)
−1.1 (6.1)
where di is the distance measured by sensor i (i = 1 to 16) in centimeters, and ADCi is
the 8-bit ADC value for sensor i in the range from 0 to 255. With Eq. (6.1) the analog
outputs from the IR distance sensors can be converted into distance measurements.
It should be mentioned that the Sharp IR distance sensors produce quite a lot of noise
on the power supply line whenever they emit pulses of IR light. To alleviate this issue,
10 µF tantalum capacitors were placed between the power (Vcc) and ground (GND)
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pins on the sensors. With the addition of these filtering capacitors, the noise (i.e.,
spikes and droops) on the power supply line was significantly reduced.
Another important characteristic of the Sharp IR sensors is the narrowness of their
IR beams. A Sharp IR sensor produces a beam which is roughly football shaped,
with the widest portion at approximately half the range being about 16 cm wide [64].
The advantage of a narrow beam is a higher distance measuring accuracy, while its
disadvantage is a smaller detection area. Due to this characteristic, Sharp IR sensors
can have difficulty detecting narrow objects such the legs of a table. An additional
limitation of the Sharp IR sensors is that they provide incorrect measurements for
distances smaller than 10 cm.
6.1.1.1 IR Distance Sensor Arrangement on Omnibot
To enable the detection of obstacles around the Omnibot’s entire perimeter, a set of
16 Sharp IR distance sensors are mounted on its periphery. As can be seen in Figure
6.4(a), the IR distance sensors are arranged on the Omnibot’s square frame such
that there are three sensors on each side and one at each corner. All the sensors are
attached to the frame using L-shaped mounting brackets, as shown in Figure 6.4(b).
This configuration of the IR sensors on the frame allows objects to be detected all
around the Omnibot, which is a necessity since the Omnibot is capable of moving in
any direction.
The cables carrying the sensor signals (power, ground, and analog output) are routed
along the frame to a power distribution board, which is shown in Figure 6.5. On this
board, the IR sensors are powered from a 5 V bus, which is supplied by a 6 V NiMh
battery pack also shown in Figure 6.5. The reason for using a separate power supply
for the IR sensors was to prevent the noise produced by them from affecting the main
5 V power supply line which is used by all the other electronic components.
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(a) Schematic. (b) Close-up of IR sensors mounted on the Om-
nibot.
Figure 6.4: Arrangement of the IR distance sensors on the Omnibot OWMR.
Figure 6.5: Hardware components of the obstacle detection subsystem: Axon micro-
controller (left), IR sensor power distribution board (right), and 6 V battery pack
powering the sensors (top).
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6.1.2 Axon Microcontroller
The analog voltage signals output from the IR distance sensors are input into the
analog pins of the Axon microcontroller (Figure 6.5). The task of the Axon MCU
is to convert the IR sensor analog signals into distance measurements and provide
them as input to the obstacle detection algorithm running on the onboard laptop. To
accomplish this task, the Axon MCU periodically samples (every 50 ms) the IR sensor
analog signals and converts them into digital values with its 8-bit ADC. The Axon
then uses Eq. (6.1) to convert the ADC values into a set of 16 distance measurements.
After this step, the Axon sends the distance measurements to the onboard laptop for
use in the obstacle detection algorithm over its RS-232 serial port.
The process described above was implemented in the program running on the Axon
MCU. This program was written in the C programming language using the AVR
Studio IDE (integrated development environment). Technical details about the Axon
MCU can be found in [65]. Also, refer to Appendix A for a pin-out of the Axon MCU.
6.1.3 Obstacle Detection Algorithm
As explained in the previous sections, the obstacle detection subsystem relies on dis-
tance measurements from IR sensors mounted on the Omnibot for detecting obstacles
that may be present in its path of motion. In this subsystem, the IR distance sensors
are sampled by the Axon MCU at a rate of 20 Hz. At every iteration, the Axon MCU
converts the analog outputs of the IR sensors into distance measurements and sends
them to the onboard laptop for input into the obstacle detection algorithm. The task
of the obstacle detection algorithm is to use the IR sensor measurements to detect the
presence of obstacles in the Omnibot’s path as it navigates autonomously through its
workspace, in order to prevent any potential collisions.
In the first step of the obstacle detection algorithm, a set of 16 distances, {d1, d2, . . . , d16},
measured by the Sharp IR sensors, are obtained from the Axon MCU. Each of these
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distance measurements is then checked to determine if it is within a predetermined
threshold distance from the Omnibot. The detection threshold is a distance value
that is set by a human operator prior to navigation. For the obstacle detection ex-
periments presented in Chapter 7, the detection threshold parameter was set to 30
cm.
When checking the IR sensor distance measurements, the obstacle detection algorithm
not only checks the current measurement, but also the previous three measurements
for every sensor. Thus, for a sensor to have detected an object within the threshold
distance, requires that its current and three previous measurements all be within the
detection threshold. This condition is expressed as:
0 < {di,k, di,k−1, di,k−2, di,k−3} ≤ DetectionThreshold (6.2)
where di,k is the distance measurement of sensor i (i = 1 to 16) at time step k (the
current time step). If the condition above is determined to be true for any of the 16
IR sensors on the Omnibot, then that sensor is considered to have detected an object.
The reason for checking the current and three previous measurements is to filter
out bad readings from the IR sensors. From testing the IR sensors mounted on the
Omnibot, it was observed that they would occasionally produce incorrect readings,
so to prevent these readings from affecting the obstacle detection algorithm it was
decided to check a sequence of consecutive readings from each sensor to make the
decision of whether an object was detected within the threshold distance.
Having checked all the IR sensor measurements, the obstacle detection algorithm
proceeds to determine which IR sensors are facing the Omnibot’s current direction
of motion. To find which sensors are facing the current direction of motion, the
obstacle detection algorithm computes the orientation of the velocity command vector,
Vomnibot, provided by the path-following controller (see Section 6.2). As shown in
Figure 6.6, the velocity command, Vomnibot, is a vector computed by the path-following
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Figure 6.6: Velocity command computation.
controller to drive the Omnibot along a given path (i.e., towards a target waypoint
on the path). For obstacle detection, it is necessary to calculate the orientation angle,
β, of the vector Vomnibot relative to the robot coordinate system, {R}. Referring to
Figure 6.6, the orientation of Vomnibot in the robot reference frame is obtained as:
β = α− θc (6.3)
where α is the orientation of Vomnibot in the global coordinate system, and θc is the
Omnibot’s current orientation relative to the global coordinate system.
With angle β computed, it is then possible to determine which sensors to check for
obstacle detection by referring to the ranges of angle β in Table 6.1. For every range
of angle β, there is a corresponding set of IR distance sensors that are checked to
determine if there are any obstacles directly in the Omnibot’s path.
If any of the IR sensors, selected according to Table 6.1, are found to have detected
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Table 6.1: Ranges of angle β and the corresponding IR sensors that are checked for
obstacle detection (see Figure 6.4(a) for IR sensor labeling).
Angle β range IR sensors to check
β ≥ 358◦ and β ≤ 2◦ 2, 3, 4, 5, 6
2◦ < β < 88◦ 15, 16, 1, 2, 3, 4, 5
88◦ ≤ β ≤ 92◦ 14, 15, 16, 1, 2
92◦ < β < 178◦ 11, 12, 13, 14, 15, 16, 1
178◦ ≤ β ≤ 182◦ 10, 11, 12, 13, 14
182◦ < β < 268◦ 13, 12, 11, 10, 9, 8, 7
268◦ ≤ β ≤ 272◦ 10, 9, 8, 7, 6
272◦ < β < 358◦ 9, 8, 7, 6, 5, 4, 3
an object within the detection threshold, then this indicates that there is an obstacle
in the Omnibot’s path. In this case, to prevent the Omnibot from colliding with
the detected obstacle, the obstacle detection subsystem will command the Omnibot
to stop moving immediately. This action is carried out by overriding the velocity
command computed by the path-following controller, and replacing it with the stop
command, Vomnibot = [0 0 0]
T . This command is then input into the velocity
control subsystem (Chapter 4), which in turn will execute the given command and
make the Omnibot halt its motion. After coming to a stop, the Omnibot will remain
stationary until either the object in its path is removed, or it is provided with an
alternate path that is free of obstacles. As soon as the Omnibot senses that its path
is clear of any obstructions, it will resume navigating along the given path.
In addition to the cases covered in Table 6.1, there is a special case when the Omnibot
rotates about its geometric centre without any translational motion (i.e., pure rota-
tion). In this situation, the obstacle detection algorithm checks all of the IR sensors
mounted on the Omnibot to determine if any of them have detected an object within
the threshold distance. As before, if any sensor is found to have detected an object,
then the Omnibot will be commanded to stop moving to avoid coming into contact
with the detected object.
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(a) Object next to Omnibot. (b) 3D model of Omnibot and its workspace.
Figure 6.7: Objects detected around the Omnibot are displayed as spheres in the rviz
3D environment running on the desktop.
It is worth emphasizing, that the obstacle detection subsystem will only stop the
Omnibot when an object is detected directly in its path. In cases where obstacles are
detected around the Omnibot, but not directly in its path of motion, the Omnibot
is allowed to continue navigating without interruption. Even though these objects
do not pose a risk for a collision, their detection is still important for the purpose of
visualizing the Omnibot’s surroundings during navigation.
All objects that are detected by the IR distance sensors on the Omnibot are displayed
in the 3D model of the Omnibot and its environment, to provide visual feedback for the
human operator sitting at the remote desktop. Figure 6.7 shows how detected objects
are displayed in the 3D model running on the desktop. In this 3D model, spheres
are used to represent the objects detected by the IR sensors. A sphere is rendered
in front of every sensor that has detected an object within the detection threshold.
During autonomous navigation, as objects are detected around the Omnibot, they are
displayed in the 3D model in real-time.
6.2 Path-Following Subsystem
As previously explained, the goal of this thesis was to enable the Omnibot OWMR
to autonomously follow predefined paths in an indoor structured environment; with
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Figure 6.8: Autonomous navigation system block diagram.
the assumption that the paths would be provided by a human operator. To achieve
this goal (as explained in Chapter 3) a navigation system was developed for the Om-
nibot, consisting of four interconnected subsystems (see Figure 3.1). Having already
discussed the localization, velocity control, and obstacle detection subsystems, this
section focuses on discussing the path-following subsystem.
Figure 6.8 shows the block diagram of the Omnibot navigation system. The input
to the navigation system is a path to be followed by the Omnibot – defined as a
set of waypoints. Given a path within the indoor workspace, the Omnibot must
autonomously follow the given path by moving through waypoints that define it, in
a collision-free manner. In the navigation system, the task of driving the Omnibot
along the given path is performed by the path-following controller, which runs on
the onboard laptop. To drive the Omnibot along the given path, the path-following
controller computes velocity commands that are used to control its motion, and ensure
that it follows the path as closely as possible.
To compute these velocity commands, the path-following controller needs to know the
Omnibot’s pose, at every iteration. As shown in Figure 6.8, information about the
Omnibot’s current pose is provided to the path-following controller from the localiza-
tion subsystem (discussed in Chapter 5), in the form of pose estimates, [xc yc θc]
T .
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With the information about the Omnibot’s current location relative to its environ-
ment, the path-following controller is able to compute a velocity command, Vomnibot =[
ẋ ẏ θ̇
]T
, to drive it from its current pose towards the target pose on the path;
where, the target pose is simply the waypoint on the path that the Omnibot is cur-
rently moving towards.
To execute the computed velocity commands, the path-following controller sends them
as input to the velocity control subsystem. As explained in Chapter 4, the velocity
control subsystem executes these velocity commands by controlling the angular veloc-
ities of the Omnibot’s drive motors. Through this process, the Omnibot is controlled
to move at the commanded velocity towards the target waypoint on the given path.
To ensure collision-free navigation, the path-following controller relies on the obstacle
detection subsystem (described in Section 6.1) for detecting obstacles that may be
present in the Omnibot’s path. As shown in Figure 6.8, prior to sending the computed
velocity command to the velocity control subsystem for execution, it is first input
into the obstacle detection algorithm. As explained in Section 6.1.3, the obstacle
detection algorithm uses the readings from the IR distance sensors mounted around
the Omnibot to determine if there are any objects in its current direction of motion,
which is specified by the computed velocity command. In the event that an object
is detected directly in the Omnibot’s path, the velocity command from the path-
following controller is overwritten, and the Omnibot is instead commanded to stop
by sending a stop command to the velocity control subsystem. On the other hand,
if no objects are detected in the current direction of motion, the computed velocity
command is passed unchanged to the velocity control subsystem for execution.
From the explanation provided above, it should be clear that the four subsystems
comprising the developed navigation system are all inter-connected, and depend on
one another to allow for autonomous navigation of the Omnibot. In the following
section, the path-following controller will be described in greater detail. The results
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from experiments carried out to evaluate the performance of the navigation system
will be presented in Chapter 7.
6.2.1 Path-Following Control Algorithm
In the Omnibot navigation system, the predefined paths to be followed by the Om-
nibot are provided by a human operator from a remote workstation. Each of these
paths is specified as a set of n-waypoints, {W1,W2, . . . ,Wn}, where the waypoints
are defined as Wi = [xi yi θi]
T , for i = 1 to n. Given such a path, it is the task
of the path-following controller to drive the Omnibot along the path, by moving it
sequentially through the waypoints that define it. To achieve this task, the path-




, at a rate
of 20 Hz to control the Omnibot’s motion.
Assuming that an n-waypoint path is provided to the navigation system, the path-
following controller selects the first waypoint on the path, and sets it as the target pose
that the Omnibot must achieve. In order to drive the Omnibot towards the selected
target pose, an update of the Omnibot’s current pose, [xc yc θc]
T , relative to the
defined global reference frame is needed. The path-following controller obtains the
required updates of the Omnibot’s pose from the localization subsystem (see Chapter
5).
After obtaining an estimate of the Omnibot’s current pose, the path-following con-





the Omnibot towards the target pose [xt yt θt]
T . This velocity command vector,
illustrated in Figure 6.6, consists of two components: the translational and rotational
velocity.
The controller first computes the ẋ and ẏ components of the translational velocity.
Prior to computing these values, the controller checks the distance between the Om-
nibot’s current position, (xc, yc), and the target position, (xt, yt), as:
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‖(xc, yc)− (xt, yt)‖ > PositionThreshold (6.4)
where the position threshold is the distance at which the Omnibot is considered to
have reached the target position; a value that was set to 5 cm for the path-following
experiments presented in Chapter 7. If the Omnibot is determined to be within the
threshold distance from the target position, then the ẋ and ẏ components of the
translational velocity are set to 0 m/s. However, if the Omnibot is farther than the
threshold distance from the target position, then a vector is constructed extending
from the Omnibot’s current position at (xc, yc) to the target position at (xt, yt), as
shown in Figure 6.6.
After constructing the velocity command vector, Vomnibot, the controller computes its







Using the angle, α, the ẋ and ẏ components of the translational velocity are obtained
as:
ẋ = sd cosα
ẏ = sd sinα
(6.6)
where sd is the user-defined translational speed in m/s.
Next, the path-following controller computes the rotational velocity, θ̇, required to
reach the target orientation. Before computing the rotational velocity, the controller
calculates the difference between the Omnibot’s current orientation angle, θc, and the
target orientation, θt, as:
∆θ = θt − θc (6.7)
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To ensure that the difference computed above is actually the smallest difference be-
tween the two angles, the following condition is used:
∆θ =

∆θ if − π ≤ ∆θ ≤ π
∆θ − 2π if ∆θ > π
∆θ + 2π if ∆θ < −π
(6.8)
Having obtained the smallest difference between θt and θc, the controller compares it
to a threshold angle, as:
|∆θ| > OrientationThreshold (6.9)
where the orientation threshold is the angle within which the Omnibot is considered
to have reached the target orientation. This value was set to 5◦ for the path-following
experiments (see Chapter 7).
If the Omnibot’s current orientation angle is within the threshold angle of the target
orientation, then the rotational velocity is set to 0 rad/s. Otherwise, the rotational
velocity is set according to the following condition:
θ̇ =
 θ̇d if ∆θ ≥ 0−θ̇d if ∆θ < 0 (6.10)
where θ̇d is the user-defined rotational speed in rad/s. Essentially, the path-following
controller uses the steps above to determine the direction of rotation that is required
to rotate the Omnibot from its current orientation to the target orientation at the
user-defined rotational speed.
The result of the steps described above is a velocity command in the form, Vomnibot =[
ẋ ẏ θ̇
]T
, that will move the Omnibot from its current pose towards the target
pose. Prior to actually executing the computed velocity command, it is first input
into the obstacle detection algorithm (explained in Section 6.1.3) to determine if
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there are any obstacles in the computed direction of motion. In the event that an
obstacle is detected directly in the Omnibot’s path, the computed velocity command
is replaced with a stop command to prevent a collision with the obstacle. However,
if the Omnibot’s path is found to be clear of obstacles, then the computed velocity
command is left unchanged.
Following the obstacle detection algorithm execution, the velocity command Vomnibot
is mapped to the required drive motor angular velocities,
[
φ̇1 φ̇2 φ̇3 φ̇4
]T
, using
the inverse kinematic model of the Omnibot in the global reference frame, Eq. (4.8).
This vector is then sent from the path-following controller running on the laptop to
the HCS12 MCU for input into the velocity control subsystem. It is then the task of
the velocity control subsystem (Chapter 4) to execute the given velocity command to
produce the required motion of the Omnibot.
When it is determined that the Omnibot has reached the target pose, the next way-
point on the given path is selected and set as the new target pose. At this point, the
process described above is repeated to drive the Omnibot towards the next waypoint
on the path. This process continues until the final waypoint on the path is reached,
at which point the Omnibot will have completed following the user-defined path.
6.3 User Control Interface
To facilitate the interaction between a human operator and the Omnibot OWMR, the
developed navigation system includes a user control interface, which operates on the
remote desktop. A screenshot of the control interface is provided in Figure 6.9.
There are two components to this control interface. The first is a visualization com-
ponent, which consists of a 3D model of the Omnibot and its indoor workspace, where
the Omnibot’s location is updated in real-time. This model allows a human operator
to visualize and monitor the Omnibot’s location, and the locations of any objects that
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Figure 6.9: Screenshot of the user control interface running on the remote desktop.
are detected around it during autonomous navigation in its indoor workspace. In ad-
dition, the visualization component also displays the value of the Omnibot’s current
pose estimate. For a more detailed explanation of the 3D model refer to Chapter 5.
In addition to visualization, the user control interface also includes a command input
component providing the operator with the ability to issue commands to the robot.
In the navigation system, these commands consist of paths for the Omnibot to follow,
and the speeds at which to follow them. For inputing a path, the operator is given
the choice of either entering the set of waypoints defining the path into a text file,
or being prompted by a program to enter target locations and desired speeds. For
safety, the operator is also given the option of stopping the Omnibot at any time
during navigation.
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The ROS implementation of the path-following and obstacle detection subsystems is
depicted in the computation graph of Figure 6.10. In this computation graph, the
pathFollowing obstacleDetection, odometry dataFusion, and IRSensors nodes
run on the onboard laptop; while, the userInput and rviz nodes are executed on the
remote desktop.
The pathFollowing obstacleDetection node is responsible for executing the path-
following and obstacle detection algorithms, previously explained in this chapter. The
input to this node is a path to be followed by the Omnibot in its workspace, defined
as a set of waypoints. The path is obtained from either a text file (waypoints.txt in
Figure 6.10) or from the userInput node, which prompts the user to enter target
poses and desired speeds at the remote desktop.
To drive the Omnibot along the user-defined path, the pathFollowing obstacleDetection
node receives pose updates from the odometry dataFusion node, which runs the
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data fusion algorithm of the localization subsystem. With this information, the path-
following controller is able to compute velocity commands to drive the Omnibot along
the given path.
For obstacle detection, the pathFollowing obstacleDetection node receives the dis-
tances measured by the IR sensors mounted on the Omnibot from the IRSensors node.
The function of the IRSensors node is simply to read the set of distance measurements
from the Axon MCU, and relay them to the pathFollowing obstacleDetection
node for use in the obstacle detection algorithm.
After running the obstacle detection algorithm, the computed velocity command is
sent from the pathFollowing obstacleDetection node to the HCS12 MCU over an
RS-232 connection. The velocity command is then executed by the velocity control
subsystem to achieve the required motion of the Omnibot.
Finally, to allow the human operator to visualize the objects that are detected around
the Omnibot, the pathFollowing obstacleDetection node also sends sphere mark-
ers representing the detected objects for display in the rviz 3D visualization environ-
ment (see Figure 6.7).
6.4.2 Path-Following and Obstacle Detection Program
A flowchart representing the pathFollowing obstacleDetection node (i.e., pro-
gram) is provided in Figure 6.11. The input to this program is a set of waypoints
that define the path to be followed by the Omnibot. At every iteration, this program
waits to obtain a new pose update from the localization subsystem, and a new set
of distance measurements from the IR distance sensors. When both of these pieces
of information are received, the program proceeds to execute the path-following algo-
rithm (described in Section 6.2.1) to compute a velocity command that is needed to
drive the Omnibot from its current pose towards the target pose on the given path.
This velocity command is then passed to the obstacle detection algorithm (described
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Figure 6.11: Flowchart representing the pathFollowing obstacleDetection node.
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in Section 6.1.3) to determine if there are any objects directly in the Omnibot’s path.
The obstacle detection algorithm either replaces the computed velocity command
with a stop command if an object is detected, or leaves it unchanged if the path is
clear. The resulting velocity command is then sent to the HCS12 MCU for use in the
velocity control subsystem, which is responsible for executing the computed velocity
commands. Lastly, the program publishes sphere markers corresponding to the ob-
jects detected by the IR sensors for display in the 3D model running on the remote
desktop.
6.5 Summary
This chapter discussed the path-following and obstacle detection subsystems that were
developed as part of the Omnibot’s navigation system. The first half of this chapter
focused on describing the obstacle detection subsystem that was developed to allow
for collision-free navigation of the Omnibot. In the second half of the chapter, the
focus was on describing the path-following subsystem that is responsible for driving
the Omnibot along predefined paths in its indoor operating environment. A descrip-
tion of the user control interface that enables a human operator to interact with the
Omnibot was also provided. The experiments performed to test the path-following
and obstacle detection subsystems, as well as the other subsystems comprising the




This chapter examines the performance of the developed navigation system through a
series of experiments performed with the Omnibot operating in an indoor laboratory
environment. The results of these experiments are discussed and the effectiveness of
the navigation system is proven.
7.1 Testing Workspace
The experiments discussed in this chapter were all conducted inside the MARS Labo-
ratory at UOIT. In this indoor workspace, the Omnibot moved on a smooth level floor
within a designated 3 m x 3 m work area. Figure 7.1, shows a picture of the workspace
inside the MARS Laboratory. To provide localization coverage over this workspace,
the modified Cricket system was deployed by mounting listener nodes onto a ceiling
suspended frame, as shown in Figure 5.20. A total of 20 listener nodes were mounted
onto the frame in a grid pattern, with dimensions and spacing as shown in Figure 5.21.
The process used for deploying the modified Cricket system in the MARS Laboratory
was previously described in Chapter 5. For expressing the Omnibot’s location within
this workspace, a fixed Cartesian global coordinate system was defined. All estimates
of the Omnibot’s position and orientation were computed with respect to this global
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In this section, the performance of the localization subsystem is evaluated. First, the
static performance of the modified Cricket system is tested and compared to that
of the original Cricket system developed at MIT. Then, the tracking performance of
the modified Cricket, odometry, and overall localization systems is investigated for
different mobile robot speeds.
7.2.1 Modified Cricket System Static Results
As explained in Chapter 5, the goal in modifying the original Cricket system was
to increase its update rate, while maintaining its level of accuracy. To verify that
this goal had been achieved, tests were performed to measure the position estimation
accuracy and update rate of the modified Cricket system. The results from these tests
are presented in the following sections.
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7.2.1.1 Static Position Estimation Test
The test to measure the position estimation accuracy of the modified Cricket system,
involved placing a single Cricket beacon at nine known positions on the floor of the
testing workspace. At each position, the beacon was commanded to chirp by the
Gumstix computer until 200 estimates of its position were computed. In total, 1,800
position estimates were recorded during the test. The position estimation error was
then calculated as the Euclidean distance between the true positions and the estimated
positions. The mean position estimation error was found to be 3.09 cm, with a
standard deviation of 1.38 cm. In contrast, the position estimation accuracy of the
original Cricket system was reported to be 10 cm [51], which means that the modified
system achieved better accuracy.
In addition to the above, the modified Cricket system’s position estimation accuracy
was also measured for estimation of the Omnibot’s position, which has two onboard
beacons. In this test, the Omnibot OWMR was placed at six known positions in
the workspace, and the modified Cricket system was run to compute its position
coordinates based on the position estimates of the two onboard beacons. As in the
previous test, 200 position estimates were recorded at each test position for a total
of 1,200 estimates. The mean position error was determined to be 2.69 cm, with a
standard deviation of 1.54 cm. Based on this result, it can be said that the modified
Cricket system is accurate in estimating the Omnibot’s position when it is stationary.
The tracking performance of the modified Cricket system at various speeds will be
investigated in Section 7.2.2.
7.2.1.2 Static Orientation Estimation Test
To measure the orientation estimation accuracy of the modified Cricket system, the
Omnibot was positioned in the middle of its workspace and its orientation angle was
varied. In this test, the Omnibot was oriented and left stationary at the following
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angles: 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and 315◦. At every one of these orientation
angles, the modified Cricket system was run until 200 orientation estimates were com-
puted. The orientation error was then calculated as the absolute difference between
the Omnibot’s true and estimated orientation angles. The mean orientation error
was determined to be 1.41◦, with a standard deviation of 1.45◦. As a comparison,
the orientation accuracy of the original Cricket system was reported to be 3◦–5◦ [51].
Hence, the modified Cricket system is slightly more accurate in orientation estima-
tion, which is to be expected given its higher position estimation accuracy compared
to the original system.
7.2.1.3 Pose Update Rate Test
To determine the modified Cricket system’s pose update rate, the Omnibot was left
stationary in the middle of its workspace and the system was run to estimate its pose
over a time period of 120 s. This test was repeated 10 times, and the total number
of pose estimates computed during each run was recorded. Table 7.1 provides the
position update rates for all 10 runs. Averaging these results, it is determined that
the modified Cricket system has a pose update rate of 3.48 Hz. This result proves
that the goal of increasing the update rate of the original Cricket system has been
achieved, with the modified system having an update rate of more than three times
that of the original system, which has an update rate of 1 Hz. This is considered a
significant increase and makes the modified Cricket system much more applicable for
the task of mobile robot localization compared to the original system.
7.2.2 Tracking Experiments
A series of tracking experiments were carried out to evaluate the performance of the
localization subsystem and its individual components (i.e., the modified Cricket and
odometry systems) at tracking the Omnibot’s position during motion. In the tracking
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Table 7.1: Pose update rate test results – each run was 120 s.











experiments, the Omnibot was pre-programmed to execute different motion sequences
in an open-loop manner without path-following control; only the closed-loop velocity
control subsystem was used to control velocities of the Omnibot’s wheels in order to
execute the desired sequence of motions. For every motion sequence, a set of runs
were performed with the Omnibot moving at different speeds. This was done in order
to evaluate the tracking performance of the localization system for different speeds of
the mobile robot.
For all experimental runs, pose estimates were logged from both the overall local-
ization system, which fuses the Cricket and odometry pose estimates, and from the
modified Cricket and odometry systems individually. This means that for each ex-
perimental run a total of three data sets were logged simultaneously during run-time,
corresponding to the pose estimates computed by the modified Cricket, odometry, and
data fusion (i.e., overall) systems. The reason for logging the data from the modified
Cricket and odometry systems in addition to the overall system, was to verify the
effectiveness of the data fusion algorithm. It was important to determine whether the
fusion of the Cricket and odometry pose estimates in real-time, resulted in improved
localization performance as was expected prior to conducting the experiments.
Evaluation of the tracking performance in these experiments was based on comparing
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Figure 7.2: Marker attached to front side of the Omnibot.
the path tracked by the localization system to the actual path traveled by the Omnibot
during each run. A marker attached to the front side of the Omnibot (Figure 7.2)
was used to draw a line on the floor as the Omnibot moved to indicate the traveled
path for each experimental run. After each run, points were sampled from the line
drawn on the floor by manually measuring their x and y coordinates in the defined
global coordinate system. With these points, the Omnibot’s actual path for each run
was constructed and compared to the path tracked by the localization system.
7.2.2.1 Data Fusion Coefficient Tuning
Before performing the tracking experiments, it was necessary to experimentally de-
termine the optimal value for the data fusion coefficient, w, used in the weighted
average equation (Eq. 5.38) of the data fusion algorithm (described in Chapter 5).
This process involved having the Omnibot execute an L-shaped motion sequence at
a speed of 0.3 m/s for different values of the data fusion coefficient (ranging from
0.1–0.9). Figure 7.3 shows the results from this tuning process.
In analyzing the plots, there are two important characteristics to observe. The first
characteristic is the accuracy of the position tracking (i.e., how closely the tracked path
represents the Omnibot’s actual path). The second characteristic is the smoothness of
the tracked path. It is desired to have the tracked path be as smooth as possible, with
the least amount of stair-stepping. A smoother path is preferred as it will produce
better path-following performance, with smoother motion and fewer corrections from
168
(a) w = 0.1 (b) w = 0.3
(c) w = 0.5 (d) w = 0.7
(e) w = 0.9
Figure 7.3: Data fusion coefficient tuning results.
169
the path-following controller.
Having these two characteristics in mind, it is observed that placing more weight on
the odometry pose estimates (i.e., w > 0.5) results in a smoother path, but at the
expense of increased tracking error due to the modified Cricket system having less
influence on correcting the accumulated error in the odometry estimates. Conversely,
giving more weight to the Cricket pose estimates (i.e., w < 0.5) results in more
accurate position tracking, but at the expense of more stair-stepping in the resulting
tracked path.
It is evident that there is a clear trade-off between accuracy and smoothness. Given
that these pose estimates will be used for autonomous navigation, it is desired to
have a balance between accuracy and smoothness in order to achieve good path-
following performance. Therefore, taking into account the requirements for path-
following it was concluded that the pose estimates from the modified Cricket and
odometry systems should be weighed equally, with the data fusion coefficient value
set to 0.5 in the weighted average calculation of the data fusion algorithm.
7.2.2.2 L-Shaped and N-Shaped Motion Sequences
For the position tracking experiments, the Omnibot was commanded to execute mo-
tion sequences that produced L-shaped and N-shaped paths. For each of these motion
sequences, three experimental runs were performed at Omnibot speeds of 0.15 m/s,
0.3 m/s, and 0.5 m/s. The L-shaped motion sequence results are shown in Figures
7.4 to 7.6; while the N-shaped motion sequence results are presented in Figures 7.7
to 7.9. For each of these experimental runs, the position tracking error was measured
as the distance from each position estimate to the actual path (i.e., the point to line
distance). The mean tracking error for the L-shaped experimental runs is provided in
Table 7.2, and for the N-shaped experimental runs in Table 7.3.
Examining the position tracking results, it is evident that the overall localization
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Table 7.2: Mean tracking error (in cm) for the L-shaped motion sequence experiment
Cricket Odometry Data Fusion
Run 1 (0.15 m/s) 1.11 5.0 1.11
Run 2 (0.3 m/s) 1.64 6.53 1.46
Run 3 (0.5 m/s) 3.56 5.98 3.75
subsystem was able to accurately track the Omnibot’s position at all of the tested
speeds. A mean tracking error of only a few centimeters for all runs, is considered
a very good result for indoor localization. Additionally, the position update rate of
20 Hz for the overall system allowed it to keep-up with the Omnibot’s motion even
as its speed was increased. It should be mentioned that as expected, the tracking
accuracy did decrease as the robot’s speed increased. On the whole, it has to be
said that the developed localization subsystem performed very well at tracking the
Omnibot’s motion in the indoor workspace. Further evidence of the localization sub-
system’s performance will be provided in Section 7.3, which presents the results of
the autonomous path-following experiments.
In comparing the tracking results of the overall system to its individual components
(the modified Cricket and odometry systems), it is observed that the periodic pose
updates from the modified Cricket system were able to successfully correct the error
in the odometry estimates and prevent it from growing over time. The fact that
the overall localization system has the same update rate as odometry (20 Hz), and a
position tracking error almost identical to that of the modified Cricket system – proves
the effectiveness of the approach of fusing the estimates from the modified Cricket
and odometry systems. The results clearly demonstrate that the overall localization
system achieved improved performance over the individual systems.
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Table 7.3: Mean tracking error (in cm) for the N-shaped motion sequence experiment
Cricket Odometry Data Fusion
Run 1 (0.15 m/s) 1.75 3.26 1.65
Run 2 (0.3 m/s) 2.42 3.5 2.47
Run 3 (0.5 m/s) 4.46 7.96 4.96
(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.4: L-shaped motion sequence – Run 1 at 0.15 m/s.
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(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.5: L-shaped motion sequence – Run 2 at 0.3 m/s.
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(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.6: L-shaped motion sequence – Run 3 at 0.5 m/s.
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(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.7: N-shaped motion sequence – Run 1 at 0.15 m/s.
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(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.8: N-shaped motion sequence – Run 2 at 0.3 m/s.
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(a) Cricket (b) Odometry
(c) Data Fusion
Figure 7.9: N-shaped motion sequence – Run 3 at 0.5 m/s.
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7.3 Path-Following Results
The effectiveness of the developed navigation system at enabling the Omnibot to au-
tonomously navigate along predefined paths in its indoor workspace, was evaluated
through a series of path-following experiments. In these experiments, the paths to
be followed by the Omnibot were defined as sets of waypoints, and were input into
the navigation system from the remote workstation. A set of experimental runs were
executed for every given path, with different commanded translational and rotational
speeds. For evaluation of the path-following performance, the Omnibot’s actual trav-
eled path was compared to the given reference path for every run. The actual traveled
path was constructed from the pose estimates computed by the localization subsystem
during during run-time. Additionally, all of the path-following experimental runs were
recorded on video to further aid the evaluation of the path-following performance.
Before presenting the results of path-following experiments, it is important to note
that these results not only represent the performance of the path-following subsystem,
but that of the entire navigation system developed for the Omnibot. All of the
subsystems comprising the navigation system are integrated together and rely on
one another for successful operation. The path-following controller that drives the
Omnibot to follow a given path depends on both the localization subsystem for pose
feedback, and the velocity control subsystem for drive command execution. Therefore,
the path-following results presented in this section are used to prove the functionality
of the entire navigation system, with the exception of obstacle detection which is
verified in Section 7.4.
7.3.1 Triangular Path
In the first step of the path-following tests, the Omnibot was provided with a triangu-
lar path and commanded to follow it with only translational motion. The triangular
178
path was defined as a set of three waypoints, {W1,W2,W3}, which the Omnibot had
to sequentially move through – starting and ending at the first waypoint. To achieve
only translational motion, the target orientation for all the waypoints was set to 0◦.
A sequence of frames showing the Omnibot following the given triangular path with
only translational motion is provided in Figure 7.10.
A set of three runs were performed with commanded translational speeds of 0.15 m/s,
0.3 m/s, and 0.45 m/s. Figure 7.11 shows the results of these runs, and Table 7.4
provides the corresponding mean path-following error. The latter was calculated as
the distance between the pose estimates on the actual path and the reference path.
The results show that the Omnibot was able to accurately follow the reference path
with smooth motion, at all tested speeds. It is observed that the largest deviation
from the reference path occurred when the Omnibot reached waypoints W2 and W3.
This deviation was caused by the large change in velocity that occurred when the
Omnibot reached these waypoints and proceeded to move to the next waypoint. This
rapid change in velocity led to some wheel slip and skidding resulting in the observed
error, which, as expected, increased for higher speeds.
In the next step of the path-following tests, the Omnibot was provided with the
same triangular path, but with a target orientation that changed between waypoints
resulting in simultaneous translational and rotational motion when following the path.
The path was specified such that the Omnibot had to achieve target orientations
of 120◦ at waypoint W2, 240
◦ at waypoint W3, and finally an orientation of 0
◦
when it returned to the first waypoint W1 at the end of the path. A sequence of
frames showing the Omnibot following the given triangular path with simultaneous
translational and rotational motion is provided in Figure 7.12.
A set of three runs were performed, where the Omnibot’s translational speed was set
to 0.2 m/s for all runs while the rotational speed was set to 0.25 rad/s, 0.5 rad/s,
and 1 rad/s in consecutive runs. The goal here was to examine how the addition of
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rotational motion affected the path-following performance. The results of the three
experimental runs are shown in Figure 7.13 and Table 7.5. It is evident from these
results that the Omnibot was able to successfully follow the given path, even when
moving in simultaneous translation and rotation. It was observed that the addition
of rotational motion only sightly increased the path-following error, but more notably
reduced the smoothness of the path-following in comparison to the above test with
only translational motion. The latter is attributed to the more complex nature of
the motion that the Omnibot had to execute in these tests. Simultaneous translation
and rotation is more demanding of the velocity control subsystem, requiring more
adjustments to be made to the wheel velocities during navigation.
7.3.2 Circular Path
In the last step of the path-following tests, the Omnibot was commanded to follow
a circular path with a diameter of 1.6 m at translational speeds of 0.15 m/s, 0.3
m/s, and 0.45 m/s. A sequence of frames showing the Omnibot following the given
circular path is provided in Figure 7.14. The results for the three experimental runs
are presented in Figure 7.15 and Table 7.6. Comparing the results for the circular
and triangular paths, it is noted that the Omnibot followed the circular path slightly
more accurately without any notable deviations from the reference path. The reason
for this is that when following the circular path, the Omnibot’s velocity changed
gradually throughout the path; whereas, for the triangular path, there were large
changes in velocity at the corners of the path. Without the quick changes in velocity,
wheel slip and skidding were minimized in the case of following the circular path, thus
resulting in less path-following error. Based on this result, it can be concluded that
for best performance, the Omnibot should be provided with paths that are smooth
and differentiable.
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Figure 7.10: Omnibot following a triangular path with only translational motion at
0.3 m/s.
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(a) Run 1 at 0.15 m/s (b) Run 2 at 0.3 m/s
(c) Run 3 at 0.45 m/s
Figure 7.11: Triangular path following with only translational motion.
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Figure 7.12: Omnibot following a triangular path with simultaneous translational and
rotational motion at 0.2 m/s and 0.5 rad/s.
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(a) Run 1 at 0.25 rad/s
(b) Run 2 at 0.5 rad/s
(c) Run 3 at 1 rad/s
Figure 7.13: Triangular path following with simultaneous translational and rotational
motion – translational speed was set to 0.2 m/s for all runs.
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Figure 7.14: Omnibot following a circular path at 0.3 m/s.
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(a) Run 1 at 0.15 m/s (b) Run 2 at 0.3 m/s
(c) Run 3 at 0.45 m/s
Figure 7.15: Circular path following.
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Table 7.4: Path-following error for the experiment of Figure 7.11
Run 1 Run 2 Run 3
Mean error (cm) 1.22 2.3 4.03
Table 7.5: Path-following error for the experiment of Figure 7.13
Run 1 Run 2 Run 3
Mean error (cm) 3.72 3.43 4.04
7.4 Obstacle Detection Results
This section presents results from experiments conducted to verify the obstacle detec-
tion functionality of the navigation system. First, a static obstacle detection test was
performed to verify that all of the IR distance sensors mounted on the Omnibot are
able to correctly detect an object placed within the defined detection threshold. For
this test, the detection threshold was set to 30 cm and a cardboard box served as the
object that had to be detected. To ensure that objects could be detected all around
the Omnibot’s perimeter, the box was placed in front of every side and corner of the
frame. Figure 7.16 shows some of the images taken from this test side-by-side with
screenshots from the 3D model of the Omnibot’s workspace. Spheres were rendered
in front of every sensor that detected an object within the detection threshold. From
placing the cardboard box in front of all the IR sensors, it was determined that all 16
sensors mounted on the Omnibot were able to correctly detect the object.
Having tested the IR sensors and proven that they work, the next step was to verify
the Omnibot’s ability to navigate in a collision-free manner. It was important to
Table 7.6: Path-following error for the experiment of Figure 7.15
Run 1 Run 2 Run 3
Mean error (cm) 0.81 0.78 1.21
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Figure 7.16: Sample results from the static obstacle detection test – an object was
placed in front of every side and corner within the detection threshold of 30 cm.
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ensure that the navigation system would prevent the Omnibot from colliding with an
object placed in its path during autonomous navigation. To verify this functionality,
the Omnibot was given a path to follow and an object was placed directly in its path.
For this test, the Omnibot was commanded to follow the same triangular path as in
Section 7.3.1 but in reverse order of the waypoints. The obstacle placed on the path
was the same as that used for the static obstacle detection tests.
Two separate tests were performed with the Omnibot following the given path: first
with only translational motion, and then with simultaneous translational and rota-
tional motion as in Section 7.3.1. The translational and rotational speeds were set
to 0.3 m/s and 0.5 rad/s, respectively. Videos of these experiments were recorded,
and frames taken from them are shown in Figures 7.17 and 7.18 to demonstrate the
results. In both cases, it was observed that the Omnibot successfully detected the
object placed in its path and stopped its motion before coming into contact with it.
When the object was manually removed from the path, the Omnibot was able to
detect that its path was clear and resumed following the path. This result confirmed
that the obstacle detection subsystem functioned as intended.
7.5 Summary
This chapter discussed the experiments performed to evaluate the performance of the
navigation system developed for the Omnibot OWMR. The localization subsystem
was tested though a series of position tracking experiments at different speeds of the
Omnibot. The results of the position tracking tests showed the localization subsystem
to be capable of accurately tracking the Omnibot’s motion at all tested speeds. The
results also confirmed the approach of fusing the modified Cricket and odometry
systems to achieve improved performance to be successful. The Omnibot’s ability to
autonomously follow user-defined paths in its indoor environment was also verified
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Figure 7.17: Obstacle detection while following a triangular path with only transla-
tional motion.
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Figure 7.18: Obstacle detection while following a triangular path with simultaneous
translational and rotational motion.
191
through a series of path-following tests. The results of these tests clearly showed
that the Omnibot was capable of accurately following different paths, with both pure
translational motion and simultaneous translational and rotational motion. Lastly,
the Omnibot’s ability to perform collision-free navigation was confirmed through the
obstacle detection experiments. Based on all the results presented in this chapter, it
can be concluded that the developed navigation system is effective at enabling the
Omnibot to autonomously navigate, in a collision-free manner, along predefined paths






This thesis presented the design and development of an autonomous navigation system
for the Omnibot omni-directional wheeled mobile robot, previously constructed in the
MARS Laboratory at UOIT. The system was developed for the purpose of enabling
the Omnibot to autonomously navigate, in a collision-free manner, along predefined
paths within an indoor structured office-like environment. It was desired to have this
navigation system form a basis for future research into the more advanced aspects
of autonomous navigation. To that end, the focus of this work was on providing
solutions for the fundamental problems of localization and motion control. A basic
solution for obstacle detection was also implemented, as a first step towards a more
complete solution to be added in later work.
The navigation system that has been developed consists of four interconnected subsys-
tems: localization, velocity control, path-following, and obstacle detection. A path-
following controller was implemented to steer the Omnibot along paths provided by
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a human operator from a remote workstation. This controller steers the Omnibot by
computing motion commands based on feedback about its location in its workspace.
Estimation of the Omnibot’s position and orientation was achieved with a localiza-
tion system that uses a combination of relative and absolute localization methods.
Absolute localization was realized using the GPS-like modified Cricket system, while
relative localization was performed using odometry. A data fusion algorithm was
developed to fused the estimates from the two localization methods.
For execution of the motion commands computed by the path-following controller,
a velocity control subsystem was developed. A set of four PID controllers were im-
plemented in this subsystem to independently control the velocities of the Omnibot’s
drive motors to achieve the commanded velocity. Feedback for the velocity control
was obtained from optical shaft encoders equipped to the motors.
To satisfy the requirement for collision-free navigation, a basic obstacle detection
subsystem was implemented in the navigation system. A set of IR distance sensors
were mounted on the Omnibot for detecting obstacles around its perimeter. The
measurements from these sensors were used to check for obstacles in the Omnibot’s
path and to ensure that it did not collide with any that were present.
A user-control interface was also developed to enable a human operator to interact
with the Omnibot from a remote workstation. A 3D model of the Omnibot and
its workspace was created to allow the operator to visualize the Omnibot’s location
within its environment in real-time. A means to input the paths for the Omnibot to
follow was also provided. Additionally, the operator was provided with the ability to
manually drive the Omnibot with the use of a 3-DOF joystick; either from the remote
workstation for tele-operation or by connecting it directly to the Omnibot.
In developing the navigation system, significant effort was devoted to ensuring its
software would be as modular as possible to facilitate future modifications and addi-
tions of new algorithms. This was achieved by making use of the ROS open-source
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robotics software platform, which provided a means to integrate all of the software
processes developed for the navigation system.
Testing of the navigation system was carried out to evaluate its performance. The
results from these tests proved the developed system to be successful at enabling the
Omnibot to autonomously navigate, in a collision-free manner, along predefined paths
in an indoor structured environment.
8.2 Future Work
The work done in this thesis is part of the Omnibot project that is ongoing in the
MARS Laboratory at UOIT. The overall objective of the Omnibot project is to de-
velop an autonomous mobile-manipulator system that could be applied in a factory or
warehouse type of environment for a task such as material handling and transporta-
tion. In the initial stage of the Omnibot project, a mobile omni-directional base was
designed and constructed for the purpose of supporting a robotic arm. The work in
this thesis was the next step in the Omnibot project and focused on the development
of a navigation system that allows the Omnibot to navigate autonomously through its
environment. In the following stage of development, the Omnibot will be converted
from a mobile robot into a mobile-manipulator system with the addition of a robotic
arm onto the existing omni-directional base. When this occurs, new algorithms will
have to be added for the coordinated control of the base and robotic arm.
To further increase the Omnibot’s level of autonomy, additions will have to be made to
the autonomous navigation system developed in this thesis. Specifically, future work
should focus on providing solutions for the problems of path-planning and dynamic
obstacle avoidance. The addition of a path-planner into the navigation system will
give the Omnibot the ability to generate its own paths, reducing the input required
from a human operator. Additionally, the Omnibot can be used as a testbed for
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experimenting with new algorithms and different types of sensors. As a testbed, the
Omnibot will allow future researchers to spend less time “re-inventing the wheel” (i.e.,
focusing on the fundamentals) and more time on the advanced aspects of autonomous
navigation and mobile-manipulator control.
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A.1 HCS12 Microcontroller Circuit Diagram
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A.2 Encoder Counter Circuit Diagram
This circuit diagram shows the electrical connections to one encoder Counter IC. There
are a total of four encoder Counter ICs on the Omnibot; all of them are connected to
the same 8-bit data bus.
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A.3 Axon Microcontroller Pinout




















B.1 DC Motor Response
For control of the DC motor angular velocities, it was important to determine their
response to the control signals (PWM and direction) produced by the HCS12 MCU.
For this purpose, an experiment was conducted in which a full range of PWM signal
duty cycle values were applied to a motor, and its resulting angular velocity was
measured from the shaft encoder readings. The results of this experiment are shown
in Figure B.1. This graph represents the response of the DC motor to the entire range
of PWM signal duty cycle values.
From observing the graph, it is clear that the DC motor has a non-linear response to
the input control signal. However, for implementation in the velocity control software,
this response curve was approximated using a linear function as:
DutyCyclei = 12.75ui (B.1)
where ui is the corrective signal for motor i (i = 1 to 4) obtained from Eq. (4.14).
This expression converts the corrective signals produced by the PID controllers into
the PWM and direction control signals, that are input into the motor drivers from
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Figure B.1: Motor response curve.
the HCS12 MCU. The absolute value of the result in Eq. (B.1) gives the duty cycle
value, while its sign indicates the rotational direction of each motor.
It should be mentioned that prior to selecting the linear approximation above, other
approximation methods were attempted, but proved to be unsuccessful. This includes
using higher-order polynomials, piece-wise linear approximation, and a look-up table.
These other methods either increased the HCS12 processing time, or were simply
found to produce worse performance when used to control the Omnibot’s motion
compared to the selected linear relation.
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The following is a list of programs developed for the Omnibot navigation system:
odometry dataFusion.cpp
• ROS node that runs on the onboard laptop.
• Executes the odometry and data fusion algorithms for the localization subsys-
tem.
pathFollowing obstacleDetection.cpp
• ROS node that runs on the onboard laptop.
• Executes the path-following and obstacle detection algorithms.
cricket.cpp
• ROS node that runs on the onboard laptop.
• Receives pose estimates from the Gumstix embedded computer and relays them
to the odometry dataFusion node.
IRSensors.cpp
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• ROS node that runs on the onboard laptop.
• Receives IR sensor distance measurements from the Axon MCU and relays them
to the pathFollowing obstacleDetection node.
joyListener.cpp
• ROS node that runs on the onboard laptop.
• Used in the tele-operation control mode to receive the joystick commands from
the remote desktop and relay them to the HCS12 MCU.
joyTalker.cpp
• ROS node that runs on the remote desktop.
• Used in the tele-operation control mode to receive the joystick commands from
the remote HCS12 MCU and pass them to the onboard laptop.
userInput.cpp
• ROS node that runs on the remote desktop.
• Command prompt component of the user control interface.
LabMapMarkers.cpp
• ROS node that runs on the remote desktop.
• Contains the markers that are used create the 3D model of the MARS Labora-
tory in the rviz visualization environment.
OmnibotVelocityControllerSasha CodeWarrior Project
• Contains the code for the program that runs on the HCS12 MCU.




• Program that runs on the Gumstix embedded computer.
• Coordinates the Cricket beacon transmissions and executes the position estima-
tion algorithm of the modified Cricket system.
CricketM.nc
• Program that runs on the Cricket nodes.
• Controls the operation of both the beacons and listeners.
ObstacleDetection AVR Studio Project
• Contains the code for the program that runs on the Axon MCU.
• Converts the IR sensor analog signals into distance measurements and passes
them to the onboard laptop.
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