We study model selection in stochastic bandit problems. Our approach relies on a master algorithm that selects its actions among candidate base algorithms. While this problem is studied for specific classes of stochastic base algorithms, our objective is to provide a method that can work with more general classes of stochastic base algorithms. We propose a master algorithm inspired by CORRAL Agarwal et al. (2017) and introduce a novel and generic smoothing transformation for stochastic bandit algorithms that permits us to obtain O( √ T ) regret guarantees for a wide class of base algorithms when working along with our master. We exhibit a lower bound showing that even when one of the base algorithms has O(log T ) regret, in general it is impossible to get better than Ω( √ T ) regret in model selection, even asymptotically. We apply our algorithm to choose among different values of for the -greedy algorithm, and to choose between the k-armed UCB and linear UCB algorithms. Our empirical studies further confirm the effectiveness of our model-selection method. * Equal contribution.
Introduction
Bandit algorithms have been applied in a variety of decision making and personalization problems in industry. There are many specialized algorithms each designed to perform well in specific environments. For example, algorithms are designed to exploit low variance , extra context information and linear reward structure (Dani et al., 2008; Li et al., 2010; Abbasi-Yadkori et al., 2011) , sparsity (Abbasi-Yadkori et al., 2012; Carpentier and Munos, 2012) , etc. The exact properties of the current environment however might not be known in advance, and we might not know which algorithm is going to perform best. Given the online nature of the problem, batch model selection is not possible in many practical situations. Therefore, it is desired to develop a method to perform model-selection with bandit information in an online fashion.
As an example, consider the application of bandit algorithms in online personalization problems where the task is to assign one of the available offers to each visiting user. Often a context vector is available that provides extra information about the user (such as location, browser type, etc). Contextual bandit algorithms such as LinUCB (Li et al., 2010) are designed for such problems. When the context vectors are high-dimensional and arrive in an i.i.d fashion, and the time horizon is small, then by the bias-variance trade-off we might be better off using a simpler non-contextual bandit algorithm instead of a contextual algorithm. Here, we might want to choose between UCB and LinUCB in an adaptive fashion.
As another application, consider the problem of tuning the exploration rate of bandit algorithms such as -greedy, UCB, etc. The exploration rate recommended by the theoretical analysis can be overly conservative. It might be tempting to decrease the exploration rate manually when deploying the algorithm in practice. The danger is that if the exploration rate is too small, the algorithm might perform poorly. We would like to design a mechanism to tune the exploration rate in an adaptive data-dependant fashion. Maillard and Munos (2011) are perhaps the first to address the bandit model-selection problem. These results are improved by Agarwal et al. (2017) . The main idea of Agarwal et al. (2017) is to combine the base algorithms using an online mirror descent master algorithm that sends importance weighted rewards to the base algorithms. Given the application of importance weighting, the approach is better suited for combining adversarial base algorithms. Chatterji et al. (2019) and Foster et al. (2019) study bandit model-selection problem when the reward is stochastic and has a linear structure of unknown order. Chatterji et al. (2019) propose an algorithm for model-selection and show strong guarantees but under strong conditions. More specifically, Chatterji et al. (2019) assume that the contexts are sampled in an i.i.d. fashion from a distribution and the smallest eigenvalue of the covariance matrix of the distribution is sufficiently large. Under such assumptions, Bastani et al. (2017) and Kannan et al. (2018) suggest that advanced exploration might not be necessary. Foster et al. (2019) consider the linear contextual bandit problem with multiple policy classes of different dimensions. Foster et al. (2019) showÕ(T 2/3 d * 1/3 ) andÕ(T 3/4 + √ T d * ) regret guarantees where T is the time horizon and d * is the true dimension of the reward function. These bounds are sub-optimal when d * is not too large. Further, Foster et al. (2019) require a lower bound on the average eigenvalues of the co-variance matrices of all actions. They pose the question of whether model selection is possible without eigenvalue conditions. Apart from strong assumptions, the above results are limited to model-selection among linear classes. A general and efficient method to combine multiple stochastic base algorithms is missing.
In this work, we focus on bandit model-selection in general stochastic environments. Notice that for the approach of Agarwal et al. (2017) to be applicable, a base algorithm needs to be properly modified to satisfy the stability condition of Agarwal et al. (2017) . For example, for the UCB algorithm we would need to use a Bernstein type concentration inequality instead of the usual Hoeffding bound. This approach is tedious as each algorithm needs to be individually modified. We would like to provide a generic procedure applicable to most base algorithms in a stochastic environment. We provide such result by introducing a smoothing technique that transforms almost any algorithm in a stochastic environment to one that satisfies a stability condition so that it can be used along with the model selection master algorithm. In particular, we show how the approach can be used to combine UCB and LinUCB in contextual problems. We can also use our model-selection procedure to obtain a near optimal exploration rate for -greedy algorithms without a prior knowledge of the smallest gap. Our empirical studies confirm the effectiveness of the proposed approach in these two applications.
In the stochastic domain, an important question is whether a model selection procedure can inherit the O(log T ) regret of a fast stochastic base algorithm (such as UCB when the "gap" is large). We show via a lower bound construction that such a result is impossible in general.
Let us also mention the literature on the "best of the both worlds" problems. These papers aim to design a single algorithm that can handle both stochastic and adversarial environments (Audibert and Bubeck, 2009; Bubeck and Slivkins, 2012; Seldin and Slivkins, 2014; Auer and Chiang, 2016; Abbasi-Yadkori et al., 2018; Zimmert and Seldin, 2019) .
Problem statement
We consider a contextual multi-armed bandit problem with K actions. In round t, the learner observes a d-dimensional context vector x t ∈ X , that arrives in an i.i.d fashion. Let h t ∈ H t denote the history at time t. The learner's policy at time t is a mapping π t : X × H → ∆ K 1 in a policy class Π and a t ∈ [K] such that a t ∼ π t (x t , h t ) is the action's index taken by the learning agent in round t. For simplicity when the history is clear we use π t (x t ). After taking action a t the learner observes a noisy reward signal g at,t such that f (x t , π t ) = E[g at,t ] where f is called the reward function. For example, in the case of contextual linear bandits with contexts X = R d×K , a policy π maps from the space of d × K matrices to ∆ K , g i = x i θ * + ξ where ξ is a random zero-mean noise and the reward function satisfies f (x, π) = E i∼π x i θ * for some θ * ∈ R d , where x i denotes the i−th column of x.
We are interested in designing an algorithm with small regret, defined as
We assume M base algorithms are available. Let R i (T ) be the regret of the ith base algorithm. We want to design a bandit method that plays one of these base algorithms in each round and its overall regret satisfies R(T ) ≤ O(min i R i (T )). For any algorithm B we define its instantaneous regret at time t as
where π * is the optimal policy in Equation 1 and π t is the possibly path dependent policy B uses at time t.
Stochastic Corral
In this Section we introduce our algorithm and provide its regret analysis. In Section 3.1 we describe our algorithm. In Section 4.3 we show the regret analysis provided the base algorithm satisfies a condition. In Section 4.4 we show a "smoothing" procedure that will transform a wide class of algorithms to satisfy the condition.
Algorithm
Our algorithm is a variant of the CORRAL algorithm Agarwal et al. (2017) modified for stochastic environments. First, we explain the CORRAL algorithm and then introduce the new variant. The basic structure of the CORRAL algorithm is the following: The master receives M base algorithms
During any time t of the algorithm's execution, CORRAL maintains a distribution p t over ∆ M used to select the index i t ∼ p t of the algorithm to use during that round. After an algorithm B it is selected, its policy π t,it is used by the master to select an action a t ∼ π t,it (x t ) where x t ∼ D is the context sampled at time t. The resulting reward signal g t = f (x t , δ at ) + ξ t where ξ t denotes a zero-mean random noise and δ i denotes the Dirac distribution at action i is fed back to all the M base algorithms in the form of an importance weighted estimateg i t = 1(i=it)gt update their internal state based on the feedbackg i t received. CORRAL requires its base algorithms to satisfy a stability condition to work along with the importance weighting feedback. Because importance weighting can change the loss range and distribution throughout the run of the algorithm in an unpredictable fashion, it is not directly compatible with a stochastic reward environment. Agarwal et al. (2017) change the details of many algorithms in a case by case basis to make them stable. To avoid having to know the specific workings inside each base algorithm, we introduce a variant of the CORRAL algorithm and a generic algorithmic smoothing transformation that allows us to prove model selection regret guarantees for a wide class of algorithms in a stochastic reward environment.
Stochastic CORRAL (see Algorithm 1) preserves most of the structure from CORRAL with 2 main differences. First, the base algorithms receive an unweighted feedback and updates their internal policy only when they are chosen and repeat their recommended policy to the master until they are chosen again. This ensures our algorithm is compatible with the internal workings of many algorithms without requiring major modifications. Intuitively, if the base is chosen every c time steps where c > 1 is a constant, its regret can
t,i be the policies used byB i in round t.
Step 1 Play action a (1)
Step 2 Play action a
(2) t via the Corral Update. See Appendix A or Algorithm 1 in Agarwal et al. (2017) . be upper bounded by cR(T /c) because it updates its policy T /c times and repeats a policy for c time steps between two updates.
Second, we introduce a "smoothing" procedure which converts any algorithm to one with non-increasing instantaneous regret with high probability (Definition 4.2). The reason is as follows. Let {p i 1 , . . . , p i T } be the (random) probabilities that M chooses the i-th base algorithm and let ρ i * = 1 mint p i t . We need the instantaneous regret to decrease with high probability so that using min t p i t at every time step is the worst case because the base will be updated the least often. Therefore the regret can be upper bounded by E ρ i * R(T /ρ i * ) . We use a two time step structure, Step 1 to update the policy of the base algorithm, and Step 2 to play a smoothed decision, ensuring its conditional instantaneous regret of Step 2 is upper bounded by a decreasing function with high probability. Details of the smoothing trick is given in Section 4.4.
Henceforth we refer to Algorithm 1 as Stochastic CORRAL and to CORRAL Agarwal et al. (2017) as Vanilla CORRAL. We use η to denote the input learning rate of Stochastic CORRAL. The distribution p t is updated using a log barrier that follows the same update rules as in Vanilla CORRAL. We reproduce the full Vanilla CORRAL algorithm in Appendix A. We use M to denote the master algorithm. In the remainder we call each time indexed by t a round. Each round is split in two steps of type 1 and 2. The master treats each round's two rewards g
t . Let {p i 1 , . . . , p i T } be the (random) probabilities that M chooses the i-th base algorithm and let ρ i * = 1 mint p i t .
We drop the superscript i when it is clear. We use n i t to denote the number of rounds base i is chosen up to time t. Let t l,i be the round index of the l−th time the master chooses algorithm B i and let b l,i = t l,i − t l−1,i with t 0,i = 0 and t n i T +1,i = T + 1. If a base algorithm is ran for T rounds, we use T (j) to denote its T steps of type j for j ∈ {1, 2}. We use r (j) t to denote the master algorithm's instantaneous regret in step j of round t. Similarly, we denote by x
(1) t and π
(2) t the contexts and policies used by the master during round t step 1 and 2. Analogously we call π (1) t,i and π (2) t,i the policies proposed by base algorithm B i at time t, even when it is not selected (i t = i) by M. Base repeated policies. During the round when B i is not selected, we assume it repeats its future Step 2's policy. More precisely for j ∈ {1, 2} and t = t l−1 + 1, · · · , t l − 1, π (j) t,i = π (2) t l ,i for all l ≤ n T i + 1. For all rounds t and steps j, regardless of whether the master selected B i or not we denote base i instantaneous regret by r (j) t,i . Our main result implies the following:
, the regret of M when running with the smoothed version of B i satisfies,
Regret Analysis
In this section we analyze the regret of our Stochastic CORRAL algorithm. Our regret analysis follows a similar structure as in (Agarwal et al., 2017) . We split the regret in two terms (Section 4.2): the regret of the master algorithm with respect to a fixed base (I) and the regret of this base algorithm with respect to the optimal policy (II). Controlling term I makes use of the repeated policy structure of modification 1) and Lemma 13 of Agarwal et al. (2017) . Bounding term II (Section 4.3) is the main focus of the regret analysis in this paper. In Section 4.1 we define the condition necessary for a base algorithm to have low regret while running with our Stochastic CORRAL master.
Non-increasing instantaneous regret
As explained above, we require the base algorithms to satisfy a smoothness condition ensuring an upper bound on the conditional instantaneous regret to be non-increasing. Since this condition need not be true for general bandit algorithms, we produce a generic procedure (Step 2 of the proposed algorithm) to modify an input base algorithm B into what we term a "smoothed" versionB that satisfies it. Given an algorithm with concave (in t) cumulative regret bound U (t, δ) that holds with high probability, we construct a new algorithm with instantaneous regret bound
The smoothed versionB i of a base algorithm B i works as follows. We have two steps at each round t. In step 1, we play B i . In step 2, at time t, we pick a time step s in [1, 2, .., t] uniformly at random, and re-play the policy made by B i at time s. Since the policy of B i at each round [1, 2, ...t] is chosen with probability 1/t to be played at step 2, the instantaneous regret of step 2 at round t is 1/t times the cumulative regret of B up to time t.
The following three properties will ensure low regret for the overall algorithm: 1) The regret of Step 1 is bounded by U (t, δ) with high probability (Definition 4.1). 2) Since the instantaneous regret of Step 2 is 1/t times the cumulative regret of Step 1, the cumulative regret of Step 2 is bounded roughly by T t=1 1/t ≈ log(T ) times that of step 1. 3) The instantaneous regret of step 2 is U (t, δ)/t, which is non-increasing (Definition 4.2) if U (t, δ) is concave. The master receives this feedback from Step 2.
Properties (1) and (2) ensure that regret of the smoothed version is low. Property (3) ensures that using the smallest p t i at time t results in the largest regret. Therefore, regret when running with a master can be upper bounded by E ρ i * U (T /ρ i * ) . We define these properties more precisely:
We say an algorithm B is (U, δ, S)−bounded if it is updated only on rounds S and with probability at least 1 − δ and for all rounds t ∈ S, the cumulative pseudo-regret of rounds in S is bounded above by U (t, δ):
(2)
We say an algorithmB is (U, δ, T (2) )−smooth if with probability 1 − δ and for all rounds t ∈ [T ], the conditional expected instantaneous regret of type 2 steps is bounded above by U (t, δ)/t. In other words, with probability 1 − δ:
Here F t−1 denotes the sigma algebra of all randomness up to the beginning of round t.
Throughout proofs we assume that base algorithms satisfy (U, δ , T (1) )−boundedness (on all type 1 steps) and the smoothed versions satisfy (U, δ , T (2) )−smoothness for an appropriate function U and constants δ, δ ∈ [0, 1]:
Assumption A1 (Base Boundedness and Smoothness) All input algorithms {B
In Proposition 4.7 we show that the above assumption is satisfied if all base algorithms are (U, δ, [T ])−bounded for an appropriate function U .
Let E i be the event that Equations 3 and 2 hold for all t ∈ [T ]. Throughout the paper we condition on
In the remainder of this section we prove our main result (Theorem 3.1).
Regret Decomposition
In order to analyze the regret of Algorithm 1, we use the same decomposition as in (Agarwal et al., 2017) : we decompose the regret into the regret of the master algorithm with respect to base algorithm i, and the regret of this base algorithm with respect to the optimal choice. Algorithm B i 's internal state is updated only during steps of type 1 in rounds t ∈ T i . Recall that by our construction, a base algorithm repeats its recommended policy in rounds that it is not being selected, i.e. for all l ≤ n i T and during both steps of rounds
In what follows we drop the i subscript from {t l,i } and {b l,i } whenever clear. The following holds:
We identify the maximizing policy, a deterministic object, with π * . We bound first the expectation of term I in Equation 4 (the regret of the master algorithm with respect to the base).
Term I can be upper bounded following Lemma 13 of Agarwal et al. (2017):
Lemma 4.1 (Lemma 13 of Agarwal et al. (2017)). We have
Crucially, this result holds since the importance weighted update of p t , along with the base repeated policy structure ensures that the master's loss estimates are indeed unbiased estimators of the base algorithm's rewards. We discuss in more detail in the Appendix. The rest of the paper is devoted to bounding E [II].
Main results
We split the proof of the main result of this section (Theorem 4.3) in two parts. First we show in Lemma 4.2 an upper bound on the base algorithm's regret provided the p i t sequence is lower bounded with probability 1 by a constant p. We leverage this result to prove Theorem 4.3 that shows a bound on the expected regret of an algorithm satisfying Assumption A1 whose invocations are controlled by a p i t sequence resulting from running Stochastic CORRAL on top.
Let T i ⊂ [T ] be the set of rounds where base i is chosen and
and j ∈ {1, 2}, we define the regret of the base algorithm during Step j of rounds S as R
The following decomposition of E [II] holds: Under Assumption A1, E R (1)
. We proceed to bound the regret corresponding to the remaining terms in II 0 :
The multiplier 2b l − 1 arises because the policies proposed by the base algorithm during the rounds it is not selected by M satisfy π (1) Since the conditional instantaneous regret (Definition 4.2) has a non-increasing upper bound, using p at every time step will result in the largest upper bound on its regret because the base is updated the least often (see length of b l intervals in Eq. 5). In this case the base will be updated every ρ time-steps and the regret upper bound will be roughly ρ U i (T /ρ, δ). The proof is in Appendix D.
Notice the bound in Lemma 4.2 in addition to Lemma 4.1 would yield a regret guarantee for Stochastic Corral vs the base algorithm in terms of a deterministic lower bound p for the probabilities p i 1 , · · · , p i T . This is of course unsatisfactory because these probability values are random. We use a restarting trick to address this concern.
Restarting trick: Initialize p = 1 2M . If p i t < p, set p = p i t 2 and restart the base. Therefore the time horizon is divided into phases, and in each phase the lower bound p is deterministic. We provide the analysis below:
Theorem 4.3. [Path dependent p] When we run the base algorithm with the CORRAL master algorithm, and restart the base every time Line 10 of the vanilla CORRAL algorithm (Agarwal et al., 2017 ) is executed (as described above),
Here, the expectation is over the random variable ρ * = max t
The proof in Appendix F follows that of Theorem 15 in (Agarwal et al., 2017) . Putting it all together we conclude our main theorem:
Theorem 4.4. Let U (t, δ) = t α g(δ) for some 0 ≤ α ≤ 1 and some function g : R → R + . If Algorithm B i satisfies (U, δ M , T (1) )−boundedness and its smooth version is (U, δ M , T (2) )−smooth, stochastic CORRAL with the restarting trick satisfies:
Proof. The result follows from Equation 4 and the bounds of Lemma 4.1 and Theorem 4.3.
Maximizing over ρ * gives us the following worst-case bound:
Corollary 4.5. If a base algorithm is (U, δ, T (1) )-bounded and its smooth version is (U, δ, T (2) )−smooth for U (T, δ) = T α g(δ) for some α ∈ [1/2, 1), then the regret of the master algorithm is bounded as
The proof is in Appendix G.
In Section 6, we show explicit bounds for some applications.
Algorithm smoothing
Recall from Section 4.1 that the smoothed versionB i of a base algorithm B i works as follows. In step 1, we play B i and use the feedback to update its internal structure. In step 2, at time , we uniformly pick at random a time step s in [1, 2, .., ], and re-play the policy that was made by B i in Step 1 at time s. Since the policy of B i at each time step [1, 2, ... ] is chosen with probability 1/ to be played at step 2, the instantaneous regret of step 2 at time is 1/ of the cumulative regret of B i up to time . Note that we are replaying the decision of B i at time s learned from a sequence of contexts x
(1) 1 , ..., x
s to another context x (2) . Since the contexts are sampled i.i.d from the same distribution, in Lemma 4.6 we will
show that when we reuse the policy learned from a series of contexts x 1 , ..., x t to another series of context x 1 , ..., x t , the regret is multiplied only by a constant factor. We call the regret when using a policy learned from a series of context to another series of contexts "replay regret".
Definition 4.3 (Expected Replay Regret). Let h be a generic history of algorithm B and h(t) the history h up to time t. If x 1 , · · · , x t are i.i.d. contexts from D and π 1 , · · · , π t is the sequence of policies used by B on these contexts, the "expected replay regret" R(t, h) is: Proof. Since the conditional instantaneous regret on Step 2 of round t equals the average replay regret of the type 1 steps up to t, Lemma 4.6 implies E[r In Appendix H and I we show that several algorithms are (U, δ, [T ])-bounded for appropriate functions U .
Lemma 4.9. Assuming that the noise ξ t is conditionally 1
where ∆ j is the gap between the optimal arm and arm j and ∆ * = min j ∆ j , then −greedy with t = c t satisfies a (U, δ, [T ])−bounded for δ ≤ ∆ 2 * T 3 and: 
Lower bound
In stochastic environments with sufficiently large "gap", algorithms such as UCB achieve logarithmic regret bounds. Our model selection procedure has a O( √ T ) overall regret even in stochastic problems. In this section, we show that in general it is impossible to obtain a regret better than Ω( √ T ). More specifically, we construct an example in which there are 2 base algorithms, one of which has 0 regret, and show that when running these 2 base algorithms with any master, it is impossible to have better thanΩ( √ T ) regret.
Theorem 5.1. There exists an algorithm selection problem, such that the regret for any time T is lower bounded by R(T ) = Ω √ T log(T ) .
Proof sketch, full proof in Appendix K. The two base algorithms are constructed such that the gap between the algorithms closes at a rate of Θ(1/( √ t log(t))). We show that at this rate, any master will have a constant probability of misidentifying the optimal algorithm even after observing infinite pulls. Hence the regret of the master is of order Ω
Applications
In this section, we show two applications of our results. First, we show how the results can be used to combine contextual and non-contextual stochastic algorithms and match the regret lower bound. Second, we design a method to find a near optimal exploration rate for -greedy in an adaptive fashion.
Contextual vs non-contextual UCB
The regret of UCB Lattimore and Szepesvari for k-armed bandit problem isÕ( √ kT ) where k is the number of arms. The regret of LinUCB Lattimore and Szepesvari for linear bandit problem isÕ(d √ T ) where d is the dimension of the context vectors. In this section we show how to run our Stochastic CORRAL with UCB and LinUCB as base algorithms and achieve the regret matching the lower bound. Lemma 6.1 (Implied by Theorem 24.4 in (Lattimore and Szepesvari)). Let R ν (T ) denote the cumulative regret at time T on bandit environment ν. For any algorithm there exist a 1-dimensional linear bandit environment ν 1 and a k-armed bandit environment ν 2 such that: R ν1 (T ) · R ν2 (T ) ≥ T (k − 1)e −2 . Without knowing the environment, the regret is at least max{R ν1 (T ), R ν2 (T )}.
We show that the regret of Stochastic CORRAL with base algorithms LinUCB and UCB matches the lower bound. The proof is in Section J.2.
Theorem 6.2. The regret of stochastic CORRAL with base algorithms LinUCB and UCB and rate η =
In terms of dependence in k and T , the product of the two terms in the bound matches the lower bound in Lemma 6.1 (the product of the two terms being of order kT ).
As we mentioned earlier, Chatterji et al. (2019) and Foster et al. (2019) study related problems. However, the assumptions in Chatterji et al. (2019) appear to be too strong, while the regret bounds in Foster et al. (2019) are not optimal in scaling with T . Our approach has the additional advantage that it can also handle model mis-specification.
Tuning the exploration rate of -greedy
For a given positive constant c, the -greedy algorithm pulls a random arm in round t with probability t = c/t, and otherwise pulls the arm with the largest empirical average reward. It can be proven that the optimal value for t is min{1, 5K ∆ 2 * t } where ∆ * is the smallest gap between the optimal arm and the sub-optimal arms. We would like to find the optimal value of c without knowing ∆ * . In this section we will use stochastic CORRAL to find the best c.
Given the time horizon T as an input, we divide the interval [1, KT ] into an exponential grid [1, 2, 2 2 , ..., 2 log(KT ) ]. We use -greedy with each value of c in the grid as a base algorithm for CORRAL. The following theorem shows the regret of CORRAL using these base algorithms. The proof is in Appendix J.1. Theorem 6.3. The regret of stochastic CORRAL using -greedy base algorithms defined on the grid with η chosen as in Corollary 4.5 is bounded byÕ(T 2/3 ) when K > 2, and byÕ(T 1/2 ) when K = 2.
Experiments
Now we show results of running the proposed algorithm (referred to as Corral in the plots) in a couple of scenarios. We do this in two settings. The fist problem we consider is the choice of parameter in -greedy. The second problem we consider is model selection between UCB and LinUCB. In all the experiments, we take the initial learning rate of CORRAL to be η = 20/ √ T . We repeat each experiment several times and the shading denotes the mean squared error. Note that we have not implemented smoothing of the base algorithms in these experiments.
For -greedy, we consider the case of 2 Bernoulli arms with means p 1 = 0.5 and p 2 = 0.5 − ∆. We consider two cases, ∆ = 0.1 and ∆ = 0.05. We consider eighteen base algorithms differing in their choice of in the exploration rate t = /t. We take T = 100, 000 and 's to lie on a geometric grid in [1, 2T ] . The results are shown in Figure 1 . While performance of -greedy with a fixed can be sensitive to the environment, CORRAL shows stability and a relatively good performance in different environments. In the other experiment, we take UCB and LinUCB as the base algorithms, and consider a contextual bandit environment. The contexts are independent and identically distributed. We again have two arms, and each arm i has an associated vector θ i ∈ R d−1 . We also let x i ∼ N (0, 1) and independent of each other. We let the reward of arm i be µ i + x θ i + η i , where η i ∼ N (0, c) , for some c. Regret is defined as in the contextual case. We consider two different choices of θ i and c: in the first case, θ i is small, which suggests a non-contextual algorithm might perform better. The two plots are given in Figure 2 . The plots indicate the master has sub-linear regret. More importantly, the regret of the master lies in between the best and worst base algorithms.
Conclusions
We study the bandit model-selection problem in stochastic environments. Our approach is general and applicable to a diverse set of stochastic base algorithms. We introduce a smoothing trick that is applicable under mild conditions and can transform a bandit algorithm so that the algorithm is stable with respect to frequency of updates. The smoothing trick allows us to perform model selection using an online mirror descent as the master algorithm. Finally, we perform empirical studies in syntethic environments and we show the effectiveness of the approach in two cases: tuning the exploration rate of -greedy, and model selection between contextual and non-contextual UCB algorithms. Julian Zimmert and Yevgeny Seldin. An optimal algorithm for stochastic and adversarial bandits. In AISTATS, 2019.
A Corral Algorithm

A.1 Original Corral
The original Corral algorithm (Agarwal et al., 2017) is reproduced below.
Update p t , η t and p t to p t+1 , η t+1 and p t+1 using g t via Corral-Update.
Algorithm 3 Corral-Update Input: learning rate vector η t , distribution p t , lower bound p t and current loss g t Output: updated distribution π t+1 , learning rate η t+1 and loss range ρ t+1 Update p t+1 = Log-Barrier-OMD(p t , gt pt,i t e it , η t ).
Return p t+1 , η t+1 and p t+1 .
Algorithm 4 Log-Barrier-OMD(p t , t , η t ) Input: learning rate vector η t , previous distribution p t and current loss t Output:
Return p t+1 such that 1
A.2 Stochastic Corral
We reproduce our stochastic Corral algorithm below for reference.
Update p t , η t and p t to p t+1 , η t+1 and p t+1 using g (1) t , g
(2) t via Corral-Update.
B Some useful lemmas
Proof. The LHS follows immediately from observing U (t,δ) t is decreasing as a function of t and therefore l t=1 δ) . The RHS is a consequence of bounding the sum by the integral l 0 U (t,δ) t dt, substituting the definition U (t, δ) = t β g(δ) and solving it. Proof. In order to show that f (x)/x is decreasing when x > 0, we want to show that f (x)
t , π (j) t ) and that T i equals the subset of random rounds where M listened toB, (i t = i). We split this term in two as follows:
Equality (i) holds because term I 0 equals zero and therefore I 0 = I 0 and in all steps t ∈ T c i , base i repeated a policy of Type 2 so that I 1 = I 1 . Equality (ii) follows from adding and subtracting term I B . We now focus on bounding E [I A ] and E [I B ].
C.1 Bounding E [I A ]
Notice that:
We can easily bound this term using Lemma 13 from Agarwal et al. (2017) . Indeed, in term I A , the policy choice for all base algorithms {B m } M m=1 during any round t is chosen before the value of i t is revealed. This ensures the estimates 2g (2) t p i t t and 0 for all i = i t are indeed unbiased estimators of the base algorithm's rewards.
We conclude:
In order to bound this term we will make an extra assumption. We avoided this discussion in the main to avoid detracting the reader from the main discussion: our bound on term E [II].
Assumption A2 (Bounded rewards) We assume the norm of the rewards is bounded by 1. 3
Assumption A3 (Sub-optimal policy) The learner has access to a sub-optimal policy π with a known lower bound in its sub-optimality gap 4 of 1 2 . We will show that under the right definition for Steps 2, term E [I B ] ≤ 0. We will need to modify sightly the definition of the policy played during steps 2. Instead of playing the "original" (U m , δ M , T (2) )-smooth policy given by any base algorithm m, we play a mixture policy. If we denote by π (2) t,m (0) the original smooth policy ofB m at round t, step 2, we now declare instead π (2) t,m to be α t π + (1 − α t )π
(2) t,m (0) for α t = min(1, 8Um(t,δ) t ).
We also declare that π
(2) m,t be now this mixture policy instead. Crucially this is possible because the base update is performed based on the feedback obtained from steps of type (1) so that this redefinition does not affect the previous bound on E [I A ].
Notice that under this new definition for π
(2) t,m , if an algorithmB satisfies (U m , δ M , T (2) )−smoothness then with probability at least 1 − δ M its conditional instantaneous regret satisfies both the following upper and lower bounds during all rounds t ∈ T m :
Notice that by definition of this modified
Step 2 policy and under Assumption A3, the lower bound on the conditional expectation of the instantaneous conditional regret holds in Equation 7 holds. For convenience, in the remainder of this section we will use this definition of (U m , δ M , T (2) )-smoothness. We revert back to its usual definition in the later sections.
We now show Equation 7 implies that for any base algorithm m ∈ [M ] the cumulative regret of terms of Steps 2 upper bounds the cumulative regret of Steps 1 providedB m satisfies (U m , δ M , T (1) )−boundedness. We use these observations to bound term E [I B ].
Let's introduce a convenient notational definition, for all m ∈ [M ] let T m (l) be the first set of l rounds where i l = m. It is easy to see that:
Where C m is the index of the first round where
Proof. We start by conditioning on the event given to us by the boundedness and smoothness assumptions, let's call it E m . On the complementary event E c m (an event with probability δ M ) we pay a linear regret of T . In order to upper bound the expected regret on E m we make use of the observations above.
As a consequence of boundedness, for all
On the other hand as a consequence of smoothness, conditioned on E m , the tower property implies
Since E
t , π * ) . These inequalities 8 and 9, we conclude:
and c l = E t l − t l−1 . Since p ≤ p i t for all t it holds that j l=1 a l ≤ j l=1 c l for all j. If we use the same coin flips used to generate t l to generate t l , we observe that t l ⊂ t l andn i T ≤ n i T . Let f : R → [0, 1] be a decreasing function such that for integer i, f (i) = u i . Then
l=1 a l u l and n i T +1 l=1 c l u l are two estimates of integral T 0 f (x)dx. Given that t l ⊂ t l and u l is a decreasing sequence in l,
and thus
We proceed to upper bound the right hand side of this inequality:
The first inequality holds because E t l − t l−1 ≤ 1 p and the second inequality follows by concavity of U i (t, δ) as a function of t. The proof follows.
H High probability regret bounds for -greedy
In this section we show that epsilon greedy satisfies a high probability regret bound. We adapt the notation to this setup. Let µ 1 , · · · , µ K be the unknown means of the K arms. Recall that at time t the epsilon Greedy algorithm selects with probability t = min(c/t, 1) an arm uniformly at random, and with probability 1 − t it selects the arm whose empirical estimate of the mean is largest so far. Letμ (t) j denote the empirical estimate of the mean of arm j after using t samples.
Without loss of generality let µ 1 be the optimal arm. We denote the gaps as ∆ j = µ 1 − µ j for all j. Let ∆ * be the smallest nonzero gap. We follow the discussion in (Auer et al., 2002) and start by showing that under the right assumptions, and for a horizon of size T , the algorithm satisfies a high probability regret bound for all t ≤ T . The objective of this section is to prove the following Lemma:
Lemma H.1. If c = 10K log( 1 δ ) ∆ 2 * 6 , then −greedy with t = c t is (δ, U, T )−stable for δ ≤ ∆ 2 * T 3 and U (t, δ) = 30K log( 1 δ ) ∆ 2 * K j=2 ∆j ∆ 2 * + ∆ j log(t + 1).
Proof. Let E(t) = 1 2K t l=1 l and denote by T j (t) the random variable denoting the number of times arm j was selected up to time t. We start by analyzing the probability that a suboptimal arm j > 1 is selected at time t:
Let's bound the second term.
P μ (Tj (t)) j ≥μ (T1(t)) 1
The analysis of these two terms is the same. Denote by T R j (t) the number of times arm j was played as a result of a random epsilon greedy move. We have: 
Inequality I is a consequence of a Chernoff bound. Inequality II follows because ∞ l=E+1 exp(−αl) ≤ 1 a exp(−αE). Term (1) corresponds to the probability that within the interval [1, · · · , t], the number of greedy pulls to arm j is at most half its expectation. Term (2) is already "small".
Recall t = min(c/t, 1). Let c = 10K log(T 3 /γ) ∆ 2 * for some γ ∈ (0, 1) satisfying γ ≤ ∆ 2 j . Under these assumptions we can lower bound E(t): Indeed if t ≥ 10K log(T 3 /γ) (13) in (Auer et al., 2002) ) it is possible to show that :
Hence for t ≥ 10K log(T 3 /γ)
Where ∆ * is substituted by ∆. This can be obtained from Lemma H.1 by simply substituting ∆ * with ∆ in the argument for arms j : ∆ j ≥ ∆.
We upper bound ∆j ≥∆ ∆ j by K j=2 ∆ j . Setting ∆ to the optimizer of the expression yields ∆ = 30K log(T 3 /γ)( K j=2 ∆j ) t 1/3 , and plugging this back into the equation we obtain:
The inequality ξ is true for T large enough. We choose this expression for simplicity of exposition.
Picking c = 1 24 leads to P 2 (A t = A * ) ≥ 1 4 , and the regret in environment ν 2 is lower bounded by
) .
