The scarcity of water compared with the abundance of land constitutes the main drawback within agricultural production. Besides the improvement of irrigation techniques a task of primary importance is solving the problem of intra-seasonal irrigation scheduling under limited seasonal water supply. An efficient scheduling algorithm has to take into account the crops' response to water stress at different stages throughout the growing season. Furthermore, for large-scale planning tools compact presentations of the relationship between irrigation practices and grain yield, such as crop water production functions, are often used which also rely on an optimal scheduling of the considered irrigation systems. In this study, two new optimization algorithms for single-crop intraseasonal scheduling of deficit irrigation systems are introduced which are able to operate with general crop growth simulation models. First, a tailored evolutionary optimization technique (EA) searches for optimal schedules over a whole growing season within an open-loop optimization framework. Second, a neuro-dynamic programming technique (NDP) is used for determining optimal irrigation policy. In this paper, different management schemes are considered and crop-yield functions generated with both the EA and the NDP optimization algorithms compared.
INTRODUCTION
The great challenge of the agricultural sector is to produce more food and/or more revenue from less water, which can be achieved by optimal irrigation management. A task of primary importance is the problem of intra-seasonal irrigation scheduling (i.e. when and how much to irrigate) under limited seasonal water supply. Here, a limited amount of water has to be distributed over a number of irrigations, taking into account the crop's response to water stress at different stages during the growing season. Alternatively, the problem can be solved by a closedloop optimization strategy like DP, which is designed to obtain a lookup 
where D i is the actual rooting depth, P i is the precipitation, v i is the irrigation water volume, AET i is the actual evapotranspiration (AET), fc is field capacity and pwp is the permanent wilting point of the considered soil. AET i is computed as the sum of evaporation and transpiration by the plants and depends on the type of the crop and the potential evapotranspiration (PET i ). It is calculated according to
where p(PET i ) is the crop-dependent soil water depletion factor. The actual yield Y a is computed from the resulting values of AET i according to the multiplicative FAO-33
where Y is the relative yield and Y max the maximum yield.
Formulation of the open-loop scheduling problem
The objective of open-loop optimization is to achieve maximum crop yield Y with a given, but limited, water volume V 0 . V 0 has to be distributed over the growing season, where the time and the quantity of each irrigation have to be determined. The impact of an irrigation schedule on the crop yield is calculated by an arbitrary seasonal irrigation water balance model, e.g., Rao et al. () , or a more comprehensive agricultural production model. The global optimization problem can then be formulated as an MINLP with continuous and discrete decision variables as follows:
with the optimal solution for maximizing the yield Y:
where S is the schedule for the whole growing season, consisting of i ¼ 1, …, n irrigation events s i each defined by the date d i and the irrigation depth v i . The number n of irrigation events s i is not fixed a priori and is a decision variable itself. The set of feasible schedules is determined by the three following constraints:
i.e.,
• Equation (6) limits the sum of the irrigation depth for the growth period which must not exceed the given water volume V 0 ,
• Equation (7) sets a minimal time between two irrigations which must not fall below d min ,
• Equation (8) A population X n is a set of n gen individuals, i.e., irrigation schedules S. Each irrigation schedule consists of a set of pairs X ¼ fX n g n¼1;...;nmax ¼ ffS j g n j¼1;...;ngen g n¼1;...;nmax ¼ fffðd i ; v i Þg j i¼1;...;n j g n j¼1;...;ngen g n¼1;...;nmax :
The convergence and outcome of the EA are determined by the following parameters: the maximum number of function evaluations n max , the stopping criteria epsthe difference of the maximum objective function values in the population between two consecutive generationsthe mutation rate for irrigation dates σ d and volumes σ v , the takeover probability p t and the crossover probability p cr .
The structure of the EA shown in Algorithm 1 deviates in certain aspects from the standard operators of EAs - For doing this we used a priori knowledge about irrigation scheduling, e.g., that it is better to irrigate for future crop requirements in advance than to irrigate too late. The implementation of the operators is explained subsequently (for details see Algorithms 3-6 in the appendix).
Selection
To determine the parents of the next generation we employ an elitistic tournament selection. This means the algorithm iterates over all individuals of the current generation. Each individual is set once as one participant of a tournament with a set of n tÀ1 randomly chosen competitors from the same generation, where n t is the tournament size. If the set individual winsi.e., it has the better objective function valueit is retained in the elitist set of the generation B n and goes unchanged in the next generation. Otherwise a new individual is generated from the best competitor using the crossover, mutation, and reconstruction operators.
Crossover
The number of irrigation events can differ between the two parent individuals. Thus, it is not possible to use one of the standard crossover operators. Instead, the crossover operator must be altered to suit the structure of the data.
Because plant water uptake is time-dependent, with respect to crossover it makes sense to preserve the relationship between the irrigation time and volume of the schedules of the two parents. This can be achieved by creating the offspring individual out of a selection of irrigation events (pairs s i ), which themselves are chosen from the combined total of the parents' own irrigation schedules. Thus, in implementation of the crossover operator each irrigation event from the set union of the parents' irrigation schedules is selected with a certain probability p t and placed into the offspring schedule.
Mutation
For all the irrigation times d i and irrigation volumes v i of an irrigation schedule, mutation is implemented by adding a normally distributed random value, which has to be generated for each variable to be mutated. Different crops react differently to changes made to the irrigation timing and/or to the water volumes. For this reason, we distinguish between the variances for the mutation of the irrigation times σ d and the variances for the mutation of the irrigation volumes σ v to control the mutation. In a recent study (de Paly & Zell ) we compared the performance of the new developed algorithm with six state-ofthe-art general EAs, namely real-valued genetic algorithm, particle swarm optimization, differential evolution, evolution strategy, covariance matrix adaptation evolution strategy and shuffled complex evolution. Each algorithm had the task of minimizing the yield loss while distributing a given amount of water V 0 over the entire growth period of 130 day, with a possible irrigation at each day based on the same irrigation model as used in this paper (see Equation (1)). The resulting constrained high-dimensional NLP showed to be hard to solve for the general EA, which do not employ problem-specific operators. From Figure 1, it can be seen that no general EA is able to find the global optimal schedule within the given maximum number of 5,000 function evaluations.
EAs usually require many function evaluations for convergence, making them computationally intensive. The 
The transition function which describes the dynamics of the irrigation system, i.e., the irrigation model, is defined as in Equations (1) and (2). The objective function of the dynamic problem for a limited water supply can then be formulated as
where S π is a series of actions, i.e., an irrigation schedule with the daily irrigation depth v i at stage i. The reward y i is the daily contribution to the crop yield response, which is determined by an additive formulation (see Equation (11)) derived from the multiplicative FAO-33 crop yield response model given in Equation (3). y i can be interpreted as the contribution to the reduction of crop yield response related to potential yield as a result of actual water stress (see Equation (12)):
where Y k is the cumulative yield reduction according to the crop sensitivity factor K Y,j for the past growing periods (1) and (2) and thus y i depends on the state variables θ i and V i and the decision variable v i .
Through the introduction of the optimal cost-to-go function U* for each state (V i , θ i ) given by the recursive equation of the DP:
and
we are able to find the optimal policy or decision function π* calculating π Ã ðV i ; θ i Þ ¼ arg max v i ∈½0;minðV i ;VmaxÞ
The optimal cost-to-go can be interpreted as the minimum reduction in yield for the time period that remains after a time i. To solve the optimality Equation (13) by DP, a sequential calculation of U Ã i is performed for all stages and all states at each stage by backtracking starting from the terminal stage N.
Solving the closed-loop optimization problem with NDP
Classical DP is based on the premise that the number of states x of a system is finite. This is not the case if we apply irrigation simulation models which use continuous variables (x 1 , …, x n ). as the choice of φ k :
where σ is a suitable chosen radius and c k are the centers of the l basis functions.
The weight matrix W has to be determined by some form of optimization, e.g., by using a least-squares framework, minimizing the error of the temporal differences (TDs):
From Equation (19), which is related to the Bellmann Equation (13), it can be seen that TDs are the errors in the estimates of the approximated cost-to-go function e Uðx; WÞ compared to the true reward y i between two temporally successive predictions of the cost-to-go in an irrigation scenario.
TDs δ i would be equal to zero in the ideal case for all simulated states of the irrigation system for all irrigation scenarios if e Uðx; WÞ would be equal to U * (x).
In this study, the cost-to-go approximation function is constructed by least-squares temporal differences policy evaluation LSTD(λ) (Boyan ) and ε-greedy policy improvement, which finds a new policy by maximizing the actual cost-to-go function in the space of feasible policies (Sutton & Barto ) . For obtaining the approximation function e Uðx; WÞ the policy iteration algorithm alternates between approximating policy evaluation steps and policy improvement steps (see Figure 2 ).
Before we describe the algorithm in brief we need to introduce the time t as a state variable. Since the application of the policy iteration algorithm requires a stationary policy,
. This is a precondition for the application of the policy iteration algorithm. The policy iteration algorithm (see Algorithm 2 and Figure 2) contains the following procedures:
Simulation
The irrigation model simulates a scenario (trajectory) with the actual policy S n π and calculates the rewards y i (x i ,ṽ i ) for all the states that are on the trajectory. 
Accumulation of the TDs

Policy evaluation
Updates of the approximation function e U are carried out offline, i.e., the weights W of e U are modified only at the end of each scenario by solving the linear least-squares problem W ¼ arg min | |AW-b| | 2 using the pseudoinverse of A.
Policy improvement
The exploration policy uses an ε-greedy policy: The greedy actionṽ i (i.e. the one for which the sum of the reward y i and the successor states estimated cost-to-go e U is the maximum) is chosen with probability 1 À ε. In the other cases a random action is drawn from a uniform distribution over the range zero to the remaining water volume V i . The value of ε is reduced during learning, until the policy improvement step converges to an entirely greedy behavior.
For obtaining the greedy actionṽ i a line search method is employed.
In our study we used a random generated initial policy, i.e., a random initial irrigation schedule that was appropriate for the considered problem. The policy iteration algorithm continues until suboptimal stable policies are achieved, which is also reflected by good returns from the approximate cost-to-go function. Good estimates of the initial policy can be used to accelerate the convergence of e U and thus speed up the convergence of the entire algorithm.
In order to give an idea of the shape of the cost-to-go function a simplified two-dimensional example is shown in Figure 3 (b)) by rainfall. Second, a slant direction in the movement corresponds to irrigation events when the available water volume is reduced and the mean soil moisture increases (see Figure 3(a) ). An optimal irrigation scenario uses the path along the highest values of the cost-to-go function it can reach.
For the sake of simplicity basic state variables and decision variables are used in this paper which need to be extended when dealing with more complex transition models, e.g. more complex SVAT (soil-vegetation-atmosphere transfer) models which also include 1D or 2D water transport. This is necessary if a more precise control of the distribution of water around the emitter of high performance irrigation systems, such as surface or subsurface drip irrigation systems, is of importance. Then classical DP would be hard to solve and even for NDP a low-dimensional representation of the spatial distribution of water in the soil is required (Hinnell et al. ) . In addition, the dimensionality of the decision space increases considerably if management of fertilization and leaching is considered at the same time. In all those cases neural-dynamic programming may be the only approach that can be used.
APPLICATION TO INTRA-SEASONAL SCHEDULING IN DEFICIT IRRIGATION
We compared three management schemes in order to analyze the performance of the new scheduling algorithms.
First, a fully flexible scheme where no dates and no volumes were fixed (referred to as 'flexible') is used. Second, a simplified scheduling problem is solved, where the possible dates of the irrigation events were fixed at multiples of 10 days water volume is normalized with respect to V 0 , soil moisture is normalized with respect to θ s ).
(referred to as 'fixedD'). The third, and most inflexible, management scheme has the limitations of the second one and, in addition, only fixed irrigation volumes (v i ¼ 50 mm) were allowed (referred to as 'fixedDV').
The irrigation scenario
In a real-case application a limited amount of 1-600 mm water had to be distributed with irrigation schedules opti- For the policy improvement we started with an initial value ε ¼ 1 which was gradually decreased with increasing number of training steps n as in ε ¼ exp(-10n/n max ). In the case of NDP only a single application of the policy iteration algorithm was necessary to generate a universal approximate cost-to-go function which allowed us to perform all the optimization runs for each of the prescribed management scheme. The nonlinearity is due to a side effect caused by a more and more adequate irrigation of the third period. The last growing period with a lower K y and a higher allowable depletion (see Figure 5 (a)) benefits disproportionately from the water which is stored in the soil at the time of transition from the third period to the fourth.
The results provided by an optimization using the approximate cost-to-go generated by the NDP algorithm and employing the 'flexible' scheme in the application are directly comparable to those determined by the EA.
Slight variations can be observed which result in marginally modified schedules (see Figure 4(a,b) ). meet the crop water requirements of the most sensitive growth period. Figure 4 shows optimal schedules generated by the EA and the NDP algorithm using the 'flexible scheme' for a given water volume of 500 mm. The development of the mean soil moisture in the soil (Figure 5(a) ) relates to the soil water stored in the root zone whose depth increases linearly from 0.1 m to 1.2 m up to the 78th day and then remains constant. Figure 5 (a) also shows the lower limit of the soil moisture where no reduction of the AET occurs. Figure 4(a,b) show that at the start of the third growth period an irrigation with a large amount of water is necessary, in order to accommodate (1) for the high water stress sensitivity and (2) for the low allowable depletion depth.
As can also be seen, the schedule generated by the NDP algorithm tends to distribute more water in the first part of the growing season than the EA-generated one does.
This leads to a larger reduction of the AET in the last crop growth period resulting in diminished yields caused by the slightly higher value of K y ¼ 0.5 in the fourth growth period compared to K y ¼ 0.4 in the first and second growth period. The schedule generated by the application of the approximate cost-to-go employing the 'fixedDV' scheme shows a high density of irrigations before and shortly after the transition to the third crop growth period. This schedule can only partly account for the specific crop water requirements and leads to losses due to percolation (not shown in the graph).
We also investigated the computational efficiency of the EA and the NDP algorithm on a Pentium PC (2.8 GHz). In the EA case one optimization run needed less than a minute (convergence after a maximum of 1,000 function evaluations). But it has to be taken into account that one optimization run is necessary for each point of the crop pro- converged after a maximum of 2,000 LSTD iterations and is able to provide a set of crop production functions for a specific site. Overall, the time for learning or approximating the cost-to-go function was around 10 h and the application time needed less than a second. However, the NDP methodology offers an improvement of the performance, taking into account that with the approximate cost-to-go function different tasks (different management schemes, different given amounts of volume, etc.) can be performed with a single (expensive) approximation step.
CONCLUSIONS AND FUTURE WORK
We presented two new optimization algorithms for simulation-optimization of scheduling under deficit irrigation throughout a whole growing season. If an open-loop optimization strategy is adopted, the tailor-made EA can be coupled with any irrigation model. In this case the model used for optimization has to be as accurate as possible and information about the future development of the climate variables is necessary or has to be provided by a framework for generating (stochastic) climate scenarios. With these preconditions the EA can provide optimal schedules which achieve maximum yield for a given amount of water within a reasonable computational time. The tailor-made EA is proven to be highly reliable compared to the Nelder-Mead simplex algorithm, simulated annealing and most recent general evolutionary optimization approaches.
Therefore, the EA is the algorithm of choice if there is no lack of information and if the management scheme has no limitation (schemes such as the 'fixedD' and the 'fixedDV'
schemes were difficult to implement). In these cases it can also be used as a reference algorithm for the generation of crop production functions with the highest potential yield, i.e., highest water use efficiency.
The NDP algorithm for closed-loop optimization has a wider range of application in irrigation operation. Once an approximate cost-to-go function is calculated it can be used for irrigation scheduling under any arbitrary management scheme. In the example application used in this paper the NDP algorithm showed its robustness in various in the optimization of deficit irrigation systems.
Availability
The EA written in Matlab ® is available on request from the first and second authors.
