Abstract. The vector searching problem is, given fc-vector A (a fe-vector is a vector that has k components, over the integers) and given a set B of n distinct fe-vectors, to determine whether or not A is a member of set B. Comparisons between components yielding "greater than-equal-less than" results are Searching an ordered set. We now consider the case in which preprocessing of the set B is permitted. That is, we can assume that B is in some prearranged order, such as lexicographic order.
Searching an unordered set. We first consider the case in which the vectors in B are not ordered. In this case, an upper bound of nk comparisons can be easily demonstrated. A simple adversary can be constructed to show that nk comparisons are also necessary.
A nontriviat dynamic adversary can be used to construct an oracle to demonstrate that nk comparisons are necessary even if we allow comparisons between elements of the vectors in B as well as comparisons between elements of A and vectors in B [3] .
Recently, Stockmeyer and Wong have demonstrated upper and lower bounds that are within a small factor from one another for the more general problem of determining the intersection of two sets of vectors [7] .
For a review of the use of oracles to derive lower bounds, the reader is referred to El], [4] , [6] .
Searching an ordered set. We now consider the case in which preprocessing of the set B is permitted. That is, we can assume that B is in some prearranged order, such as lexicographic order.
In the discussions that follow, all logarithms are assumed to be base 2.
A lower bound of [lognj+fc comparisons can be seen by observing that [log nj +1 comparisons are required to determine if there is any vector having the correct value of one component, and k -1 comparisons are required to verify the agreement of the remaining components.
The oracle for distinguishing a path (which will be of length at least [log nj + k) in each decision tree that solves this problem is as follows.
Initially, define low = 1 and high = n. Having demonstrated a lower bound, we now consider upper bounds for this
problem.
We present and analyze two algorithms that solve the ordered set problem and then combine them to obtain an algorithm that is faster than both. The first algorithm is an example of binary search. We note that the linear search algorithm's mirror image also works. That is, we can start with j'=n and decrement /, being careful to interchange the <'s and >'s. We can, as an initial improvement, compare A with the central vector in B rather than with Bi or Bn and, at the first "less than" or "greater than" result, eontinue with the linear search algorithm applied to only half of the original set B. This leads to an algorithm that requires, in the worst case, only [n/2j +2k-l comparisons. We call this improved algorithm the modified linear search algorithm.
We can make further improvements by deciding, at the time that a "less than" or "greater than" result is obtained, whether to continue in the style of the binary or the modified linear search algorithm depending upon which will lead to fewer comparisons in the worst case. If, after making h comparisons (resulting in "equal") along vector B, within feasible set B of cardinality n, we make a comparison resulting in "less than" or "greater than" then continuing with the linear search algorithm requires, in the worst case, at most [n/2J +2k-l-h additional comparisons. If, however, we decide to proceed with the comparisons in a new vector within B and thus follov/ the binary search algorithm or follow the modified linear search algorithm on a feasible set of half 
