This paper investigates a fully probabilistic method for the well-posedness of second order quasilinear parabolic equations with rough coefficients. The equations are considered in the L p -viscosity sense. The method of proof relies on the investigation of strong solutions of associated fully coupled systems of forward and backward stochastic differential equations (FBSDE) with irregular coefficients. In particular, we assume that the coefficients of the FBSDEs are merely continuous and bounded in forward process. We crucially use existence of a decoupling field combined with Malliavin calculus techniques to construct solutions. Despite the irregularity of the coefficients, the solutions turn out to be differentiable, at least in the Malliavin sense and, as functions of the initial variable, in the Sobolev sense. These observations allow to construct L p -viscosity solutions of associated PDEs and to guarantee enough regularity to obtain uniqueness when additional monotonicity conditions (standard in the literature) are assumed.
Introduction
The main objective of this work is to develop a probabilistic approach to the analysis of L p -viscosity solutions of parabolic, quasilinear PDEs with irregular coefficients of the form ∂ t v(t, x) + Lv(t, x) + g(t, x, v(t, x), D x v(t, x)σ) = 0 v(T, x) = h(x).
(1.1)
Here L is the differential operator
where D x v and D xx v denote the gradient and the Hessian matrix, respectively; σ * denotes the transpose of the matrix σ and where b, g and h are given nonlinear functions with little regularity, b being merely measurable in (t, x). Such equations are of fundamental importance in a number of areas, including stochastic control theory, filtering, homogenization theory or finance. The main technical difficulty here is the roughness of the parameters, especially the function b. This causes two issues: First of all, the classical viscosity theory for parabolic equations is no longer suitable because of the lack of uniqueness. In addition, a probabilistic representation of such equations necessitates well-posedness of associated backward stochastic differential equations. This often requires (locally) Lipschitz continuous coefficients. The concept of L p -viscosity solution was developed by Caffarelli et al. [6] (in the elliptic case) and [9] (in the parabolic case) to overcome the lack of uniqueness of viscosity solutions of equations with measurable coefficients. These works built on earlier papers by Caffarelli [5] , Escauriaza [14] on Sobolev a priori estimates for solutions of fully nonlinear PDEs; and generalized the notion of good solutions considered by Cerutti et al. [7] . The solution concept in [6, 9] has generated an impressive literature with fundamental applications in PDE, but also in optimal control theory. To point out just a few of these, let us mention the maximum principle obtained by Koike and Swiech [19] , and results on existence and regularity properties of fully nonlinear singular PDEs of Hamilton Jacobi Bellman type obtained e.g. by Felmer et al. [15] and Krylov [20] .
The probabilistic approach to (1.1) we investigate in the present work is based on the theory of forward backward stochastic differential equations (FBSDE). When the coefficients of an FBSDE are sufficiently smooth, the link between FBSDE and classical or viscosity solutions of quasilinear PDEs is well-understood. It was initiated by Pardoux and Peng [35] and further developed e.g. in [3, 8, 11, 18, 18] , also refer to the references therein. When the coefficients are not regular enough, while an SDEs theory is well-developed (see e.g. [2, 21, [30] [31] [32] [33] 38] ) BSDEs with irregular coefficients are less well-studied. A notable exception is a notion of weak solution of FBSDE (very analogous to weak solutions of SDEs) introduced by Buckdahn and Engelbert [4] and further investigated in [12, 27, 29] . These solutions are constructed on a probability space that is possibly different from the underlying probability space. In many applications, for instance to the construction of feedback solutions of stochastic control problems, it is important to have strong solutions, and to analyze regularity properties thereof.
The first main result of this work concerns the existence of a (strong) solution of the FBSDE
with b, g and h measurable in (t, x), and uniformly continuous in (y, z), see Theorem 2.1. The proof of this result is partly inspired from results by Ma and Zhang [27] and Delarue and Guatterie [12] on weak solutions of FBSDE under similar conditions. Our contribution in this direction is to obtain strong solutions and allow irregularity of h. Because of the lack of regularity of the coefficients, usual Picard iterations cannot be applied here. Let us briefly describe our method:
We start as [12, 27] by approximating the functions b, g and h by smooth function, e.g. by mollification. The FBSDE associated to these functions admit unique solutions (X n , Y n , Z n ) and a so-called decoupling field v n which is the classical solution of an associated quasilinear PDE. The function v n is called a decoupling field because it holds
which allows to decouple the system. The problem is now to derive strong limits for the above sequences and to show that these limits satisfy the desired equation. Using classical a priori estimations for such equations, (see e.g. [23] or the statements recalled in the Appendix) it can be shown that for for every δ > 0 and every t ∈ [0, T − δ] the sequence of functions v n admits some compactness property allowing to derive a limit v for v n and a limit w for D x v n . When h is sufficiently regular, say Hölder continuous, δ can be taken equal to zero. Using the decoupling field and ideas from Malliavin calculus, notably the compactness principle of Malliavin calculus, due to Prato et al. [37] , we can find a limit X of the sequence (X n ). It is now easy to derive limits of Y n and Z n for small enough time. The verification crucially uses the fact that σ is a non-degenerated matrix. The second main result is an existence and a probabilistic representation for L p -viscosity solutions of (1.1). The probabilistic perspective we adopt further allows to derive regularity estimates for the L p -viscosity solution. In particular, we show that the solution belongs to a Sobolev space. As a consequence, using results from [9] we exhibit cases where the L p -viscosity solution is in fact strong, i.e. a solution in the Sobolev sense. In fact, despite the singularity of the coefficients, we still derive satisfactory regularity results for the solution. This is an interesting result in that, the convention in the field is that solutions inherit the regularity properties of the coefficients [1, 26] . One important application of the probabilistic representation of the PDE solution we derive of pertains to numerical approximations. In fact, the representation v(t,
x, provides very efficient techniques to approximate v using for instance Monte-Carlos methods or neural networks as recently developed e.g. in [13, 16] . The latter method further justifies the need for studying regularity properties of the solution.
The remainder of the paper is organized as follows: In the next section, we make precise the mathematical setting of the work and state the main results: Existence for FBSDEs and PDEs with rough coefficients and the link between the two equations. The proofs are given in Sections 3.1 and 4 respectively. The regularity of the solutions of the FBSDE is analyzed in Section 3.2. We consider both regularity in the Malliavin (variational) sense and in the Sobolev sense. These regularity results allow to infer differentiability and uniqueness of the PDE solutions. This is developed in Section 4.
Setting and main results
Let T ∈ (0, ∞) and d ∈ N be fixed and consider a probability space (Ω, F, P ) equipped with the completed filtration (F t ) t∈[0,T ] of a d-dimensional Brownian motion W . Throughout the paper, the product Ω × [0, T ] is endowed with the predictable σ-algebra. Subsets of R k , k ∈ N, are always endowed with the Borel σ-algebra induced by the Euclidean norm | · |. Let us consider the following conditions:
(A2) σ ∈ R d×d and ξσσ * ξ > Λ|ξ| 2 for some Λ > 0 and for all ξ ∈ R d .
(A3) The function g : [0, T ]×R d ×R l ×R l×d → R l is measurable, uniformly continuous in (y, z), uniformly in (t, x) ∈ [0, T ] × R d and satisfies
for some k 2 ≥ 0, and for every (t, x, y, z)
for some k 3 ≥ 0 and for every x ∈ R d .
The following is our first main result: In its statement, the space
Assume that the conditions (A1)-(A4) hold and that one of the following assumptions is satisfied:
The proof of Theorem 2.1 will be given in Subsection 3.1. This theorem will allow to construct L p -viscosity solutions of the PDE (1.1). The ensuing definition of L p -viscosity solutions of PDEs is taken from [6] , see also [9] for the the parabolic case. The space W 1,2 p,loc ([0, T ] × R d ) is the usual Sobolev space, see the Appendix for definition.
The function v is an L p -viscosity solution if it is both an L p -viscosity sub-and a supersolution.
In (2.1)-(2.2), a.e. is meant with respect to Lebesgue measure on [0, T ] × R d . Note moreover that the above is equivalent to the assertion:
then v − ϕ cannot have a local maximum (resp. minimum) in O.
The following is the second main contribution of the paper. Its proof, along with that of Corollary 2.4 below are given in Section 4. Theorem 2.3. Let p > d + 1, l = 1, assume that the conditions (A1)-(A4) are satisfied and that b is Lipschitz continuous in z uniformly in (t, x, y) and h is α-Hölder continuous for some α ∈ (0, 1]. Further assume that either (B1) or (B2) holds. Then, the PDE (1.1) admits an L p -viscosity solution v satisfying the probabilistic
When the coefficients of the PDE are irregular as ours, even simple linear equation will typically not admit a unique viscosity solution, see e.g. [6] for a counterexample. This is the main motivation for the introduction of L p -viscosity. A crucial property derived in [6, 9] is that when L p -viscosity solutions are sufficiently smooth, they also solve the PDE in the Sobolev sense (i.e. are L p -strong solutions) and are unique among L p viscosity solutions. This fact will be used to derive the following:
Corollary 2.4. Assume that the conditions (A1)-(A4) as well as (B1) are satisfied, that h is α-Hölder continuous for some α ∈ (0, 1], the function y → g(t, x, y, z) is decreasing for every (t, x, z), and b and g are Lipschitz continuous in (y, z). Then, there is p 0 > (d + 1)/2 such that for every p > p 0 , if g(·, ·, 0, 0) ∈ L p ([0, T ] × R d ), then the L p -viscosity solution v given in Theorem 2.3 is an L p -strong solution and is unique among continuous L p -viscosity solutions.
FBSDEs with measurable drifts

proof of Theorem 2.1
This section is entirely dedicated to the proof of Theorem 2.1. Throughout, the conditions (A1)-(A4) are in force. Let (b n ) n , (g n ) n and (h n ) n be sequences of smooth functions with compact support converging pointwise to b, g and h, respectively (e.g. obtained by standard mollification). We can assume without loss of generality that for each n, the functions h n and g n satisfy (A3)-(A4) in addition to being smooth and Lipschitz continuous (but with Lipschitz constant possibly depending on n). These sequences will be used throughout the proof. We begin the proof with the following simple lemma which shows that the sequence b n can be chosen so that the convergence holds uniformly on a given compact in (y, z) and g n such that the convergence holds locally uniformly in (y, z). This will be needed at the end of the proof.
Lemma 3.1. The sequence of mollifiers (g n ) converges to g pointwise in (t, x) and uniformly in (x, y). That is, for every t, x it holds that
Similarly, (b n ) converges to b pointwise in (t, x) and uniformly in (y, z) on the ball of radius R centered at the origin.
Proof. Let (φ n ) be a sequence of standard mollifiers such that for each n, the support of φ n is in the closure of the ball
Let n ∈ N and denote β := (y, z). Then, it holds that
This yields the result. The proof the local uniform convergence of b n is the same.
Step1: Construction of an approximating sequence of solutions. Let n ∈ N be fixed. According to [10, Theorem 2.6], for every (s,
By [23, Theorem VII.7.1] (or see also [28, 
that is bounded and with bounded gradient. Moreover, the solutions of (3.2) and (3.1) are linked through the identities (see [28] )
The rest of the proof will consist in proving (strong) convergence of the sequence of stochastic processes (X s,x,n , Y s,x,n , Z s,x,n ) and to verify that the limiting process satisfies the FBSDE with measurable drift. Our method will make use of a priori (gradient) estimates for Sobolev solutions of parabolic quasilinear PDEs which can be found e.g. in [11] or [23] and that we recall in the Appendix. These estimates allow us to have:
There are constants C and α ′ ∈ (0, 1) depending on k 1 , k 2 , k 3 , σ, d, l and T , and which do not depend on n such that
Moreover, if h is α-Hölder continuous, then
Proof. The boundedness of v n is well-known. We provide it to explicitly derive the constant R. We have
Therefore, by the Girsanov's theorem, conditions (A3)-(A4) and Gronwall's inequality we have
and all n ∈ N. Therefore, the last claims follow by Theorem A.2.
Step 2: Candidate solution for the forward equation. In this step, we show that the sequence (X s,x,n ) n converges in the strong topology of S 2 (R d ). We first show existence of a weak limit. To ease the presentation, we omit the superscript (s, x) and put X n := X s,x,n , Y n := Y s,x,n and Z n := Z s,x,n .
Step 2a: Weak limit. It follows from Step 1 that the process X n satisfies the forward SDE
. Under either of the conditions (B1) or (B2), the functionb n is continuously differentiable and uniformly bounded, i.e. there is a constant C ≥ 0 which does not depend on n such that
Proof. Thatb n is continuously differentiable follows from the fact that b n is smooth and v n is twice continuously differentiable. By (A1) and Lemma 3.2, if condition (B1) holds, then for every (t,
When condition (B2) holds, it follows by Lemma 3.2 that D x v n is bounded. Thus the result follows from the linear growth of b, i.e. (A1).
Due to Lemma 3.3, it follows from standard SDE estimates that the sequence (X n ) satisfies
Therefore (X n ) n admits a subsequence which converges weakly to some processX ∈ S 2 (R d ). This subsequence will be denoted again (X n ).
Step 2b: Strong limit. Sinceb n is Lipschitz continuous, the solution X n of the SDE (3.5) is Malliavin differentiable and sinceb n is a smooth function with compact support, it follows by [32, Lemma 3.5 ] that
for a strictly positive constant C d,T ( b n ∞ ) such that C d,T a continuous increasing function, and with α = α(r) > 0. Since the sequenceb n is bounded (see Lemma 3.5), it follows that the bounds on the right hand sides of (3.6) and (3.7) do not depend on n.
Therefore, it follows from the relative compactness criteria from Malliavin calculus of [37] that the sequence (X n r ) n admits a subsequence (X n k r ) k converging to some X r in L 2 . It remains to show that the choice of the subsequence (X n k r ) k does not depend on r. That is, for every t ∈ [s, T ], (X n k t ) k converges to X t in L 2 . In fact, we will show that the whole sequence converges. This is done as in the proof of [31, Proposition 2.6] . Assume by contradiction that
Since (3.6) is proved for arbitrary n, it follows again by the compactness criteria of [37] that (X n k ) k admits a further subsequence (X n k 1 t ) k 1 which converges in L 2 to X t . But since we showed in Step 2a that the whole sequence of process (X n ) n converges weakly to the processX, it follows that (X n k 1 t ) k 1 converges weakly tõ X t and therefore, by uniqueness of the limit,X t = X t . Since by (3.8) 
we have a contradiction. Thus,
Step 3: Candidate solution for the value process Y and the control process Z. In this part we show that the sequence (Y n , Z n ) converges strongly in
First recall that (Y n ) is a bounded sequence. Thus, it admits a subsequence again denoted (Y n ) which converges weakly in H 2 (R l ) to some Y . We will show that the convergence is actually strong, provided that we restrict ourselves to a small enough time interval. Let δ ∈ (0, T ) be fixed. By Lemma 3.2, the sequence of functions (v n ) is bounded and equicontinuous on [0, T − δ] × R d . Thus, by the Arzela-Ascoli theorem, there is a subsequence again denoted (v n ) which converges locally uniformly to a continuous function v δ . Since by Lemma 3.2 the functions v n are Hölder continuous with a coefficient that does not depend on n and with common Hölder exponents α ′ (in x) and α ′ /2 (in t), we have
. It then follows by uniqueness of the limit that
It then follows by Lebesgue dominated convergence (in view of Lemma 3
The equation (3.10) further shows that v δ does not depend on δ. Thus, we will henceforth right
and for all δ > 0.
We now turn to the construction of the candidate control process Z. We want to justify that under both conditions (B1) and (B2) the sequence b n can be taken uniformly bounded. In fact, if the function b satisfies (B1), and since (Y n ) is uniformly bounded (this follows by the representation v n (t, X n t ) = Y n t and Lemma 3.2) it follows by uniqueness of solution that (X n , Y n , Z n ) also solves the FBSDE (3.1) with b n replaced by its restriction on
Similarly, if condition (B2) holds, then (Y n ) and (Z n ) are bounded, and by uniqueness, (X n , Y n , Z n ) also solves the FBSDE (3.1) with b n replaced by its restriction on
In particular, we can assume without loss of generality that b n is uniformly bounded, i.e. |b n (t, x, y, z)| ≤ C for all n, t, x, y, z and for some constant C > 0. Therefore, it follows by Theorem A.1 that for every δ > 0 and κ ∈ (0, 1) there is a constant C δ,κ independent on the derivatives of the coefficient (which in particular does not depend on n) such that for every t,
Now, let (δ k ) be a strictly decreasing sequence converging to 0. By Arzela-Ascoli theorem, there is a subsequence w n,k :
3)) we then have Z n k t = w n,k (t, X n t )σ for every t ∈ [0, T − δ k ] and every k ∈ N, for some subsequence of Z n . And arguing as in Equation 3.9, we have
. Assumption (A2) and uniqueness of the limit show that w k = w k+1 on [0, T − δ k ] for every k. Thus, the function
is a well-defined Borel measurable function and putting
we have by Lebesgue dominated convergence that
In particular, it follows by Itô isometry that
Step 4: Verification. The goal of this step is to show that the triple of processes (X, Y, Z) constructed above satisfies the coupled system (1.2). This part of the proof will be further split into 2 steps: We first show that (X, Y, Z) satisfies the forward equation. This step uses the representations Y t = v(t, X t ) and Z t = w(t, X t )σ in a crucial way. In fact, these representation allow to obtain a solutionX of a decoupled SDE with measurable drift that we can then show to coincide with the candidate solution X constructed above. In the last part we show that (X, Y, Z) satisfies the backward equation.
Step 4a: The forward equation. Using either of the conditions (B1) or (B2), we can show as above that the function x → b(t, x, v(t, x), w(t, x)σ) is bounded. Therefore, [32] gives existence of a unique solutionX to the SDEX σ dW u .
Hence, in view of (3.10) and (3.12) , it remains to show thatX t = X t P -a.s. for every t ∈ [s, T ] to conclude that the forward SDE is satisfied, that is, that
To that end, (by uniqueness of the limit) it suffices to show that for each t ∈ [s, T ] the sequence (X n t ) n converges toX t in the weak topology of L 2 (P ). Since the set
is dense in L 2 (P ), in order to get weak convergence it is enough to show that (
It follows by the Cameron-Martin theorem, see e.g. [39] thatX n satisfies the SDE
In fact, for every H ∈ L 2 (P ; F t ), it holds
where the latter equality follows by the fact that W t (ω + ϕ) = W t (ω) + ϕ t , since W is the canonical process. This proves the claim. ThatX satisfies
Recall that the law ofX n t under the probability measure Q n with density E(u n (r,X n r ) +φ r · W ) 0,T coincides with the law of x + σW t under P . Similarly, the law ofX t under the probability measure Q with density E(u(r,X r ) +φ r · W ) 0,T coincides with the law of x + σW t under P . Thus, it follows by Girsanov's theorem and the inequality |e a − e b | ≤ |e a + e b ||a − b| that
That I 1 is finite is clear, by properties of Brownian motion. Since b n is bounded, so is u n . Thus, by boundedness ofφ, it holds that sup n I 2,n is finite. Now if we show that the sequence (u n ) converges to u pointwise, it would follow by Lebesgue's dominated convergence theorem, to get that I 3,n and I 4,n converge to 0 as n goes to infinity, hence concluding the proof. In fact, there is R > 0 such that |v n | ≤ R and for every t ∈ [0, T ), there is R ′ such that 1 |D x v n | ≤ R ′ . Thus, by definition of u n and u, and (t,
The first term converges to zero since b n converges to b locally uniformly (in (y, z)); and the second term converges to zero because v n and D x v n σ converge to v and wσ respectively, and the function b(t, x, ·, ·) is continuous on the ball B R (0) × B R ′ (0).
Step 4b: The backward equation. In this final step of the proof we show that the process (X, Y, Z) satisfies the backward equation. The arguments is very similar to those of the Step 4a and also rely on the existence of the decoupling fields v w and Girsanov's transform. By Steps 2 and 3 we know that (X n t ) converges to
. Let k be fixed and let X n k be a subsequence corresponding to (Y n k , Z n k ). For every n, k we have
Now, we would like to take first the limit in n k and then limit in k on both sides. By Step 3, the sequences of random variables Y n k t , Y n k T −δ k and
Observe thatg n k converges to g pointwise, for every t ∈ [0, T − δ k ]. In fact,
where we used Lemma 3.1 and continuity of g in (y, z) . Recall the representations Y n k u = v n k (u, X n k u ),
where the last inequality follows by Girsanov's theorem and where we used the notatioñ
Therefore, using Hölder's inequality the above estimation continues as
Sinceb n k is bounded, the quantity E E b n k (u, x + σW u ) · W 2 0,T is bounded. Thus, letting m fixed and taking the limit as n k goes to infinity we obtain by Lebesgue dominated convergence that
Letting m go to infinity it follows again by dominated convergence that the right hand side above goes to zero. Thus
Hence, (X, Y, Z) satisfies
Next, we take the limit as k goes to infinity. Since δ k ↓ 0, we only need to justify that (Y T −δ k ) converges to Y T P -a.s. This follows by triangular inequality and the fact that we are working in a Brownian filtration. In fact, for every k, n ∈ N it holds that
If the condition (B1) is satisfied, then |g(u, Y n u , Z n u )| is dominated by |Y n u | which is bounded, and if the condition (B2) is satisfied, then Z n u = D x v n (u, X n u )σ is bounded (by Lemma 3.2), thus it follows by (A3) that |g(u, Y n u , Z n u )| is bounded. Hence, under both conditions we have
for some constant C > 0. Taking the limit first in n and then in k as they go to infinity shows that
On the other hand, in our filtration every martingale has a continuous version.
s. as k goes to infinity. We can therefore conclude that Y T −δ k → Y T P -a.s. when k goes to infinity, which yields
It finally remains to show that Y T = h(X T ). Since (Y n T ) converges to Y T in the weak topology of L 2 (see the beginning of Step 3) if we show that (Y n T ) converges to h(X T ) in L 2 then we can conclude that Y T = h(X T ). If (B2) holds, this is clear. In case (B1) holds, this is done using again a Girsanov change of measure and boundedness ofb n (recall definition given in (3.18) ). In fact, for every m ∈ N it holds that
Sinceb n is bounded, the first term on the right hand side above is bounded. Thus, fix m then take the limit n → ∞ and then the limit m → ∞ to get by dominated convergence
This concludes the proof.
Regularity of solutions
In this section we investigate regularity properties of the solution (X, Y, Z) of the FBSDE (1.2). We will consider two types of regularity properties. We start by proving Malliavin differentiability of the solution. This follows as a direct consequence of the method of proof of the existence result. Then, we continue to consider smoothness of the solution as function of the initial position of the forward process. We will show that for each s ∈ [0, T ] and t ≥ s, the mapping x → (X s,x t , Y s,x t ) belongs to a weighted Sobolev space for almost every path. The last result will be central for applications to PDEs.
Malliavin differentiability
Let 0 ≤ s ≤ t ≤ T and x ∈ R d . Let (X, Y, Z) be the solution of FBSDE (1.2) given by Theorem 2.1. The next result gives the Malliavin differentiability of (X, Y, Z). We additionally consider the following conditions:
(A5) The function g(t, x, y, z) = g(t, x, y) does not depend on z and is Lipschitz continuous in (x, y).
(A6) The function g(t, x, y, z) = g(t, y, z) does not depend on x and is continuously differentiable in (y, z) and is Lipschitz continuous in (y, z).
If furthermore condition (A5) holds, then in view of the identity
it follows from the chain rule and [35, Lemma 2.3] that Z t is Malliavin differentiable for all t ∈ [0, T ]. If we rather assume (A6), then since X t is Malliavin differentiable, the Malliavin differentiability of (Y t , Z t ) follows from the chain rule and [17,
Weighted Sobolev differentiable flow
We now investigate differentiability properties of the solution with respect to the initial variable of the forward process. Let 0 ≤ s ≤ t ≤ T and x ∈ R d . We denote by (X s,x , Y s,x , Z s,x ) the solution of the FBSDE
given by Theorem 2.1. The next result gives regularity of the function x → (X s,x , Y s,x ). Some notation need to be introduced before we state the result. Let ρ be a weight function. That is, a measurable function
For functions f : R d → R l satisfying this integrability property we analogously define the space L p (R l , ρ). Further denote by W 1 p (R d , ρ) the weighted Sobolev space of functions f ∈ L p (R d , ρ) admitting weak derivatives of first order ∂ x i f and such that 
Quasilinear PDEs with measurable coefficients
We now turn to the investigation of the PDE (1.1). Throughout the rest of the paper we assume l = 1. We will prove existence and a probabilistic representation for a solution of the PDE (1.1), and, using this representation will allow to further derive regularity properties of the solution. The existence and regularity results for FBSDE derived in the previous section will play important roles hereafter.
Existence of L p -viscosity solutions
Proof (of Theorem 2.3). Let us start by justifying continuity of the function v. Recall from Step 4b of the proof of Theorem 2.1 that there is a sequence of functions (v n ) converging locally uniformly to v on [0, T − δ] × R d for every δ > 0 and v n (T, x) → h(x) = v(T, x). Since h is assumed Hölder continuous, by Theorem A.2 there are constants C > 0, α ′ ∈ (0, α] which do not depend on n such that
This shows that v is Hölder continuous.
The proof of the viscosity solution property is inspired from arguments of Pardoux and Tang [36] . Let ϕ ∈ W 1,2 p,loc ([0, T ] × R d ) be a test function. Since p > d + 1, it follows by Sobolev embedding that ϕ admits a continuous version, which we consider henceforth. Let (t 0 , x 0 ) ∈ [0, T ] × R d be a point at which v − ϕ attains its maximum in a ball B r (t 0 , x 0 ), r > 0. Without loss of generality, we can assume v(t 0 , x 0 ) = ϕ(t 0 , x 0 ) and for ease of notation, we put
Assume by contradiction that there are ε > 0, η > 0 such that
where λ is Lebesgue measure on [0, T ] × R d . It does not restrict the generality to assume η = r. Let τ 1 be the stopping time
let τ 2 be the stopping time
, T ] and the fact that (X, Y, Z) solves the FBSDE (1.2), it holds Defining
we haveỸ
Using the mean-value theorem, the term in the Lebesgue integral can be written as
Since g and b are Lipschitz continuous in z the processes G and B are bounded. Thus, (Ỹ,Z) solves the linear BSDEỸ
This equation admits the closed-form solutioñ
with Q being the probability measure absolutely continuous with respect to P and with density
It is a consequence of Krylov's estimate and the assumption (4.1) that γ t > ε P ⊗ dt-a.s. In fact, 
where the last equality follows by the assumption (4.1). Therefore, 1 A (t, X t ) = 0 P ⊗ dt-a.s., showing that γ t > ε P ⊗ dt-a.s. Thus, taking t = t 0 in (4.3) it follows from (4.2) that
which is a contradiction. Hence, v is an L p -viscosity subsolution.
The L p -viscosity supersolution property is similarly proved.
Interior regularity of viscosity solutions and existence of strong solutions
We now turn to regularity properties of the function v solving the PDE (1.1) in the L p -viscosity sense. The fundamental arguments to derive regularity properties will be compactness properties of Sobolev spaces together with convergence properties derived in the proof of Theorem (2.1). 
where |O| is the Lebesgue measure of O. Moreover, by Lipschitz continuity of v n , the sequence (∂ x v n ) is uniformly bounded (provided that t ≤ T − δ), and therefore it is bounded in L p ([0, T − δ] × O). These show that the sequence (v n ) is bounded in W 1,2 p ([0, T − δ] × O). Since W 1,2 p ([0, T − δ] × O) is a reflexive Banach space, its closed balls are sequentially weakly compact (this is due to Alaoglu and Krein-Smulian theorems). Therefore, we can extract a subsequence again denoted (v n ) converging to someṽ in the weak topology of with x ∈ R d . Since b and g are Lipschitz continuous in (y, z) and y → g(t, x, y, z) is decreasing for every (t, x, z), it follows that F satisfies the conditions of [9, Corollary 3.3] in particular, it satisfies the conditions (SC) of [9] . In addition, Proposition 4.1 implies that u ∈ W 1,2 loc ([0, T ) × R d ). Thus, from [9, Corollary 3.3] follows that u is an L p -strong solution for some p ≥ (d + 1)/2. Using a time change again concludes the argument.
Having obtained existence of an L p -strong solution, the uniqueness claim follows from [9, Corollary 2.12] and continuity of v.
A. A priori estimations for quasi-linear PDEs
For the reader's convenience, in this appendix we collect some a priori estimations for quasi-linear PDEs. These are fundamental for the proofs of our main results. Different versions of these estimates can be found e.g. in [11, 25, 27] or [23] . The results we present here are taken from [11, 27] .
Recall that the Sobolev space W 1,2 p,loc ((0, T ) × R d , R l ) is the space of all functions u : (0, T ) × R d → R l such that for all r > 0, Let v be the unique classical solution of (1.1). Then for any δ > 0 there is α ∈ (0, 1) and constants C, C δ and C δ,α depending on k 1 , k 2 , k 3 , Λ, T, l, m, and the bound of b, g and which do not depend on the derivatives of b, g such that If h is twice continuously differentiable with bounded first and second derivatives, then (i), (ii) and (iii) hold with δ = 0 and C 0 may depend on D x h ∞ and D xx h ∞ as well.
Theorem A.2. ([11, Theorems 1.3 & 2.9]) Assume that the conditions (A1)-(A4) are satisfied and that h is α-Hölder continuous. Let v be a solution of (1.1) in the space W 1,2 d+1,loc ((0, T ) × R d , R l ). Then there are constants C > 0 and α ′ ∈ (0, α] depending only on k 1 , k 2 , k 3 , Λ, T, l and m such that
