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GMM does not suffer from the no moments problem, but like 2SLS, GMM has finite sample bias that grows with the number of moments.
In this paper we modify CUE to solve the no moments/large dispersion problem. We consider the dual formulation of CUE and we modify the CUE first order conditions by adding a term of order T −1 .
To first order the variance of the estimator is the same as GMM or CUE, so no large sample efficiency is lost. The resulting estimator has moments up to the degree of overidentification and demonstrates considerably reduced bias relative to GMM and reduced dispersion relative to CUE. Thus, we expect the new estimator will be useful for empirical research. We next consider a similar approach but use a class of functions which permits us to specify an estimator with all integral moments existing. Lastly, we demonstrate how this approach can be extended tothe entire family of Maximum Empirical Likelihood (MEL) Estimators, so these estimators will have integral moments of all orders.
In the next section we specify a general non-linear model of the type where GMM is often used. We then consider the finite-sample bias of GMM. We discuss how CUE partly removes the bias but evidence demonstrates the presence of the no moments/large dispersion problem. We next consider LIML and associated estimators under large instrument (moment) asymptotics and discuss why LIML, Fuller and HLIM and HFull will be inconsistent when time series or spatial correlation is present. In the next section we consider the no moment problem for CUE and demonstrate the source of the no moment condition. We then consider a general modification to the CUE objective function that solves the no moment problem.
We then give a specific modification to CUE and specify the "regularized" CUE estimator, RCUE, and we prove that the estimator has moments. Lastly, we investigate or new estimators empirically. We find that they do not have either the bias arising from a large number of instruments (moments) or the no moment problem of CUE and LIML and perform well when heteroscedasticity and serial correlation are present. Thus, while further research is required to determine the optimal parameters of the modifications we present, the current estimators should allow improved empirical results in applied research.
Setup
Consider a sample of T observations of random vectors (W t , Z t ) satisfying the conditional moment re-
where β is a K-dimensional parameter. E.g. in the linear instrumental variables case with a correctly specified first stage,
and
For purposes of estimation, we will consider an M-dimensional vector of unconditional moment restrictions
β) = h(z t ) (w t , β) =: h t (w t , β)
where h t is a K-dimensional vector of functions of z t .
The two-step GMM estimator for this problem minimizes is a consistent estimator of the variance-covariance matrix of the moment vector for an appropriate choice of w T (s, t). In the absence of autocorrelation, w T (s, t) = 1l{s = t}, for cluster sampling w T (s, t) = 1l{G s = G t } is an indicator for observations s and t belonging to the same cluster, and under general autocorrelation, w T (s, t) are more general kernel weights (see Newey and West (1987) and Andrews (1991) ).
Q(β)
For the following, denoteḠ
where without loss of much generality, we suppose throughout that the parameter of interest β is a scalar. 
Finite-Sample Bias in GMM
Using the notation introduced above, efficient two-step GMM solves
whereΩ is a consistent preliminary estimator of the covariance matrix ofḡ(β 0 ). For the purposes of this section, we will in the following take β to be a scalar, and treat Ω as known so we can ignore the potential 4 bias from using a consistent estimator of the optimal weighting matrix instead. 
Following the argument in Lemma 3.3 in Rilstone et al. (1996) , we can replace (β GM M − β 0 ) 2 by the square of the first-order approximation
and obtain an approximation up to terms of
Expanding the approximation from above in
around its limit and keeping terms of order up to
where we denote Ω := E[H H|Z] = Ω and
In the absence of autocorrelation, as in Theorem 4.5 in Newey and Smith,
where
. Therefore the bias of one-step GMM using the efficient weighting matrix increases linearly in the number of moments.
The CUE estimator is known to remove this bias from the correlation between the moment functions and 6 their Jacobians (see e.g. Donald and Newey (2000) , Newey and Smith (2004) ), but simulation studies suggest that like LIML in the case of the linear model with spherical errors, it may suffer from a nomoments problem in weakly identified moments (Guggenberger (2006) ). Below, we will give a heuristic argument why CUE should be expected to have no integral moments in many common settings and suggest a modification of CUE to fix this problem.
Inconsistency of LIML with many Instruments and Clustering
In the following section, we show the inconsistency of LIML for clustered samples in order to illustrate the need for an estimator which remains higher-order unbiased in the presence of autocorrelation.
With many weak linear moment conditions, LIML can be thought of as the CUE estimator using an estimator of the covariance matrix which is only consistent under homoskedasticity,
Therefore the expectation of the CUE objective function is equal to
so that the expectation of the LIML objective function differs from the limiting objective function Q 0 (β) by a term which will in general depend on the parameter β except when (Y t , X t ) are i.i.d. conditional on
As an illustrative example, suppose we have a sample of clusters g = 1, . . . , G where cluster g contains the observations i = 1, . . . , n g , and we want to estimate the linear two-equation model
and for i = j,
and assuming that observations are independent across clusters, i.e. for g = h,
the first-order conditions for LIML with respect to β evaluated at the true parameter (β 0 , π 0 ) can be written as
which will in general be different from zero unless the clustering coefficients for ε and that of its interaction with ν are the same. Under large-G/large n g asymptotics LIML is of course still consistent since the minimal eigenvalue converges to zero in probability, but ignoring autocorrelation may lead to inconsistency of LIML under Bekker (1994) many-moment asymptotics.
Therefore estimators which implicitly rely on an independence assumption like LIML, JIVE or HLIM (see Hausman Newey and Woutersen, 2007) will likely fail to remove finite-sample bias in common empirical settings exhibiting time-series or spatial correlation and/or clustering since these methods do not remove 8 the correlations between moments and their Jacobians across observations from the objective function.
In contrast, CUE with a correctly specified weighting matrix has been shown to remove that component of the bias (Donald and Newey (2000) , Newey and Smith (2004) ).
The No-Moment Problem for CUE
The source of the no-moment problem is that, as we will now show, under weak identification the true parameter β 0 does not satisfy the second-order condition for a minimum, ∇ ββQ (β 0 ) > 0 in the positivedefinite matrix sense with probability 1. To see why this will result in poor performance of CUE, consider again the case of linear moment restrictions,
for whichβ
If the second-order condition fails with probability greater than zero, ∇ ββQ (β) will be near singular with some probability, 3 resulting in "extreme" estimates for β.
Denoting derivatives with subscripts, in the scalar parameter case the first-order conditions for CUE can be written as
In order to verify that the second-order condition for a minimum at β 0 doesn't hold with probability 1, it is sufficient to show that the expectation of the first derivative of ∇ ββQ (β) is singular, or has deficient 9 rank. We can writeQ
where B 4 converges in probability to zero by the Slutsky theorem and the assumption thatΩ(β) is a consistent estimator of the GMM variance covariance matrix. In the following we will make the usual GMM assumptions (see e.g. Gallant and White, 1988) , in particular the moment functions and their first derivatives are assumed to have bounded 4 + δth moments, and the moment functions evaluated at the true parameter have mean zero. Furthermore we will consider two different forms of autocorrelation.
Case 1: Finitely Correlated Errors
Assumption 1 There is τ 0 << T such that for all τ > τ 0 and k, l, m, n = 1, . . . , K,
This assumption covers both the no autocorrelation case and clustered sampling. In this case, we can
Similarly,
Hence,
is near singular. As an example, the Staiger and Stock (1997) weak instruments asymptotics for the familiar linear specification (1) correspond to
which is the fastest rate in the first stage for which CUE will be well-posed in the limit.
Therefore, under weak identification the expectation of
in (3) becomes near singular, and the inverse in the approximation (2) forβ CU E is ill-defined, so that we would expect CUE to suffer from the no-moments problem in that case.
Case 2: Mixing Sequences
for some r > 2.
In particular it is possible to apply a mixing law of large numbers. Also for every s, t ∈ {1, 2, . . . }, the kernel weights have to satisfy lim T w T (s, t) = 1 and w T (t, t ± m T ) = 0 for some sequence m T −→ ∞,
T −→ 0 in order forΩ(β) to be a consistent estimator of Ω(β). Under these conditions, following an argument completely analogous to the proof of Lemma 6.6 in Gallant and White (1988),
This suggests that in the limit we should expect CUE to have no integral moments under weak identification if we allow for the moments and their derivatives to be mixing sequences.
A Modification of CUE with Finite Moments
With possibly dependent data, we can derive CUE from the dual maximization problem
π tĝt (β) = 0, and
where for CUE
and for a positive definite matrix W 1/2 and the T × k matrixg :=g(β) containing the moment vector g t (β) in its t-th column,ĝ
As for the blockwise empirical likelihood estimator described in Kitamura and Stutzer (1997) possi-
,t≤T which corresponds to a matrix with the Bartlett kernel function used for the Newey-West variance estimator, orW
which yields the robust variance matrix in the presence of one-way clustering.
In the dual formulation of the corresponding maximization problem, CUE solves the first-order con-
which have an interpretation as "empirical probabilities" in the Generalized Empirical Likelihood framework. We propose to solve a modification of the first-order conditions in which we replaceπ t with
T for some constant a > 0, and hold all terms exceptḡ(β) fixed atβ CU E , i.e. solve
Therefore we "bias" the estimates of the "empirical probabilities" toward 1 T and skews the first-order conditions towards those for the two-step optimal GMM estimator. This modification could be interpreted as a regularization in the that it penalizes variation in the "empirical distribution" (in the GEL sense). 
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We can rewrite these first-order conditions in vector form as If g t (β) is linear in β, we can solve for
The denominator of the new estimator is equal tõ
Since the first summand
is almost surely positive semidefinite, 5 the eigenvalues of the denominator
This matrix has the same eigenvalues as XPXΛ, which in turn is positive semi-definite since P is an orthogonal projector, and all elements of Λ are non-negative. Since ∆ is a quadratic form corresponding to a positive semi-definite matrix, ∆ ≥ 0 almost surely.
are bounded from below by min eig(T α T V) > 0 for any choice of α T > 0, where
Following a similar line of reasoning as in Lemma 2 in Fuller (1977), we can apply Lemma B from
Desgracie and Fuller (1972) to show that for any sequence
T , the modification of CUE in (5) has all moments up to the degree of overidentification for T sufficiently large. Also, since this estimator solves a convex combination of the first-order conditions for two-step GMM and CUE, it is asymptotically equivalent to both estimators to first order. If √ T α T → 0, the modified estimator will furthermore be second-order equivalent to CUE.
Extensions
From this argument, it can be seen that we can alternatively add any function J β (β) which is strictly increasing in β at β 0 to the first order condition and solve
for β, where now α > 0 is held fixed. In the simulations we implement
where the first choice mimics the modification proposed by Fuller (1977) . By an argument parallel to that in the preceding section it can be seen that any integral moment of the resulting estimator exists for a sufficiently large sample.
The idea of regularizing the "empirical probabilities" for CUE can also be extended to the entire family of Generalized Empirical Likelihood (GEL) Estimators, which solve the problem (4) for a general concave function (v). As shown in Newey and Smith (2004) , the GEL estimator solves
(β), and
. Under regularity conditions,λ =
, so that we can expandπ around λ 0 = 0 and obtain
where without loss of generality we impose the normalizations (0) = (0) = −1. Also, by L'Hospital's rule
Plugging this back into the expansion forπ t , it can be seen thatπ
T , so that in large samples the projection argument made for CUE will be valid for all GEL estimators. It should also be noted that if the third moments ofĝ t (β 0 ) are zero and the fourth moments are bounded, all GEL estimators are the same as CUE up to second order.
The Monte Carlo results in the next section demonstrate that CUE still has some bias for a large degree of over-identification most of which arises from the estimation of the optimal weighting matrixΩ. Newey and Smith (2004) showed that Maximum Empirical Likelihood (MEL) does not have this bias, so that applying the proposed modification to the MEL estimator should be expected to have even better finite-sample properties than the modified CUE. We leave this topic for future research.
Monte Carlo Study
We performed a simulation study to investigate the properties of the proposed estimators, "Regularized" CUE (RCUE) defined by the first-order conditions in equation (5), and RCUE2 (specified in equation (6)), and compare their performance with GMM, LIML, and CUE. In particular, we find that RCUE fixes the no-moments problem present in CUE while significantly reducing the overidentification bias of GMM in both the linear and nonlinear cases.
Baseline Design: Linear Model without Autocorrelation
For the simulation study we followed the heteroskedastic design of Hausman, Newey, Woutersen, Chao, Swanson (2007) in order to provide empirically relevant parameter choices for the severity of the endogeneity and heteroskedasticity. We then introduced autocorrelation into the model in the form of groupwise clustering and further generalized the design to allow for nonlinear models. The baseline design is as follows:
iid ∼ N (0, 1) in order to allow for heteroskedasticity.
The estimators we chose to compare for the linear model simulations are 2-step GMM, LIML, Fuller(c=1), CUE, and the two RCUE estimators. For RCUE, we found that the adjustment term c=1 (labeled RCU E 1 and RCU E2 1 in the tables) performed well in the simulations, although the choice of the optimal constant will be a topic of future research. We also report the results for c=4 (labeled RCU E 4 and RCU E2 4 ) to illustrate a small range of the bias and variance that the proposed estimators can have. These values for c are the most widely used values for the Fuller estimator since respectively they lead to a mean unbiased or a minimum feasible MSE estimator, respectively. In the nonlinear model, we restricted our attention to GMM, CUE, and the two RCUE estimators with c=1 and c=4.
In Table 1 , we compare the median bias of the several estimators. All of the estimators have biases which increase with the degree of overidentification, but the bias of GMM is much more pronounced as theory predicts, even approaching that of the OLS bias (unreported) for small values of the concentration parameter, CP, (more weakly identified models) and higher degrees of overidentification, M − K. On the other hand, the bias of CUE and LIML (under homoskedasticity) is much smaller, though also increasing in M − K and decreasing in CP. The RCUE estimators perform similarly to CUE, although they do exhibit a slightly larger median bias.
In Tables 2 and 3 , we see why it is possible for the RCUE estimators to restore the moments of CUE and lead to lower dispersion of the estimation results. In Table 2 , for each set of model parameters, the interquartile range for CUE is greater than for the RCUE estimators. In Table 3 , the result is qualitatively similar for the nine decile range (5lower CP and higher M − K. Thus, these results favor the use of RCUE over CUE.
In Table 4 , we see that GMM's mean bias is increasing in the degree of overidentification, M − K, and is in all cases greater than the bias for the RCUE estimators. In addition, the mean bias for the RCUE estimators is also well defined and stable for all simulation parameters while the inconsistent estimates (using the standard sample mean and variance estimators) of the biases of CUE and LIML demonstrate the instability of their first moment, which arises from the "moments problem" of non-existence of moments for these estimators. The simulated variance and MSE of the RCUE estimators in Tables 5 and   6 further support the claim that RCUE adjusts CUE in such a way to restore its moments and decrease estimator dispersion. Further, the first two moments of the RCUE estimators are comparable to those of the HFUL estimator in HNWCS (2007) (unreported). Other than the apparent inconsistency of LIML as evidenced by its erratic performance, no other substantive differences in relative performance emerge when testing the estimators under heteroskedasticity.
Linear Model with Clustering
The next set of simulations was generated by drawing G clusters based on the design in equations (7)- (8) where the disturbances (ε i , ν i ) are generated as
for a cluster correlation coefficient γ ν = 0, 0.5, g = 1, . . . , G, and i = 1, . . . , n g , the number of observations in the gth cluster. We also allow for clustering in the instrumental variables,
choosing parameter values γ z = 0, 0.5.
Once we allow for clustering in the first stage with G = 20, 50 clusters given the total sample size of T = 400 in Tables 7 and 10 , we first note the large median and mean biases arising from many moments persist in GMM, even after correcting for clustering. Also, LIML, which is typically suggested as a solution to the many moments problem has substantial bias under various conditions. On the other hand, in terms of median bias in Table 7 , CUE performs quite well, with much less bias than GMM, although it also exhibits a bias which increases in the degree of overidentification. The RCUE estimators have larger bias, but it still remains much smaller than that of GMM. The same results arise in Tables 8   and 9 in terms of the quantiles. Quantiles of the RCUE estimators are smaller than quantiles of CUE in all cases and provide preliminary evidence for the existence of the first two moments under autocorrelation in Tables 10-12 . There we find the mean, variance, and MSE of the estimators generally 6 existing for the RCUE estimators, but not for LIML or CUE, whose performance further suggests the moments problem.
We also tested HLIM and HFUL from HNWCS (2007) as well as CUE with a heteroskedastic consistent covariance matrix, but all three estimators performed similar to LIML and FULL1 in demonstrating sizable bias.
Nonlinear Specification
For the Monte Carlo study in Tables 13-18 , we changed the specification of the second stage of the baseline model to
which has a similar structure as the CCAPM specification in Stock and Wright (2000) .
The results resemble those in the linear case. In Tables 13 and 16, GMM shows substantial median and mean bias increasing with the degree of overidentification while CUE and the RCUE estimators exhibit much less median bias in all cases. In addition, in Tables 16 and 17 , the first two moments of the RCUE estimator exist under all cases, while they do not appear to exist for CUE. 7 Thus, the nonlinear simulation results suggest the wide array of the problems to which the RCUE estimators can be applied as they are capable of removing the bias present in GMM under quite general conditions while decreasing the dispersion of the CUE estimator to permit the existence of moments.
Conclusion
In this paper we attempt to solve two problems: the bias in GMM which increases with the number of instruments (moment condition) and the "no moment" problem of CUE that leads to wide dispersion of the estimates. To date, much of the discussion of these problems has been under the assumption of homoscedasticity and absence of serial correlation, which limits their use in empirical research. HNWCS (2005) propose a solution to the homoscedasticity problem for the linear model. In this paper we propose a solution to the more general problem for linear and non-linear specifications when both heteroscedasticity and serial correlation may be present. We propose a class of estimators "regularized CUE" or RCUE that reduce the moment problem and reduce the dispersion of the CUE estimator. The Monte Carlo results accord well with the theory and demonstrate that the new RCUE estimator performs better than existing estimators. As topics for future research, we recommend investigation of the optimal value of the parameter in the RCUE estimators and application of the estimators to the class of Maximum Empirical Likelihood estimators, which is likely to decrease estimator bias even more. 
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