ABSTRACT Motivation: Our knowledge of metabolism is far from complete, and the gaps in our knowledge are being revealed by metabolomic detection of small-molecules not previously known to exist in cells. An important challenge is to determine the reactions in which these compounds participate, which can lead to the identification of gene products responsible for novel metabolic pathways. To address this challenge, we investigate how machine learning can be used to predict potential substrates and products of oxidoreductasecatalyzed reactions. Results: We examined 1956 oxidation/reduction reactions in the KEGG database. The vast majority of these reactions (1626) can be divided into twelve subclasses, each of which is marked by a particular type of functional group transformation. For a given transformation, the local structures of reaction centers in substrates and products can be characterized by patterns. These patterns are not unique to reactants but are widely distributed among KEGG metabolites. To distinguish reactants from non-reactants, we trained classifiers (linear kernel Support Vector Machines) using negative and positive examples. The input to a classifier is a set of atomic features that can be determined from the 2D chemical structure of a compound. Depending on the subclass of reaction, the accuracy of prediction for positives (negatives) is 64 to 93% (44 to 92%) when asking if a compound is a substrate and 71 to 98% (50 to 92%) when asking if a compound is a product. Sensitivity analysis reveals that this performance is robust to variations of the training data. Our results suggest that metabolic connectivity can be predicted with reasonable accuracy from the presence or absence of local structural motifs in compounds and their readily calculated atomic features. Availability: Classifiers reported here can be used freely for noncommercial purposes via a Java program available upon request.
INTRODUCTION
High-throughput analytic techniques of metabolomics now allow large-scale characterization of the metabolic state of a cell (Fiehn, 2002; Kell, 2004; Dunn et al., 2005) . Metabolomic approaches are designed to detect the metabolites in a complex mixure as comprehensively as possible. The various techniques, when used in combination, can be highly sensitive. A goal of metabolomics is to * To whom correspondence should be addressed. define and monitor the entire metabolite complement of a cell, and progress is being made in this direction (Fernie et al., 2004; Goodacre et al., 2004) .
Although our knowledge of metabolism is extensive, it is still incomplete. Many metabolites present in cells, and their reactions and associated enzymes, remain to be discovered. Systematic and rapid approaches for determining how a newly discovered metabolite is produced and consumed are lacking. Thus, a present challenge for bioinformatics in support of metabolomics is the development of computational methods that will help place novel metabolites in the context of biochemical pathways efficiently and accurately.
The prediction of metabolic reactions has been a topic of interest for some time, in part because the metabolic breakdown products of a drug can sometimes be toxic (Anari and Baillie, 2005) . Bioremediation is another area in which predictive understanding of metabolic breakdown products is important (Langowski and Long, 2002) . Because enzyme-catalyzed reactions are generally too complex to be predicted from first principles, a variety of knowledge-based expert systems have been developed for predicting metabolic transformations (Greene et al., 1999; Langowski and Long, 2002; Payne, 2004) , and several software tools are available for the prediction of biodegradation pathways, such as MetabolExpert (Darvas 1998) , METEOR (Greene et al., 1999) , META Talafous et al., 1994) , and others (Hou et al., 2003 , Jaworska et al., 2002 McShan et al., 2004; Mayeno et al., 2005) . These systems are based on expert-defined rules for biotransformations that generalize the transformations of known reactions. For example, a recently developed system, BNICE, is based on around 250 enzyme-reaction rules derived from the Enzyme Commission (EC) classification system (Hatzimanikatis et al., 2005) . The rules are essentially generators of chemical reactions, and they are applied to enumerate the reactions in which a molecule of interest may potentially participate. The number of rules varies from system to system [cf., META, which is based on 1118 rules Talafous et al., 1994; Anari and Baillie, 2005) ]. The number of rules reflects the level of abstraction judged to be appropriate, the intended scope of application, and the data considered when formulating rules.
A common problem of systems for rule-based reaction prediction is the number of false positives. Given a molecule, rule application tends to generate a large number of possible reactions, and a combinatorial explosion occurs if rules are applied iteratively to the products of predicted reactions (Hatzimanikatis et al., 2005) .
To mitigate this problem, researchers have attempted to use expert knowledge to limit the generality of rules. Some systems provide priority indices or other filters based on expert knowledge to aid a user in assessing the likelihood of a reaction (Payne, 2004) .
Here, focusing on oxidoreductase-catalyzed reactions, which account for more than one third of all known enzymatic reactions documented in the KEGG database (Goto et al., 2002) , we extend rule-based reaction prediction by incorporating the use of machine learning. Using information about reactions and metabolites available in KEGG, we train a Support Vector Machine (SVM) to classify a potential reactant in an oxidoreductase-catalyzed reaction as a true or false reactant. The classification is based on seven quantitative structure-property relationship (QSPR) descriptors. We consider 12 classes of reactions, which are marked by characteristic functional group transformations. These reaction classes correspond more or less to subclasses of the EC 1 class of enzymes.
METHODS

Data
On December 8, 2005, the KEGG LIGAND composite database (Goto et al., 2002) contained information about 6455 reactions, of which 4993 are associated with a full EC number and 537 are associated with a partial EC number. These 5530 reactions involve a total of 4139 distinct metabolites as substrates, products, or cofactors. For each of these metabolites, we downloaded its associated MDL Mol file (if available) from the COMPOUND section of the database. This file encodes the 2D chemical structure except for hydrogen atoms, which are usually missing. To obtain complete structures, we added hydrogen atoms consistent with valency using CDK (Steinbeck et al., 2003) and JOELib (Wegner, 2004) . Chirality and other 3D structural features of the metabolites were not considered; results are unaffected because classifications are made on the basis of QSPR descriptors that depend only on 2D chemical structure (see below). Of the 5530 reactions with EC information, 1956 are classified as oxidoreductase-catalyzed reactions (i.e., assigned an EC 1.-.-.-number). We downloaded the information available about each of these reactions from the REACTION section of the database. In some cases, a metabolite in a reaction is indicated as having a generic R group. An example is the reaction with KEGG reference number R04429. In these cases, we replaced the R group with the simplest possible alkane group, which was usually a methyl group (-CH3).
Reaction classification based on functional group chemistry
Oxidoreductases catalyze oxidation and reduction reactions, which involve electron transfer from one metabolite to another. In the EC classification scheme, oxidoreductase-catalyzed reactions are divided into 22 subclasses based on the donor group that undergoes oxidation. Subsubclasses are defined based on the acceptor group.
Here, we consider 12 novel classes of oxidoreductase-catalyzed reactions (Table 1) , which we define based on functional group transformations of substrates, ignoring cofactors, such as NAD(P) + , FAD + , and O2. These classes largely correspond to EC 1 subclasses, though the correspondence is not 1-to-1. The 12 classes include 1626 of the 1956 oxidoreductasecatalyzed reactions in KEGG. The other 330 reactions, which we do not consider further, are exotic (e.g., they involve oxidation of a metal ion, sulfur group, or cofactor) or, in 114 cases, involve metabolites for which structural information is unavailable from KEGG. Most of the 1626 reactions classified in Table 1 belong to one of the 10 most populated EC 1 subclasses, which are 1.1, 1.2, 1.3, 1.4, 1.5, 1.7, 1.8, 1.13, 1.14, and 1.17. Within each of these EC subclasses, reactions tend to involve a particular functional group transformation or set of transformations, although there are a few exceptions (e.g., reaction R02260 in KEGG, which is assigned EC 1.2.1.49, is better placed in Class 1 of 
Reaction center patterns
A metabolite is a potential reactant in a reaction class only if it has structural features compatible with a class-specific reaction center, an example of which is shown in Fig. 1 . Because our 12 reaction classes are defined on the basis of functional group transformations, each reaction in a class must involve a reaction center that corresponds to the functional group affected by the characteristic transformation of the class. For example, a substrate in a Class 1 reaction must have a functional group that qualifies it as a primary or secondary alcohol or a hemiacetal. As can be seen in Table 2 , reaction centers are comprised of one to three atoms. The reaction centers highlighted in Table 2 , like any molecular pattern in fact, can be precisely encoded using SMARTS strings (James et al., 2005) . For example, the SMARTS string [C;!h0][Oh] encodes the first reaction center indicated in Table 2 (at top left). This pattern matches a hydroxyl group bound to a carbon atom of an alkyl group; thus, it can be used to identify alcohols. We manually identified reaction centers for all 1626 oxidoreductase-catalyzed reactions considered in Table 1 and encoded these reaction centers as SMARTS strings. We then sought, using a combination of expert knowledge (Silverman, 2000) and the results of graph mining (described in the paragraph below), to find more stringent structural requirements on the reactants in each reaction class by inspecting the structures surrounding their reaction centers, looking for both typical and atypical features. For each reaction center in a reaction, we initiated a breadth-first traversal of the graph corresponding to the chemical structure of each metabolite participating in the reaction-the substrate(s) and product(s) are considered in turn. The traversal begins with the atoms of the reaction center. At each depth of the traversal, we store the substructure (the reaction center plus possibly some local surrounding structure) corresponding to the subgraph visited. For example, for either the substrate or product of Fig. 1 , Atoms 2 and 5 and the bond between them are stored at depth 0. This initial subgraph corresponds to the reaction center. Atoms 1 and 6 and the bonds that connect these atoms to the reaction center are added at depth 1, and all other atoms and bonds are added at depth 2. Traversal, even if extension is possible, is halted at depth 2. In this manner, we obtained 25 collections of reaction-center-containing substructures for the substrates and products of the 12 sets of reactions indicated in Table 1 . A collection of substructures, which is one obtained for the substrates of the 540 reactions of Class 1, is illustrated in Fig. 2 . Note that, because Class 4 reactions have two products with distinct reaction centers, there are 25 rather than 24 collections. Each of the 25 collections was inspected and a set of patterns, encoded using SMARTS strings, was defined. These patterns, which we will refer to as reaction center patterns, were selected with consideration of Table 2 Reaction centers* (highlighted in red) and local structural motifs of substrates and products of the reactions considered in Table 1 .
Class of reaction Reaction center patterns for reactants
Reaction center patterns for products chemistry and with the goal of finding one or two patterns for each reaction class that together match as many of the known reactants in the corresponding class of reactions as possible. As described in more detail in Section 2.4 below, we used JOELib to perform SMARTS-based matching (Wegner, 2004) . The patterns we defined through this process are illustrated in Table  2 ; the SMARTS encodings of these patterns are provided in the Supplementary Material. There are one, one, and two reaction-center-containing substructures not matched by a pattern for reactions in Classes 1, 8, and 9, respectively. These rare substructures are found in only 10 metabolites, which are indicated in the Supplementary Material. In some cases, a reaction center pattern encompasses only a reaction center. In other cases, the pattern extends beyond the reaction center, which suggests that the surrounding local structure is important for reactivity. Our assumption is that the reaction center patterns of Table 2 , some of which include negative application conditions, represent structural motifs that are prerequisites for participation of a metabolite, as a substrate or product, in reactions of Classes 1-12.
Negative and positive examples for training
Negative and positive examples are required to train a binary classifier through supervised learning. Using routines for SMARTS string matching in JOELib (Wegner, 2004) , we identified the set of substructures among the 4139 metabolites in KEGG that contain each reaction center pattern of Table 2 . In finding matches, we used routines in JOELib, based on Hückel's rule, to identify aromatic atoms and bonds, and we used the UniversalIsomorphismTester routine in CDK (Steinbeck et al., 2003) to avoid multiple matches to a single substructure because of symmetry. We then divided each set of metabolite substructures into negative and positive examples. A substructure was considered to be a positive example if the metabolite containing it is documented in KEGG to participate in a reaction corresponding to the pattern the substructure matches. Other metabolite substructures were considered to be negative examples.
Atomic properties
Classifiers map inputs to outputs. Here, the outputs of interest will indicate whether a metabolite is a substrate or product in a reaction of a given type. The inputs that we will consider are atomic properties, namely, a set of seven QSPR empirical or semi-empirical descriptors calculated for each of the atoms in a reaction center. These descriptors were determined from 2D chemical structures using CDK (Steinbeck et al., 2003) and JOELib (Wegner, 2004) . Each descriptor is briefly described below.
Graph potential (Walters and Yalkowsky, 1996) . This topological descriptor provides a measure of the distance of atoms from the graphical center of a molecule. Atoms that are close to the center will have a higher graph potential than atoms that are far from the center.
Electrogeometrical state index, electrotopological state index, and conjugated electrotopological state index (Wegner and Zell, 2003) . These three indices characterize the electronic state of an atom in the context of other atoms in a molecule.
Gasteiger-Marsili partial charges (Gasteiger and Marsili, 1980 ). Gasteiger-Marsili partial charges characterize the distribution of electrons in a molecule, which is one of the most important factors influencing its chemical properties. These partial charges are calculated through an iterative procedure that balances electronegativity of charge and charge transfer through electronegativity difference. The partial charge of an atom depends on both the type of atom and its molecular environment.
Effective polarizability (Gasteiger and Hutchings, 1984) . This property measures the effect of an electric field on the electron cloud of an atom.
Sigma electronegativity (Hutchings and Gasteiger, 1983) . This property reflects the electron-attracting ability of an atom in its molecular environment.
We considered these descriptors for two reasons. First, they measure topological and electronic properties, which we expect to be important for formation and breakage of covalent bonds. Second, these descriptors are readily calculated.
Classifiers
To predict the potential of a given metabolite to participate in an oxidoreductase-catalyzed reaction, we trained binary classifiers for each reaction class. The classification problem is to predict whether a metabolite matching a given reaction center pattern (i.e., containing a substructure with a potential reaction center plus possibly some additional surrounding local structure) is a substrate or product of a reaction of the type corresponding to the pattern. Classification is made on the basis of the QSPR descriptors listed in Section 2.5, which are calculated for each atom in the putative reaction center. Thus, in classification, we consider from seven to 21 features of a metabolite, depending on the number of atoms in the putative reaction center, which varies from one to three (Table 2 ). To the best of our knowledge, this classification problem is novel. Thus, to establish a proof of principle and baseline performance expectations for a classifier, we decided to use a predictor method that is both simple and computationally efficient: a linear-kernel Support Vector Machine (SVM) (Cortes and Vapnik, 1995; Vapnik, 1998) . SVMs often perform well at correctly classifying data not in training data (i.e., at generalization). Various kernels are popular. Nonlinear kernels, such as radial basis function kernels, arguably offer the best SVM performance, although there is little theoretical guidance available about which kernel might be best for our problem. We used a linear kernel, corresponding to the simplest SVM, because this type of kernel has no adjustable parameters, and with this kernel, the weight vector w of the SVM (see below) provides a measure of which features have the most influence on classification outcome.
We considered 25 training sets, one (or two in one case) for each entry in Table 2 , as discussed in Section 2.4. Each metabolite substructure i in a training set has an ouptut yi = {-1,1}, depending on whether the metabolite substructure is a negative (-1) or positive (1) example. Each metabolite substructure is also associated with an input vector xi = (xi1,..,xid), which is based on the atomic properties discussed in Section 2.5. Unadjusted values of inputs can be on different scales. We linearly scaled the inputs xij such that mini xij = -1 and maxi xij = 1 for any given j. The length of the input vector, d, is the product of the number of atomic properties considered (7) and the number of atoms (from 1 to 3) in the reaction center associated with the training set of interest. The elements of the input vector are ordered according to the corresponding reaction center pattern, in which atoms in the reaction center are specified to have a fixed, arbitrary ordering. For symmetric reaction centers, elements of the input vector are further ordered according to a metabolite-specific ordering of atoms in the reaction center, which is illustrated in Fig. 3 .
Given inputs xi and output yi for all i in a training set, the idea of a linear SVM is to find a hyperplane in the space of inputs x, satisfying the equation w T x + b = 0, that splits the negative and positive examples with maximum margin. The margin of a separating hyperplane is the width by which it can be increased before touching a data point. The parameters of the SVM include the vectors w and b. Additional parameters include slack variables ξi and two penalty parameters C-and C+. The slack variables, which introduce a soft margin, are included to account for negative and positive examples that are not linearly separable (Cortes and Vapnik, 1995) , and the penalty parameters are included to effectively balance unequal numbers of negative and positive examples (Chang and Lin, 2001) . For simplicity, we use the following relations to specify the penalty parameters: C-= 1 and C+ = Nn/Np, where Nn is the number of negative examples in a training set and Np is the number of positive examples. The other parameters are found by solving a minimization problem:
Minimization is subject to the following constraints: and SVMs found as indicated above are used as follows. Given a SVM with parameters w and b and a metabolite substructure with inputs xi, we calculate the quantity w T xi + b. If the sign of this quantity is positive, the metabolite is predicted to be reactive in the type of reaction corresponding to the SVM. Conversely, if the sign is negative, the metabolite is predicted not to be reactive.
To measure the performance of a SVM, we count the numbers of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) that it predicts for test data. We then calculate two ratios: sensitivity, which is the fraction of positive examples that are predicted to be positives, Qp = TP/(TP + FN), and specificity, which is the fraction of negative examples that are predicted to be negatives: Qn = TN/(TN + FP). These quantities are calculated as part of a 10-fold cross validation (CV) procedure. In the CV procedure, the relevant training data set is divided randomly into 10 equal sets. Then, each of the 10 sets is used for testing while the other nine sets are used for training. In a sensitivity analysis, we varied the number of negative examples included in training sets, randomly excluding some fraction. Each of the above procedures was repeated 10 times; the mean values of Qp and Qn were determined in each case. Fig. 3 . Atoms in a symmetric reaction center (matched by the first substrate pattern of Class 3 reactions) are highlighted. Although the reaction center is symmetric, Atoms 4 and 8 are distinct because of their different chemical environments. Atoms in this reaction center, and all other symmetric reaction centers, are ordered based on their Gasteiger-Marsili partial charges, from most negative to most positive. Thus, Atom 8, which has partial charge 0.0123 eV, comes before Atom 4, which has partial charge 0.0343 eV.
RESULTS
As described in the Methods section, binary classifiers were developed for predicting the reactivity of potential substrates and products in the 12 classes of oxidoreductase-catalyzed reactions defined in Table 1 . A potential substrate or product is a metabolite that contains a substructure matching one of the reaction center patterns defined in Table 2 and is classified as reactive or not reactive in the corresponding type of reaction based on seven QSPR descriptors for each atom in the putative reaction center. These descriptors provide a characterization of the electronic and topological atomic properties of the potential reaction center. The accuracy of predictions was assessed by ten-fold cross validation. Results are shown in Table 3 .
We measure the quality of a classifier by its sensitivity, Q p , and specificity, Q n . The average sensitivity and specificity obtained for 10 sets of tests in a 10-fold cross validation (CV) procedure are given for each classifier in Table 3 , which also indicates the numbers of positive and negative examples used in each of the training sets. Sensitivity ranges from 64% to 93% for substrates and from 71% to 98% for products. Specificity ranges from 44% to 92% for substrates and from 50% to 92% for products. The standard deviation (not shown) is always small, being less than 0.03 for all cases. The substrate and product classifiers for a given type of reaction vary in performance because these classifiers were derived independently using distinct training sets. In training a classifier for a particular type of reaction, we used metabolites in the KEGG database not known to participate in that type of reaction as negative examples. However, our knowledge of metabolism is incomplete, and some of these putative negative examples might actually be positive examples. Moreover, negative examples include only metabolites that are substrates and/or products of known enzymatic reactions, which might weaken the ability of a classifier to generalize when applied to xenobiotic compounds or novel metabolites. To determine how classifier sensitivity and specificity depend on the negative examples included in a training set, we removed a fraction of the negative examples, which were randomly selected, and repeated the analysis of Table 3 . Fractions of different sizes were removed. Results for classifiers of potential substrates and products in Class 1 reactions are shown in Fig. 4 . These results, which indicate that sensitivity and selectivity are robust to variations of the training data, are typical. The results for the other group transformations are available in the Supplementary Material.
To determine the properties of reaction centers that are most relevant for predicting reactivity, we can use the weight parameters w of a classifier to rank the relative importance of its inputs x. The inputs weighted most heavily are most informative. In Fig. 5 , we report the weights of the classifier for substrates of Class 3 reactions, in which a CH-CH group is dehydrogenated with the . Weight parameter distribution for the linear-kernel SVM that classifies substrates of Class 3 reactions. The reaction center associated with this reaction class (CH-CH) is comprised of two carbon atoms. Thus, there are 14 inputs, x1,...,x14, the indices of which are indicated on the horizontal axis, and the same number of weights, the values of which are indicated on the vertical axis. Odd indices of inputs correspond to the first atom in the reaction center, whereas even indices correspond to the second atom. Recall that ordering of atoms in a reaction center is determined as described in Section 2.6. The first inputs considered (at left) are graph potentials. The other inputs are considered in the same order as they are listed in Section 2.5. Thus, the ninth and tenth inputs correspond to Gasteiger-Marsili partial charges of the first and second atoms, respectively. These inputs are associated with the two largest positive-valued weights (i.e., the tallest bars in the plot). As a result, a metabolite with larger, more positive partial charges will be more likely to be classified as a true substrate than one with smaller, more negative charges.
introduction of a double bond. As can be seen, the GasteigerMarsili partial charges of the two carbon atoms in the CH-CH reaction center are responsible for the largest positive contributions to the classifier output. This result suggests that reactivity requires a deficiency of electrons in the reaction center, which is consistent with chemical intuition. However, in general, there is no easily discernible chemical interpretation of the weight distribution of a classifier. Weight distributions for all classifiers are provided in the Supplementary Material.
DISCUSSION
The genome sequence of an organism can be used to identify genes coding for enzymes and to infer the metabolic network of the organism (Francke et al. 2005) , about which we may know little. However, only the reactions that have been characterized experimentally in some system can be inferred, and we have probably only scratched the surface. It is estimated that less than 1% of microorganisms can be cultured for laboratory study (Schloss and Handelsman, 2005) . Technological advances, particularly in mass spectrometry, have enabled the detection of many signals for metabolites in cell extracts that have never been documented or characterized before (Wagner et al., 2003; Breitling et al., in press ). We are now faced with the challenge of characterizing these metabolites and discovering the metabolic networks in which they are produced and consumed, as well as their regulatory roles, which may be significant (Wall et al., 2004) .
Here, we have developed binary classifiers, linear-kernel SVMs, that predict whether a potential substrate or product in one of 12 types of oxidoreductase-catalyzed reactions is a true reactant or not. The classifiers require structural information but no genomic sequence information. A 10-fold cross validation procedure was used to assess the performance of each classifier. Typically, but not uniformly, we find both high sensitivity and specificity (Table  3) , which suggests that the classifier inputs reflect the ability of a metabolite to participate in an oxidoreductase-catalyzed reaction in many cases. These inputs are descriptors of the topological and electronic properties of atoms in the potential reaction center. The overall results establish the feasibility of our approach and baseline performance expectations, and they should motivate the development of more sophisticated classifiers. For example, one might consider SVMs based on nonlinear kernels. A nonlinear kernel, such as a radial basis function or polynomial kernel, should, with careful selection of kernel parameters, perform better than a linearkernel SVM.
In cases where sensitivity or specificity is less than satisfactory, the particular descriptors we considered may simply be uninformative, in which case additional descriptors and/or more relevant or predictive descriptors might yield better results. Alternatively, it may be that reactivity is determined not by metabolite structure alone but rather by enzyme properties or the conformational changes induced by enzyme-substrate binding. The influence of enzyme-dependent properties on reactivity can be difficult to assess (Colombo and Carrea, 2002; Henkelman et al., 2005) , but more predictive descriptors of atomic and molecular properties can be obtained through straightforward application of quantum chemistry methods (Karelson et al., 1996) , which require a 3D chemical structure. The drawback of these methods is that they are more computationally expensive and technically challenging than the ones used here. However, again, our overall results should provide motivation for further study, including the consideration of more expensive calculations of metabolite features.
An advantage of the prediction system presented here over earlier rule-based approaches is the quantitative and automatic assessment of the reactivity of a given metabolite beyond a checking of the structural requirements of a transformation rule. Thus, experimental follow up can be focused faster on fewer metabolites, those with atomic properties characteristic of known reactants. The development of the methods presented here, which have been applied to a single EC class of enzyme-catalyzed reactions but can be extended systematically to the other five major EC reaction classes, represent a step toward the development of computational screening tools that can aid in elucidating the functional roles of newly discovered small-molecule metabolites.
