In this paper I evaluate the effects of a regional experiment that reduced payroll taxes by 3-6 percentage points of the firms' wage sum in northern and eastern Finland. I estimate the effect of the payroll tax reduction on firms' employment levels, wage sum and profits, and on workers' hourly pay and monthly hours worked, by comparing the changes in employment and wages before and after the start of the experiment to a control region. My results indicate that the reduction in payroll taxes did not lead to any unequivocal aggregate effects in the target region.
Introduction and background
The main objective of this project is to estimate by careful empirical analysis the average effect of a cut in payroll taxes on employment, wages and firm profitability. This effect is likely to be heterogeneous: different firms, depending on their size, capital intensity, worker turnover, etc, will probably experience differing effects. Mindful of the restrictions of a regionally narrow experiment, it is possible to some extent to probe these differentials. The Finnish payroll tax experiment that started in 2003 was originally limited to a three-year period, but its extension until 2012 means that firms may well make investment decisions and other adjustments targeted at longer time spans.
There is a rather strong consensus regarding the labour market effects of payroll taxes. There is a textbook model stating that a reduction in payroll taxes lowers wage costs and hence boosts the demand for labour. Its effect on employment then depends on the incidence of the tax. If the tax cut leads to higher wages that entirely offset the reduction in taxes, the tax cut will have no effect on employment, and if the labour supply is fully elastic, then the tax cut will result in higher employment. Empirical studies (with micro data and quasi-experimental settings) on this subject include Gruber (1994) , evaluating the effects of mandated maternity benefits in the US, and Anderson and Meyer (1997) and Murphy (2007) , who examine the incidence of unemployment insurance taxes. In these cases, the changes in payroll tax rates vary between firms because of the different composition of their labour forces or because the tax rates depend on firm characteristics. Another approach is to examine the effects of regional policies that create different changes in payroll tax rates between firms that are located in different regions but that are otherwise comparable. Prime examples include Bohm and Lind (1993) , who evaluate the employment effects of regional wage subsidies in northern Sweden, Johansen and Klette (1998) , who examine the effects of regional differences in payroll taxes in Norway, Bennmarker, Mellander and Öckert (2009) and Korkeamäki and Uusitalo (2009) , who evaluate the effects of recent regional wage subsidy schemes in Sweden and Finland. The general finding of these studies is that changes in payroll taxes are partly shifted to wages, with little effect on employment 1 . An exception is Crépon and Desplatz (2002) who evaluate payroll tax subsidies for low-wage workers. In this French case, the authors find significant positive effects on the employment of the affected group of workers.
Textbooks, however, say very little on the effect of payroll taxes on firm profitability. In the neoclassical family of labour market models, the zero profit constraint seems to void the question altogether. In recent years, empirical observations have dented these theories to some extent 2 . In their book on a closely related subject, minimum wages 3 , Card and Krueger (1995) consider the possible mechanisms by which changes in minimum wages could affect firms' profits 4 . Lacking suitable micro data for direct measurement, they use changes in firms' stock market valuations as an indicator of changes in profits. Also, changes in minimum wage legislation (or announced changes) are used as instruments to identify the effect of minimum wages on stock prices, and the implied change in profits is calculated. Card and Kruger find tentative evidence that announced rises in minimum wages induce investors to adjust their valuation of firms downward.
The first study on the direct effect of minimum wages on firm profitability is Draca, Machin and Van Reenen (2008) . They use the introduction of a national minimum wage to the UK labour market in 1999 as a quasi-experiment to identify the effect of a rise in minimum wages on profits. The motivation for their study is that in the UK case there was little impact on employment (Machin, Manning and Rahman, 2003 and Stewart, 2004) and also little evidence that firms were able to pass on higher costs to consumers by increasing prices (exceptions here are Aaronson 2001 and Aaronson and French 2007) . Draca et al. find a significant reduction in profits and a rise in labour costs owing to the introduction of a national minimum wage scheme, but neither employment nor productivity changed. They also report that in the longer run the labour cost hike did not seem to force the affected firms out of business.
There have not been any abrupt changes in wage schemes in Finland that could be used as instruments to estimate a wage cost effect on firms' profits. There is, however, an ongoing experiment in payroll taxes. In March 2002, the Finnish government agreed on a temporary removal of employer contributions to national pension insurance and national health insurance for firms operating in 20 target municipalities in Lapland and the Turku archipelago. The removal of these contributions lowered payroll taxes for eligible firms by an average of 4.1 percentage points. The programme was designed as an experiment with the stated aim of evaluating the effect of a cut in payroll taxes on employment in the target region. The payroll tax exemption was planned to last for three years, from 1 January 2003 to 31 December 2005. Already in May 2003, the government had decided to start a regional self-government experiment in Kainuu, eastern Finland, begin-ning from 2005. That experiment contained a similar provision for lowered payroll taxes as the Lapland experiment and hence the payroll tax experiment was expanded and extended until the end of 2009. The experiment has since been extended further until the end of 2012.
To sum up the current situation and motivate the need to assess whether payroll tax cuts have had an effect on firm profits, I draw the following conclusions. 1) According to our previous research of the first two years of the payroll tax experiment, the cut in northern Finland did not seem to have any immediate employment effects (Korkeamäki and Uusitalo 2009 ). This finding is supported by evidence from other Nordic labour markets. 2) There was some indication of rising wages, but not 1:1 with respect to the tax break -this is a finding that has also been made in Sweden and Norway. From 1) and 2) and supported by the UK case of a change in minimum wages, it seems likely that changes in payroll taxes could have an effect on firm profitability. Models of incomplete competition from the IO literature (Aaronson and French 2007) and matching models from the labour market side (e.g. Flinn 2006 ) can accommodate these profit effects, but their size remains an empirical question.
For this study, I have twice the number of firms in the treatment group compared to the earlier research, richer information on firms and more years of observations. However, I still do not find any effects on employment, wage sum or profits. The wage sum and profits measured in euro terms grew faster in the target region of the experiment, whereas the employment gains were negative, but none of the effects are statistically significant. The additional information available here does make the previous results concerning wages suspect, however -there still is a positive and significant wage effect in Lapland, but in Kainuu the effect is negative and significant. Certainly, there might have been a region-specific shock in Kainuu causing the negative effect, but I found no reason to believe that the result for Lapland was trustworthy.
That there was a tax cut is a fact and it can be observed to have lowered the cost of employment. Other results, however, are either non-existent or drowned in the standard errors. It is unfortunate that researchers were not consulted in the design phase of the experiment. The selection of the target region and the size of the tax cut were mainly driven by political feasibility, not by a focus on facilitating reliable and conclusive research.
The experiment, target and control regions and firms
At the turn of the millennium there was an ongoing debate over the relative merits of across-the-board, low-bureaucracy tax cuts and more targeted measures to promote employment. In March 2002, the Finnish government agreed to a temporary removal of employer contributions to national pension insurance and national health insurance (see Table 1 ) for firms operating in the 20 target municipalities 5 . The programme was designed as an experiment with the stated aim of evaluating the effect of a cut in payroll taxes on employment in the target region. The tax cut was designed to fit within the European Union de minimis regulations that govern firm subsidies. Therefore the maximum tax cut is 30,000 euros per year for each firm and the already heavily subsidised industries of agriculture, fishing and transport were excluded from the experiment. The payroll tax exemption was to continue for three years from January 1 2003 to December 31 2005. In December 2005, the government extended the duration of the experiment to the end of 2009. The original regional tax experiment is exhaustively described in Korkeamäki and Uusitalo (2009) .
The act on the regional self-government experiment in Kainuu was passed by the Finnish parliament in February 2003 and the experiment started on 1 January 2005. The aim of the self-government experiment is to gain experience of the effects of regional self-government on regional development work, basic services, citizen activity, the relationship between regional and state central government as well as between municipal and state local government. The Kainuu experiment provides the same payroll tax cut as the Lapland experiment but it is no longer motivated in the law as being an experiment nor is there any specific mention of an evaluation of the tax cut. The Kainuu experiment extends the payroll tax cut to public sector employers and this provision was extended to Lapland from the beginning of 2006.
The Kainuu region has nine municipalities with an area nearly equalling that of Belgium, but a population of only 85,000. The target region in Lapland is even larger in area, with a population of 65,000. Both can be described as sparsely populated, high unemployment regions with little manufacturing or other industrial activity. The share employed in agriculture and forestry is much higher and the average level of education much lower than in the rest of the country. The biggest employer is local government.
Finnish payroll taxes
Payroll taxes in Finland consist of employer contributions to the employees' pension scheme, national pension insurance, national health insurance, employment accident insurance, and unemployment insurance. The tax rates for the various components vary across sectors and by firm size, and firms' pension contributions depend on the characteristics of their employees. The components of the payroll tax and their evolution over the 15 years from 1995 to 2009 are presented in Table 1 . The largest component -contributions to the employees' pension scheme -has remained stable, while the other components have gradually been lowered after the recession in the early 1990s. Notes: contribution to employees' pension scheme is the average percentage share. The actual contribution depends on firm size and the characteristics of employees. The cost of accident insurance is also an average.
Target and control regions used in the evaluation
In our evaluation of the beginning of the Lapland experiment, the comparison region we chose was in northern Finland in an area with municipalities with similar economic and demographic conditions to those in the original target region. However, the core of our comparison region was Kainuu. Therefore, it became necessary to select a new region to work as a counterfactual for the larger experiment region.
Rather than hand-picking municipalities, I followed Bennmarker et al. and used the national firm subsidy rules to find an area where the operating environment for firms is comparable to the target region. The target region is contained in the two highest subsidy regions for the period 2000-2006 and in the highest category for 2007-2013. In the first period, firms in the Kainuu region and its surroundings to the west and south were eligible for the highest subsidies, with Lapland belonging to the second category. There was, however, a special provision for Lapland that granted firms almost the same investment and other subsidies as for firms in the first category 6 . The subsidy regimes were allocated according to EU rules, where the main factor was the level of NUTS3 region GDP per capita relative to the EU average -regions with less than 75% of the average were eligible for the highest subsidies.
The comparison region is formed of the non-target municipalities of the two highest subsidy regions for the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] . I have excluded the largest local administrative centres and university towns (Rovaniemi, Joensuu, Kuopio and Mikkeli) and one highly industrialised region (Kemi-Tornio) as there is nothing comparable in the target region. Figure 1 shows the regions on a map. I decided to drop the target region in the archipelago from this evaluation since it would have been hard to find a credible comparison for this very distinct group of municipalities. Table 2 highlights some important similarities and differences between the target and comparison regions and contrasts them with the rest of the country. The figures are from 2001, i.e. before the experiment had begun, but the main features are quite persistent through the whole period under evaluation. First, the part of Lapland that received the tax cut and Kainuu are very sparsely populated. The comparison region has more than four times as many inhabitants per square kilometre. However, the rest of Finland is more than five times as densely populated than the comparison region. Second, the population in both the target and control regions is declining and not growing. It is also older and less educated than the rest of the country. Third, the employment rate was markedly lower (and unemployment rate higher) in the target and control regions than in other parts of Finland. The share of municipal employees is particularly high in the Lapland and Kainuu regions and the share in the control region does not quite match that. The employment share of manufacturing is clearly lower in the target region but the shares of other industries are well aligned. I will look at the industry composition more closely when I describe the firms in the target and control regions.
Last, if we consider the public finance situation in the region that received the tax cut, we can see that the target and control regions are very alike: both are heavily dependent on state grants to finance their public sector. 
Target and control firms
Here I take a short look at the firm population in the tax cut's target and control regions. The first observation is that the firms are small -none of the firms that have all of their establishments situated in the combined area of the target and control regions has more than 600 employees. Furthermore, none of the firms in the target region has over 300 employees. This leads me to make one common support-type restriction for the comparison group: I drop a few large firms from the control group, as it is unclear if they are comparable to any firms in the target area. Other restrictions have to do with EU regulations on firm subsidies (firms in agriculture, fisheries and transport are not eligible for the payroll tax cut) and the technical properties of the firm and establishment data. I use only observations for firms that can be reliably linked between different registers and to all of their establishments for each year they occur in the datasets. In addition, I require that the information from all sources on the key variables is consistent
The main firm-level response variables in this study are employment, wage sum and operating profit. Almost all the other variables, e.g. various attributes of the firms' workforces and financial position, are more or less endogenous and hence cannot be used as explanatory variables. Were this a matching exercise, however, these and other pre-experiment firm characteristics would be used to first match and then to assess the quality of the matches. Therefore, I gauge the validity of the quasi-experimental setting in a similar manner by comparing the target area and control area firm populations. The only control variables in the regressions I run are industry and firm age group dummies. Even though the difference-indifferences set-up should remove time-constant firm-specific (and hence regionspecific) differences in levels, dissimilarities in industry growth trends should be taken into account if there are differences in the industry distributions between the target and control region firm populations. I report these distributions in Table 3 . In addition to the distributions, I also calculated a normalised difference for each industry share: Imbens and Wooldridge (2009) consider this a good measure to evaluate whether the regression methods are well suited to estimate the treatment effects. Imbens and Rubin (forthcoming) argue that normalised differences exceeding one quarter in absolute value would probably indicate problems. I also calculated a t-statistic for each variable. If this is a reasonable thing to do for a set of inter-related dummies might be questioned, but in the case of the industry distributions, it is not of importance if they differ in a statistically significant manner. The main point is to show that the distributions are similar enough that after controlling for industry the comparison between regions is internally valid. 
Subscript T refers to the target group and C to the control group.
According to Table 3 there are some statistically significant differences in the industry dummies but the standardised differences are well under the aforementioned 0.25 in absolute value. Table 4 reports the pre-experiment values of the dependent variables (and turnover). Here it might be argued that the t-statistic is the more interesting measure. If, indeed, there are significant differences (in differences) in the main outcomes immediately before the experiment, a possible point of concern is whether controlling for firm fixed effects is enough to make causal inferences on the effects of the tax cut valid. In Table 4 there are no statistically significant differences at the one per cent risk level. The target region firms are somewhat smaller and their growth two years prior to the start of the experiment in Lapland was a little slower than in the control region. Even if this difference is not significant, this might call for the use of firm-specific slopes in the regressions. Notes: 1) Employment as in the Financial Statements data. 2) Measured in levels. All other growth variables are also in levels, not percentages. For the definition of the normalised difference and t-statistic, see Table 3 .
The numbers in Table 4 are in levels but a reproduction of the table in logs yields qualitatively similar numbers, only with smaller (less significant) differences between the groups. A more rigorous way to look into the validity of the targetcontrol grouping is to estimate the treatment effect model with dummy experiments for the pre-treatment years. This is done in the robustness checks section of the results chapter. The information on financial statements and balance sheets in the firm data come mainly from the tax authorities and are checked for consistency by Statistics Finland. The employment measure, the number of employees on a firm's payroll over the calendar year, which we used in our previous study, also came from the tax register. In this study, I use an alternative measure, the number of employees in the firm in the last week of the year. This is calculated from the FLEED employee panel 8 and was not previously available for the relevant years. I consider the cross section information on employment a more reliable measure of a firm's average annual employment than the tax register number. The Business Register data is used mainly to identify firms that reside entirely in either the target or comparison region of this study, i.e. that all establishments of a given firm are in the same area. That enables me to keep the multi-establishment firms in the data. There are only a few of those but as they are large firms, it is potentially important to keep them in the data instead of dropping them altogether. In principle, the firms with establishments both in the experiment and control regions would be very interesting cases but there are very few of those in the data and they are dropped from the sample.
Data sets
The Structure of Earnings data come from Statistics Finland's data on wages and salaries, which is compiled by combining data collected by employer organisations from their members with those from Statistics Finland's own wage and salary survey. The Confederation of Finnish Industries (EK) collects comprehensive wage data from all of its member firms in October of each year. The data consists of complete payroll information, excluding top management and owners of the firms. EK member firms cover ~70% of Finnish GDP and have ~950,000 employees. The number of employees in EK member firms represents approximately half of entire private sector employment (~1.8 million in 2009). The Statistics Finland wage survey is sample-based and stratified by size category and industry classification. Wage and salary data on employees are collected from October. Only firms with five or more employees are sampled and the sample covers ~10% of workers in unorganised firms. The Structure of Earnings wage data covers all organised employers and is representative of unorganised employers. However, while the firm level data consists of near-complete firm populations, the Structure of Earnings data is much more limited in scope. The wage data covers ~5% of the target region firms and ~20% of the target region employees and the samples are by no means random. There is also quite a lot of yearly variation in the number of wage records per firm. Compared to the firms' personnel as calculated from the FLEED worker panel, or what is stated in the firm register, it seems that for some years much of the personnel of some firms is missing. Therefore, the validity of the wage data is not as good as the firm data. On the other hand, the quality of the information on wages should be very good, and much better than a proxy calculated from the firm data. As long as the method of selection into the dataset does not vary between the regions (it should not), comparisons should be possible. Information on hours is less accurately measured. It is calculated as 4.345 times the regular weekly hours plus overtime. The reporting of overtime varies, and for employees with a monthly salary (two thirds of the wage data) it might be a more error-prone measure than for the workers paid by the hour.
The datasets are available for research in the research laboratory of Statistics Finland.
Identification
The starting point for estimating the effect of the payroll tax reduction on firm-(or individual-) level responses y i is a regression , 1,..., ,
where λ t are year effects, w it indexes the treatment 9 , x it are the firm-level control variables, c i is the firm fixed effect and u it are the idiosyncratic errors 10 . Estimation by FE or first differencing to remove c i is standard if the treatment is uncorrelated with u it . Removing firm fixed effects would also remove any systematic differences between the treatment and control groups. While focusing on the changes differences away pre-existing dissimilarities between the target and control regions, it is still possible that the target and the control regions experience different shocks or display different pre-existing trends in the response variables. In particular, differing industrial structures may lead to different timing of the business cycle in the control and the target regions. It is easy to add region-or industry-specific time trends or their interactions to (1). It is also possible to account for differing trends for each firm:
Equation (2), a random linear trend model, is a special case of a correlated random coefficient model, which can be consistently estimated for T ≥ 3 by first differencing 1 , 2,..., , where
and then running a fixed effects regression -or by differencing for a second time (Wooldridge 2005) .
If assignment to the treatment and comparison groups is a random draw or an unconfounded natural experiment, (3) estimated with standard regression methods will yield unbiased estimates and inference. Donald and Lang (2007) , Bertrand, Duflo and Mullainathan (2004 ), and Hansen (2007a , 2007b ) consider a case with unobserved group effects that introduce dependencies in the error terms between firms within groups (Donald and Lang) or over observations of the same units over time (Bertrand & al.) , and how these could be dealt with in a setting where both the number of groups and observed time periods becomes large (Han-sen). Not accounting for these group-wise or temporally correlated errors still gives the correct treatment effect estimate but invalidates inference.
In the Finnish tax cut case the number of groups is two or, at a stretch, three. Hence, the cluster sample methodology of Donald and Lang is not applicable. With two clusters, the cluster effect cannot be estimated and inference on the treatment effect estimator is impossible. I argue that in the Finnish case the test and control firms, although situated in geographically distinct areas, are actually in the same region as defined by firm subsidy rules. Therefore, it is unlikely that there would be a group effect large enough to swamp the sampling variance in sample means for treatment and control firms. Indeed, the identification (rather than the correct inference) of the tax cut effect hinges on the experiment being uncorrelated with other shocks in the target or control regions. On the other hand, it is likely that observations on the same firm are correlated over time. Therefore, I use one of the methods advocated by Bertrand et al. (2004) to take this type of error correlation into account.
In practice I first estimate (1) and (2) I also ran regressions (1) and (2) directly, using policy change indicators for each year (2001,…, 2006) separately to better understand the timing of the effects and to see if experiments defined in this way obtain significant coefficients in wrong years. I comment on these and the other robustness checks in the next section. One direct observation is that estimating (1) is not sufficient: there appear to be trends in some of the response variables. Therefore, I report only results where trends are accounted for.
The original dataset has information on all relevant variables for the period 1999-2007. In the regression analysis, I use data on 2001-2006, i.e. from two years prior to the start of the experiment in Lapland until the experiment has run for two years in the Kainuu region. The main reason for doing this is to avoid using years too far from the tax change and thereby avoid mixing up the tax cut effect with other possible regionally occurring shocks. Another reason for dropping the year 2007 is the start of yet another regional employment subsidy scheme, where the experiment area partly overlaps with both the Kainuu region and the comparison region used in this study.
Results
The impact of the payroll tax cut is explored in this section. 
4) the intersection of groups 2 and 3.
Group 1 is the base group and groups 2-4 are formed from it according to the above criteria.
These groupings are designed to focus on groups of firms intuitively the most sensitive to changes in labour costs and to ascertain that the possible effect of the tax cut is not drowned out by other strategic actions by large firms 13 . Group 3 is probably the most interesting as in this group the tax cut makes hiring an extra employee cheaper and the restriction does not severely reduce the number of observations (see Table 5 for number of observations).
Some of the response variables are not defined for all observations: there are no logarithms for non-positive values, relative changes 14 are not defined for two consecutive missing values (for two consecutive zeros I set the relative change to zero) and for differences one needs two consecutive non-missing observations. I choose not to limit the observations to those where all the responses exist and therefore, in addition to the groupings, the number of observations differs across the response variables. This decision does not affect the estimates much but helps to tighten the confidence intervals by making use of all available information. I report the number of observations on each response type for employment for the aforementioned groupings in Table 5 . The numbers for the other response variables follow these closely and are not reported.
The most important difference between the measures (levels, logs, differences, differences in logs, differences in relative changes) is that for the levels, differences and differences in relative changes I have added an observation for firm exits. Otherwise, the last change in e.g. employment from a positive value to zero would be omitted. For logs or changes in logs, this is not possible. 
Effect on employment, wage sum and profits
I start by looking at employment in the firms. Employment is measured as the number of workers employed at the end of the year.
The coefficients of the treatment indicator from regressions where the dependent variable is employment are reported in Table 6 . The first four columns contain estimates from regressions without firm-specific slopes, but there are controls for region and industry trends. Columns five to eight are from regressions with firmspecific slopes.
The estimates in Table 6 show no statistically significant effects on employment. All estimates where the unit of measurement is employees (row 1) are negative, meaning that the aggregate effect for the target region was also negative. The estimates are positive when the response is measured in differences-indifferences in log employment (without firm-specific trends) and diff-in-diffs in percentage terms (with and without firm-specific trends). The differences in growth estimators in the lowest row are actually not that small and show the largest "effect" for group 3, but the standard errors are far too large to warrant any conclusions regarding positive effects. While the differences in logs and differences in relative changes measure the same thing, the results differ owing to the exclusion of zero employment observations from the logs. -2, 2] . P = 0 when X is zero for periods t -1, t. All regressions have controls for year effects and firm age. In all regressions without firm fixed effects, industry is controlled at the 4-digit level (338 classes in data) to account for industry-specific trends.
Findings from our previous study 15 and the findings from other recent studies of northern Sweden and Norway showed that a payroll tax cut is likely to push wages up. In Table 7 I report the results from regressions on firms' yearly wage sum. None of the estimates is statistically significantly non-zero. The aggregate effect on the target area wage sum is positive (group 1, row 1). The estimate coming closest to being significant is the diff-in-diffs estimator (2,427 euro) for group three without firm-specific trends. The differences in relative changes estimators that were positive for employment are also positive here, but are smaller. See Table 6 for explanatory notes.
Compared to the wage and employment effects, the detection of profit effects is made even harder by the fact that profits is a quantity containing far more idiosyncratic and time series variation than the wage sum or employment. The measure for profits I use is operating profit. Due to changes in accounting practises, this is the only profit measure in the data that is consistent over time. As operating profits quite often show negative values (23% of the observations), the taking of logs and calculating relative changes is not very meaningful. Therefore, I took proportional measures of profits relative to the wage sum. Operating profit relative to the wage sum does not directly measure the effect of the tax cut on profits but gives an indication of whether the tax cut had an effect over and above the effect on wages. The estimation results in Table 8 show, again, no statistically significant coefficients. See Table 6 for explanatory notes.
Effect on wages and hours, individual wage records
The number of individual wage and hours observations is decent (see Table 9 ) but the number of firms is small compared to the total number of firms. I have maintained the same grouping (1-4) as in the previous subsection. The added groups are
5) observations where a worker stayed in the same firm and occupation from t-1 to t and 6) firms on 4-digit industry common support, i.e. in industries that are found in both the treatment and control areas.
The main reason for forming group 5 is to reduce noise. On the other hand, it could be argued that wage changes often occur in conjunction with a change of occupation or employer and therefore such movers should be kept in the data. This grouping might also be used to account for different mobility patterns across the regions but such differences do not exist. I generated group 6 to account for the fact that in the wage data there are a few firms operating in industries that were completely lacking in the target (or control) area and thus one could consider these parts of the data incomparable to the other region, even after controlling for industry. The evidence from the wage regressions to back up the earlier result of the tax cut being channelled to higher wages is scant. I present the results in Table 10 . The differences-in-differences estimates without worker fixed effects (left half of Table 10 ) are mostly negative and also statistically significant for group 6, workers in the industry common support, indicating a wage drop of 26 cents per hour, or 1.6 percent. When worker-specific slopes are added, all estimates become smaller in absolute value but those for group 6 retain their statistical significance.
Here the standard errors are also tight enough to show that wage changes cannot have accommodated any large changes in the firms' wage sum. All regressions have controls for year effects. Industry is controlled up to 16 classes. The individual controls are gender, education level, age and age squared, tenure and indicators for firm or occupation change. Occupation is controlled at the 3-digit level (91 classes in the data).
The wage sum could rise more than employment without changes in hourly wages if the hours worked increase. The Structure of earnings data has information on monthly hours but how accurately it measures the actual hours worked varies across industries and depends on which collective agreement is followed.
The regression results where the dependent variable is "monthly hours worked" are presented in Table 11 . The only statistically significant estimates are found for group 4 when the measure is diff-in-diffs without employee-specific slopes. Most of the estimates measuring proportional changes (differences in logs, differences in relative changes) are negative. Notes: Coefficients in bold are significant at the 5% risk level, standard errors in (parenthesis). See Table  10 for description of the grouping.
* Hours are calculated as 4.345 times the regular weekly hours + overtime.
Robustness checks
The payroll tax experiment did not, on average, have a statistically significant effect on employment, firms' wage sum or operating profit at a regional level. It might have had a surprisingly negative effect on hourly wages. I did some robustness checks to scrutinise these results, but first I try to see whether the data allows any precise identification of the experiment.
Where did the money go?
After finding no clear effects having examined a number of measures of firms' performance, the question arises whether the experiment is too small to register in the data at all or if the quality of the data is too poor for the purpose. Compliance on the part of the firms is not a problem. Taking part in the experiment only requires firms to notify their local tax office that the firm is not going to pay the first 30,000 euros of the combined national pension insurance and national health insurance and to report the deducted amount at the end of the calendar year. According to the data from the tax authorities, practically all the firms with employees in the target area filed a starting declaration.
The most disaggregated measure in the data containing the waived part of payroll taxes (national pension insurance and national health insurance) is called "other labour costs". These labour costs are directly related to the wage sum, excluding pension contributions. The waived part is a little over half of this "other labour costs" entry. The other half consists mainly of accident, unemployment and group life insurance payments (see Table 1 ). The exact amount of the reduced payroll taxes for each firm would be available from the tax records, but in order to see how reliable the firm register data is, I estimated the effect of the payroll tax reduction on other labour costs. If it were not visible at all, it would raise a serious concern about data quality. The results of these regressions are presented in Table 12 . -2, 2] . P = 0 when X is zero for periods t -1, t. All regressions have controls for year effects and firm age. In all regressions without firm fixed effects industry is controlled at the 4-digit level (338 classes in data) to account for industry-specific trends.
The "other labour cost" regressions show clear reductions, but the reductions are smaller than what one would expect. The diff-in-diffs estimates are approximately 600 euro, or 2.3% of the wage sum. What is notable, however, is that in groups 2 (and 4) the effects in terms of share of the wage sum are very small or non-existent. A more careful inspection of the one-year treatment effect regressions shows that there might be a problem with the comparability of the treatment and comparison regions after all: many response variables for the target region firms for 2006, especially in Lapland, indicate that some other factors besides the tax experiment are probably driving the differences between the regions. Hence I re-estimated the models for differences so that the treatment in Lapland lasted only for two years (as in Kainuu), instead of four. The results of this exercise are given in Table 13 . Now almost all the effects on other labour costs become larger and more statistically significant -in particular the results for groups 2 and 4 change. Notes: see Table 12 for explanatory notes.
However, dropping treatment status from the years 2005 and 2006 in Lapland does not change the results for any other responses -none of the firm-level responses becomes statistically significant and the possible negative effect on wages remains the same.
The role of firm exits
The proportional diff-in-diffs estimator for employment is larger than the changes in log's estimator ( Table 6 ). As the changes in log's estimator omits the effect of firm exits, the result gives an indirect indication that the tax break might have helped some firms to continue operating rather than exiting. The yearly number and share of exits of firms that existed in 2001 are given in Table 14 . The definition of exit is based on information in Statistics Finland's firm and establishment registers: a real exit occurs during a year if the firm code and all establishments linked to it at the end of the previous year disappear from the register. I estimated the effect of the tax experiment on exits using a Cox proportional hazards model where I controlled for the treatment area (Lapland and Kainuu separately), industry and the firm's age group. The coefficient of interest is the tax cut indicator. I used first the same dataset as in the regressions on employment. Then I estimated the model for an extended time period where I included all firms functional in 1999 in order to have more pre-experiment years for Lapland. The effects of the tax cut on firm exits are similar and they are not statistically significant in either case. I report the results only for the 2001-2006 period (see Table 15 ). The use of a stock sample, i.e. firms that exist in a certain time period, would be problematic if my interest was in the duration dependence of firm survival. Here the focus is on the effect of the tax cut on the existing firm population and hence the oversampling of long-standing firms would be a different issue.
Other subgroups
The results were derived for subgroups that I considered sensible but that were somewhat arbitrary. Here I comment on the results for a number of groupings, omitting the tables for the sake of brevity. The first group comprises firms that existed throughout the entire observation period of [2001] [2002] [2003] [2004] [2005] [2006] . This is a potentially more stable group of firms, and a group that was exposed to the experiment for the longest time span. This kind of constraint also excludes exiting firms from the sample. On the one hand, exits most definitely belong to the data as a vital part of firm dynamics. On the other hand, exits of large firms could have a substantial effect on total employment in the region and it could be argued that relocating a manufacturing firm to China or Estonia is not directly related to small changes in payroll taxes. Therefore excluding these events would be justified. These results, however, are very close to those obtained for group 1. If one were to look very carefully, the drop in the other labour cost variable is largest and the rise in the wage sum biggest in this group, but the differences are small.
To account for the fact that the wage regressions were run on a small subgroup of the firm data, I also ran the firm-level regressions for the same subgroup of firmyear observations that occur in the wage data. The possibly negative wage effect is indeed mirrored in these results. Most of the coefficients in the wage sum regressions are negative but do not differ significantly from zero. The estimates of changes in operating profit are much larger than for the complete firm data. Owing to the small sample size, none of the effects is statistically significant.
For two thirds of the workers in the wage data, hourly pay is calculated from monthly wages and information on actual hours worked. If the information on hours were for some reason less reliably recorded than wages for this group, it could lead to a blurring of the results. I ran separate regressions for workers with hourly wage and monthly salary and the results do not reveal any large differences. The wage effects (still mostly insignificant) are, however, consistently more negative for hourly paid workers and the monthly hours effects are larger for salary earners. The difference between the coefficients is insignificant.
The small firms (group 3) were defined in terms of their pre-experiment payroll tax payments. Another way of defining small firms is to use a clear personnel limit. If I apply a limit of a maximum of 10 employees on any of the preexperiment years, I capture 90% of the firms. They account for almost exactly half of the total employment in the target and control area firms. The results for this group are very close to the group 3 results.
The last subgroup I considered was the large firms, defined as being above the maximum payroll tax cut for both 2001 and 2002. This is a small group and does not weigh too much in the firm level regressions. None of the treatment effects is statistically significant for them alone. One reassuring finding amidst the nonexistent effects was that the differences-in-differences estimate with firm-specific slopes for the reduction in other labour costs is 23,483 euros for the basic prepost estimate and 28,539 euros when the treatment is limited to the two postexperiment years in Lapland. This gives an indication that the data correctly captures the maximum tax cut for this group of firms.
Yearly (placebo) experiments
In my regression set-up, the last stage regression is run on observations of one pre-and one post-experiment observation per firm. As there are several pre-and post-experiment years in the original data, it makes it possible to estimate a yearly effect separately for each year. If statistically significant differences appear even before the experiment started, this could indicate that something other than the payroll tax experiment is driving the results.
Employment. None of the yearly effects is statistically significant. There also does not seem to be any pattern to these effects, neither in the aggregates nor if I look at Lapland and Kainuu separately.
Wage sum. A negative effect on the level of the wage sum can be seen to originate from a downward trend in treatment area wage sums compared to the control area. The estimates for the first observation years are positive and the estimates decline year by year. None of the one-year estimates for first differenced responses is statistically significant.
Operating profit. None of the one-year effects is statistically significant. The diff-in-diffs-type estimates are greatest and positive for the start year of the experiment (2003 in Lapland and 2005 in Kainuu) , giving some weak evidence that the firms might have pocketed the savings.
Hourly wage. The significant and negative effect obtained for the industry common support group (group 6 in Table 10 ) originates from the year the experiment started in Kainuu (2005) , where there was a clear overall wage drop of three and a half per cent. In Lapland, however, there is a positive effect of 1.7 per cent in 2003 -after a negative and significant effect of 3.4 per cent in 2002. The other one-year effects are not statistically significant. That the negative effect occurs only in Kainuu and that there are statistically significant effects in "wrong" years implies that the observed negative effect has probably more to do with Kainuuspecific firm dynamics than with the payroll tax experiment.
The overall conclusion from the yearly effect exercise is that a) in most cases the standard errors are large compared to the pre-post regressions and b) the results for profits and wage sum give (very weak) support to the previous findings in the sense that the timing of the effects seems correct and c) the negative trend in the level of the wage sum implies that the firm-or region-specific trends are important and the fixed effects regressions on levels and logs are mis-specified.
Heterogeneous treatment
The size of the tax cut depends on the payroll tax class of the firm and could vary from three to six per cent of the wage sum, up to the maximum reduction of 30,000 euros. It would therefore appear reasonable to use the actual reduction percentage as the treatment, not just a dummy for being in the target region. Almost all of the small firms (groups 2-4) belong to the lowest payroll tax category, however, and even though I can classify the larger firms quite accurately into the right categories, there are bound to be some errors. That makes the usefulness of differentiated treatment level assignment less useful than it first appears. The actual percentage reduction in payroll taxes is also endogenous for the large firms, where the tax cut is topped at 30,000 euros, since it depends on the observed wage sum. I ran the regressions with the percentage reduction as the treatment but the results were almost identical with those obtained with a treatment indicator.
Lapland and Kainuu as separate experiments
I estimated models separately for the Lapland and Kainuu regions, keeping the comparison region constant. Keeping in mind the results for the "other labour costs" regression indicating that the year 2006 might be a problem in Lapland, I also estimated two-year treatment effects for Lapland.
The differences between the results concerning employment are small. The estimates for employment effects are close to each other for Lapland and Kainuu and none is statistically significant. The effect on the wage sum is larger in Kainuu but again not statistically significant, whereas the estimates for changes in operating profit are larger in Lapland, still without being significantly non-zero. The hourly wage regressions reflect the results already reported in the one-year effects section; there is a negative and significant effect in Kainuu and a positive and significant effect in Lapland that cancel each other out, yielding no overall effect. This is the largest difference in results compared to the Korkeamäki and Uusitalo paper.
Seasonality of employment and the data
The employment measure for a firm used in this study is the number of workers with an employment relationship with it at the end of the year. The wage sum and profit measures are for the accounting period, which is most often the calendar year. The wage records are for the October of each year. This time pattern could hide some effects in wages and employment. Spring and summer are the high seasons for tourism in Kainuu and Lapland and one could argue that a temporary reduction in labour costs would have the largest effect on short-term work contracts during the high season. Unfortunately, municipality-level monthly employment figures are not available. The only source would be the Labour force survey, but there the sample size in the treated region is not large enough for this purpose. Quarterly employment figures are available to a decent approximation of the target and control areas, however, and they show that employment is at its lowest in the first quarter, then rises 5-9 per cent for the middle quarters, after which it drops in the last quarter to close to the first quarter value. The pattern across regions is stable and similar and does not give rise to any concerns that seasonality masks some effects from the experiment.
Selecting the observation period
Dropping years from the beginning or the end of the current observation period of 2001-2006 has little effect on the results. The aforementioned trouble with 2006 in Lapland is to some extent present for Kainuu as well. Dropping that year lowers all the estimates a little, although none change their sign. Dropping the year 2001 has the opposite effect, i.e. the effects become somewhat larger but all remain well under the limit of becoming statistically significant.
Discussion and some conclusions
The main results of this study are that the payroll tax cut did not have a statistically significant effect on total employment, the wage sum, profits or wages in the target area. Most of the estimates are positive but unfortunately the standard errors are so wide that they could accommodate values indicating full shifting of the tax cut to either the wage sum, profits or, indeed, to employment. If we look at the euro-valued point estimates, the conclusion would be that the wage sum in the target region firms rose, employment did not and profits grew the most. Alternatively, if we consider the point estimates of the percentage changes, employment and the wage sum did grow by an equal amount and profits did not react. The only unambiguous finding is that the tax cut can be found from the Financial Statements data, although even there there was some uncertainty in the case of small and the least capital-intensive firms.
The effect on hourly wages found in Korkeamäki and Uusitalo (2009) is not found here for the combined target region of Kainuu and Lapland. The effect is still found for Lapland -but the estimates for Kainuu would imply a negative wage effect. The results also show one statistically significant change in a nonexperiment year and hence do not warrant any strong conclusions.
Irrespective of the findings from this and other similar experiments in the Nordic countries, national pension insurance payments have been gradually lowered over recent years. From the beginning of 2010 they were abolished altogether, on the grounds that it would be beneficial for employment. There was some debate if this was the most effective way to help firms generate jobs, but empirical facts had a rather small role in the discussion. This is partly due to a lack of such facts.
The Finnish payroll tax experiment is a rare example where a tax change is made in an experimental setting with the stated aim of facilitating economic research. Hence it is important to evaluate it, even if the results tell rather little about the effects on employment. This is also an opportunity to gather information on the experiment itself to learn more about how possible future experiments should be designed and implemented to the greatest scientific advantage. Based on my results I argue that it is still important to continue experimenting -it is also important to pre-evaluate future experiments to see if they are likely to yield accurate and reliable results.
