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Abstract: We investigate the performance of ptychography with noisy data by analyzing
the Cramér Rao Lower Bound. The lower bound of ptychography is derived and numerically
computed for both plane wave and structured illumination. The influence of Poisson noise on the
ptychography reconstruction is discussed. The computation result shows that, if the estimator is
unbiased, the minimum variance for Poisson noise is mostly determined by the illumination power
and the transmission function of the object. Monte Carlo analysis is conducted to validate our
calculation results for different photon numbers. The performance of the maximum likelihood
method and the approach of amplitude-based cost function minimization is studied in the Monte
Carlo analysis also.
1. Introduction
Ptychography [1–6] is a scanning coherent diffraction imaging method for reconstructing a
complex valued object function from intensity measurements recorded in the Fraunhofer or
Fresnel diffraction region. In ptychography the object is partially illuminated multiple times
so that the entire object is covered and adjacent illuminations partially overlap [7]. The
technique is found very suitable for EUV [8, 9] and X-ray imaging applications [10–13] due
to its high fidelity and its minimum requirement on optical imaging elements. Moreover,
abundant studies show that ptychography is able to provide a wide field-of-view and retrieve the
illumination probe also [14,15]. During the last two decades, ptychography has been successfully
demonstrated with X-ray radiation sources [11, 16, 17], electron beams [18] and visible light
sources [19]. More recently, many extensions of ptychography have been proposed, including
Fourier ptychography [20–22], spatially partial coherent ptychography [23–25], broadband
ptychography [26, 27], 3D ptychography [28–30], on-the-fly scanning ptychograhy [31, 32] and
interference probe ptychography [33].
For retrieving the object from a ptychographic data set, the key is to find a solution which fulfills
both the ptychographic illumination condition in real space and the corresponding measured
diffraction intensities in reciprocal space. A commonly used approach for solving the problem is
the ptychography iterative engine [5, 15], which can be derived by sequentially minimizing the
distance between the estimated amplitude of the diffracted wavefield and the measurements [6].
Another popular choice is the difference map algorithm, which can be formulated in terms of
finding the intersection of two constraint sets [14, 34]. Based on the augmented Lagrangian
methods for solving the conventional constrained optimization problems, several interesting
ptychographic algorithm have been developed during the past ten years [35–38].
However, obtaining an unique reconstruction and a reconstruction with minimum defect in
ptychography is considered difficult and there is still room for improvement. On the one hand,
ambiguities due to a constant scaling factor, a global phase shift and raster grid pathology,
occur in particular when the probe is unknown [39]. Although many algorithms have been
presented to enhance the robustness of ptychography [19, 35, 37, 38], a good starting point
and proper parameter settings (e.g. update step size, regularization factor, etc.) are needed in
general. Furthermore, noise in the measurements of the diffracted intensity cause inaccuracies
in the reconstructions [40–42]. To prevent the effect caused by the saturation of the detector,
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dark-field and near-field ptychography have been introduced [43,44]. Moreover, it was shown
that adaptive step size strategies are able to improve the performance of ptychography in the
presence of noise [19, 45]. In general, the most powerful and robust de-noising methods are
based on the maximum likelihood principle [21, 40–42, 46]. The likelihood function used in the
maximum likelihood method depends on the noise model. Common choices for the noise model
in ptychography are Poisson noise, Gaussian noise and the mixed Poisson-Gaussian model. It
has been demonstrated [22,40,41,47] that, by using the variance stabilization transform given
by Bartlett [48] and Anscombe [49], one can approximate the maximum likelihood method of
Poisson noise by the amplitude-based cost minimization algorithm. Therefore both the approach
of maximum likelihood and the amplitude-based cost minimization algorithm can be used as a
refinement method in ptychography with noisy data.
In this paper our work contains two parts. In the first part we investigate the Cramér Rao Lower
Bound (CRLB) for the variance of any unbiased estimator in ptychography [50–52]. To the best
of our knowledge, this is the first investigation of the CRLB in ptychography. We study the lower
bound for Poisson distributed photon counting noise, which is the most dominant source of noise
which occurs even under the best experimental conditions [40, 41]. In Section 2, we briefly
discuss ptychography, Poisson photon counting noise and the maximum likelihood method. We
compute the Fisher information matrix of ptychography with Poisson noise and introduce the
CRLB. In Section 3, the CRLB is numerical computed and the influence of illumination and
of the object is discussed in detail. To validate the obtained CRLB, Monte Carlo analysis is
implemented in Section 4.
For the second part of this paper, the performance of the maximum likelihood method and the
approach of amplitude-based cost function minimization are also compared using Monte Carlo
simulations. Details of the implementation of the algorithms can be found in Appendix. We
investigate the statistical property of the algorithms for various photon counts in Section 4. The
paper is concluded with a summary and outlook in the last section.
2. Theory
2.1. Ptychography, Poisson noise, and maximum likelihood method
The goal of ptychography is to reconstruct a complex-valued object O from a set of diffraction
intensity patterns which are recorded in the Fraunhofer or Fresnel region. Let r and r′ be 2D
coordinates in the object plane and the detector plane, respectively. The exit wave immediately
behind the object is denoted byΨ (r) and the measured diffraction intensity measurement I(r′).
According to the thin object model, the exit waveΨ (r) for an illumination with a probe function
P(r) which is centered on position Rm is given by
Ψm(r) = P(r − Rm) · O(r)
= Pm(r) · O(r), (1)
where the object O(r) can be decomposed to two real valued functions A(r) and φ(r):
O(r) = A(r) · eiφ(r), (2)
where A is the object’s local transmission function and φ stands for the phase of the exit wave
immediately behind the object. The probe function is assumed to have a support with circular
boundary:
P(r) =

P(r), |r| ≤ r0,
0, |r| > r0.
(3)
For a detector located at distance z in the far field, the diffraction intensity pattern I(r′) for the
mth illumination is [53]:
Im(r′) =
F (Ψm) ( r′λz )2
=
∑r Ψm(r) · exp
(
−i2pi
λz
r · r′
)2 , (4)
where F is the discrete Fourier transform operator.
The task of ptychography is to find an object function which takes account of the a priori
knowledge, while a cost function E is minimized. In our case the a priori knowledge is the exact
information of the probe function for each relative position Rm, The cost function E is defined as
the l2-distance between the modulus of the far field diffraction pattern F (Ψm) (ξ) and the squared
root of the measured intensity Imeasurem (ξ):
E =
∑
m
∑
ξ
[√
Imeasurem (ξ) − |F (Ψm) (ξ)|
]2
, (5)
where ξ = r′λz is the spatial spectrum coordinate.
From Imeasurem , one can estimate the number of detected photons:
nm(ξ) = I
measure
m (ξ)
~ω
, where ω =
2pic
λ
. (6)
Among various of noise models, we consider Poisson noise. The probability distribution of
detecting nm(ξ) photons by the detector at every ξ for all mth measurements are given by:
PP =
∏
m
∏
ξ
Nm(ξ)nm(ξ)
nm(ξ)! e
−Nm(ξ), (7)
where the cumulative product is over both the 2-D coordinate ξ and the probe position Rm. The
negative log-likelihood functional is defined by:
LP = − lnPP
= −
∑
m
∑
ξ
[nm(ξ) ln Nm(ξ) − Nm(ξ) − ln nm(ξ)!] . (8)
The average number of photons Nm(ξ) depends on the object function O(r) through Eq. (4) and
Eq. (6). To find the object function for which the negative log-likelihood functional is maximum,
the derivative of LP with respect to O is set equal to zero. Hence, for any small perturbation δO
of the object function there should hold:
δLP(δO) = −
∑
m
∑
ξ
(
nm(ξ)
Nm(ξ) − 1
)
δNm (δO)
= − 1
~ω
∑
m
∑
ξ
(
nm(ξ)
Nm(ξ) − 1
)
δIm (δO)
= − 2
~ω
∑
m
∑
ξ
(
nm(ξ)
Nm(ξ) − 1
)
<[F (PmO) (ξ)F (PmδO) (ξ)∗]
= − 2
~ω
∑
m
∑
r
<
{
F −1
[(
nm(ξ)
Nm(ξ) − 1
)
F (PmO) (ξ)
]
P∗m(r)δO∗(r)
}
= 0, (9)
where Parseval’s theorem was used. < denotes the real part and F −1 the inverse Fourier
transform. The local perturbation of the value of O on a discretized grid ri is written as:
δO(r) =
∑
ri
δO(ri)δ(r − ri) =
∑
ri

δA(ri)
iA(ri)δφ(ri)
 eiφ(ri )δ(r − ri). (10)
The solution of Eq. (9) can be found by the method of steepest descent [27, 46, 54]:
Ak+1(r) = Ak(r) + αA
∑
m
<
{
P∗me
−iφkF −1
[(
nm
Nm
− 1
)
F (PmOk)
]}
(r),
φk+1(r) = φk(r) + αφ
∑
m
=
{
P∗mAke
−iφkF −1
[(
nm
Nm
− 1
)
F (PmOk)
]}
(r),
(11)
where k is the iteration number, and αA and αφ are the step-sizes, which are normally chosen to
be a constant, i.e. they are independent on the iteration number. = denotes the imaginary part.
Alternatively, projection based method or conjugate gradient method can be applied to achieve
maximum likelihood [40].
2.2. The CRLB and the Fisher matrix
In estimation theory, the CRLB gives a lower bound on the variance of any unbiased estimator
for the parameter which must be estimated. The estimators that can reach the lower bound are
called the minimum variance unbiased estimators. Minimum variance unbiased estimators are
often not available [50, 55].
We recall the definition of the CRLB, using the notation as in [50]. Suppose we wish to retrieve
a real valued vector parameter Θ = [θ1, θ2, · · · ]T from a set of measurements X = [X1, X2, · · · ]T .
There are infinite number of possible outcomes X1,X2, · · · ,Xs, · · · occurring with probabilities
P1,P2, · · · ,Ps, · · · , respectively. To determine the lower bound on the variance of estimator Θˆ,
one computes the Fisher information matrix IF , given by:
IF (Θ) = −E
[
∂2 lnP(Xs;Θ)
∂Θ2
]
, (12)
where P(Xs;Θ) = Ps is the conditional probability distribution function and E is the expectation
operator. The element i, j of IF (Θ) is given by:
IF (Θ)i j = −E
[
∂2 lnP(Xs;Θ)
∂Θ2
]
i j
= −
∑
s
∂2 lnP(Xs;Θ)
∂θi∂θ j
P(Xs;Θ). (13)
The CRLB is then given by the diagonal elements of the inverse of matrix IF , i.e.
Var
(
θˆi
)
≥ [I−1F (Θ)] ii , (14)
where Var
(
θˆi
)
stands for the variance of estimator θˆi for the unknown parameter θi .
It is important to note that the estimator based on the maximum likelihood principle θˆML
asymptotically becomes unbiased and achieves the CRLB for large data sets [50], that is:
ΘˆML a∼ N
{
Θ, diag
[
I−1F (Θ)
]}
, (15)
where N stands for the normal distribution and diag takes the diagonal elements of a matrix.
2.3. The Fisher matrix with Poisson noise in ptychography
To find the Fisher information matrix, we start computing the second order derivative of the
likelihood functional LP with respect to O(r):
δ2LP (δO)
(
δO˜
)
=
1
(~ω)2
∑
m
∑
ξ
nm(ξ)
N2m(ξ)
[δIm (δO)]
[
δIm
(
δO˜
) ]
− 1
~ω
∑
m
∑
ξ
(
nm(ξ)
Nm(ξ) − 1
)
δ2Im (δO)
(
δO˜
)
, (16)
where δO˜ is the local perturbation of the value of O on a discretized grid as well:
δO˜ =
∑
r j
δO˜(rj)δ(r − rj) =
∑
r j

δ A˜(rj)
iA˜(rj)δφ˜(rj)
 eiφ˜(r j )δ(r − rj). (17)
By taking the expectation of Eq. (16), we get:
E
(
δ2LP
)
(δO) (δO˜) = 1(~ω)2 ∑
m
∑
ξ
E
{
nm(ξ)
N2m(ξ)
[δIm (δO)]
[
δIm
(
δO˜
) ]}
− 1
~ω
∑
m
∑
ξ
E
[(
nm(ξ)
Nm(ξ) − 1
)
δ2Im (δO)
(
δO˜
) ]
, (18)
in which we commute the expectation and summation because the measurements nm(ξ) are
independent photon measurements. Using the properties of the Poisson distribution [52]:
∑
nm
Nnmm
nm!
e−Nm = 1,∑
nm
nm
Nnmm
nm!
e−Nm = Nm,
(19)
and using Eq. (9), we find:
E
(
δ2LP
)
(δO) (δO˜) = 1(~ω)2 ∑
m
∑
ξ
1
Nm(ξ)δIm (δO) δIm
(
δO˜
)
=
4
~ω
∑
m
∑
ξ
1
Im(ξ)<
[F (Ψm) F (PmδO)∗]< [F (Ψm) F (PmδO˜)∗]
=
2
~ω
∑
m
∑
ξ
<
[
[F (Ψm) (ξ)]2
Im(ξ) F (PmδO)
∗ F (PmδO˜)∗]
+
2
~ω
∑
m
∑
ξ
< [F (PmδO) F (PmδO˜)∗] . (20)
From Eq. (10), Eq. (17) and Eq. (20) we can derive the discretized Fisher information matrix
with respect to the transmission and the thickness function of the object:
IF,i j =

(IF )AA,i j (IF )Aφ,i j
(IF )φA,i j (IF )φφ,i j
 =
2
~ω
∑
m

< [ fm(ri, rj)] = [A(rj) fm(ri, rj)]
= [A(ri) fm(ri, rj)] −< [A(ri)A(rj) fm(ri, rj)]

+
2
~ω
∑
m

|Pm(ri)|2 δi j 0
0 A2(ri) |Pm(ri)|2 δi j
 , (21)
where the auxiliary function f is given by:
fm(ri, rj) = F −1
[ F (Ψm)
F (Ψm)∗
]
(ri + rj) · P∗m(ri)P∗m(rj)e−i[φ(ri )+φ(r j )]. (22)
where we used Eq. (4) and Kronecker’s symbol δi j .
In Eq. (21) we see that the first term is symmetric and the second one is diagonal. The
analytical expression for the CRLB, which is obtained from the inverse of the Fisher matrix,
cannot be easily derived, but this inverse can be computed numerically. Detailed examples are
presented in the next section.
3. Direct calculation of the CRLB
As shown in Eq. (14), the CRLB is given by the diagonal elements of the inverse of matrix IF ,
which can be obtained by numerical computations. In this section, we present the results of some
computed CRLB. To investigate how the illumination (i.e. the probe function P) and the object
O influence the CRLB, we study four cases separately, as described in Table 1. Note that only
Poisson noise is applied throughout our simulations. Other noise models (e.g. Gaussian noise or
Poisson-Gaussian noise [22]) should be included when these are dominant. All of the calculation
results given in this section are compared to the Monte Carlo experiment result that are presented
in the next section.
Table 1. Four cases that are considered in the computation of the CRLB
Case-1 Both the transmission and thickness function of the object are uniform. The probehas structured wavefront but uniform illumination power in the circular support.
Case-2 Both the transmission and thickness function of the object are uniform. The probehas structured wavefront and structured illumination power in the circular support.
Case-3 The object has non-uniform transmission but uniform thickness function.The probe is a plane-wave with circular support.
Case-4 The object has uniform transmission but non-uniform thickness function.The probe is a plane-wave with circular support.
For all cases shown in Table 1, the probe moves over the object by a 2 × 2 regular grid. In line
with the conventional ptychography configuration, the overlap ratio between adjacent illuminated
areas is 70%, which is regarded as a prior knowledge and employed in the reconstruction
algorithm. The overlap ratio is defined as follows. Suppose the diameter of the circular support is
L, and the distance between corresponding points in adjacent illumination positions is d, where
0 < d < L. The overlap ratio is then defined by:
overlap ratio = 1 − d
L
(23)
which is usually chosen between 60% and 85% to achieve optimal performance of the reconstruc-
tion algorithm [56].
The characteristic parameters for the numerical computations are shown in Table 2. The
object is discretised and zero padded by a 70 × 70 square grid with grid spacing 1µm. The total
illuminated area is roughly 40× 40µm2. The circular probe has radius 30µm and is discretised by
a square grid of 60 × 60 grid points with grid spacing of 1µm. The wavelength is 30 nm. The far
field intensities are measured with a detector at propagation distance of 5cm behind the object.
The detector consists of an array of 60 × 60 pixels with pixel size 50µm. Hence the maximum
spatial frequency (without factor 2pi) that is measured is 1µm−1 and the frequency are sampled
with distance 130 µm
−1.
Table 2. The characteristic parameters for the simulations
probe
grid size gridspacing wavelength
scanning
grid
overlap
ratio
radius of
circular support
60 × 60 1µm 30nm 2 × 2 70% 30µm
object
grid size gridspacing detector
pixel
number pixel size
propagation
distance
70 × 70 1µm 60 × 60 50µm 5cm
To compute the CRLB, we first construct the Fisher information matrix IF using Eq. (21).
Although the number of degrees of freedom used to describe the object is small, namely 70×70×2
elements, where the factor 2 is due to the fact that the object function is complex, the discretised
Fisher matrix already includes 9800 × 9800 elements. The CRLB is obtained by numerically
computing the inverse of IF . Since IF,i j is an symmetric matrix with real entries, one can apply
the eigenvalue decomposition to find the inverse of the Fisher matrix. We select the eigenvalues
of IF that are bigger than a default tolerance, then use these eigenvalues and the corresponding
eigenvectors to compute the inverse of IF . This calculation is done by utilizing the ’pinv’ routine
in MATLAB. The diagonal elements of the inverse matrix I−1F consists of an array of 70 × 70 × 2
elements, of which the first 70× 70 elements correspond to the CRLB of A(r) and the last 70× 70
elements contain the CRLB of φ(r) .
We define the illumination power by means of the total photon number (PN) counting over the
cross section of the probe, given by:
PN =
∑
r |P(r)|2
~ω
. (24)
An important property of the CRLB is that it is proportional to the reciprocal of the illumination
power. This property follows from the fact that Eq. (21) and Eq. (22) are proportional to the
square of the input power. The observation that the CRLB scales with the reciprocal of the
illuminating power is confirmed by the computations discussed below.
In the remainder of this section we show the computed CRLB for high illumination power, i.e.
PN = 109, and for low illumination power, i.e. PN = 103, as examples. The influence of the
object and the probe on the CRLB will be discussed separately.
3.1. The influence of the illumination on the CRLB
In order to investigate the influence of the illumination on the CRLB, we start by studying Case-1
and Case-2 described in Table 1. For these cases, the actual object, the actual illumination and
the computed CRLB are shown in Fig. 1 and Fig. 2. We let the object have uniform transmission
and thickness function for the time being. For Case-1, the probe function P has uniform power
throughout its circular support and zero value outside its support, but the phase of the probe
has variation in the form of two characters ’P’ as shown in Fig. 1a4. On the other hand, the
illumination in Case-2 has the shape of the character ’P’ and truncated by the circular support
as shown in Fig. 2a3, and its phase has the same features consisting of two characters ’P’ as in
Case-1 (see Fig. 2a3 and Fig. 2a4). Considering that a perfectly collimated beam is difficult to
obtain, we have chosen the wavefront of the illumination to be non-uniform for both Case-1 and
Case-2.
It is seen in Fig. 1 that the CRLB of the object resembles normalized sum of the intensities of
the illuminations shown in Fig. 1a5. In particular, the part of the object which is illuminated 4
times reaches a variance approximately 4 times smaller than the part which is illuminated only
A(r) ϕ(r)
(a1) (a2)
CRLB of A(r) CRLB of ϕ(r)
PN=10
(b1) (b2) (c1)
CRLB of A(r)
(c2)
CRLB of ϕ(r)
(a3) (a4) (a5)
|P(r)|
max[|P(r)|] phase[P(r)]
|P(r-R  )|
max[              ]
m∑m
2
|P(r-R  )|m∑m
2
Case-1
9 PN=10 3
Fig. 1. The CRLB computed from the Fisher matrix for Case-1. (a1) and (a2) are the object’s
actual transmission A(r) and actual phase function φ(r), respectively. (a3) and (a4) show the
actual amplitude and phase of the probe function, respectively. (a5) shows the normalized
sum of the intensities of the illuminations. (b1) and (b2) show the CRLB of A(r) and φ(r),
respectively, for the case of PN = 109. (c1) and (c2) are the CRLB for the case of PN = 103.
A(r) ϕ(r)
(a1) (a2)
CRLB of A(r) CRLB of ϕ(r)
(b1) (b2) (c1)
CRLB of A(r)
(c2)
CRLB of ϕ(r)
(a3) (a4) (a5)
|P(r)|
max[|P(r)|] phase[P(r)]
|P(r-R  )|
max[              ]
m∑m
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|P(r-R  )|m∑m
2
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PN=10 9 PN=10 3
Fig. 2. The calculated CRLB for Case-2. (a1) - (a5) are the actual object, probe and the
normalized sum of the intensities of the illuminations, respectively. (b1) and (b2) are the
CRLB of A(r) and φ(r), respectively, for PN = 109. (c1) and (c2) are the CRLB for the case
of PN = 103.
once, and this conclusion holds for both the object’s local transmission A(r) and phase function
φ(r). Interestingly, when the dose distribution of the illumination is more complicated as given
in Fig. 2a3 and Fig. 2a4, the CRLB shown in Fig. 2b and Fig. 2c again resemble the overall
illumination pattern shown in Fig. 2a5. In other words, the more illumination power we apply to
the object, the lower the minimum variance of the obtained reconstruction. One can notice that
the maximum of the CRLB in Fig. 2c and Fig. 2d is in the yellow corner and is larger than the
CRLB in Fig. 1. This is because for Case-2 the illuminating power is concentrated in the ’P’
character, as shown in Fig. 2(a3). Around the yellow corner there are parts of the object where
the computed CRLB is zero. These parts of the object are not illuminated. For the areas where
IF is zero, the computed CRLB is also equal to zero because we ignore the singular values of IF .
In reality the CRLB there is infinite.
Moreover, we can see in Fig. 1 and Fig. 2 that the CRLB is linearly proportional to the inverse
of PN (i.e. the illumination power). This calculation result is in agreement with Eq. (21) because
the probe function P(r) can be written as the factor √PN times the normalized P(r). On the
other hand, the computed CRLB of both A(r) and φ(r) do not show any influence due to the
spatial variation of the phase of the probe. Therefore, we conclude that it is the illumination
intensity pattern, i.e. the dose distribution, which strongly determines the CRLB in ptychography
for Poisson noise.
3.2. The influence of the object on the CRLB
The Fisher matrix in Eq. (21) is in fact a function of the object, and hence so is the CRLB. To
find the influence of A(r) and φ(r) on the CRLB, we focus on Case-3 and Case-4 from now
on. To reduce the influence of the illumination to a minimum, we let the probe function be a
plane-wave with circular support. The influence of the object’s transmission and phase function
is investigated separately. In Case-3 we let the function A(r) have the shape of the character ’A’
while φ(r) is kept uniform, as shown in Fig. 3. The minimum value of A(r) is 0.1. For Case-4,
the function A(r) is uniform whereas the phase function φ(r) has the shape of the character ’T’
as shown in Fig. 4.
A(r) ϕ(r)
(a1) (a2)
CRLB of A(r) CRLB of ϕ(r)
(b1) (b2) (c1)
CRLB of A(r)
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CRLB of ϕ(r)
(a3) (a4) (a5)
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max[|P(r)|] phase[P(r)]
|P(r-R  )|
max[              ]
m∑m
2
|P(r-R  )|m∑m
2
Case-3
PN=10 9 PN=10 3
Fig. 3. The CRLB for Case-3. (a1) - (a5) are the actual object, probe and the normalized
sum of the intensities of the illuminations, respectively. (b1) and (b2) are the CRLB of A(r)
and φ(r), respectively, for PN = 109. (c1) and (c2) are the CRLB when PN = 103.
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Fig. 4. The CRLB for Case-4. (a1) - (a5) are the actual object, probe and the normalized
sum of the intensities of the illuminations, respectively. (b1) and (b2) are the CRLB of A(r)
and φ(r), respectively, when PN = 109. (c1) and (c2) are the CRLB for PN = 103.
The computed CRLB of the object for Case-3 and Case-4 is illustrated in Fig. 3b, Fig. 3c,
Fig. 4b and Fig. 4c, respectively. It is clear that our conclusion in Section 3.1 still holds, i.e. the
CRLB is very similar to the pattern of the sum of the intensities of the illuminations. On the
other hands, we can see also that the object’s local transmission A is predominate in determining
the CRLB of φ, as shown in Fig. 3(b2) and Fig. 3(c2). This result agrees with Eq. (21),
because the function A appears in the terms of IF which relates to φ. However, the influence of
φ on the CRLB is much less than A. Therefore, we conclude that the second term in Eq. (21)
dominant. In other words, when the estimator of ptychography is unbiased, the variance of the
object’s transmission A(r) is strongly determined by the illumination power and dose distribution,
whereas the variance of the object’s phase φ(r) is influenced by both of the transmission A(r),
the illumination power and the dose distribution.
In the next section, the CRLB shown in Fig. 1 - Fig. 4 are used as references for Monte Carlo
experiments.
4. Monte Carlo analysis
To validate our calculation of the CRLB, Monte Carlo computations have been performed. For
consistency, we discretise the probe and the object in the same way as described in Table 2. The
wavelength, object, probe, far field measurements and grid sizes are as described in Table 2 also.
The Fresnel number of the system is 0.15. Hence for this configuration the detector is in the
Fraunhofer region.
The ptychographic data with various level of noise is generated as follows. For every
ptychography simulation and for every probe position, we first assign the probe function with
corresponding photon numbers in accordance with the PN that is chosen. Then, the noise-free
diffracted wavefield in the far field is calculated, and the Poisson random number generator in
MATLAB is applied to generate the noisy data.
To verify the asymptotic property of the maximum likelihood method of Eq. (15), we developed
and implemented Algorithm 1 as described in the Appendix. To mitigate ambiguity problems of
ptychography [27], e.g. the global phase shift, the conjugate reconstruction and the raster grid
pathology, it is assumed that the probe used in the Monte Carlo experiment is known. To shorten
the computation time and to improve the convergence, the conjugate gradient method [40, 57] is
implemented in Algorithm 1.
For comparison, the performance of another popular method, namely the amplitude-based cost
function minimization approach [6], was investigated in the Monte Carlo experiment also. This is
implemented inAlgorithm 2. The idea of this algorithm is to retrieve the object byminimizing the
cost function defined in Eq. (5). We remark that one can alternatively derive Algorithm 2 from
the maximum likelihood method by using the variance stabilization transform [22, 40, 41, 48, 49].
Algorithm 2 is also described in the Appendix.
To investigate the performance of the above mentioned algorithms, the variance and the squared
bias of the estimator are evaluated in our Monte Carlo analysis. Explicitly, the variance of an
estimator Oˆ(r) is defined by [50]:
Var
[
Oˆ(r)] = E {[Oˆ(r) − 〈Oˆ(r)〉]2} , where 〈Oˆ(r)〉 = E [Oˆ(r)] , (25)
and the squared bias of the estimator is given by:
Bias2
[
Oˆ(r)] = 〈Oˆ(r)〉 −Oo(r)2 , (26)
where Oo is the actual object function.
In order to compute the expectation accurately, 2000 individual ptychographic data sets have
been generated for all for cases mentioned in Table 1 and for different value of PN. These
data-sets have been post-processed by Algorithm 1 and Algorithm 2, respectively, and the
results are discussed next.
4.1. The statistic properties of Maximum likelihood method and Amplitude-based cost
minimization method, and the influence of the illumination
We begin with the case of uniform object function and structured illumination, i.e. Case-1 and
Case-2. For these cases the actual object and probe function are as in Fig. 1a and Fig. 2a.
When the illumination have a uniform dose distribution but a structured wavefront, the variance
and bias of both Algorithm 1 and Algorithm 2 are shown in Fig. 5. In line with the CRLB
given in 1b, we see that both algorithms that asymptotically achieve the CRLB when PN = 109.
The squared bias of the two algorithms are 100 times smaller than the variance, hence both
Algorithm 1 and Algorithm 2 are asymptotically unbiased when the photon number is high.
Meanwhile, by inspecting Fig. 5a and Fig. 5c, one can infer that the variance of both algorithms
are related to the local illuminating power as mentioned in Section 3.2, i.e. the parts of the
object that are illuminated 4 times have a variance that is 4 times smaller than the parts that
are illuminated only once. A very similar conclusion can be made for Case-2, i.e. when the
illumination’s local dose distribution is not uniform. As shown in Fig. 6a and Fig. 6c, the
variance of both algorithms agree with the CRLB given in Fig. 2b and is inversely proportional
to the local illumination power given in Fig. 2a5.
When the photon number is low, i.e. PN = 103, Algorithm 1 and Algorithm 2 behave
differently with the current data-set. In particular, we see in Fig. 5 and Fig. 6 that Algorithm 1
in fact reaches smaller bias than Algorithm 2 when the photon number is low. This suggests
that the approach based on the maximum likelihood principle can provide less bias than the
amplitude-based cost function minimization method. Meanwhile, the variance of the estimator
Algorithm 2 tends to be smaller than Algorithm 1. This can be explained from the fact that
minimizing the amplitude-based cost function minimization can approximately be regarded as a
variance stabilizing de-noising algorithm [22,40, 41, 48]. On the other hand, the two algorithms
share certain properties. For low photon count, both Algorithm 1 and Algorithm 2 have lower
variance than the CRLB, which indicates they cannot converge to unbiased estimators and
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Fig. 5. The result of Monte Carlo experiment for Case-1. (a1) and (a2) are the variance and
bias squared of the object’s transmission A when PN = 109, respectively, obtained with
Algorithm 1. (a3) and (a4) are the variance and bias squared of the object’s thickness φ,
respectively. (b1)-(b4) show the variance and bias squared when PN = 103, respectively,
obtained withAlgorithm 1. (c1)-(c4) and (d1)-(d4) show the results obtained with Algorithm
2 when PN = 109 and PN = 103, respectively.
cannot reach the CRLB with the current Monte Carlo data-set. More discussion about this slow
convergence is given in Section 4.4.
In Fig. 5 and Fig. 6 we see that the wavefront profile of the probe only appears in the bias of the
reconstruction when the photon count is low. The local illumination power determines the bias
for Case-3 and Case-4 for PN = 103 as well. For higher photon number, e.g. PN = 109, there is
no trace of the illumination in the bias for Case-3 and only negligible trace of illumination’s local
power for Case-4. Therefore, we conclude that the illumination’s wavefront profile only influence
the statistic property of the algorithms when the photon count is low, whereas the illumination’s
local power always influences the variance.
4.2. The influence of the object on the variance and bias
Next we consider Case-3 where the object has a spatially varying amplitude but the phase is
uniform and Case-4, where the amplitude is uniform but the phase has variation. In both cases
the probe is a plane wave truncated by a circular aperture. We use the object and probe as in
Fig. 3a and Fig. 4a. The Monte Carlo results obtained with Algorithm 1 and Algorithm 2 for
Case-3 are shown in Fig. 7 and for Case 4 in Fig. 8.
When PN = 109, the variance shown in Fig. 7 and Fig. 8 agree with the computed CRLB in
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Fig. 6. The Monte Carlo experiment result for Case-2.
Fig. 3 and Fig. 4. To be explicit, the variance of the phase of the object φ(r) is determined by
both the object’s transmission A(r) and the power of the illumination. The part of the object with
lower local transmission will have high variance in reconstruction of the phase. On the other
hand, the variance of A(r) is influenced by the sum of the intensities of the illuminations only.
These conclusions are true for both algorithms. Meanwhile, we see that the object itself does not
influence the bias of the reconstruction when the photon count is high, which means that both
algorithms are unbiased for high photon count.
When the photon number is low, i.e. PN = 103, the profile of the variance deviates from the
computed CRLB which is given in Section 3.2. This statement is true for both Algorithm 1 and
Algorithm 2, and is particularly obvious for φ(r) as shown in Fig. 7 and Fig. 8. We can see
that there is trace of the actual A(r) in Fig. 7b2 and in Fig. 7d2, and trace of the actual φ(r) in
8b2 and in Fig. 8d2, respectively. This trace indicate that, with the current data-set, both two
algorithms cannot converge to the CRLB for low photon counts.
Interestingly, although the object’s transmission A(r) predominately determines the variance
of the object’s phase function φ(r), there is no effect of A on the bias of φ for any value of PN. In
the mean time, we see that φ do not influence the bias of A for any value of PN, as shown in Fig.
7 and Fig. 8. Together with Fig. 5 and Fig. 6 in the previous section, we conclude that the profile
of the illumination and the object have more influence on the variance of the solutions obtained
with Algorithm 1 and Algorithm 2, more strongly than the amount of bias.
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Fig. 7. The Monte Carlo experiment result for Case-3.
4.3. The CRLB, variance and bias-variance-ratio in ptychography
It is seen in Fig. 5 - Fig. 8 that the ratio of the bias and the variance, as obtained with both
algorithms, tend to increase when the photon count is lower. To further investigate this trend and
the property of the two algorithms, we define the bias-variance-ratio (BVR) of the estimator Oˆ by:
BVR
(
Oˆ
)
=
∑
r Bias2
[
Oˆ(r)]∑
r Var
[
Oˆ(r)] . (27)
In Fig. 9 we show the BVR of Algorithm 1 and Algorithm 2 for various photon counts and
for Case-1 to Case-4. The overall CRLB and variance of A(r) and φ(r) obtained from both
algorithms are also shown. We see that the overall variance of both algorithms are the same as
the computed CRLB asymptotically when the photon number is high. For lower photon counts,
the variance become lower than the CRLB, meanwhile the BVR of both algorithms increase.
For our current configuration, this threshold is at PN = 106. When PN < 106, the variance of
Algorithm 1 is higher than Algorithm 2 for all Case-1 to Case-4. On the other hand, the BVR
of Algorithm 1 is higher than Algorithm 2, which indicates that the Algorithm 1 generally has
lower bias than Algorithm 2.
4.4. Discussion
It is seen in the Monte Carlo results that, for low photon counts, the variance with bothAlgorithm
1 and Algorithm 2 are lower than the computed CRLB. This observation indicates that, with the
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Fig. 8. The Monte Carlo experiment result for Case-4.
current data-set, the two estimators are unbiased for high photon counts but cannot convergen to
the CRLB when the photon number is low.
One may argue that the variances shown in Fig. 9 are lower than the CRLB when PN< 106
because the current data-set is insufficient [50]. In particular, if sufficient amount of data is given,
the maximum likelihood estimator should be asymptotically unbiased and achieves the CRLB if
sufficient amount of data is given, as shown in Eq. (15). Indeed, we see in the simulation that Eq.
(15) holds when PN> 106, which indicates that the current data-set is already sufficient when
PN> 106. However, for low photon counts, the current data-set is insufficient for the maximum
likelihood estimator to converge to the CRLB.
To explain this fact, we first investigate the signal-to-noise ratio (SNR) of each mth ptychogra-
phyic measurement with Poisson noise:
SNRP,m(ξ) =
√
nm(ξ). (28)
For typical far-field diffraction patterns the intensities are not uniform. Hence, the SNR should be
a function of ξ and the value of SNR should vary per pixel on the detector. Nevertheless, we can
still see that the SNR will in general decrease when the number of photon detected is decreased.
Therefore, for Poisson noise, one can extract less and less information about the actual signal
when the photon counts is decreasing.
Moreover, we note that the measurement nm(ξ) is discontinuous and contains nature numbers
only, which is associated with the particle nature of light or the quantization error that occurs in
the detector. This discontinuity has more disruptive effect on the measurement for the case of
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Fig. 9. The CRLB, variance and bias-variance-ratio of two algorithms for various of values
of PN.
low photon counts than the case of high photon number. Taking an extreme example, suppose
only one photon is detected, this photon will most likely appears at ξ = 0. Therefore, almost
all of the spatial information about the object are lost in the measurement, and hence it is more
difficult for estimators to converge to the CRLB.
If we want to increase the size of data-set while keeping the current characteristic simulation
parameters, one way is to take multiple measurements for each mth probe’s position. Suppose for
each probe’s position we take T measurements, denoted by: nm,t (ξ), where t = 1, 2, · · · ,T . A
straightforward way to process the data is simply to compute the mean of the measurements:
n(T )m (ξ) =
∑
t nm,t (ξ)
T
. (29)
It has been shown that, when T is large enough, Eq. (29) is a sufficient statistic for Poisson
distribution. That is, n(T )m carries all the information as in the data-set: nm,t , t = 1, 2, · · · ,T . In
Fig. 10 the Monte Carlo result with data-set nm,t (ξ) is shown. To give an example, we study
Case-1 for low photon counts, i.e. PN=103. We note that, by summing over all T measurements,
the total photon number PN(T ) counting in the probe is now given by:
PN(T ) =
∑
r |P(r)|2
~ω
∗ T = PN ∗ T, (30)
and the CRLB is proportional to the reciprocal of PN(T ) according to Eq. (21).
Va
r[A
(r
)]
(a1)
∑ r
Va
r[ϕ
(r
)]
∑ r
PN
   
  *
PN
   
  *
Case-1
(a2)
T
(b1) (b2)
PN = 103
BV
R(
A)
BV
R(
ϕ)
T T T
(T
)
(T
)
Fig. 10. The CRLB, variance and bias-variance-ratio of two algorithms for various of
number of measurements T . This plot is for Case-1 and for PN= 103.
Fig. 10a shows the computed CRLB and the variance of reconstruction for various of number
of measurements T . We see that, for both two algorithms, the variances approach the CRLB
as the number of measurements is increasing. In particular, the variance of Algorithm 1 have
reached the CRLB when T is up to 200. Meanwhile, it is seen in Fig. 10b that the bias of
Algorithm 1 is considerably small comparing to the variance when T > 200. Therefore, we
confirm that, for low photon counts, Algorithm 1 can be asymptotically unbiased and converge
to the CRLB by increasing the number of measurements. We see in Fig. 10 that this conclusion
is true for Algorithm 2 also. However, the speed of this convergence for Algorithm 2 is slower
than for Algorithm 1.
5. Conclusion
In the first part of this paper we have studied the influence of Poisson noise on ptychography by
analyzing the CRLB. The CRLB was theoretically derived and numerically computed from the
Fisher matrix for 4 different cases. It was found that if the estimator is unbiased, the minimum
variance in the presence of Poisson noise is mostly determined by both the illumination’s local
dose distribution and the object’s local transmission. The calculations of the CRLB suggest that
the minimum variance is inversely proportional to the number of photons in the illumination
beam. The computations of the CRLB using the Fisher matrix were validated with Monte Carlo
analysis. It was confirmed that the local illumination power has a strong effect on the variance
of the reconstruction of both object’s transmission and phase function. Meanwhile the object’s
actual local transmission strongly influences the reconstruction of the object’s phase.
In the second part of this work, the statistical properties of the maximum likelihood method
and the amplitude-based cost function minimization algorithm are studied. Both algorithms were
applied in the Monte Carlo simulations, using a conjugate gradient based implementation. It was
shown that both approaches are asymptotically unbiased with variances that are slightly larger
than the CRLB when the photon counts is high. For the case of lower photon number, the Monte
Carlo analysis showed that both method require more measurement to converge to the CRLB and
to be estimators. While increasing the number of data, it was shown that the maximum likelihood
method converges to the CRLB faster than the amplitude-based cost function minimization
algorithm.
Our result can help to understand the defects that occur in the ptychograghy reconstruction
from noisy data. Our conclusions suggest that more illumination power should be given to the
part of object which is of most interest. As next steps of research, the performance of other
ptychographic de-noising algorithm [19,35,37,38,47] deserve further investigation. Investigating
the CRLB and the statistic properties of the two algorithms for Gaussian noise and the mixed
Poisson-Gaussian noise is also an interesting topic for further research.
Appendix:
The detail of Algorithm 1 is described in the pseudo-code. Unlike Eq. (11), the update step
Algorithm 1Maximum likelihood method with Poisson noise
1: kmax ← 103, δL ← 10−20, γ ← 10−5, A1 ← Ao, φ1 ← φo, k ← 1.
2: repeat
3: compute the steepest descent gradient of A and φ using Eq. (11):
gA,k ← ∑m −< {P∗me−iφkF −1 [( nmNm+γ − 1) F (PmOk)]},
gφ,k ← ∑m −= {P∗mAke−iφkF −1 [( nmNm+γ − 1) F (PmOk)]}.
4: if k = 1 then
5: ∆A,k ← gA,k , ∆φ,k ← gφ,k .
6: else
7: use the formula of PolakâĂŞRibière:
βPR
A,k
← 〈
(
gA,k − gA,k−1
) |gA,k〉gA,k−122 , βPRφ,k ← 〈
(
gφ,k − gφ,k−1
) |gφ,k〉gφ,k−122 ,
8: βA,k ← max
(
βPR
A,k
, 0
)
, βφ,k ← max
(
βPR
φ,k
, 0
)
,
9: compute the conjugate direction:
∆A,k ← gA,k + βA,k∆A,k−1, ∆φ,k ← gφ,k + βφ,k∆φ,k−1.
10: end if.
11: optimize the update step size:
αA,k ← argmin
αA
LP
(
Ak + αA∆A,k
)
, αφ,k ← argmin
αφ
LP
(
φk + αφ∆φ,k
)
.
12: update the object function:
Ak+1 ← Ak + αA,k∆A,k , φk+1 ← φk + αφ,k∆φ,k .
13: if k = 11 then
14: γ ← 10−20,
15: end if.
16: k ← k + 1.
17: until k = kmax or
LP,k − LP,k−1 ≤ δL .
size α is not a constant anymore in Algorithm 1. Instead, an optimal α for every iteration k
is obtained in the manner described in [58]: (1) Based on the computed kth local gradient,
calculate the value of the likelihood function LP for at least three different values of α, e.g.
[0.01,0.5,1]. (2) Approximate LP by a quadratic function of α. To do this we apply the ’polyfit’
routine in MATLAB. (3) Choose the value for α for which the quadratic function is minimum.
The parameter βk is chosen such that the update direction of the object function is conjugate
between two subsequent iterations, for which many proposals exist [59]. Based on the formula of
PolakâĂŞRibière [60], we choose βk = max
(
βPR
k
, 0
)
, where βPR
k
is given by:
βPRk =
〈(gk − gk−1) |gk〉
‖gk−1‖22
, (31)
where gk is the gradient of LP with respect to O(r) in the kth iteration. When the calculated βPRk
have negative value, βk resets the search direction from the conjugate gradient back to the local
decent gradient direction, i.e. ∆k ← gk .
In order to prevent that the algorithm terminates in a local minimum, the initial guess of the
object is selected to be the actual object Ao(r) and φo(r). The denominator Nm in Eq. (11) is a
function of ξ, and may be close to zero for some ξ. Hence the maximum likelihood method can
be unstable. To avoid the instability, a regularization parameter γ is introduced in Algorithm 1,
of which the value can be determined in practice depending on the noise level. Throughout this
paper, we let γ be 10−5 (note that Nm is non-negative integer) for the first 10 iterations, then reset
γ to 10−20 after the 10th iteration. Algorithm 1 terminates when the change of the likelihood
function between two subsequent iterations is smaller than a threshold δL , or when the number
of iteration reaches a maximum kmax.
Algorithm 2 Amplitude-based cost function minimization approach
1: kmax ← 103, δE ← 10−20, γ ← 10−3, A1 ← Ao, φ1 ← φo, k ← 1,
2: repeat
3: compute the steepest descent gradient of A and φ:
gA,k ← ∑m −< {P∗me−iφkF −1 [( √nm√Nm+γ − 1) F (PmOk)]},
gφ,k ← ∑m −= {P∗mAke−iφkF −1 [( √nm√Nm+γ − 1) F (PmOk)]}.
4: follow 4th-10th steps of Algorithm 1.
5: optimize the update step size:
αA,k ← argmin
αA
E (Ak + αA∆A,k ) , αφ,k ← argmin
αφ
E (φk + αφ∆φ,k ) .
6: follow 12th-16th steps of Algorithm 1.
7: until k = kmax or |Ek − Ek−1 | ≤ δE .
For comparison, the performance of another popular method, namely the amplitude-based
cost function minimization approach [6], is investigated in the Monte Carlo experiment. The
approach is described in Algorithm 2, in which the search of the optimal step size αk and the
method of conjugate gradient are added too. Similar to Algorithm 1, Algorithm 2 stops when
the change of the cost function between two subsequent iterations is smaller than a threshold δE ,
or when the number of iteration reaches a maximum kmax.
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