Decomposition of Minkowski–Rådström–Hörmander Space to the Direct Sum of Symmetric and Asymmetric Subspaces by unknown
Set-Valued Var. Anal (2013) 21:201–216
DOI 10.1007/s11228-013-0231-x
Decomposition of Minkowski–Rådström–Hörmander
Space to the Direct Sum of Symmetric
and Asymmetric Subspaces
Jerzy Grzybowski · Hubert Przybycien´ ·
Ryszard Urban´ski
Received: 26 May 2012 / Accepted: 25 January 2013 /
Published online: 6 March 2013
© The Author(s) 2013. This article is published with open access at Springerlink.com
Abstract Any abstract convex cone S with a uniformity satisfying the law of can-
cellation can be embedded in a topological vector space ˜S (Urban´ski, Bull Acad
Pol Sci, Sér Sci Math Astron Phys 24:709–715, 1976). We introduce a notion of a
cone symmetry and decompose in Theorem 2.12 a quotient vector space ˜S into a
topological direct sum of its symmetric subspace ˜Ss and asymmetric subspace ˜Sa. In
Theorem 2.19 we prove a similar decomposition for a normed space ˜S. In section
3 we apply decomposition to Minkowski–Rådström–Hörmander (MRH) space with
three best known norms and four symmetries. In section 4 we obtain a continuous
selection from a MRH space over R2 to the family of pairs of nonempty compact
convex subsets of R2.
Keywords Quasidifferential · Abstract convex cone · Cone of nonempty bounded
closed convex sets · Minkowski–Rådström–Hörmander space · Hausdorff metric ·
Demyanov metric · Bartels–Pallaschke norm
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1 Introduction
A Minkowski–Rådström–Hörmander space plays important role in quasidifferential
calculus. A quasidifferential is a pair of convex sets or, more correctly, a quotient
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class of pairs of convex sets, which is an element of a MRH space. Also a differential
of a one-variable multifunction with convex values is an element of a MRH space.
A MRH space ˜X = B2(X)/∼ is the smallest vector space in which the cone B(X)
of all nonempty bounded closed convex subsets of real Hausdorff topological vector
space X can be embedded (see [4, 11, 19, 20, 25]). The relation of MRH space to
B(X) can be compared to the relation of the ring Z of integers to the semigroup of
natural numbers N. A MRH space appears very useful in a theory of generalized
differentiation developed by many authors (see for example Rockafellar and Wets
[22] and Mordukhovich [14]). A MRH space is closely related to quasidifferential
calculus of Demyanov and Rubinov [1, 2]. In particular the structure of a vector space
enables differentiation of multifunctions (see for example [6]). As MRH spaces are
so natural and useful they deserve more study.
In B(Rn) Ewald and Shephard [5] introduced the following equivalence relation
A ≈ B if the set A + (−B) is centrally symmetric. The quotient setAn of all asymme-
try classes [A] with addition [A] + [B] = [A + B], scalar multiplication λ[A] = [λA]
is a vector space equipped with a norm
||A|| = inf
p∈Rn
dH(A − p, p − A).
Ratschek and Schröder [21] showed in Lemma that B(X) (and even any convex
cone with multiplication by all real numbers and law of cancellation) is subdirect
product of B(X)/≈ (where A ≈ B if A + (−B) = B + (−A)) and the cone Bs(X) of
all symmetric sets.
Markov [13] embedded B(X) in ˜X where λ ∗ [A, B] = [λA, λB] and (˜X,+, ∗)
is so called quasivector space (see Definition 2 in [13]). Besides he decomposed
quasivector space ˜X into direct product of a vector space (our ˜Sa, where S = B(X),
with symmetry T0; see Definitons 2.2 and 4.3) and quasivector space (our ˜Ss with
scalar multiplication “*”).
We introduce in Section 2 a notion of a cone symmetry (compare with involution
in [13]) for an abstract convex cone S instead of just B(X). We also introduce
symmetric subspace and asymmetric subspace of the quotient space ˜S. Having
defined a cone symetry T we decompose in Theorem 2.12 a topological vector space
˜S into a topological direct sum of its symmetric subspace ˜Ss and asymmetric subspace
˜Sa. In Theorem 2.19 we decompose a normed space ˜S. In Section 3 we give examples
of decomposition of a Minkowski–Rådström–Hörmander space ˜X over a normed
vector space X where ˜X is equiped with three different but natural norms and a cone
B(X) is equiped with four different cone symmetries T. Finally, in Section 4, using
our decomposition, we define a continuous function (selection)  from (˜R2, || · ||BP)
to (B2(R2), dBP × dBP) such that (˜x) ∈ x˜ for all x˜ ∈ ˜R2. Such selection of (˜Rn, || · ||)
is impossible for two other norms and probably impossible for n ≥ 3.
2 Decomposition of Quotient Group
In this section first we recall (Proposition 2.4 and Theorem 2.6) main results from
[10] concerning commutative semigroup S with 0 satisfying the law of cancellation
and a semigroup symmetry T on S.
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Definition 2.1 We say that S is 2-torsion-free if s + s = t + t implies s = t. We say
that a semigroup symmetry T is 2-divisible if for any s ∈ S there exists t ∈ S such that
s + Ts = t + t.
Let U be a uniformity on a commutative semigroup S with the neutral element 0.
Definition 2.2 The addition + is uniformly continuous if for any U ∈ U there exists
V ∈ U such that V + V ⊂ U, where V + V = {(s + s′, t + t′)| (s, t), (s′, t′) ∈ V}. The
addition + is strongly uniformly continuous if for any U ∈ U there exists V ∈ U such
that V + (S2 \ U) ⊂ S2 \ V, where S2 = S × S.
Remark 2.3 The strong uniform continuity implies the law of cancellation.
Proposition 2.4 (See Proposition 3.5 in [10]) If the addition in S is strongly uniform
continuous then the addition in the quotient group S2/∼ ((s, t) ∼ (s′, t′) if and only if
s + t′ = t + s′) is continuous and the topology in S2/∼ determined by the family {˜U =
{[(s, t)]∼|(s, t) ∈ U}|U ∈ U} as the basis of neighborhoods of [(0, 0)]∼ is Hausdorf f.
Definition 2.5 We say that a topological group G is the direct sum of its subgroups
G1 and G2 if the canonical mapping from G = G1 + G2 to G1 × G2 is a homeo-
morphism. We say that the symmetry T in S is uniformly continuous if T(U) =
{(Ts, Tt)| (s, t) ∈ U} ∈ U for all U ∈ U .
Notice that T−1(U) = T(U).
Theorem 2.6 (See Theorem 3.7 in [10]) Let S be a commutative semigroup with 0
satisfying the law of cancellation and T be a symmetry in S. If
(i) the addition + is strongly uniformly continuous,
(ii) the semigroup S is 2-torsion-free,
(iii) for any U ∈ U there exists V ∈ U such that if s + s ∈ V and Ts = s then s ∈ U,
(iv) the mapping T is uniformly continuous,
(v) T is 2-divisible
then the topological quotient group S2/∼ is the topological direct sum of subgroups
{[(s, t)]∼ | Ts = s, Tt = t} and {[(s + u, t + v)]∼ | u + u = Tt + t, v + v = Ts + s}.
2.1 Topological Quotient Spaces
Now we apply the results on semigroups in order to obtain new results (Theorems
2.10–2.13) on abstract convex cones with uniformity.
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Definition 2.7 We say that a commutative semigroup S with zero is an abstract
convex cone [25] if there is also given a mapping R+ × S 	 (λ, s) 




λ(s + t) = λs + λt,
(λ + μ)s = λs + μs
for all s, t ∈ S and λ,μ ∈ R+. In this paper we consider only abstract convex cones
satisfying law of cancellation.
The element a ∈ S is a summand of b ∈ S if a + c = b for some c ∈ S. By S0 we
denote the vector space of all summands of 0 which is also called a subspace of
linearity.
For (s, t), (s′, t′) ∈ S2 let (s, t) ∼ (s′, t′) if and only if s + t′ = s′ + t. Denote ˜S =
S2/∼. By [s, t] we denote the quotient class of (s, t). Let [s, t] + [s′, t′] = [s + s′, t + t′].
The opposite element to [s, t] is [t, s]. It is well known that if we define the scalar
multiplication by λ[s, t] = [λs, λt] for λ ≥ 0 and λ[s, t] = [−λt,−λs] for λ ≤ 0 then the
quotient set ˜S is a real vector space.
Definition 2.8 We say that T : S −→ S is a cone symmetry if T is an abstract cone
homomorphism, T2s = s for s ∈ S and Ts = −s for s ∈ S0. The element s ∈ S is
called symmetric if Ts = s. By Ss we denote the subsemigroup of S of all symmetric
elements. A vector (quotient class) x˜s = [s, t]s = [ 12 (s + Ts), 12 (t + Tt)] is called the
symmetric part of x˜ = [s, t] ∈ ˜S and x˜a = [s, t]a = [ 12 (s + Tt), 12 (t + Ts)] = x˜ − x˜s is
called the asymmetric part of x˜. A subspace ˜Ss = {[s, t]| s, t ∈ S, Ts = s, Tt = t} is
called the symmetric subspace of ˜S and ˜Sa = {[s + Tt, t + Ts]| s, t ∈ S} is called the
asymmetric subspace of ˜S.
The mappings prs : ˜S −→ ˜Ss, prs(x˜) = x˜s and pra : ˜S −→ ˜Sa, pra(x˜) = x˜a are linear
projections.
Definitions 2.7 and 2.8 and the notations were used in [10] in the case of
commutative, cancellative semigroups with 0.
Definition 2.9 We say that a vector space V is the direct sum of its subspaces V1, V2
and write V = V1 ⊕ V2 if V = V1 + V2 and V1 ∩ V2 = {0}.
The following theorem is a corollary from Theorem 2.7 in [10], which was proved
for commutative semigroups.
Theorem 2.10 Let S be an abstract convex cone and T : S −→ S a cone symmetry
then ˜S = ˜Sa ⊕ ˜Ss where ˜Sa and ˜Ss are linear subspaces of ˜S.
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The proof is easy and we omit it. For a cone S which is also a uniform space the
following theorem holds true:
Theorem 2.11 If a uniformity U on abstract cone S satisf ies the following conditions:
(i) the addition + is strongly uniformly continuous,
(ii) for every U ∈ U we have ⋃λ>0 λU = S × S,
(iii) for every U ∈ U there exists V ∈ U and λ > 0 such that [0, λ]V ⊂ U
then the topology in ˜S determined by the family {˜U = {[s, t]| (s, t) ∈ U}|U ∈ U} as the
basis of neighborhoods of 0˜ is Hausdorf f.
Theorem 2.11 follows from Proposition 2.4. Analogous uniformities were consid-
ered in [25]. Now, from Theorem 2.11 we obtain the following central theorem on
the decomposition of a quotient topological vector space ˜S:
Theorem 2.12 Let S be an abstract convex cone and let U be a uniformity on S
satisfying the following conditions:
(i) the addition + is strongly uniformly continuous,
(ii) for every U ∈ U we have ⋃λ>0 λU = S × S,
(iii) for every U ∈ U there exists V ∈ U and λ > 0 such that [0, λ]V ⊂ U.
If T is a uniformly continuous cone symmetry then the topological vector space ˜S is
the topological direct sum of its subspaces ˜Sa and ˜Ss.
Let κ : S −→ ˜S be a canonical embedding κ(t) = [t, 0]. The following theorem is a
corollary from Theorem 2.12.
Theorem 2.13 Let S be an abstract convex cone, V be subspace of S0 and let U be
a uniformity on S satisfying assumptions of Theorem 2.11. If the mapping S0 	 t 
→
−t ∈ S0 is uniformly continuous then the following conditions are equivalent:
(a) the space ˜S has a subspace complementary to the subspace κ(V),
(b) there exists a uniformly continuous homomorphic mapping σ : S −→ V, such
that σ(σ (t)) = σ(t) for t ∈ S and σ(S) = V.
Proof Suppose ˜S = κ(V) ⊕ W is a topological direct sum. Then the canonical pro-
jection π = πκ(V) : ˜S −→ κ(V) is uniformly continuous linear function. Let σ be
a superposition κ−1 ◦ π ◦ κ . Then σ is a uniformly continuous cone-homomorphic
function such that σ ◦ σ = σ and σ(S) = V.
Now, suppose σ satisfies condition (b) of our theorem. Define mapping T : S −→
S by Ts = s + (−2σ(s)), s ∈ S. It is easy to observe that T is a uniformly continuous
cone symmetry and ˜Sa = κ(V). By Theorem 2.12 we have ˜S = κ(V) ⊕ ˜Ss. unionsq
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2.2 Normed Quotient Spaces
Now we apply the results from the previous subsection to abstract convex cones
equipped with metric compatible with addition and multiplication by nonnegative
scalars.
Definition 2.14 Let S be an abstract convex cone with zero. We say that a metric d :
S × S −→ R+ is compatible with addition and scalar multiplication if d(s, t) = d(s +
u, t + u) and d(λs, λt) = λd(s, t) for all s, t, u ∈ S, λ ∈ R+.
The following proposition holds true.
Proposition 2.15 Let S be an abstract convex cone with zero. Let d : S × S −→ R+
and ‖·‖ : ˜S −→ R+ be such functions that ‖[s, t]‖ = d(s, t). Then the function d is a
metric compatible with addition and scalar multiplication if and only if the function
‖·‖ is a norm in ˜S.
Definition 2.16 Let S be an abstract convex cone and d be a metric on S compatible
with the addition and scalar multiplication on S. We say that the uniformity U on S
given by the basis {Uε}ε>0, where Uε = {(s, t)| d(s, t) < ε} is the uniformity generated
by metric d.
It is easy to observe that the following propositions and theorem hold true.
Proposition 2.17 Let S be an abstract convex cone and d be a metric on S compatible
with the addition and scalar multiplication on S. Then the uniformity U generated by
metric d fulf ills the assumptions (i)–(iii) of Theorem 2.11. Moreover the topology in
S˜ generated by the uniformity U is identical with the topology generated by the norm
‖[s, t]‖ = d(s, t).
Proposition 2.18 Let S be an abstract convex cone and d be a metric on S compatible
with the addition and scalar multiplication on S. A cone symmetry T : S → S is
uniformly continuous with respect to the metric d if and only if it is uniformly
continuous on (S,U) where U is the uniformity generated by d.
Theorem 2.19 Let S be an abstract convex cone and d be a metric on S compatible
with the addition and scalar multiplication on S and let T : S → S be a uniformly
continuous cone symmetry. Then the normed space (˜S, ‖·‖) where d(s, t) = ‖[s, t]‖ is a
topological direct sum of its subspaces ˜Ss and ˜Sa.
3 Decomposition of a MRH Space
Let X be a Hausdorff topological vector space and B(X) the family of all nonempty
closed convex bounded subsets of X. For A, B ∈ B(X), λ ∈ R we define A+˙B =
cl {a + b | a ∈ A, b ∈ B} and λA = {λa | a ∈ A}. Then B(X) is an abstract convex
cone with zero and X˜ = B2(X)/∼ is a Hausdorff topological vector space (well
known Minkowski–Rådström–Hörmander space [25]).
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Theorem 2.19 enables us to decompose a MRH space ˜X into topological direct
sum of its subspaces generated by a cone symmetry T as long as T is uniformly
continuous with respect to given metric d. Markov [13] decomposed a MRH space
only algebraicly and only in the case of T A = −A (our symmetry T0 from Definition
3.3). We will give examples of three more cone symmetries and decompose a MRH
space topologicaly with respect to three known metrics.
Let X be a normed space. Let us remind three well known metrics in the cone of
convex sets.
Definition 3.1 Let A, B ∈ B(X).
1. Hausdorff metric is defined by
dH(A, B) = inf{ε ≥ 0| A ⊂ B + εB, B ⊂ A + εB},
where B is the closed unit ball in X.
2. Bartels-Pallaschke metric is defined by
dBP(A, B) = inf{‖C‖ + ‖D‖ | (C, D) ∈ [A, B]},
where ‖A‖ = sup{‖x‖ | x ∈ A}.
3. Demyanov’s generalized metric (see Grzybowski and Przybycien´ (submitted)) is
defined by
dD(A, B) = sup
{ |(pA − pB)(y1) − (pA − pB)(y2)|
‖y1 − y2‖ | y1, y2 ∈ X
, y1 = y2
}
,
where pA(y) = sup{y(x)| x ∈ A}.
Notice that pA is the support function of a set of A and X is the topological dual
of X with its usual norm. For X = Rn the metric dD is identical with Demyanov’s
metric (also called Plis´’ metric; see [2] and [12]). All three metrics are complete
in the cone B(Rn). More information on these three metrics can be found in [3]
and Grzybowski and Przybycien´ (submitted).
Proposition 3.2 The following inequalities hold true:
dH ≤ dD ≤ dBP.
Proof Consider two sets A, B ∈ B(X). Let us assume that for any positive c <
dH(A, B) the sum B + cB does not contain the set A. By B we denote the unit ball
in the normed space X. Let us fix c and choose any element a of A \ (B + cB). By
the separation theorem there exists a continuous linear functional f with norm 1
such that
pA( f ) ≥ f (a) ≥ sup
x∈B+cB
f (x) = sup
b∈B
f (b) + c = pB( f ) + c.
Hence, putting y1 = f and y2 = 0, we obtain
dD(A, B) ≥ |(pA − pB)( f ) − (pA − pB)(0)|‖ f − 0‖ ≥ c.
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On the other hand, let y1, y2 ∈ X and pA(y1) = y1(a1) + ε1, pA(y2) = y2(a2) +
ε2 for some nonnegative numbers ε1, ε2 and elements a1, a2 ∈ A. Then y2(a2) + ε2 ≥
y2(a1), and
pA(y1) − pA(y2) = y1(a1) + ε1 − y2(a2) − ε2
≤ y1(a1) + ε1 − y2(a1) ≤ ‖y1 − y2‖ · ‖A‖ + ε1,
where ‖A‖ = supa∈A ‖a‖. Since ε1 can be arbitrarily small, we obtain |pA(y1) −
pA(y2)| ≤ ‖y1 − y2‖ · ‖A‖. Hence
|(pA − pB)(y1) − (pA − pB)(y2)|
‖y1 − y2‖ ≤ ‖A‖ + ‖B‖.
Therefore, dD(A, B) ≤ ‖A‖ + ‖B‖. Let us observe, that if (C, D) ∈ [A, B] then
pC − pD = pA − pB. It implies that dD(A, B) ≤ dBP(A, B). unionsq
Proposition 3.2 generalizes known results for finite dimesional space. Respective
metrics turn MRH spaces X˜ into normed spaces with norms ‖·‖H , ‖·‖D and ‖·‖BP,
respectively. However, only the last norm turns the space ˜X into a Banach space
(compare Theorem 3.4.5 in [16]).
Let us define four cone symmetries.
Definition 3.3 Let A ∈ B(X).
(1) Let T0 be a central symmetry with the center in 0: T0 A = −A = {−a | a ∈ A}.
(2) Let X = Rn and TS A = A − 2sA, where sA is the Steiner’s point of A [23].
(3) Let X = Rn and TM A = A − 2mA, where mA is the maximal element of A
with respect to lexicographical ordering, i.e. y follows x if and only if xi < yi for
some i and x j = y j for all j < i.
(4) Let R : X −→ X be a continuous linear mapping such that R2(A) = A for all
A ∈ B(X), A = −A, e.g. X = R2 and R is a rotation around 0 by right angle.
We denote TR A = R(A).
We chose these four symmetries in order to illustrate Theorem 2.19. The sym-
metry T0 is probably the most natural. The symmetries TS and TM are similar. They
depend on continuous selection of points from convex sets. The symmetry TM can be
extended to compact convex sets in separable normed space. Both symmetries give
a continuous projection of ˜X on X.
Proposition 3.4 A cone symmetry T is continuous with respect to metric d for all
(T, d) ∈ {T0, TS, TM, TR} × {dH, dD, dBP} with the exception of (TM, dH). Moreover,
the symmetry T is a Lipschitzian function, i.e. for all convex sets A, B we have
d(T A, T B) ≤ λd(A, B), where the constant λ = λ(T, d) is listed in the following table:
λ T0 TS TM TR
dH 1 1 + 2κn‖Be‖ ∞ ‖R(B)‖
dD 1 1 + 2κn‖Be‖ 3 ‖R(B)‖
dBP 1 1 + 2κn‖Be‖ 3 ‖R(B)‖
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The constant κn is given in [18]. The number ‖A‖ is the smallest radius of a closed
ball containing A. The unit ball is denoted by B and Euclidean unit ball is denoted
by Be.
Proof Since symmetry T0 is an isometric mapping in considered metric spaces, the
constant λ = λ(T0, d) = 1 for all three metrics.
We know that ‖sA − sB‖2 ≤ κndH,2(A, B) (see [18], for example κ2 = 4π ) for
Euclidean norm ‖ · ‖2 in n-dimensional vector space and Hausdorff metric dH,2
induced by the same norm. Also the following inequalities hold true for respective
norms and metrics: ‖ · ‖ ≤ ‖Be‖ ‖ · ‖2 and dH,2 ≤ ‖Be‖ dH . Then, by translational
invariance of considered metrics, we obtain
d(A − 2sA, B − 2sB) ≤ d(A, B) + 2‖sA − sB‖
≤ d(A, B) + 2κn‖Be‖2dH(A, B)
≤ d(A, B) + 2κn‖Be‖2d(A, B).
Let us denote A(u) = {a ∈ A| 〈a, u〉 = supx∈A〈x, u〉} for nonempty compact con-
vex set A and vector u ∈ Rn. Let us notice that mA + mB = m(A + B) is an extreme
point of A + B and a limit of some sequence (A + B)(un) of exposed points. It is easy
to see that A(un) tends to mA and B(un) tends to mB. Hence
‖mA − mB‖ ≤ sup
u =0
dH(A(u), B(u)) = dD(A, B).
For the last equality see [17] and [12]. Then
d(A − 2mA, B − 2mB) ≤ d(A, B) + 2‖mA − mB‖ ≤ 3d(A, B)
for d ∈ {dD, dBP}.
In order to show discontinuity of TM with respect to Hausdorff metric let us
consider X = R2, a segment A0 with endpoints (0, 0) and (0, 1), and a sequence of
segments An with endpoints (0, 0) and (− 1n , 1). Notice that mA0 = (0, 1) and mAn =
(0, 0). In the same time dH(An, A0) tends to 0 and dH(An − 2mAn, A0 − 2mA0)
tends to 2‖mAn − mA0‖ = 2‖(0,−1)‖ > 0.
Notice that if A ⊂ B + εB then R(A) ⊂ R(B) + εR(B) ⊂ R(B) + ε ‖R(B)‖B.
Hence dH(TR A, TR B) ≤ ‖R(B)‖ dH(A, B). The cases of dD and dBP are analogous.
unionsq
It is easy to observe that constants in the table for T0, TM and TR are the best
possible. The authors believe that the problem of the best constants for TS is not
trivial. Notice that we obtained decompositions with four different families of T-
symmetric sets: {A| A = −A}, {A| sA = 0}, {A| mA = 0}, {A| A = −A, R(A) = A}.
Theorem 3.5 A MRH space ˜X is a topological direct sum of its symmetric and
asymmetric subspaces for all pairs (T, d) ∈ {T0, TS, TM, TR} × {dH, dD, dBP} of cone
symmetry T and metric d with an exception of (TM, dH).
Theorem 3.5 follows from Theorem 2.19 and Proposition 3.4.
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Theorem 3.5 suggests that decomposition of a MRH space into direct sum is
possible for a variety of different cone symmetries T. Authors do not know how
large is the family of all symmetries of B(X) that are uniformly continuous.
It is possible to interpret actions of symmetry T0 on sublinear functions as
mapping f 
→ g, where g(x) = f (−x). Then every difference f of sublinear functions
is decomposed into an even function f (x)+ f (−x)2 and an odd function
f (x)− f (−x)
2 . In
the case of TR actions of symmetry can be interpreted as mapping f 
→ g, where
g(x) = f (R(x)).
4 Application of Decomposition: Continuous Selection
Let ‖ · ‖ be a norm in ˜X and d be a metric in B(X) such that ‖˜x‖ = d(A, B) for
x˜ = [A, B], A, B ∈ B(X). It would be very useful to be able to choose pairs of convex
sets being representatives of elements x˜ of the MRH space ˜X in a continuous way.
We can pose the following question: does there exist a function ˜X 	 x˜ 
−→ (˜x) =
(1(˜x),2(˜x)) ∈ B2(X) such that (˜x) ∈ x˜ and 1, 2 are continuous with respect to
the norm ‖ · ‖ and the metric d.
A quotient class x˜ ∈ ˜X is partially ordered by inclusion, i.e. for (A, B), (C, D)
∈ x˜ we have (A, B) ≺ (C, D) if and only if A ⊂ C (and B ⊂ D). If X is a reflexive
space then an inclusion minimal pair always exists [8]. If X is two dimensional then
a minimal pair is unique up to translation [7, 24]. Therefore, some choice of minimal
pair belonging to x˜ is a natural candidate for a function .
The following example shows that the answer can be negative even for 2-
dimensional space X.
Example 4.1 Let X = R2, An be a Euclidean disc with radius equal to n, Bn be a
regular n2-gon inscribed in the disc An, x˜n = [An, Bn]. Notice that ||˜xn||D tends to
zero, hence x˜n tends to 0˜. Assume that (˜x) ∈ x˜. Since all pairs (An, Bn) are minimal
then by existence and uniqueness of minimal pairs (see: [7, 15, 24]), the set 1(˜xn)
contains some disc with radius n. Therefore, 1(˜xn) tends to no 1(0˜) with respect to
Hausdorff metric. Hence for no selection  the functions 1, 2 are continuous with
respect to norms weaker than ‖ · ‖D and metrics stronger than dH .
Next example shows, that even with norm ‖ · ‖BP finding continuous function  is
not easy.
Example 4.2 Let An be a triangle with vertices (−1, 0), (0, 1) and (0, 1n ), Bn be
a triangle with vertices (1, 0), (0, 1) and (0,− 1n ), A be a triangle with vertices
(−1, 0), (0, 1) and (0, 0) and B be a triangle with vertices (1, 0), (0, 1) and (0, 0). Let
x˜n = [An, Bn] and x˜ = [A, B]. Since (An + B, Bn + A) ∼ ({(0, 0)}, {0} × [− 2n , 0]),
we have ‖˜xn − x˜‖BP = ‖[An + B, Bn + A]‖BP = 2n . It means that x˜n tends to x˜ with
respect to Bartels–Pallaschke norm. If  : ˜R2 −→ B2(R2) such that (y˜) ∈ y˜ and
(1(y˜),2(y˜)) is a minimal pair for all y˜ then by uniqueness of minimal pair 1(˜xn) =
An + un and 1(˜x) = A + u for some un, u ∈ R2. Then dD(1(˜xn),1(˜x)) =
dD(An + un, A + u) ≥ dH(An(0,−1) + un, A(0,−1) + u) ≥ 12 because An(0,−1) is a
singleton and A(0,−1) is a segment of the length 1. Therefore, 1 is not continuous
with respect to metric dD nor dBP.
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However, our decomposition of an MRH-space over R2 combined with choosing
minimal pairs enables us to prove an existence of continuous selection  with respect
to Bartels–Pallaschke norm and Bartels–Pallaschke metric.
Remark 4.3 We know that for any symmetric sets A and B a minimal pair (C, D) ∈
[A, B] exists and is unique up to translation. Since the pair (−C,−D) is equivalent
and also minimal, both C and D are centrally symmetric with the same center of
symmetry. Therefore, the pair (C + x, D + x) ∈ [A, B] is minimal and symmetric for
some x ∈ R2.
In view of our remark we can formulate the following lemma.
Lemma 4.4 Let A, B, C, D,∈ B(R2) be symmetric sets and (A, B), (C, D) be mini-
mal pairs. If (G1, G2) ∈ [A, C], (H1, H2) ∈ [B, D] and (E, F) ∈ [A + D, B + C] are
minimal pairs and G1, G2, H1, H2, E, F are symmetric sets then E = G1 + H2, F =
G2 + H1.







‖hA(cos ti, sin ti) − hA(cos ti−1, sin ti−1)‖,
where hA(t) is the center of singleton or segment A(cos ti, sin ti). Since A and B
are symmetric, f (π + t) = f (π) + f (t), x ∈ [0, π ] for f = fA, fB and inf( fA, fB). Let
us remember that g = inf( fA, fB) is the greatest nondecreasing function such that
g(0) = 0 and functions fA − g, fB − g are nondecreasing. Then minimality of the
pair (A, B) and Lemma 5.1 in [7] imply that inf( fA, fB) = 0. Also inf( fC, fD) =
0. Notice that inf( fA+D, fB+C) = inf( fA + fD, fB + fC) = inf( fA, fC) + inf( fD, fB).
By Theorem 3.3 in [9] we have fE = fA+D − inf( fA+D, fB+C) = fA − inf( fA, fC) +
fD − inf( fD, fB) = fG1 + fH2 . By Proposition 4.5 in [7] we get E = G1 + H2 + x for
some x ∈ R2. Since the considered sets are symmetric, x = 0. In a similar way we
prove that F = G2 + H1. unionsq
Lemma 4.5 Let A, B ∈ B(R2) and (A,−A), (B,−B) be minimal pairs. If (G1, G2) ∈
[A, B] and (E,−E) ∈ [A − B, B − A] are minimal pairs then E + I = G1 − G2,
where I is a segment such that I = −I and some translates of I are contained
respectively in the boundaries of G1 and G2.
Proof We have fA(π) + f−A(t) = fA(π + t) and f−A(π) + fA(t) = f−A(π + t)
for t ∈ [0, π ]. Then inf( fA, f−A)(π) + inf( fA, f−A)(t) = inf( fA, f−A)(π + t) for t ∈
[0, π ]. Hence by Lemma 5.1 in [7] we get inf( fA, f−A) = 0, and inf( fB, f−B) = 0.
Notice that
inf( fA−B, fB−A) = inf( fA + f−B, fB + f−A) = inf( fA, fB) + inf( f−A, f−B).
Also inf( fA, fB)(π)+ inf( f−A, f−B)(t) = inf( fA, fB)(π + t) and inf( f−A, f−B)(π)+
inf( fA, fB)(t) = inf( f−A, f−B)(π + t) for t ∈ [0, π ]. Both functions inf( fA, fB) and
inf( f−A, f−B) are equal to 0 or take exactly three values and have exactly one point
212 J. Grzybowski et al.
of discontinuity in [0, 2π). Then inf( fA−B, fB−A) = has two points of discontinuity in
[0, 2π) which is impossible.
By Theorem 3.3 in [9] we obtain fG1 = fA − inf( fA, fB) + g and fG2 = fB −
inf( fA, fB) + g, where g is a nondecreasing function taking not more than three
values. Then f−G1 = f−A − inf( f−A, f−B) + g′ and f−G2 = f−B − inf( f−A, f−B) + g′,
where g = g′ = 0 or the distance between points of discontinuity of g and g′ is equal
to π . In that case g + g′ = fI for some symmetric segment I. Then translates of I are
contained in the boundaries of G1 and G2 on the same side.
Hence fG1 + f−G2 = fA − inf( fA, fB) + g + f−B − inf( f−A, f−B) + g′ = fA−B −
inf( fA−B, fB−A) + fI = fE + fI . By Proposition 4.5 in [7] we have E + I = G1 −
G2 + x for some x ∈ R2. Since I is symmetric and (G1 − G2, G2 − G1) ∈ [A, B] +
[−B,−A] = [A − B, B − A] = [E,−E], the vector x is equal to 0. unionsq
Now we can prove the main theorem of this section.
Theorem 4.6 There exists a function  : ˜R2 −→ B2(R2) such that (˜x) =
(1(˜x),2(˜x)) ∈ x˜ and 1, 2 are continuous with respect to the norm ‖ · ‖BP
and the metric dBP.
Proof Let 	 : ˜R2s −→ B2(R2) be such a function that (	1(˜x),	2(˜x)) is a minimal
pair and 	1(˜x) = −	1(˜x),	2(˜x) = −	2(˜x). Let 
 : ˜R2a −→ B2(R2) be such a func-
tion that (
1(˜x),
2(˜x)) is a minimal pair and 
1(˜x) = −
2(˜x). By existence and
uniqueness-up-to-translation of minimal pairs such functions exist. We define  :
˜R2 −→ B2(R2) by 1(˜x) = 	1(˜xs) + 
1(˜xa),2(˜x) = 	2(˜xs) − 
1(˜xa).
Let x˜, y˜ ∈ ˜R2, (E, F) ∈ [	1(˜xs) + 	2(y˜s),	1(y˜s) + 	2(˜xs)] be a minimal pair with




1(˜xa)] be a minimal pair.
Moreover, let (G1, G2) ∈ [	1(˜xs),	1(y˜s)], (H1, H2) ∈ [	2(˜xs),	2(y˜s)], (G¯1, G¯2) ∈
[
1(˜xa),
1(y˜a)] be minimal pairs such that dBP(	1(˜xs),	1(y˜s)) = ‖G1‖ + ‖G2‖,
dBP(	2(˜xs),	2(y˜s)) = ‖H1‖ + ‖H2‖,
dBP(
1(˜xa),
1(y˜a)) = ‖G¯1‖ + ‖G¯2‖.
By Lemma 4.4 we have
dBP(	1(˜xs),	1(y˜s)) = ‖G1‖ + ‖G2‖
≤ ‖G1 + H2‖ + ‖H1 + G2‖ = ‖E‖ + ‖F‖
= ‖[	1(˜xs) + 	2(y˜s),	1(y˜s) + 	2(˜xs)]‖BP
= ‖[	1(˜xs),	2(˜xs)] − [	1(y˜s),	2(y˜s)]‖BP
= ‖˜xs − y˜s‖BP.
In a similar way, dBP(	2(˜xs),	2(y˜s)) ≤ ‖˜xs − y˜s‖BP.
Since for all x we have ‖G¯1 + x‖ + ‖G¯2 + x‖ ≥ ‖G¯1‖ + ‖G¯2‖, there exist u ∈
G¯1, v ∈ G¯2 such that 0 belongs to the segment with endpoints u and v . By Lemma
4.5, and since E contains some translate of I, we have
dBP(
1(˜xa),
1(y˜a)) = ‖G¯1‖ + ‖G¯2‖
≤ ‖G¯1 − u‖ + ‖u‖ + ‖G¯2 − v‖ + ‖v‖
≤ diam(G¯1) + diam(G¯2) + ‖u − v‖
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≤ 3 diam(G¯1 − G¯2) ≤ 3 diam(E¯ + I)











= 6 ‖˜xa − y˜a‖BP.
In a similar way, dBP(−
1(˜xa),−
1(y˜a)) ≤ 6 ‖˜xa − y˜a‖BP.
Then
dBP(1(˜x),1(y˜)) = ‖[1(˜x),1(y˜)]‖BP
= ‖[	1(˜xs) + 
1(˜xa),	1(y˜s) + 
1(y˜a)]‖BP
≤ ‖[	1(˜xs),	1(y˜s)]‖BP + ‖[
1(˜xa),
1(y˜a)]‖BP
= dBP(	1(˜xs),	1(y˜s)) + dBP(
1(˜xa),
1(y˜a))
≤ ‖˜xs − y˜s‖BP + 6 ‖˜xa − y˜a‖BP ≤ 7 ‖˜x − y˜‖BP.
In a similar way, dBP(2(˜x),2(y˜)) ≤ 7 ‖˜x − y˜‖BP. unionsq
The following table summarizes the answer to the question: does there exist a
continuous selection  from a normed MRH space ˜R2 to B2(R2) with respect to
norm ‖ · ‖ and metric d?
dH dD dBP
‖ · ‖H no no no
‖ · ‖D no no no
‖ · ‖BP yes yes yes
We can apply different decomposition to prove the existence of a continuous
selection  from a normed MRH space ˜R2 to the family of minimal pairs in B(R2)2
with respect to norm ‖ · ‖BP and metric dH .
Proposition 4.7 Let A be a family of non-decreasing functions f def ined on [0, 2π ]
that
(i) f (0) = 0
(ii) limt→a− f (t) = limt→a+ f (t) for all a ∈ (0, 2π)
(iii) limt→0+ f (t) + limt→2π− f (t) = f (2π).
Let A, B ∈ B(R2) and fA = f + g where f, g ∈ A and g takes exactly three values.
If f ≺ fB then A + x ⊂ B for some x ∈ R2.
We omit the proof which uses techniques applied in [7].
Let us consider the symmetry T = TS. For x˜ ∈ ˜R2s we define 	(˜x) = (A, B) where
the pair (A, B) ∈ x˜ is a minimal pair such that sA = sB = 0. Such a pair exists and it
is unique. The following lemma holds true.
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Lemma 4.8 Let 	(˜x) = (	1(˜x),	2(˜x)). Then the functions 	1,	2 : ˜R2s −→ B(R2)
are continuous with respect to Bartels–Pallaschke norm ‖ · ‖BP and Hausdorf f
metric dH.
Proof Let x˜, y˜ ∈ ˜R2s, 	(˜x) = (A, B),	(y˜) = (C, D) and ‖˜x − y˜‖BP = ε. By
definition of Bartels–Pallaschke norm there exist (E, F) ∈ x˜ − y˜ such that
‖E‖ + ‖F‖ = ε. We have
A + D + F = B + C + E.
Then fA − inf( fA, fB) ≺ fC + fE. By Proposition 4.7 we obtain
A + u ⊂ C + E
for some u ∈ R2. In a similar way
C + v ⊂ A + F
for some v ∈ R2. Then
A + u + v ⊂ C + E + v ⊂ A + E + F.
Hence u + v ∈ E + F and ‖u + v‖ ≤ ε. Then A + u ∈ C + εB and
C = C + u + v − (u + v) ⊂ A + F + u − (u + v) ⊂ A + u + 2εB
where B is the Euclidean unit disc in R2. Therefore, dH(A + u, C) ≤ 2ε. On the
other hand
dH(A + u, A) = ‖u‖ = ‖s(A + u) − sC‖ ≤ 4
π




dH(	1(˜x),	1(y˜)) = dH(A, C) ≤ 5ε = 5‖˜x − y˜‖BP.
In a similar way we can prove that dH(	2(˜x),	2(y˜)) ≤ 5‖˜x − y˜‖BP. unionsq
Theorem 4.9 There exists a function  : ˜R2 −→ B2(R2) with (˜x) = (1(˜x),2(˜x)) ∈
x˜ such that all pairs (1(˜x),2(˜x)) are minimal and 1, 2 are continuous with respect
to the norm ‖ · ‖BP and the metric dH.
Proof Let us put (˜x) = 	(˜xs), where 	 is a selection from Lemma 4.8. Our theorem
follows from Theorem 2.19, Proposition 3.4 and Lemma 4.8. unionsq
The following table summarizes the answer to the question: does there exist a
continuous selection  from a normed MRH space ˜R2 to the family of minimal pairs
in B(R2)2 with respect to norm ‖ · ‖ and metric d?
dH dD dBP
‖ · ‖H no no no
‖ · ‖D no no no
‖ · ‖BP yes no no
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Unfortunately in R3 in general there is no uniqueness-up-to-translation of minimal
pairs of compact convex sets [7]. Theorems similar to Theorems 4.6 and 4.9 would
require a different approach.
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