Electron-density averaging, fast Fourier synthesis and fast Fourier analysis programs have been adapted for parallel-computing systems. These have been linked to perform iterative phase improvement and extension utilizing non-crystallographic symmetry and solvent flattening. Various strategies for parallel algorithms have been tested on a variety of computers as a function of the number of computer nodes. Some experimental timing results are discussed.
Introduction
Advances in crystallographic techniques have often been correlated with advances in computational techniques. The last several years have seen major developments in parallel computing (Fox et al., 1987) . Such computing requires calculations to be distributed over a set of processors (nodes) running simultaneously. Thus, the calculation time is reduced roughly in proportion to the number of available nodes. However, to achieve such optimal behavior, care must be taken that all nodes complete their tasks at more or less the same time and that their tasks are mostly independent of each other, as communication among nodes or with an external storage device is expensive in time. New algorithms are, therefore, often required to exploit the advantages of a parallel environment.
Phase refinement and extension from low to high resolution in the determination of structures with noncrystallographic redundancy (Rossmann, 1990 ) is among the most computationally expensive tasks in crystallography. The essential components in this procedure are electron-density averaging and Fourier summations. We have adapted, modified and rewritten programs to perform electron-density averaging, fast Fourier analysis, phase and amplitude combination, and fast Fourier synthesis using parallel computers (Fig. 1) . By combining these parallel programs with a new language (Structural Biology Language, SBL), it is possible to run iterative cycles automatically in a variety of program combinations and sequences that can be tailored to each application.
SBL is used to write scripts that can decide whether the next step should be another phase refinement iteration at the current resolution limit, whether a phase extension is warranted (and if so, by how much), whether an improved mask is to be calculated, or whether the non-crystallographic parameters are to be redetermined. In principle, it is now possible to provide a starting phase set at 20 A resolution, for example, and end up with a high-resolution electron-density map of a 10 7 Da virus one day later without any intervention. While in 1979 a single iteration in the structure determination of southern bean mosaic virus (Abad-Zapatero et al., 1980) required about 6 weeks of frustration, one iteration should now be possible in less than 1 h. Reductions in execution time permit consideration of more challenging problems and switch the emphasis away from the burdens of crystallographic techniques to the investigation of biology and biochemistry.
Structure determination based on the presence of non-crystallographic symmetry has been reviewed fairly extensively (Rossmann, 1972 (Rossmann, , 1990 Lawrence, 1991; Jones, 1992) . The concept is simple ( Fig. 1 ): electron density is improved by averaging among noncrystallographically related positions within the crystallographic asymmetric unit and by solvent flattening outside the molecular envelope where the local symmetry breaks down. The modified map is then inverted with a fast Fourier transformation (FFT) to give what should be an improved set of phases. The observed amplitudes can then be combined with these phases to compute a new electron-density map. Cycling can continue until there is no further improvement in the correlation between observed and calculated structure amplitudes. Once convergence has been reached, phase extension can follow by a small step outwards in reciprocal space.
Although early attempts at phase determination concentrated on reciprocal-space techniques, greater success at phase improvement was subsequently found in real space. Phase extension (Unge et al., 1980) , however, remained a hot topic of debate until 1984 when phases were extended from 4.0 to 3.5 A resolution in the structure determination of hemocyanin (Gaykema et al., 1984) , which had sixfold non-crystallographic redundancy. In the structure determination of human rhinovirus 14 (Rossmann et al., 1985) , which had 20-fold non-crystallographic redundancy, phases were extended all the way from 6.0 to 3.5/~ resolution for the first time. Since then the procedure has been used for extensions from lower than 20/~ to 3 A resolution or further in some structure determinations of spherical viruses. Thus, noncrystallographic symmetry, whether within one crystal form or between different forms, is a useful tool in the analyses of viruses, proteins and nucleic acids (Dodson, Gover & Wolf, 1992) . The present parallel programs are applicable to any of these problems.
Numerous real-space averaging programs have been described previously (Buehner, Ford, Moras, Olsen & Rossmann, 1974; Bricogne, 1976; Johnson, 1978; Smith, Fraser & Summers, 1983; Hogle, Chow & Filman, 1987; Jones, 1992) . The electron-density averaging program (ENVELOPE) described by Rossmann et al. (Rossmann, McKenna, Tong, Xia, Dai, Wu, Choi & Lynch, 1992; Rossmann, McKenna, Tong, Xia, Dai, Wu, Choi, Marinescu & Lynch, 1992) , was chosen for adaptation to parallel environments. The parallel fast Fourier program for analysis of an electron-density map (FFTINV) or synthesis of a map (FFTEXP and FFTSYNTH) were based on programs written by Ten Eyck (Ten Eyck, 1973 , 1977 . The parallel program (RECIP) in which calculated phases are combined with suitably weighted observed amplitudes is based on a program written by Arnold (Arnold et al., 1987) .
Parallel computers and appropriate algorithms
Parallel computers like the Thinking Machine CM5, the Intel Paragon and the Cray MPP are ideal for solving problems which require large amounts of computations and a substantial amount of memory. Such systems may consist of tens to thousands of nodes interconnected by a high-speed interconnection network. There are two main classes of parallel systems. In both classes, the memory is physically distributed among the nodes. In the first class, called distributed-memory multiprocessor systems, each node has direct access only to its local memory, as in the case of the CM5 or the Paragon. Each node is an independent computer (or possibly computers) which executes a program stored in its local memory and which has access to data in its local memory and to data on other nodes via a network. In the second class, called shared-memory multiprocessor systems, each node has direct access to the entire memory of all the nodes, as in the case of the Cray MPP.
In a multicomputer, the network connecting both compute and input/output nodes has one of several topologies (Fig. 2) , such as a two-dimensional mesh (like the Paragon), a three-dimensional torus (like the Cray MPP), a hypercube (like the iPSC/860), or a fattree (like the CMS). Each compute node consists of a high-performance microprocessor (Alpha for the Cray MPP, SPARC for CM5 and i860 for the Paragon), a local memory (16 to 128Mbyte at the present time), and coprocessors (e.g. a communication processor). Future generations of multicomputers may have several processors in each node.
The parallel programs discussed in this paper all operate in the same-program multiple-data (SPMD) mode. The same code is loaded and executed by all nodes allo- One of the more difficult problems encountered in writing a parallel SPMD mode program is data partitioning, which affects the choice of algorithm and efficiency of the computation. In the case of electron-density averaging, the three-dimensional map, with nx x ny x nz grid points, can be partitioned into small three-dimensional volumes called 'bricks'. These bricks are brought into the local memory of a node when needed. Bricks scattered through the entire three-dimensional map might be present in any node memory at a given time (Fig. 3) . In contrast the three-dimensional FFT's require planes, or a collection of planes of data, called slabs (see Fig. 4 ).
Another aspect of a parallel algorithm is related to load balancing. The amount of work allocated to each node should be as even as possible. The efficiency of a parallel computation is reduced by communication among nodes and 'blocking'~ which occurs when a node cannot continue its computation because it is waiting for data from another node or for the completion of a required calculation in another node.
It is also necessary to make the program efficient for using different numbers of nodes, depending on the size of a problem or availability of resources. The scalability is the property of an algorithm and system which describes the degree to which the execution time is reduced in proportion to the number of available processors. In the applications discussed here, consecutive programs required for phase refinement and extension need different numbers of nodes to run optimally for a problem of a given size. Among all the programs needed for phase refinement and extension, the ENVELOPE an (x, z) slab of electron-density data on which the program performs two one-dimensional FFI"s transforming x to h, and z to l. A global exchange of data then takes place so that each node has a (y,l) slab. Then a final one-dimensional transformation changes y to k and the result is a set of calculated structure factors at points (h, k, l) in reciprocal space. The FFTSYNTH program works in the opposite order, starting with slabs in h and ending up with electron density at all x, y, z grid points. program can use the largest number of nodes most effectively. Another potential difficulty is that when executing a sequence of parallel programs, it may be necessary to convert one data format to another. For example, the ENVELOPE program needs data in the brick format while the FFTINV program needs planes of data as input.
Electron-density averaging
For structures with large non-crystallographic redundancy, such as those discussed here, the averaging of electron density takes 75-90% of the time needed for one iteration of phase refinement or extension. A considerable effort was, therefore, devoted to the optimization of the ENVELOPE program (see Appendix) (Marinescu, Rice, Cornea-Hasegan, Lynch & Rossmann, 1993; Cornea-Hasegan, Marinescu & Zhang, 1994) . Three problems A, B and C, were used for our measurements (Table 1) .
Each grid point of the stored electron-density map is associated with an electron-density value and a mask number. The mask number identifies the molecule within the crystal to which the point belongs and thereby identifies which symmetry operators are required to map the point to all other non-crystallographic equivalent positions. Special values of the mask number identify those grid points which are outside the molecular envelope in the solvent or in the nucleic acid regions (for a virus) where non-crystallographic symmetry breaks down.
Each node is assigned a set of bricks to process and each brick is taken in turn as a 'master brick'. For each grid point within a master brick, 'slave bricks' are identified that contain the electron density at the non-crystallographically related positions. The density at a particular non-crystallographic position is calculated using an eight-point interpolation. This evaluation might require density in more than one slave brick. For moderately high resolution, most crystallographic equivalent points are likely to be in different slave bricks. If there is N-fold redundancy, then more than N slave bricks might have to be fetched to local memory from storage to calculate the average density at the first grid position of the given master brick. However, because the other grid points to be averaged are adjacent in the master brick, it is probable that they will also generate equivalent positions in the available slave bricks.
The basic parallel algorithm for electron-density averaging is shown in the pseudo-code in Fig. 5 . Initially, each node is allocated a subset of master bricks. Grid points located in the solvent or nucleic acid region require a negligible amount of computation, whereas those within the molecular envelope require electrondensity averaging and need a significant amount of computation. The program, therefore, allocates master bricks to the nodes in such a way that the total number of grid points to be averaged is about equal for each node, consistent with the requirement of processing an integral number of bricks in each node. This insures roughly simultaneous completion of the calculations in all nodes. The bricks within a node are sequenced to minimize the need for fetching new slave bricks in passing from brick to brick. Every time access is required to a grid point which is not in a slave brick currently in the local memory, execution is interrupted to fetch that slave brick. This is called a 'brick fault'. A 'minimum fault path' is one which guarantees that as many as possible of the slave bricks used for one master brick will be needed for the next master brick processed by that node. Hence, the master bricks are strategically sequenced within a node, by making the least possible spatial alteration when going from master brick to master brick.
Each node has a limited amount of local memory, not sufficient to hold all the bricks (Fig. 6) . Three different data-management schemes have been developed for the ENVELOPE program to decide where to place the data: (a) data from the disk (DD), (b) data across nodes (DN) and (c) data servers (DS). In scheme (a) every time a node needs a brick which is not available in its local memory the brick is fetched from the disk. In (b) the data are distributed among nodes at the beginning of the computation and each node has the information about where each brick is stored. In the case of a brick fault a special type of message is sent to the node where the data are located, the computation carried out by that node is interrupted and the brick is sent to the requesting node. In (c) a few nodes hold all the data, acting solely as data servers, and carry out no computation, while the other nodes request the data when needed. Table 2 presents a comparison of the three data-management schemes for problem C in Table 1, while Table 3 shows the ratio of the execution times with an increasing number of nodes for the three problems. The DN mode is clearly the best and scales well, because the execution time approximately halves when the number of nodes doubles for both a hypercube and mesh architectures. The DS mode compares moderately well with the DN mode as the number of nodes increases, provided that the number of data-server nodes is kept small. The DD mode scales well on the hypercube for 16 and 64 nodes, and for the mesh between 64 to 128 nodes. However, scaling fails as the number of nodes increases further. This is because each node requests data from the disk via only a few input/output nodes. As the total number of nodes making such requests increases, bottlenecks occur at the input/output nodes. The Touchstone Delta at Cal Tech uses the same i860 processor as the Intel iPSC/860 hypercube, but has faster communication and a different architecture, producing much smaller execution times ( Table 2 ).
The problems being compared in Table 3 all have very roughly the same number of grid points to be averaged per crystallographic asymmetric unit, but the non-crystallographic redundancy is doubled from A to B and again from B to C. This is reflected in the execution times. The greater the amount of computation, the greater are the savings on overheads. As the problem becomes larger the useful number of nodes also increases. A sample of execution times for a variety of problems (Table 4) Negative values of l are not needed, because p is real. The resulting (2hmax + 1)(2kmax + 1)(/max + 1) structure factors are reduced to those within a standard asymmetric unit of reciprocal space and the given resolution limits.
In general, the number of electron-density values is so large that only a portion of the map can be stored in the local memory of most current computers (either sequential or parallel). Thus, only an '(x, z) slab' (Fig.   4 ) of density p(x, y, z) with 0 < x _< nx -1, 0 < z < nz -1, and for as many values of y as possible can be stored in a node at one time. The slabs of density are generated from the stored density in one asymmetric unit with knowledge of the pertinent crystallographic symmetry.
The size of a slab and the amount of memory available strongly influence the execution time. Let M denote the size of this storage. For P nodes, if M × P exceeds the volume V = nx × ny x nz, then all the data can be in node memory at one time. (At this time about 2 × 10 6 density values can be stored on each node of the Intel iPSC/860, or about 4 × 106 on the Intel Paragon.) In this case, the data are distributed evenly and slabs with V/P values are stored on each node, otherwise each node must transform several slabs. With a single call to the FFT kernels, the transformation with respect to z is accomplished for each of the z lines in the slab and another call transforms with respect to x. Each of the P nodes can simultaneously perform the transformations in z and x for the allocated slabs of electron density. The coefficients c2 must then be exchanged among nodes. This is necessary because no node has an entire set of values along any line in the y direction. Data are exchanged among nodes in order to construct (y, l) slabs for a range of h values (Fig.  4) . The execution time for FFTINV (and similarly for FFTSYNTH) depends crucially on how these exchanges are carried out.
Two distinct mechanisms for this global transposition have been implemented: (a) the use of an intermediate disk file (scratch file mode) when M × P < V and (b) an internodal exchange (global exchange mode) when Table 4 
) at 3 ,~, resolution (all times are in s)
'Start' is the average time per node from start to when structure factors begin to be read. 'Read' is the average time per node to read the structure factor from the disk. 'FFT' is the average time per node to carry out all three (primary, secondary and tertiary) Fourier summations. 'Exchange' is the average time per node to globally exchange the data among nodes. 'Write' is the average time per node for writing the electron density onto the disk. "(Total)' is the average time per node for the execution of the program measuring from the start to the last node to finish. M × P> V. The first takes much more time than the second, not only because of the time necessary to transfer data between a node and a disk (Fig. 6 ), but also because of the bottleneck occurring when several nodes need access to the disk at the same time. The program uses (b) unless the data do not fit into the combined memory of all nodes allocated to the task. In the global exchange mode, the exchange of data takes place by a series of messages transmitted among the nodes. For example, assume there are only four nodes, 0, 1, 2 and 3, and suppose nx = ny = nz = 8. Node 0 transforms a slab with two (x, z) planes, those with y = 0 and 1. Then during the exchange, node 0 keeps the 'stick' of data with h = 0, 1; y = 0, 1; 1 = 0 ..... 7. Node 0 must receive the stick with h=0, 1; y=2, 3; l=0 ..... 7 from node 1 and, likewise, sticks with h = 0, 1 from the other nodes. At the end of the exchange, node 0 has the slab of c2 (h, y, l) values with h=0, 1; y=0 ..... 7; 1=0 ..... 7. Node 1 collects sticks with h =2 and 3 from nodes 0, 2, 3, and similarly for the other nodes.
This exchange is accomplished in the following three steps.
(11 Nodes 0 and 2 and 3 exchange (2) Nodes 0 and 1 and 3 exchange (3) Nodes 0 and 1 and 2 exchange 1 exchange sticks; while also nodes sticks. 2 exchange sticks; while also nodes sticks. 3 exchange sticks; while also nodes sticks.
Because of the architecture and the design of the communication system, each of these three steps takes the same amount of time. Similarly, when P nodes are used, all of the data is exchanged in P-1 steps on a hypercube or P steps on a mesh. The Fourier synthesis is computed in an identical manner to the Fourier inversion, but in the opposite order. Table 5 lists times for these two exchange schemes for FFTSYNTH applied to the HRV 16 problem (Table 4 ). The times show that the use of the global exchange method takes an order of magnitude less execution time than the scratch file method. In addition to the exchange time, there is 'overhead': time must be spent to load the program onto the nodes, time is required to read the input data and to write the output data, etc. The time actually devoted to the FFT transformation is rather small compared to these other times which are necessary to carry out the computation.
Only the transformation time is scalable. The transformation time (labeled 'FFT' in Table 5 ) halves when the number of nodes doubles. But because of the 'overhead' times, the total execution time first decreases and then increases as the number of nodes increases. For the HRV 16 problem at 3/~ resolution, the minimum time to execute the complete FFTSYNTH program was 27 s with 32 nodes of the 128-node hypercube and was 37 s with 16 nodes of the 512-node Paragon. Results of timing experiments for the CVB3 problem (Table 4) are similar (Lynch & Zhang, 1994) .
Structure-factor sorting
Calculated phases, obtained from the FFTINV routine, are combined with the original observed amplitudes and used in the calculation of statistics useful in the assessment of convergence in phase refinement (e.g. correlation coefficients and R factors). The RECIP program sorts the output from the FFTINV program into the same sequence as used for listing the observed amplitudes of one reciprocal-space asymmetric unit. First, the reflections are distributed evenly to P nodes. Then each node sorts its allocated set of structure factors in ascending order according to the values of the reflection identifier h x 22o + k x 2~°+ I. Next, information about the distribution of the sorted reflections is sent by each node to node 0. Node 0 uses this information to determine the range of reflections for each node, so that each node will merge approximately the same number of reflections. These limits are sent to the nodes and then an exchange of reflections is carried out similar to the exchange used by FFTINV and by FFTSYNTH. Each node then merges the reflections it has received from the other nodes into a fully ordered set (see Table 6 for execution times).
One of the options of the RECIP program is that each calculated structure-factor amplitude which corresponds to an observed amplitude is replaced to obtain the Fourier coefficients, WFob,~exp(i~c) , where w is the weight or figure of merit determined from Fob,~ and Fcalc. These reflections are passed to program FFTEXP, which uses knowledge of the crystallographic symmetry to expand the reflection data from an asymmetric unit to a hemisphere of reciprocal space. This is necessary as the FFT synthesis program is for space group P1. The coefficients are then sorted using the same algorithm as before for presentation to the FFTSYNTH program (see Table 6 for execution times).
The Structural Biology Language
A desirable computing environment for solving complex problems on parallel machines would be a highperformance front-end graphics workstation to provide windows and display capability, connected to a variety of remote parallel computers. Parallel machines are inherently more complex and less user friendly than sequential computers. Access to parallel machines is rather restricted, as they are expensive shared resources. To allow a user to focus on the application without being distracted by the problems of different systems, an environment has been created to hide as much as possible of the complexities. It also includes graphical output for the inspection of diffraction patterns, electron-density maps and mask allocation. Part of this environment is a special 'Structural Biology Language' (SBL) (CorneaHasegan & Marinescu, 1994) . The programs currently available in this environment relate to phase refinement and phase extension in the presence of non-crystallographic symmetry, including the special case of merely solvent flattening when the non-crystallographic redundancy is one. It is intended to be augmented to support other types of programs to cover many aspects of structural biology and macromolecular crystallography. For instance, a start has been made to develop parallel algorithms for diffraction data processing (Rossmann, 1979; Rossmann, Leslie, AbdelMeguid & Tsukihara, 1979) .
Two types of programs can be invoked by SBL.
(a) Primary programs like ENVELOPE, FFTINV, RE-CIP, FFTEXP and FFTSYNTH, rotation-function calculations, rigid-body refinements and structure-factor calculations.
(b) Auxiliary programs designed to support the appropriate sequencing of the programs in the first category, to test some of their output, and to transform part of the control input data for these programs.
Currently these programs are available on: (a) iPSC/860 systems, at Purdue University and at NIH; (b) the Paragon systems at Purdue University and California Institute of Technology and Intel Super Computer System Division. Source code can be obtained from the authors.
SBL permits multiple nested iterations, and two different levels of phase extension. SBL also allows the computation to be restarted after being stopped by the user, by a hardware failure or exhaustion of the allocated time. The computation can be resumed from the end of the last completely executed program in the series of programs requested. Every SBL program is compiled into a UNIX shell script (UNIX command list), which controls the execution of the entire sequence of programs.
Testing for convergence
The major criterion used in tests of convergence during phase refinements is the correlation between Fobs and Fcaj~. The F~alc values are obtained by back Fourier transformation of the modified electron-density map. The correlation coefficient, C, is defined as,
where (Fobs) and (F~alc) are mean values and the sums are over all observed reflections in specified resolution shells. Convergence tests are based on the improvement, A, of the overall C in successive iterations, i, where A = Ci -Ci_ ~. The first and most important test is that if the overall C improves. However, additional tests can also be made to ensure the following.
(1) That the refinement is uniform over the complete resolution range. If the C's in some resolution shells are substantially poorer than in neighboring shells, then this might imply conflicts between differing phase solutions (Arnold et al., 1987) .
(2) That there is no further change in C in all resolution shells.
(3) That the C's have essentially converged for all sizes of F. The larger F's, although fewer in number, have a greater influence on the electron density and will, therefore, converge faster.
Although faster workstations with larger internal memory are emerging every year, so are larger crystalline biological complexes, as are progressively more computer intensive techniques for the solutions of difficult crystallographic problems. Parallel computers can substantially reduce computing time and permit the study of problems with very large memory requirements. With the ability to collect diffraction data of complex biological crystallized samples at ever increasing rates, it is anticipated that expansion of the use of parallel computers will accompany the exploration of new biological frontiers.
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Concluding remarks
The parallel algorithms used in the programs described here are designed for distributed and shared-memory MIMD (multiple instruction multiple data) architectures. There are several types of MIMD systems: (a) massively parallel processing systems (MPP's), such as discussed in this paper, (b) clusters of workstations and (c) multiprocessor workstations. The programs for workstation clusters (available by mid-1995 from the authors) use the same algorithms as those described here, but communicate using libraries like MPI (message passing interface) and PVM (parallel virtual machine).
A small problem could be solved using one or a few workstations, while a large problem may require tens or possibly hundreds of workstations or an MPP with tens or hundreds of compute nodes. In contrast, a sequential program can only run on one single processor workstation regardless of the problem size. By harnessing them together or by using many compute nodes in an MPP, the computation will be carried out faster in proportion to the number of computers running parallel. Some of the largest problems we describe here are still outside the usual memory capacity of the largest workstations currently available. Considering the crystallographic difficulties, the coxsackievirus B3 virus structure (Muckelbauer et al., 1995) would have been difficult to solve without the help of a parallelprocessing system. Parallel computers permitted testing of a much larger number of procedures (Muckelbauer et al., 1995) in a reasonable time frame eventually leading to a successful solution.
APPENDIX
The ENVELOPE program provides several functions (Rossmann, McKenna, Tong, Xia, Dai, Wu, Choi, Marinescu & Lynch, 1992) .
Mask generation
(a) Generates masks based upon intersecting spheres. This is the simplest way of determining a mask, useful in the initial stages of a structure determination.
(b) Generates masks based on the current averaged electron density placed into a standard orientation. By first averaging the density into a standard orientation, the surrounding molecules average out, because the local symmetry breaks down outside the molecular envelope. Hence, this new map can be used to determine the limits of the molecular envelope.
(c) Generates masks based on atomic positions of a homologous molecule. If a reasonable structure is already available, it might be the best guide for determining an envelope.
(d) Modifies a mask (enlarges, shrinks, fills holes). These operations ensure that the mask has the correct non-crystallographic symmetry and touch up other properties.
Averaging operations
(a) Modifies electron density by averaging, solvent flattening, etc. This is the central averaging procedure for phase improvement and averaging.
(b) Places the averaged electron density into a standard orientation. This operation is referred to in l(b) above. In essence the calculations are similar to those in 2(a).
Other facilities
(a) Takes electron density from a standard orientation and places it into the crystal cell taking into account the various molecular envelopes. If a structure was previously defined in a standard orientation, then this procedure is useful in generating a starting density within the crystal of interest.
(b) Determines optimal orientation and position of a particle by searching for minimum electron-density scatter or maximum height of a given electron-density feature such as a heavy atom.
(c) Other functions related to data conversion, e.g. merging mask and electron-density data, converting data from brick to plane format and back, etc.
