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Исследования фильтра Калмана в области шумов и помех с негауссовским 
распределением  
О. Ю. Олейник, Ю. К. Тараненко, Д. А. Лосихин, А. И. Швачка 
Розроблено послідовний рекурсивний алгоритм фільтра Калмана для 
фільтрації даних в області шумів відмінних від гаусовського розподілу для 
використання у вимірювальній техніці. Відмінною рисою розробленого 
алгоритму фільтра Калмана для фільтрації даних з негаусовськими шумами є 
відсутність необхідності апріорного визначення статистичних 
характеристик шуму. 
Була перевірена працездатність розробленої методики фільтрації Калмана 
шляхом обробки різних законів розподілу: шумів Коші, Парето, нормального і 
логістичного розподілів. Ефективність розробленої методики фільтрації 
підтверджується шляхом застосування фільтра при обробці 
експериментальних даних з різними законами розподілу шумів. Проведено 
апробацію розробленої методики фільтрації Калмана для даних, отриманих 
експериментально з урахуванням суперпозиції законів розподілу шумів. Апріорна 
оцінка помилки фільтрації при кількості ітерацій більше 30 прагне до нуля. 
Розроблена методика фільтрації з використанням фільтра Калмана 
може бути використана при проведенні метрологічної атестації засобів 
вимірювальної техніки в умовах підприємства. В цій ситуації можливе 
зашумлення вимірювальної інформації різними шумами, в тому числі і тими, 
що не підкоряються закону розподілу Гауса. Фільтр може бути використаний 
при обробці даних систем контролю параметрів стану, що реалізуються за 
принципом порогового контролю величини. 
Прикладним аспектом використання отриманого наукового результату є 
можливість розширення області застосування класичного фільтра Калмана в 
вимірювальній техніці. Це становить передумови для розробки універсального 
алгоритму фільтрації з використанням фільтра Калмана 
Ключові слова: фільтр Калмана, рекурсивний алгоритм, Python, не- 
гауссовских шум, закон розподілу 
1. Введение
Фильтр Калмана представляет собой последовательный рекурсивный алго-
ритм, который использует принятую модель динамической системы для полу-
чения оценки. Полученная оценка может быть существенно скорректирована в 
результате анализа каждой новой выборки измерений датчика во временной 
последовательности [1]. 
Классический фильтр Калмана представляет собой уравнения для расчета 
первого и второго момента апостериорной плотности вероятности (вектора ма-
тематических ожиданий и матрицы дисперсий, в том числе взаимных) при дан-
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ных ограничениях. Так как для нормальной плотности вероятности математи-
ческое ожидание и дисперсионная матрица полностью задают плотность веро-
ятности, можно сказать, что фильтр Калмана рассчитывает апостериорную 
плотность вероятности вектора состояния на каждый момент времени. А значит 
полностью описывает вектор состояния как случайную векторную величину 
[2]. Расчетные значения математических ожиданий при этом являются опти-
мальными оценками по критерию среднеквадратической ошибки, что и обу-
славливает широкое применение фильтра Калмана. 
Фильтр Калмана широко используется для решения многочисленных об-
щеинженерных и эконометрических прикладных задач в тех областях, где рас-
пространено гауссовское распределение шума (экономическое прогнозирова-
ние, электроника, измерительная техника, радиотехника и связь) [3, 4]. Разра-
ботка статистических моделей показателей процессов в технике и экономике 
[5], прогнозирование и определение динамики экономических показателей [6], 
очистка сигналов измерительной и радиотехники от шумов и помех [7] решает-
ся сегодня с использованием Фильтра Калмана.  
В классической постановке задачи фильтр осуществляет слежение за слу-
чайным сигналом, порожденным линейной рекурсией с аддитивным белым 
шумом. Наблюдаемый процесс является линейной комбинацией сигнала и дру-
гого белого шума [9].  
Воздействие шумов, помех на все элементы прибора приводит к возникно-
вению случайных неповторяющихся отклонений отдельных точек статической 
характеристики прибора [9]. При этом погрешность шума является нестацио-
нарной случайной функцией времени. Наиболее распространенное нормальное 
(гауссово) распределение, в котором плотность вероятности обнаружения объ-
екта с величиной признака x зависит от двух параметров: дисперсии σ2 и сме-
щения μ, равного математическому ожиданию x.  
Однако мнение о всеобщей применимости нормального распределения яв-
ляется весьма устойчивым заблуждением. Статистические модели и методы, 
основанные на гауссовости (в частности оценки доверительных интервалов для 
выборочного среднего), зачастую применяются без элементарной проверки, по 
умолчанию [10].  
Поэтому задача разработки эффективной методики фильтрации с исполь-
зованием фильтра Калмана в области шумов отличных от гауссовского распре-
деления для использования в измерительной технике является актуальной 
научной и прикладной задачей. 
 
2. Анализ литературных данных и постановка проблемы 
При негауссовском шуме чаще всего используется подход, заключающий-
ся в аппроксимации шума с применением шумовых моделей, а далее применя-
ются фильтры с использованием алгоритмов, разработанных для гауссовских 
шумовых моделей [11]. 
Существует несколько разновидностей фильтра Калмана, отличающихся 
используемыми приближениями для линеаризации динамических моделей [12]: 
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− расширенный фильтр Калмана (EKF), применим для нелинейных моде-
лей, выполняет линеаризации путем разложения в ряд Тейлора; 
− сигма-точечный фильтр Калмана (UKF), используется в задачах для ко-
торых не может быть использована простая линеаризация, выполняет «линеа-
ризацию» с использованием сигма-преобразования. 
В работе [13] для ситуации, когда сигналы зачастую имеют нелинейную 
динамику и ненормальный шум, предлагается использовать расширенный 
фильтр Калмана. Эффективность разработки подтверждается для случая, если 
дисперсии шумов не слишком велики (т. е. линейная аппроксимация является 
адекватной). Однако авторы исследования не рассматривали область шумов, 
которые не характеризуются параметрами гаусовского распределения. Поэтому 
разработанный расширенный фильтр Калмана может быть использован для 
фильтрации негауссовских шумов. 
Автором [14] в связи с отсутствием методики фильтрации с использовани-
ем фильтра Калмана и невозможностью его применения для негаусовской об-
ласти шумов был синтезирован рекуррентный нелинейный фильтр, порядок ко-
торого определяется из условия получения оценок в темпе поступления изме-
рений. В статье приведены гауссовы и линеаризированные приближения к 
фильтру произвольного порядка, однако проблема фильтрации негауссовских 
щумов так и не была решена.  
В работе [15] авторы отмечают, что модификации фильтра Калмана не мо-
гут решить проблемы нелинейной фильтрации, так как фильтр построен только 
на двух статистических характеристиках процесса: математическом ожидании 
и ковариационной функции. Это связано с тем, что в исследованиях были рас-
смотрены только две указанные статистические характеристики процесса филь-
трации. При этом явления суперпозиции законов распределения, при которых 
данные статистические характеристики вообще не характеризуют параметры 
шума до и после фильтрации в исследовании [15] не были учтены.  
Вместе с тем, имеются данные, позволяющие говорить о возможности по-
лучение фильтра Калмана с нелинейными дополнительными фильтрами, кото-
рые позволят расширить область применения фильтра в измерительной технике 
[16]. Данные о реализации фильтра Калмана, выполняющего функцию филь-
трации негаусовых шумов, в литературе не выявлены. 
Поэтому разработка методики фильтрации с использованием фильтра 
Калмана в области негауссовских шумов позволит существенно расширить об-
ласть применения фильтра: обработка сигналов при проведении метрологиче-
ской аттестации, контроле параметров.  
 
3. Цель и задачи исследования 
Целью работы является разработка эффективной методики фильтрации с 
использованием фильтра Калмана в области шумов отличных от гауссовского 
распределения для использования в измерительной технике. 
Для достижения поставленной цели необходимо решить следующие  
задачи: 
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– выполнить сравнительный анализ законов распределения погрешностей 
измерения с использованием программного обеспечения, позволяющим имити-
ровать шумовое воздействие, подчиняющееся рассматриваемым распреде- 
лениям; 
– проверить эффективность методики фильтрации Калмана путем исполь-
зования различных законов распределения шумов; 
– провести апробацию разработанной методики фильтрации для данных 
полученных экспериментально с учетом суперпозиции законов распределения 
шумов. 
 
4. Исследования фильтра Калмана в области шумов отличных от 
гауссовского распределения 
В работе [17] была разработана модель простой скалярной реализации 
фильтра Калмана средствами программирования общего назначения Python. 
Имитационное моделирование подтвердило возможность использование разра-
ботанной программной реализации адаптивного фильтра Калмана для компен-
сации эффектов амплитудных и фазовых искажений в канале передачи данных. 
Данные подчинялись гауссовскому распределению. Вне гауссовской области 
исследования не проводились.  
Для выполнения поставленных в данной работе задач основной трудно-
стью является обоснованная идентификация законов распределения погрешно-
стей измерений данных для негауссовских шумов. 
С позиции теории вероятностей форма закона распределения численно ха-
рактеризуется его контрэксцессом с коэффициентом, который определяется 
стандартным отклонением σ и четвертым центральным моментом μ4. Согласно 
теории информации, закон распределения характеризуется значением энтро-
пийного коэффициента / .  
 
Для всех возможных существующих законов 
распределения значение коэффицинта psi лежит в диапазоне от 0 до 1, a k – от 0 
до 2.076, поэтому идентификацию законов распределения негауссовского шума 
удобно рассматривать в (psi,k)-плоскости, в которой каждый закон идентифи-
цируется некоторой точкой [18]. 
Сравнительный анализ и идентификация законов распределения погреш-
ностей измерения был проведен средствами Python. Сегодня Python идеальный 
язык для быстрого написания различных приложений, работающих на боль-
шинстве распространенных платформ [19]. Python является свободно доступ-
ным программным продуктом, что дает возможность широкого использования 
результатов разработки.  
Результат выполненного анализа представлен на рис. 1. На приведенном 
графике представлено разделение наиболее распространѐнных законов распре-
деления погрешностей измерения на две группы. На плоскости в левом нижнем 
углу расположен закон Парето, Коши и Пуассона, а в правом верхнем – группа 
законов, близких по информационным показателям к гауссовским.  
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Рис. 1. Сравнительный анализ законов распределения погрешностей измерения: 
 − равномерное распределение;  − логистическое распределение;  
 − нормальное распределение;  − распределение Эрланга;  − распреде-
ление Парето;  − распределение Коши;  − логистическое распределение-1; 
− распределение Пуассона 
 
Приведенные на плоскости данные можно дополнять путем введения не-
использованных законов распределения. Для исследования действия Калманов-
ских фильтраций были выбраны четыре закона распределения, которые на 
плоскости находятся в крайних положениях. Для дальнейшего анализа были 
выбраны законы Парето, Коши (крайние слева) и логистическое и нормальное 
распределение (крайние справа).  
Для изучения поведения модели фильтра Калмана при различных распре-
делениях шумов было разработано программное обеспечение, позволяющее 
имитировать шумовое воздействие, подчиняющееся рассматриваемым распре-
делениям. Рассмотрим алгоритм работы скалярного фильтра Калмана при из-
менении константы. 
Поскольку константа всегда одна, модель системы можно представить в виде:  
 
1 ,k k kx x w             (1) 
 
где хk − предсказание состояния системы в текущий момент времени; хk-1 − 
предсказание состояния системы в предыдущий момент времени; wk − управ-
ляющее воздействие. 
Для модели матрица перехода вырождается в единицу, а матрица управле-
ния в ноль. Модель измерения примет вид:  
 
1 .k k ky y v             (2) 
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В модели (2) νk представляет собой ошибку измерения, которая характери-
зуется ковариационной матрицей R, апостериорной матрицей P точности полу-
ченной оценки и дисперсией случайного процесса Q. 
Для модели (2) матрица измерений превращаются в единицу, а ковариаци-
онные матрицы P, Q, R превращаются в дисперсии [20]. На очередном k-м шаге, 
до прихода результатов измерения, скалярный фильтр Калмана пытается по 
формуле (1) оценить новое состояние системы:  
 
/( 1) ( 1)/( 1).k k k kx x
 
              (3) 
 
Уравнение (3) показывает, что априорная оценка на следующем шаге равна 
апостериорной оценке, сделанной на предыдущем шаге. При этом априорная 
оценка дисперсии ошибки выражается:  
 
/( 1) ( 1)/( 1). .k k k k kР P Q             
 (4) 
 
По априорной оценке состояния /( 1)k kx

  можно вычислить прогноз из- 
мерения:  
 
( 1)/( 1).k k ky x
 
             (5) 
 
После того, как получено очередное измерение величины yk, фильтр рас-
считывает ошибку своего прогноза k-го измерения по выражению: 
 
( )/( 1).kk k k k ke y y y x
 
            
(6)  
 
Фильтр корректирует свою оценку состояния системы, выбирая точку, ле-
жащую где-то между первоначальной оценкой ( )/( 1)k kx

  
и точкой, соответствую-
щей новому измерению yk: 
 
/( 1) ( 1)/( 1) ,k k k k k kx x G e
 
              (7) 
 
где Gk − коэффициент усиления фильтра. Также корректируется оценка диспер-
сии ошибки:  
 
/( ) ( )/( 1)(1 ) .k k k k kР G P             (8) 
 
Таким образом, дисперсия ek равна:  
 
/( ) ( )/( 1) .k k k k kР P R            (9) 
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Коэффициент усиления фильтра, при котором достигается минимальная 
ошибка оценки состояния системы, определяется из соотношения:  
 
( )/( 1) / .k k k kG P S                    (10)
  
 
Применим полученный алгоритм для оценки эффективности Калманов-
ской фильтрации. Рассмотрим работу фильтра Калмана по подавлению шумов с 
распределением Парето. Распределение Парето представляет собой двухпара-
метрическое семейство абсолютно непрерывных распределений. 
Графическая часть оценки эффективности Калмановской фильтрации с 
распределением Парето приведена на рис. 2. Полученные данные свидетель-
ствуют, что фильтр Калмана подавляет шумы Парето, всплеск в начале работы 
фильтра объясняется ограниченностью плотности распределения случайной со-
ставляющей [21].  
Проведем исследования эффективности фильтра Калмана по подавлению 
шумов с распределением Коши. Графическая часть оценки эффективности 
Калмановской фильтрации с распределением Коши приведена на рис. 3 
 
   
а                                                          б 
 
Рис. 2. Графическая часть оценки эффективности Калмановской фильтрации с 
распределением Парето: а – Подавление шумов с распределением Парето  
(+ зашумленные измерения; ─── – апостериорная оценка; ─── – истинное 
значение); б – ошибки при подавлении шумов с распределением Парето 
То
ль
ко
 дл
я ч
те
ия
   
а                                                          б 
 
Рис. 3. Графическая часть оценки эффективности Калмановской фильтрации с 
распределением Коши: а – Подавление шумов с распределением Коши  
(+ зашумленные измерения; ─── – апостериорная оценка; ─── – истинное 
значение);б – ошибки при подавлении шумов с распределением Коши 
 
Фильтр Калмана подавляет шумы Коши, всплеск в начале работы объясня-
ется плотностью распределения случайной составляющей.  
Была рассмотрена эффективность фильтрации с применением разработан-
ной скалярной программной реализации фильтра Калмана для двух законов 
распределения из левого нижнего угла плоскости распределения законов по по-
казателям psi, k (рис. 1). Для окончательного вывода о возможности примени-
мости фильтрации Калмана к негауссовским шумам проведем исследования 
эффективности применения фильтра для законов из правого верхнего угла 
плоскости распределения законов по показателям psi, k (рис. 1). 
Рассмотрим работу фильтра Калмана по подавлению шумов с нормальным 
распределением. Плотность нормального распределения определяется из соот-
ношения: 
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Графическая часть оценки эффективности Калмановской фильтрации с 
нормальным распределением приведена на рис. 4 
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Рис. 4. Графическая часть оценки эффективности Калмановской фильтрации с 
нормальным распределением: а – Подавление шумов с нормальным 
распределением (+ зашумленные измерения; ─── – апостериорная оценка; 
─── – истинное значение); б − ошибки при подавлении шумов с нормальным 
распределением 
 
Рассмотрим работу фильтра Калмана по подавлению шумов с логистиче-
ским распределением. В этом случае плотность логистического распределения 
определяется из соотношения:  
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Графическая часть оценки эффективности Калмановской фильтрации с ло-
гистическим распределением приведена на рис. 5 
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Рис. 5. Графическая часть оценки эффективности Калмановской фильтрации с 
логистическим распределением: а – Подавление шумов с логистическим 
распределением (+ зашумленные измерения; ─── – апостериорная оценка; 
─── – истинное значение); б – ошибки при подавлении шумов с 
логистическим распределением 
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Проведенное исследование применимости фильтра Калмана в области шу-
мов с негауссовским распределением позволяют утверждать, что гауссовские 
распределения шумов фильтром Калмана подавляются с той же ошибкой, что и 
шумы с распределением Парето или Коши, далѐкими от гауссовского.  
Проведем апробацию полученной методики фильтрации на данных, полу-
ченных экспериментальным путем.  
 
5. Фильтрация экспериментальных данных с применением фильтра 
Калмана 
Для исследований был использован массив данных, полученных при кон-
троле веса. Массив данных представляет собой 55 значений замеров веса (кг). 
Измерения проводились с использованием специально подготовленной не 
стандартной гири с аттестованным весом 0,175 кг. Замеры осуществлялись 
цифровыми электронными весами с виброчастотным механическим резонато-
ром в условиях вибрационных и электромагнитных помех, распределѐнных по 
неизвестному закону или суперпозиции законов. 
 
y=[0.203, 0.154, 0.172, 0.192, 0.233, 0.181, 0.219, 0.153, 0.168, 0.132, 0.204, 
0.165, 0.197, 0.205, 0.143, 0.201, 0.168, 0.147, 0.208, 0.195, 0.153, 0.193, 0.178, 
0.162, 0.157, 0.228, 0.219, 0.125, 0.101, 0.211, 0.183, 0.147, 0.145, 0.181, 0.184, 
0.139, 0.198, 0.185, 0.202, 0.238, 0.167, 0.204, 0.195, 0.172, 0.196, 0.178, 0.213, 
0.175, 0.194, 0.178, 0.135, 0.178, 0.118, 0.186, 0.191]. 
 
Определим закон распределения погрешностей измерения в указанной вы-
борке, для этого нанесѐм результаты еѐ обработки на плоскость законов рас-
пределения в координатах psi, k (рис. 6). 
 
 
 
Рис. 6. Сравнительный анализ законов распределения погрешностей экспери-
ментальных данных:  − равномерное распределение;  − логистическое рас-
пределение;  − нормальное распределение;  − распределение Эрланга;  
 − распределение Парето;  − распределение Коши;  − логистическое 
распределение-1;  − распределение Пуассона;  
 − неизвестное распределение Н
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Сравнительный анализ показывает, что экспериментальная выборка имеет 
погрешность, распределѐнную по закону близкому к нормальному. Таким обра-
зом, можно применить к выборке соотношения для нормального распределе-
ния. Используем фильтр Калмана для подавления нормально распределѐнной 
погрешности измерения веса (рис. 7). 
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Рис. 7. Графическая часть оценки эффективности Калмановской фильтрации 
для экспериментальных данных: а – Подавление шумов (+ зашумленные 
измерения; ─── – апостериорная оценка; ─── – истинное значение);  
б – ошибки при подавлении шумов 
 
Результаты оценки подтверждают эффективность применения разработан-
ной программной реализации фильтра Калмана для экспериментальных дан-
ных, распределение которых не лежит в гауссовой области. Априорная оценка 
ошибки фильтрации при количестве итераций больше 30 стремится к нулю. 
 
6. Обсуждение результатов исследования фильтра Калмана 
Полученный последовательный рекурсивный алгоритм Фильтра Калмана 
для фильтрации данных в области шумов отличных от гауссовского распреде-
ления вычисляет прогноз измерения величины с учетом априорной оценки. От-
личительной особенностью данного алгоритма фильтрации является идентифи-
кация закона распределения погрешностей измерений данных для негауссов-
ских шумов на первом этапе.  
Предложенный способ идентификации закона распределения позволяет 
использовать алгоритм фильтрации Калмана при обработке зашумленных дан-
ных в тех случаях, когда закон распределения неизвестен. Идентификация за-
кона распределения осуществляется путем определения точки, соответствую-
щей данному распределению на (psi, k)-плоскости. 
Классический фильтр Калмана использует расчетные значения математи-
ческих ожиданий, которые выступают оптимальными оценками по критерию 
среднеквадратической ошибки. В случае фильтрации данных в области шумов 
отличных от гауссовского распределения указанные характеристики не могут 
быть использованы, вследствие чего фильтр Калмана не может быть применим. 
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Разработанная методика фильтрации с использованием фильтра Калмана 
может быть использована при проведении метрологической аттестации средств 
измерений в условиях предприятия, когда возможно зашумление измеритель-
ной информации различными шумами, в том числе и не подчиняющимися за-
кону распределения Гаусса. Фильтр может быть использован при обработке 
данных систем контроля параметров состояния, реализуемых по принципу по-
рогового контроля величины. 
Эффективность разработанной методики фильтрации подтверждается пу-
тем апробации фильтра при обработке экспериментальных данных с различны-
ми законами распределения шумов. 
Для получения универсального фильтра Калмана необходимо провести ис-
следования направленные на применимость методики фильтрации для данных 
совокупных и совместных измерений, разработать алгоритм фильтрации для 
многоканального фильтра Калмана. 
 
9. Выводы 
1. В работе была разработана методика фильтрации с использованием 
фильтра Калмана для отличного от гауссовского распределения шумов. Осо-
бенностью предложенной методики является использованием процедуры иден-
тификации закона распределения погрешностей измерений данных для негаус-
совских шумов на первом этапе.  
Благодаря предложенному способу идентификации закона распределения 
становится возможным использовать алгоритм фильтрации Калмана при обра-
ботке зашумленных данных в тех случаях, когда закон распределения неизве-
стен. Ранее для таких шумов применение фильтрации с использованием филь-
тра Калмана не было возможным.  
Подтверждена ее работоспособность в для негауссовского распределения 
шумов, что значительно расширило область применения фильтра. 
2. Доказана возможность применение фильтра Калмана в измерительной 
технике при обработке информации, которая искажена помехами различного 
происхождения и уровня. Установлено, что разработанный фильтр Калмана 
может работать в области шумов с негауссовскими распределениями. Эффек-
тивность разработанной методики фильтрации путем использования различных 
законов распределения шумов. Отличительной чертой разработанного последо-
вательного рекурсивного алгоритма Фильтра Калмана для фильтрации данных 
в области шумов отличных от гауссовского распределения является отсутствие 
необходимости априорного определения статистических характеристик шума.  
3. Была проведена апробацию разработанной методики фильтрации Кал-
мана для данных полученных экспериментально с учетом суперпозиции зако-
нов распределения шумов. Подтверждена эффективность разработанной мето-
дики фильтрации для экспериментальных данных. Априорная оценка ошибки 
фильтрации при количестве итераций больше 30 стремится к нулю.  
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