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a b s t r a c t
In this paper, we extend themanner of defining the evolution update of discrete dynamical
systems on Boolean functions, without limiting the local functions to being dependent
restrictions of a global one. Then, we analyze the cases concerned with parallel dynamical
systems with the OR, AND, NAND and NOR functions as independent local functions over
undirected and also directed dependency graphs. This extension of the update method
widely generalizes the traditional one where only a global Boolean function is considered
for establishing the evolution operator of the system. Besides, our analysis allows us to
show a richer dynamics in these new kinds of parallel dynamical systems.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Computer processes involve the generation of dynamics by iterating local mappings. In fact, a computer simulation is a
method for the composition of iteratedmappings, typicallywith local dependency regions [1]. Thismeans that themappings
have to be updated in a specific manner, i.e., following an update schedule. Update scheduling is also a commonly studied
aspect in discrete event simulations [2–4].
For convenience, it is common to rename the local mappings as entities, which are the lowest levels of aggregation of the
system. In computer processes, there are many entities and each entity has a state at a given time (see [1,5,6]). The update
of the states of the entities constitutes an evolution in time of the system, i.e., a discrete dynamical system (see [7,8]).
The update of the states is determined by relations of the entities, which are represented by a dependency graph, and
local rules, which together constitute the (global) evolution operator of the dynamical system (see [9,10]). Actually, bymeans
of Boolean functions, local (Boolean) rules for obtaining an output from some inputs are obtained. That is, for updating the
state of any entity, one normally considers a Boolean function that acts only on the state of that entity itself and the states
of the entities related to it.
If the states of the entities are updated in a parallel manner, the system is called a parallel dynamical system (PDS)
[11,12,7], while if they are updated in a sequential order, the system is named a sequential dynamical system (SDS)
[7,8,13]. Thus, the evolution or update of a PDS or SDS is usually implemented by local functions which are dependent
restrictions of a given global Boolean function.
However, in practice, the rule for the information exchange among one entity and those related to it in the system can
differ from one entity to another. That is, an entity i can exchange information with the entities related to it by means of a
rule fi, while an entity j can do that by means of another rule fj completely independent of or different from the rule fi.
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For this reason, in thisworkweextend thewayof defining theupdate of discrete dynamical systemsonBoolean functions,
without limiting the local functions to being dependent restrictions of a global one. This extension of the update method
widely generalizes the traditional one, where only a global Boolean function is considered for establishing the evolution
operator of the system, and gives as a result a larger variety of discrete dynamical systems on Boolean functions.
We focus on the cases concerned with parallel dynamical systems with the OR, AND, NAND and NOR functions as
(independent) local functions over undirected and also directed dependency graphs, determining the orbit structure of
these kinds of systems. Our analysis allows us to show a richer dynamics in these parallel systems on independent local
functions in comparison with the traditional ones (see [11,7]).
This paper is organized as follows. In Section 2, we recall some notation concerning discrete dynamical systems on
Boolean functions over (undirected and directed) dependency graphs, and introduce the concept of systems on independent
local functions. In Section 3, we deal with the simplest case, that is, when the local functions are either the simplestmaxterm
(OR) or the simplest minterm (AND). In Section 4, we develop a similar study when the independent local functions are NOR
and NAND. Section 5 is devoted to studying the orbit structure of a system when OR, AND, NAND and NOR constitute the
evolution operator of the system. Finally, Section 6 provides some conclusions and future research directions.
2. Definitions and notation
In computer processes, there are many entities and each entity has a state at a given time (see [1,5,6]). Usually, in order
to get a graphical idea of the situation, any entity is represented by a vertex of a graph and two vertices are adjacent if their
states influence each other in the update of the system. In this case, the system can be represented bymeans of an undirected
graph. Nevertheless, on many occasions the process of information exchange is not bidirectional [12]. This situation can be
represented by an arc whose initial vertex is the influencing entity, andwhere the final vertex corresponds to the influenced
entity, so providing a directed graph or digraph of relations.
In both cases, we will denote by G = (V , E) the (undirected or directed) graph so built, where V = {1, 2, . . . , n} is the
vertex set and E is the edge (in the undirected case) or arc (in the directed one) set, and we will call it the dependency graph
of the system. We will denote by xi ∈ {0, 1}, i = 1, 2, . . . , n, the state of the vertex/entity i, in such a way that xi = 0 (resp.
xi = 1) means that i is deactivated (resp. activated).
If G = (V , E) is undirected (resp. directed) and i ∈ V , then AG(i)will stand for the set of vertices j ∈ V which are adjacent
to i (resp. the set of vertices j ∈ V such that there exists an arc from j to i).
The evolution or update of a system over a dependency (undirected or directed) graph is usually implemented by local
functions which are the dependent restrictions of a global Boolean function. Recall (see [14]) that a Boolean function of m
variables is a function of the form
F : {0, 1}m → {0, 1},
where F(x1, x2, . . . , xm) is obtained from x1, x2, . . . , xm ∈ {0, 1} using the logical AND, the logical OR, the logical NOT and
the elements 0, 1.
In otherwords, bymeans of a Boolean function,we determine a Boolean output from someBoolean inputs. In this context,
for updating the state of an entity i ∈ V , the corresponding local function acts only on the state of that entity itself and the
states of the entities related to it, that is, the vertices in AG(i).
With the next definition, we extend the way of defining the update of the system. In particular, we consider for every
i ∈ V a local Boolean function fi defined on the states of the vertices in {i} ∪ AG(i), without limiting these functions to being
dependent restrictions of a global one on the whole dependency graph.
Definition 1. Let G = (V , E) be a (directed or undirected) graph on V = {1, 2, . . . , n}. For every i ∈ V , let fi be a Boolean
function defined on {0, 1}ni , where ni = |{i}∪AG(i)|, which, from the states of the entities/vertices in {i}∪AG(i), determines
the updated state of i. This set of functions {fi : i = 1, . . . , n} induces the evolution operator of a discrete dynamical system
that we will call a discrete dynamical system on the independent local Boolean functions {fi : i = 1, . . . , n} over G, which we
will denote by [G, {fi}].
If the local functions act in a parallel manner, the systemwill be called a parallel dynamical system (PDS), while if they act
in a sequential order, the system will be named a sequential dynamical system (SDS).
Later on in this paper, we will focus on the study of PDS over undirected and directed graphs defined by some relevant
(independent) local Boolean functions. More precisely, we will analyze the cases where the local Boolean functions are
chosen from the following ones:
OR(x1, x2, . . . , xm) = x1 ∨ x2 ∨ · · · ∨ xm
AND(x1, x2, . . . , xm) = x1 ∧ x2 ∧ · · · ∧ xm
NAND(x1, x2, . . . , xm) = x′1 ∨ x′2 ∨ · · · ∨ x′m
and
NOR(x1, x2, . . . , xm) = x′1 ∧ x′2 ∧ · · · ∧ x′m.
To finish these preliminaries, we will write xki to specify the state of the vertex i ∈ V after the iteration k ∈ N of the
system.
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3. Local functions: {AND, OR}
Let [G, {fi}] be a PDS over an undirected or directed graph G, where each local function fi is either AND or OR. Observe
that if fi = AND (resp. fi = OR) and, after some iterations, xi = 0 (resp. xi = 1), then this value remains onwards. Since the
dependency graph is finite (and so is the state space), it is clear that the system will evolve to a fixed point, whatever the
initial state and the functions fi ∈ {AND,OR} are.
Therefore, we have:
Theorem 1. Let [G, {fi}] be a PDS over an undirected or directed graph G where each local function fi is either AND or OR. Then
all the orbits of this system are fixed points or eventually fixed points.
Remark 1. Although the orbit structure coincides with the corresponding one for a PDS where the updating global Boolean
function is either AND or OR (see [11, Theorems 1 and 2] for the undirected case and [12, Theorems 1 and 2] for the directed
one), for a PDS [G, {fi}] such as the one described in Theorem 1, the number of fixed points of the system (and therefore the
complexity of the system) may increase depending of the choice of the local functions fi.
In order to illustrate this, consider the undirected dependency graph given by G = {1, 2, 3} and E = {{1, 2}, {2, 3}}. If
we consider the PDS defined by the global Boolean function AND (resp. OR), then the fixed points are (1, 1, 1) and (0, 0, 0)
(resp. (1, 1, 1) and (0, 0, 0)). On the other hand, if we consider the PDS defined by the local functions
f1 = AND, f2 = OR, f3 = AND
then the fixed points are (1, 1, 1), (0, 0, 0), (0, 1, 0), (1, 1, 0) and (0, 1, 1).
4. Local functions: {NOR, NAND}
Let [G, {fi}] be a PDS over an undirected graph G, where each local function fi is either NOR or NAND. Let us consider the
sets
V1 = {i ∈ V : fi = NOR}
and
V2 = {i ∈ V : fi = NAND}.
The cases where either V1 = ∅ or V2 = ∅ were studied in [11] (see also [7]). In fact, the case V1 = ∅ (resp. V2 = ∅)
is equivalent to considering a PDS with global Boolean function NAND (resp. NOR), and then all the periodic orbits of this
system are 2-periodic orbits.
Hence, let us assume that both V1 and V2 are not empty sets. As a first difference with respect to the case of a PDS with
global Boolean function either NOR or AND, now fixed points can appear. For instance, for the basic undirected dependency
graph given by G = (V , E), where V = {1, 2} and E = {{1, 2}}, with
f1 = NOR and f2 = NAND,
the vector of states (0, 1) is a fixed point.
Our aim is to prove that, once the system becomes stabilized, either the state of each vertex i ∈ V is fixed (xi = 0 if
fi = NOR, xi = 1 if fi = NAND) or it alternates the values 0 and 1. In view of this, we will have proved that all the periodic
orbits of this system are fixed points or 2-periodic orbits.
Observe that if a vertex i ∈ V1 (resp. i ∈ V2) fixes its state, it is necessarily xi = 0 (resp. xi = 1). Indeed, if after a certain
iteration k of the system xki = 1 (resp. xki = 0), after the next iteration k+ 1 this state changes to xk+1i = 0 (resp. xk+1i = 1).
Let us take i ∈ V1. We will see that if its state does not stabilize (after the necessary number of iterations) as xi = 0, then
xi alternates 1’s and 0’s. Thus, let us assume that xi does not stabilize as xi = 0.
First, let us suppose that AG(i)∩V2 = ∅, that is, fj = fi = NOR for all j ∈ AG(i). Since we are assuming that xi is not always
0, there is an iteration kwhere xki = 1. Then xk+1i = xk+1j = 0 for all j ∈ AG(i), and so xk+2i = 1, all of them independently of
the rest of the dependency relationships of the graph and the local functions. Hence, xi alternates 1’s and 0’s as wanted.
Now, let us suppose that AG(i) ∩ V2 ≠ ∅ and take j ∈ AG(i) ∩ V2. Since we are assuming that xi is not always 0, there is
an iteration kwhere xki = 1.
Observe that we cannot have xkj = 0 because, under this assumption, after the iteration k + 1 the state values of i and j
would change to xk+1i = 0 and xk+1j = 1, respectively, independently of the rest of the dependency relationships of the graph
and the local functions. But then, these values would remain so forever (also independently of the rest of the dependency
relationships and local functions), which contradicts the fact that xi is not 0 from an iteration onwards. Hence, wemust have
xkj = 1.
At this point, from xki = 1 = xkj we deduce that xk+1i = 0 = xk+1j . In fact, note that we cannot have xk+1j = 1 because,
as we have reasoned above, this implies that xi becomes 0 onwards, which contradicts our hypothesis. So, we must have
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xk+1j = 0 and then xk+2j = 1. Again, we cannot have xk+2i = 0 (since this implies that xi becomes 0 onwards), and therefore
xk+2i = 1. Consequently, we deduce that xi alternates 1’s and 0’s as wanted.
A dual reasoning can be used to prove that for i ∈ V2, if its state does not stabilize (after the necessary number of
iterations) as xi = 1, then xi alternates 1’s and 0’s.
So, we have proved:
Theorem 2. Let [G, {fi}] be a PDS over an undirected graphwhere each local function fi is either NOR or NAND. The periodic orbits
of this system are fixed points or 2-periodic orbits. Moreover, the only possible fixed point is the one where xi = 0 if fi = NOR
and xi = 1 if fi = NAND.
In [12], it was proved that parallel dynamical systems over directed dependency graphs associated with the global
updating function NOR or NAND can present periodic orbits of any period, except fixed points. Nevertheless, if we consider
the directed graph G = (V , E), with V = {1, 2} and E = {(1, 2), (2, 1)}, it becomes clear that for the case of PDS over a
directed dependency graph where each local function fi is either NOR or NAND, fixed points can also appear.
Thus, we can state the following.
Theorem 3. Parallel dynamical systems over directed graphs where each local function fi is either NOR or NAND can present
periodic orbits of any period n ∈ N.
5. Local functions: {AND, OR, NOR, NAND}
Let [G, {fi}] be a PDS over an undirected graph G, where each local function fi ∈ {AND,OR,NOR,NAND}. Let us consider
the sets
V0 = {i ∈ V : fi = OR or fi = AND},
V1 = {i ∈ V : fi = NOR},
V2 = {i ∈ V : fi = NAND}.
The case where V0 = ∅ was studied in Section 4. On the other hand, the case where V1 = V2 = ∅ was analyzed in
Section 3. So, let us assume that V0 ≠ ∅ and V1 ∪ V2 ≠ ∅.
As reasoned in Section 3, it is clear that after some iterations the states of all the vertices i ∈ V0 evolve to a fixed value
(1 or 0), whatever the initial state and the functions fi ∈ {AND,OR} of [G, {fi}] are. So, from now on, we will assume that the
number of iterations is big enough for all the states of the vertices in V0 to be fixed.
Our aim is to prove that, once the system becomes stabilized (and in particular the values of all the vertices in V0 become
fixed), the state of each vertex i ∈ V1 ∪ V2 either is fixed (xi = 0 if i ∈ V1, xi = 1 if i ∈ V2) or alternates the values 0 and 1.
In view of this, we will have proved that all the periodic orbits of this system are fixed points or 2-periodic orbits.
In order to develop our following analysis, it is irrelevant whether for a vertex i ∈ V0 we have fi = OR or fi = AND; the
important fact will be whether xi = 0 or xi = 1.
Since V1 ∪ V2 ≠ ∅, let us suppose that V1 ≠ ∅ and take i ∈ V1. One can easily reason dually for the case V2 ≠ ∅, i ∈ V2.
We will see that if its state does not stabilize as xi = 0 after the necessary number of iterations, then xi alternates 1’s and
0’s. Thus, let us assume that xi does not stabilize as xi = 0.
Observe that there cannot exist j ∈ V0 ∩ AG(i) such that xj = 1, because in that case xi would have the fixed value 0,
which contradicts our assumption.
On the other hand, if there exists j ∈ V0 ∩ AG(i) such that xj = 0, then the state of xi can be calculated by attending to
the state of the vertices in {i} ∪ (AG(i) \ {j}). In other words, the result of operating the function NOR on the state values of
the vertices in {i} ∪ AG(i) coincides with that of doing this on the state values of the vertices in {i} ∪ (AG(i) \ {j}) provided
xj = 0. Therefore, the updating of the state xi only depends on the values of the vertices in AG(i) ∩ V1 ∩ V2.
But, we have seen in Section 4 that, under these hypotheses, xi alternates 1’s and 0’s.
So we have proved the following.
Theorem 4. Let [G, {fi}] be a PDS over an undirected graph where each local function fi ∈ {AND,OR,NOR,NAND}. The periodic
orbits of this system are fixed points or 2-periodic orbits.
Regarding this case, taking into account the results in the section before and in [12], when the dependency graph is
directed, we have:
Theorem 5. Parallel dynamical systems over directed graphs where each local function fi ∈ {AND,OR,NOR,NAND} can present
periodic orbits of any period n ∈ N.
6. Conclusions and future research directions
This work extends the manner of defining the update of discrete dynamical systems on Boolean functions, generalizing
the traditionalway,where only a global Boolean function is considered for establishing the evolution operator of the system.
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Hence, as in practice the rule for the information exchange among one entity and those related to it in the system can
differ from one entity to another, this extension allows us to model a larger variety of computer processes with these kinds
of discrete dynamical systems.
In fact, the analysis of the cases concerned with parallel dynamical systems with the OR, AND, NAND and NOR functions
as (independent) local functions shows a richer dynamics in these parallel systems on independent local functions in
comparison with the traditional ones.
The conclusions achieved open some future research directions concerning dynamical systems on Boolean functions, by
considering general maxterm andminterm Boolean functions as independent local functions not only in parallel dynamical
systems, but also in sequential dynamical systems.
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