Abstract In this paper a new fast mode decision (FMD) algorithm is proposed for the recent H.264/AVC video coding standard, aiming to reduce its computational load without loosing coding efficiency. This algorithm identifies redundancy and selects the minimum sub-set of modes for each macroblock (MB) required to provide high rate-distortion (RD) efficiency. It is based on a fast analysis of the histogram of the difference image between frames which classifies the areas of each frame as active or non-active by means of an adaptive thresholding technique. More coding effort is devoted to active areas with the selection of a large sub-set of Modes, as these areas are expected to be the most relevant in terms of RD cost. Results show reduction values around 35-65% of motion estimation (ME) time, preserving the RD cost for the Baseline Profile, by using PSlices and without needing B-Slices. Moreover, the strategy works as an intelligent tool for real-time applications with constrained number of operations per frame: it wisely uses the given operational resources distributing them among those MBs that need it.
Introduction
The new international video coding standard H.264/AVC [1, 2] has been developed to improve video coding efficiency compared to previous standards such as MPEG-2 or recent MPEG-4. As the motion estimation (ME) phase is one of the key elements of a video encoder to achieve good rate-distortion (RD) performance, it has been greatly intensified in H.264/AVC by including some new efficient features like multiple reference frames and tree structured motion compensation. In previous standards, frames are divided into fixed size macroblocks (MB) as the basic ME unit. H.264/AVC allows the subdivision of MBs into smaller blocks, down to 4 9 4 pixels, creating a full set of inter-prediction alternatives, usually called Modes, as shown in Fig. 1 . The encoder selects the most appropriate choice between using large blocks with just few motion vectors, or smaller blocks and more motion vectors to transmit. A common approach to tackle this problem is based on RD optimization [3] applying the Lagrangian multiplier technique [4] computing the RD cost of all interprediction alternatives.
MBs corresponding to areas where there are few changes between frames usually get modes corresponding to large blocks, such as Mode 1 or SKIP-Mode, with just one motion vector, while in areas of detailed motion smaller partitions are more efficient [2] .
However, the complete analysis of all these Modes for each MB requires an enormous computational load that makes H.264/AVC much more complex than any other video codec [1] . Therefore, much effort is currently being done by researchers to reduce this complexity, mainly by designing and developing fast mode decision (FMD) techniques [5] [6] [7] [8] [9] . Most of these works study the RD cost of one initial mode and according to the result, continue or not the analysis of the rest of modes. On the contrary, there are other works, like [10] , that efficiently performs Inter/Intra coding mode selection, which can be used as a basis to improve results by including into it a FMD algorithm.
The new FMD strategy proposed in this work automatically selects, previously to the ME phase, the best subset of Modes to be computed for each MB according to the distribution of activity within it.
It is specifically designed to be implemented into realtime encoders with almost negligible lost of coding efficiency. The FMD strategy relies on the assumption that the analysis of all modes is highly redundant in low activity areas of the image because many modes are likely to achieve very similar low RD costs [2] . The FMD algorithm carries out the identification of these areas previously to the ME process (which means that the algorithm does not compute transformation and quantization, neither VLC or inverse transformation and quantization [1] ), as shown in Fig. 2 . Based on this identification, the minimum sub-set of modes that each MB requires to offer good RD performance is selected so that only those modes are applied to each MB at the ME phase.
The content of the paper is organized as follows: Sect. 2 depicts the whole FMD proposal; Sect. 3 describes the activity analysis process, including difference analysis, thresholding phase and multi-reference computation; Sect. 4 presents the algorithm to select the sub-set of modes to be computed; Sect. 5 shows the results obtained related to computational load reduction and RD cost and Sect. 6 presents the obtained conclusions.
FMD overview
The proposed FMD strategy is composed by three main processing phases, which are depicted in Fig. 3: (1) the first module analyzes the activity of the input frame, F n , by computing the differences between F n and its reference frames at a 4 9 4 pixels block level. The output is the image B n K , which is a mask that identifies the high activity regions of F n ; (2) once the activity of the input frame is well described, each MB of the frame is independently analyzed in order to select the minimum sub-set of modes, S n , that ensures good RD performance: the idea is to devote more coding effort, i.e., more modes, to those MBs that contain more activity; and (3) given a real-time constraint that limits the number of operations to be done at the ME stage of the encoder, and understanding this value as a resource, the algorithm wisely distributes this resource among those MBs that requires more coding effort to achieve good RD performance.
Particularly, the phase of activity analysis is subdivided into three different sub-modules, which are shown in Fig. 4 . Firstly, the activity image, A n is created using only the differences between F n and F n-1 0 at a 4 9 4 pixels block level. Derived from A n , the energy distribution function CH n is obtained and used to classify the frame under study according to its activity level, which is described with the parameter a.
Each activity level has an associated automatic thresholding technique that binarizes A n which becomes B n . At this point, B n identifies, with a binary value (active or nonactive), the activity of each 4 9 4 pixels block of F n . 
Fig. 3
Block diagram showing the processing phases of the proposed FMD strategy; B n K is the mask which identifies active areas of the frame F n taking into account the K previous reference frames; S n represents the sub-sets of modes for each MB, while C n are the subsets of modes considering the real-time constraint
The mode selection phase analyzes the 16 values of activity corresponding to each MB and determines which modes are more likely to achieve good RD performance, and which are redundant:
• The more non-active blocks contained in a 16 9 16 pixels MB are, the less modes will be selected by the FMD and then computed at the ME process, implying high computational cost saving.
• The more active blocks are, the more uncertainty is about which modes will provide better RD performance, so that the FMD selects large sub-set of modes not to loose RD efficiency even when not achieving significative reduction of computational cost.
However, before the mode selection phase, the algorithm exploits the multi-reference feature of H.264/AVC to transform some active blocks into non-active with respect to reference frames other than F n-1 0 . Our experimental results show that the proposed FMD reduces dramatically the overall ME computational load so that real-time implementations are feasible while keeping the average RD cost almost equal to that obtained with the analysis of the complete set of modes.
Activity analysis
The objective of this module is to provide a mask, B n K which identifies the activity regions of each frame. For that purpose, the differences between F n and F n-1 0 are computed, generating the activity image, A n . A single thresholding technique would lead to the binarization of this image, but it will not be adapted to the activity level of the frame. Therefore, in this work we propose to apply different thresholding techniques according to the distribution of activity in each frame.
The reason of using of the direct difference between frames as a feature to classify frames is twofold: (i) it is a easy and fast feature to extract, and (ii) it is enough representative of the activity of the sequence at each frame.
The classification of the frames is done by computing the histogram of A n and modeling the distribution of activity levels with an energy function, CH(i). According to the value of the parameters of the model, the frame is classified as having low, medium or high activity level.
Once the type of activity is identified, an appropriate thresholding technique is used providing a binarization of A n that ensures that only relevant activity areas are set as active, while those areas with less significant activity are set as non-active.
Finally, the analysis of the multi-reference will change this binarization B n into B n K which is not binary as it contains different types of blocks: active, non-active and the knon-actives.
Difference analysis
The difference image, A n is computed using the current original frame, F n , and the immediately previous encoded and reconstructed frame, F n-1
0
. The pixels values of the difference image are obtained as the MAE between these frames, computed on 4 9 4 pixel blocks:
where B n and B 0nÀ1 represent 4 9 4 blocks belonging to F n and F n-1 0 , respectively. Therefore, the activity image resolution is 4 9 4 times lower than that of the sequence pictures. As 4 9 4 pixels blocks are the lower sub-MB partition allowed in H.264/AVC, the computation of the MAE on 4 9 4 blocks is applied to significantly simplify the selection of the sub-set of modes process (introduced in Sect. 4). As a result, each 16 9 16 pixels MB of the frame to be encoded is characterized by 16 activity values (one for each 4 9 4 block of the MB). Figure 5b shows examples of A n corresponding to different situations (note that their resolution has been increased for better visualization, but their real resolution is 4 9 4 times lower than that of the original frames): first row (Fig. 5b) shows the activity image between two almost static consecutive frames of Mother & Daughter sequence: the result is a picture with low activity values homogeneously distributed along the whole picture. Second and third row (Fig. 5b) show, for Mother & Daughter and Foreman sequences, respectively, the activity image between two consecutive frames with significant changes: in these situations, the main part of the activity is concentrated on small areas of the image.
Histogram analysis
As shown in the previous section there is a coarse classification of frames according to their activity level: low, Fig. 4 Detail of the activity analysis phase; A n is the difference image for the frame F n , a is the parameter that describes the distribution of activity within A n , while B n is the binary activity image after the thresholding phase. The multi-reference is used to compose the B n K activity image where taking into account previous reference frames, from F n-2 0 to F n-K 0 medium and high activity. In all cases, the histogram is unimodal, and it can be considered unimodal for almost all type of sequences: even for high activity images, a significant part of the picture shows small changes at a 4 9 4 pixel block level, and the more significant activity is distributed among many different levels of the histogram (i.e., different activity levels). Some examples are shown in Fig. 6 . The mode of the histogram is usually located on a MAE value close to zero, but not zero, as it is very strange to have zero-activity, due to decoding artifacts, noise, or acquisition properties of the camera.
Activity classification
Activity images A n are classified automatically into these three categories. The classification is focused on the distribution of the activity values, which is described with the following function: the normalized cumulative histogram of quadratic values, CH(i), whose expression is: The difference of activity level is depicted at the shape of the CH(i) functions: for low activity frames, CH(i) grows from 0 to 1 in just a few values, i.e., the whole activity energy is concentrated in the first MAE values (the values around the mode of the histogram), which means that there is almost no activity in the frame.
On the other hand, medium and high activity frames correspond to CH(i) functions which are much wider, which means that although their corresponding histograms are unimodal, the significant activity levels are distributed in more values than the ones located near the principal mode.
Therefore, the main difference is between low activity and high activity frames, whereas medium activity is a transition state between them. So, the classification is performed based on these CH(i) functions, which are modeled and then numerically parameterized. The value of the parameter of the best model for each CH(i) is used to classify it according to a set of fixed thresholds empirically obtained through the analysis of several standard test sequences. ; and third row Foreman (high activity frames): Column a F n ; b A n (with scaled levels for visualization) between original frame and immediately previous reconstructed frame, and c B n K CH(i) curves are parameterized with a model based on a limit approximation function of the Heaviside function [11] .
where g j is the function used to model CH(i), j is the type of function used, l is the location parameter of the Heaviside function, and a is the parameter that will be further used to classify the activity of the frame. Then, by determining an appropriate model function g j (i) for CH(i), it is possible to identify the type of activity through the value of the a parameter selected. Among the different existing limit functions g j (i), those presented in (4) and (5) have been chosen as they provide very good approximations of CH(i) for all the tested sequences as well as for their simplicity. Figure 7d shows the Heaviside function corresponding to l = 50; Fig. 7e , f show model functions g 1 and g 2 , respectively, for several values of a. Low values of a correspond to model functions very close to the step function, whereas high values of a define curves with softer slopes.
For each frame, the best approximation to CH(i) will be defined choosing what
and what value of a minimizes the error area, DArea(a), defined as: (4) and (5), with i varying from 0 to the first i value where CH(i) = 1: 
CHðiÞ À 1 ð7Þ
CHðiÞ 100 ð8Þ
where a 1 (i) and a 2 (i) are the tested a values respectively for g 1 and g 2 .
To simplify calculations, l is selected as the value of i where CH(i) = 0.5. This way, a(i) is tested for integer i values from the value of i that makes CH(i) = 0.1 to CH(i) = 0.9. In average, for a high activity frame (where the distribution is wider), 50 9 2 (two model functions) a values are tested.
Although absolute minimization of the error area is not ensured, the proposed approximation has shown excellent results reducing dramatically the computational cost associated to the determination of the model function, thus not affecting the real-time performance.
The alpha value selected is correlated with RD performance as it is shown in Fig. 8 . This figure shows three examples of the sequence Paris (that does not belong to the set of training sequences), for the QPs values 24, 28 and 32. The RD cost shown is normalized and depicts the average RD cost for the full sequence (150 frames). These curves are decreasing only: higher a i values imply that more frames are considered as High activity frames (with a i C 10), so that the algorithm automatically adapts the reduction of computational cost to avoid high RD deviations.
This selection provides a good trade-off between low RD cost and high reduction of computational cost, compared with other values of a: increasing the a i above the a (the one automatically selected by the algorithm) value does not ensure a significant RD cost improvement while the gain in computational cost is seriously affected. On the other side for low a i values, more reduction of computational cost is achieved, at the cost of high RD deviation.
Once the function and parameter offering the minimum DArea(a) are identified, we have found the best model of the CH(i) function. Figure 7a -c show three examples of CH(i) with each respective computed model g j (i) in dotted line. For the three examples, the curve that fits better is g 1 , but for other tested frames, g 2 offers better results, specially for those distributions not symmetrical around CH(i) = 0.5. As it is shown, the accuracy of the models is very high (the difference between CH(i) and g i is almost negligible), specially for medium and high values of i, except for the example shown in Fig. 7b . This is particularly significant as these values correspond to the most important part of the activity between frames, and therefore, need to be accurately estimated.
The classification of the frames is done accordingly to the analysis of the parameters obtained experimentally for several long standard test sequences (like Tempete, Foreman, Coastguard, Mother & Daughter and others), taken into account different codification parameters, such as high and low QP values, constant and variable bitrate, different levels and profiles, etc. As a result of the analysis, the values of a that best classify images regarding their activity are those shown in Table 1 .
Thresholding techniques
For each type of frame we propose different thresholding techniques that binarize A n into B n setting as active only those blocks containing relevant activity. Specifically, these thresholding techniques have been defined according to the expected threshold value that they should offer for each type of frame. The following criterion is used by analyzing the histogram of each type of frame:
• For low activity frames, almost all the energy of the activity values is concentrated in a few values around the mode (we will call this as the ''main cluster''), before the curve falls. Therefore, the threshold should be approximately the value of the corner of the histogram. Active blocks should be only those higher than the distribution around the mode.
• For medium activity frames, activity is more distributed, and the main cluster is usually wider. The threshold should be selected lower than the corner of the histogram distribution. • For high activity frames, activity is even more distributed: the main cluster is wider than in the previous cases, and the tail of the histogram contains a significant number of blocks with high activity. The threshold should be placed near the mode of the histogram, setting as non-active only the lower activity values of the distribution.
Threshold selection has been a well known problem for image processing for many years and multiple solutions have been proposed to binarize gray level images [12, 13] . However, most of the automatic thresholding techniques do not offer good results with unimodal distributions as they are designed to work on multimodal histograms. For our unimodal histograms, the best and simpler technique is a variation of the corner method proposed by P. Rosin [14] . It estimates the position of the corner of the curve of the histogram. A straight line is placed joining the main peak of the unimodal histogram and the last non-zero value of the histogram. The most distant point of the curve from the straight line is set as the threshold value.
This method fits the established criterion for threshold selection in the two first types of frames with minor changes. For the high activity frames, another thresholding technique is proposed. The used thresholding techniques are described in the following paragraphs:
Low activity frames thresholding
In this case we employ the corner method, placing the straight line between the main peak and the last value, 255, instead of the last non-zero value of the histogram. Figure 9a shows an example of the corner method applied to a unimodal activity histogram: with this modification we ensure that most of the blocks will be set as non-active. Note that activity images in this case contain very low values and there are almost no relevant areas of activity. Figure 5c shows the thresholded activity images for some example images. Black regions correspond to the activity image areas identified as non-active (activity values below the selected threshold), and white regions correspond to areas identified as active (activity values above the threshold). Particularly, Fig. 5c , first row, displays the thresholded activity image for Mother & Daughter in the case of a low activity frame; as expected, B n is black, showing that all blocks have been classified as non-active.
Medium activity frames thresholding
The histograms of these frames contain more activity at the tail than the histograms of low activity frames. Direct use of the corner method would result in a classification of some blocks as non-active, blocks which should have been classified as active as their activity values are relevant but lay too close to the dominant histogram mode. To overcome this situation, a second iteration of the refined corner method is proposed to determine the threshold value: the corner found at the first iteration will work as final point for the second corner straight line, maintaining the main peak as initial point. Fig. 9b shows the scheme of two iterations of the corner method proposed. It is applied on a histogram corresponding to Mother & Daughter activity image presented in Fig. 5b second-row. In this example, the threshold was set to 23 in the first iteration, value which would discard relevant activity areas. However, the second iteration produces a lower value of the threshold, 10, which avoids discarding them. This can be observed in the Mother & Daughter thresholded activity image, presented in Fig. 5c , second row.
High activity frames thresholding
Finally, histograms corresponding to high activity frames contain more activity than the other types of histograms at the tail of the histogram. In this case two or more iterations of the corner method still show an excessively high threshold for these kind of active frames.
Therefore, we propose to combine the corner method with the use of another thresholding method that automatically selects a threshold based on the activity distribution. It is based on the classic Kittler and Illingworth method [15] that 
where q 1 and q 2 are the respective proportions, computed as:
where P(i) are the values of the histogram; n 1 (i) and n 2 (i) are normal distributions having (l 1 ,r 1 ) and (l 2 ,r 2 ) as the respective means and standard deviation, and t is the threshold that separates the distributions. The final threshold is automatically determined as the t value that minimizes the Kullback distance between distributions as J, the directed convergence [15] :
PðiÞ Á ln PðiÞ f ðiÞ
The process leads to the following expression that has to be minimized [15] :
BðtÞ ¼ q 1 ðtÞ ln q 1 ðtÞ þ q 2 ðtÞ ln q 2 ðtÞ ð 15Þ
CðtÞ ¼ 1 2 ðq 1 ðtÞ ln r 
Therefore, the value t that minimizes F(t) is chosen as the Kullback threshold. It has been proved to be the best general thresholding method [13] , working well with unimodal and multimodal distributions. In the case of our long tail histograms, the Kullback threshold is usually located on the left side of the long tail of the curve, although still leaving as non-active some relevant activity values. Therefore, to reduce the error of setting as non-active those relevant activity values, the Kullback method is combined with the corner method as follows: the Kullback threshold is first determined, and it is used as the final point for the corner method to obtain a lower threshold for any situation. As it is shown in the example of Fig. 10 , Kullback threshold is seven. Even though it could be considered as a low threshold value, in the case of high activity frames, its direct application would imply quite a significant number of activity values to be considered as non-active. After applying the corner method with seven as the final point, a threshold value of four is obtained. This threshold is better adapted to the histogram characteristics, keeping a large number of image areas as active, and providing excellent results as will be presented further in this paper.
The impact on the RD performance due to the selection of the threshold values is shown in Fig. 11 . The normalized RD cost obtained for an example frame of the Paris sequence is depicted for different thresholds t i different than the threshold t selected by the thresholding algorithms. It can be observed that higher threshold values (dt [ 0), although providing better reduction of computational cost, incur in high RD deviations (notice that for higher thresholds, more reduction of the computational cost is achieved). Analogously, lower thresholds values (dt \ 0), although providing slightly better RD performance, will not offer so significant reductions of computational cost.
Additionally, Fig. 12 shows, for an example frame of the Paris sequence, the RD performance for different values of dt. In this case, a typical RD-curve is depicted, showing results of PSNR (dB) and Rate, in logarithmic units for QPs between 24 and 32.
As it can be observed, the curve corresponding to the proposed strategy (threshold ''dt = 0'') stays above all the curves corresponding to thresholds higher than ''dt = 0'' (dt [ 0). On the other side, curves corresponding to lower thresholds (dt \ 0, and being the limit t = 0), do almost coincide with the RD curve provided by the proposed algorithm. Therefore, the proposed algorithm attempts to select the maximum threshold value which provides the closer RD curve to that corresponding to the full-search algorithm (without using any FMD strategy) while obtaining high reduction of the computational cost.
Multi-reference frames
Previous sections presented an adaptive thresholding set of techniques that perform the binarization of the activity image between frames. The result is a binarized activity image, B n , whose pixels contain the activity information of each 4 9 4 pixels block of the original frame F n . As it has been described, each MB of F n is then characterized by 16 activity values, each one corresponding to the activity value of each 4 9 4 pixels block it contains. The thresholding process provides two types of blocks: active and non-active. It may happen that some blocks that where classified as active because their MAE with respect to F n-1 0 exceeded the threshold, could obtain MAE values with respect other references below the threshold. In that case, the active block is switched to k-non-active block, where k specify the number of the used reference frame. The binary activity image B n becomes B n K , which contain active blocks, nonactive and k-non-active (e.g., 2-non-active, 3-non-active and 4-non-active if K = 4).
The multi-reference feature is used to swap the maximum number of active blocks by k-non-active blocks: the more active blocks are, the less computational load reduction is achieved; whereas non-active and k-non-active lead to the selection of smaller sub-sets of modes (as it is shown in Sect. 4) and then obtaining higher reduction of computational cost.
The main reason of doing this once the activity has been already analyzed and thresholded, apart from computational cost of the algorithms, is that it is much better to have a large number of non-active blocks rather than a mixture of non-active and k-non-active. This is because, as it is shown in Sect. 4, the more non-active blocks, the more use of SKIP-Mode, which is computed only taking into account the first reference frame, and is the most efficient prediction Mode when used in low activity MBs. If k-nonactive blocks are considered from the beginning of the system, many non-active blocks would become k-nonactive, and less MBs will be coded with only SKIP-Mode, resulting in a loss of computation cost saving.
Selection of the sub-set of modes
The next step of the proposed scheme is the selection of an appropriate sub-set of inter-prediction modes to be computed for each MB, based on the activity information that it contains. This selection is done based on the analysis of the 16 4 9 4 blocks of each MB, classified as active, nonactive and k-non-active.
The FMD algorithm, aims at achieving: (1) great computational load reduction at the ME stage and (2) little RD deviation compared with a complete analysis of modes. It exploits the fact that for low activity MBs, the best subdivision mode usually slightly differs from other subdivision modes in terms of RD cost. Therefore, we propose to limit the number of modes to be computed at the ME phase, with the consequent reduction of processing time, since the RD cost achieved with an appropriate selection of the restricted sub-set of modes is very close to the optimal RD cost. Figure 13 shows a block scheme of the selection algorithm, which is described as a flow chart where interprediction modes are enabled or left as disabled. The enabled modes are those added to the sub-set of modes for that MB. There are paths on the flow chart that lead to an early termination, where selection ends and no more modes are enabled. In Fig. 13 , the lists of enabled modes are shown for each early termination point. Fig. 14 shows the flow chart for each 8 9 8 MB-partition, as these can be further sub-divided into sub-MB partitions. Therefore, for each MB, Fig. 13 shows the process of enabling modes of large blocks (SKIP-Mode, Mode 1, 2 and 3), while blocks are non-active or k-non-active, it is supposed that subdivision Modes 5, 6 and 7 will not offer RD cost reduction compared with Mode 4, so the algorithm reaches the early termination point for the current 8 9 8 MB partition under analysis. (7) Only if the MB partition contains one or more active blocks, Modes 5, 6 and 7 are enabled. This is the end of the algorithm for the current 8 9 8 MB partition.
The proposed algorithm offers a high range of possibilities of reducing the set of modes to be computed, but most of them are very similar: the result is that SKIP-Mode and Mode 1 and almost always Mode 2 and 3 are enabled, unless the specific early termination cases aforementioned are reached. For each 8 9 8 MB partition Mode 4 is enabled, and Modes 5, 6 and 7 are only enabled if the 4 blocks of the 8 9 8 MB partition are not of the same type. Table 2 shows examples of the sub-set of modes for some typical MBs: Table 2a shows the case with 16 non-active blocks belonging to the current MB; Table 2b , c are the cases where the different non-active and k-non-active blocks coincide with the sub-division form of Mode 2 and 3, respectively. Cases in Table 2d -h show MBs with different distributions of active, non-active and k-non-active.
As it will be shown in the results section, this selection algorithm ensures minimal RD deviation compared with the complete analysis of all inter prediction modes. 
Results and discussion
The proposed algorithm has been implemented into the reference software model JM 12.1 [16] to make experimental tests.
The proposed scheme of adaptive sub-set of modes for each MB according to the activity contained in it achieves the mentioned objectives as it will be shown in the obtained results of Rate, Distortion and ME Time saving, using typical standard test sequences.
Let note that the first requisite of the proposed scheme was to perform fast algorithms that do not introduce by themselves significant computational load. As it would be useless a ME time reduction if more computation is required at the FMD algorithm, we have always selected the alternatives of analysis that perform faster results. Tests have demonstrated the algorithm computational cost is lower than 1% of ME time, so that we consider it negligible for further result comparisons.
Baseline profile has been used for the tests (only I and P slices), with search range 16 9 16 over five reference frames and the fast ME algorithm enabled (UMHexagonS [17] ). Tests have been made for a wide range of QP values following the common test conditions [17] and the method of calculation of average PSNR differences between RD-curves proposed by Bjöntegaard [18] . This is an interpolation method to build PSNR-Rate curves to compare results of the reference encoder and the proposed scheme of encoder with the FMD algorithm. The results are APSNR (dB), ABR (%) and DT(%): APSNR is the Average PSNR difference in dB obtained between the RD curves of the reference encoder and the encoder with our proposed FMD strategy; ABR is the Average Bit Rate deviation in percentage values. These average differences are the differences between the integrals of the RD curves divided by the integration interval; and DT means the ME time reduction in percentage compared with the reference encoder. It is calculated as the average value of the ME time reductions achieved with each QP value. These percentage values are obtained as:
where T reference is the ME time obtained with the reference encoder, and T FMD is the ME time with the encoder using the FMD algorithm proposed in this work. Negative values for APSNR mean that less PSNR value is achieved with the proposed FMD scheme compared with the reference simulation and for ABR, negative values mean lower bit rate. Tables 3 and 4 show these results for two sets of QP values: low-QPs (16, 20, 24, 28 ) and high-QPs (32, 36, 40, Tables 5 and 6 show the specific values of PSNR and bitrate miss-rate obtained for each QP value, whereas Table 7 shows the specific values of DT for each sequence and each QP value. It can be seen a decrement of the ME time reduction as the QP increases, whereas PSNR and bitrate miss-rate is very low in almost all cases. This is due to the distortion introduced into the reconstructed sequence. Simulations with QP values higher than 32 typically produce PSNRs values below 28 dB, which is a very poor quality. In these cases the activity image contains larger differences between the original F n and the reconstructed F n-k 0 , mainly due to quantization noise rather than activity or movement inside the sequence. As the active area increases in these activity images, the ME time reduction achieved with our proposal is reduced to achieve a good RD performance. Therefore, FMD is recommended for low QPs due to its low RD deviation and great ME time reduction, with the optimum results found at QP = 32, with an average value of -45.21% for all the sequences as it is observed in Table 7 . Additionally, a little variation of the algorithm provides even better results in terms of DT by paying a bit more deviation in bitrate and distortion. It is achieved by not computing Mode 1 at the first step of the algorithm shown in Fig. 13 . This way, for those MBs with 16 non-active values, only the SKIP-Mode is computed, achieving great reductions of computational cost (as no RD cost has to be computed). In average, this slight change increases the reduction DT achieved by the proposed algorithm in 10%, while increasing the ABR to 1.320% and APSNR to 0.401 dB.
Another important use of this FMD strategy is as an intelligent tool for real-time applications with constrained number of operations between frames, which is depicted in Fig. 15 .
Typically, the easiest solution to fit an encoder like H.264 into a real-time application is to limit the number of operations to be done at different levels, including the ME phase. Without any a priori knowledge, the only way to proceed is to limit the number of Modes to be computed for all MBs. This fixed limit is shown in Fig. 15 as the RT Limit.
However, when using the proposed FMD strategy, the existing redundancy of Modes for each MB is known, for any type of sequence, with low or high activity, previously to the ME phase. Therefore, it is easy to define an adaptive limit, which is shown in Fig. 15 as the FMD Limit, where the redundant operations are identified as those to be devoted to MBs where the RT Limit offers more operations than the MBs really need to provide good RD performance.
Therefore, it is possible to reallocate this amount of operations to MBs that need it to provide better RD performance than with the fixed RT Limit, resulting in a wise strategy to maximize RD performance given real-time constraints.
Conclusions
In this paper we have introduced a new FMD strategy that dramatically reduces the computational cost of the ME phase of H.264 Baseline Profile (only P-Slices are used) by wisely selecting an appropriate sub-set of inter-prediction Modes to be computed for each MB. This selection is based on a detailed analysis of the activity level of each frame, which leads to the identification of the areas of the image where more coding effort has to be devoted to achieve high performance in terms of RD. Real-time encoder implementations using this strategy will benefit from the identification of those areas obtaining better RD results. This improved coding efficiency is achieved by wisely distributing the available number of operations among the MBs according to their activity level. 
