Abstract. We show that for every ergodic system (X, µ, T 1 , . . . , T d ) with commuting transformations, the average
has a rich history, starting from Furstenberg's proof of Szemerédi's Theorem via an ergodic theoretical analysis and its combinatorial consequences. Different approaches had lead to the development of various deep tools in ergodic theory and topological dynamics (see for example [3, 14, 15, 22, 23] ). The most general result up to now for the L 2 convergence of multiple ergodic averages was given by Walsh [23] , who proved the convergence of (1.1) and more general expressions, under the assumption of nilpotency of the group generated by T 1 , . . . , T d .
However, little is known about the pointwise convergence, i.e. whether (1.1) converges for a.e. x ∈ X as N → ∞. Bourgain [7] gave an affirmative answer to this question for the case d = 2, T 1 = T a , T 2 = T b , a, b ∈ Z using methods from harmonic analysis. Recently, by a new method using topological models, Huang, Shao and Ye [17] proved the pointwise convergence of (1.1) for T i = T i , i = 1, . . . , d under the assumption that (X, µ, T ) is distal. In this article, we investigate pointwise convergence of multiple averages and obtain partial results. We first obtain a pointwise limit for an easier multiple average: 
is the composition of these transformations).
The difference between the expression in Theorem 1.1 and (1.1) is that the former includes an additional average over the diagonal transformations.
We also deduce an expression for the L 2 -limit of a multiple average: is equal to
We remark that the ergodicity of the measures that describe the L 2 -limit is a non-trivial statement. When all the transformations are the powers of a a single transformation T , one can use nilsystems as characteristic factors to reduce the study of the limit to the case when the system itself is a nilsystem. Limit of multiple averages for nilsystems were first described by Ziegler 1 We use the notation µ [25] and then by Bergelson, Host and Kra [6] in their study of correlation sequences. Even in this case the description of the limit is non-trivial and the machinery of nilsystems is required. In Section 6.3, we show that Theorem 1.2 implies the following: converges for µ-a.e. x ∈ X as N → ∞.
This theorem was proved by Huang, Shao and Ye [17] for the case T i = T i . In a previous work [12] , the authors proved Theorem 1.3 for d = 2. The main point to remark is that the ergodicity of the measures given in Theorem 1.2 allows to lift the pointwise convergence of the multiple averages through isometric extension. Then standard limiting arguments and the FurstenbergZimmer Structure Theorem allow to prove pointwise convergence for distal systems.
Pointwise convergence for cubic averages.
Cubic averages are averages along some cubical configurations for commuting measure preserving transformations. These cubical objects appear in the proof of L 2 convergence of multiple averages for commuting transformations when using inequalities derived from the Van der Corput Lemma (see [14] for instance). The 2-dimensional cubic average is defined as More generally, the d-dimensional cubic average is (we refer the readers to Section 2.3 for the notations) The L 2 convergence of (1.2) was proved by Austin [3] and Host [14] using different methods. The pointwise convergence of (1.2) was proved in various ways by Assani [1] , Chu and Frantzikinakis [9] and Huang, Shao and Ye [17] for the case T 1 = T 2 = · · · = T d . The pointwise convergence of (1.2) for commuting transformations for d = 2 was previously established by the authors in [11] .
In this paper, we establish the pointwise convergence for (1.2) in the general setting. 2) converges for µ-a.e. x ∈ X as N → ∞.
1.3. Methods and paper organization. Our strategy to prove pointwise convergence properties is: (a) construct an appropriate topological model for the system X; (b) then use this model to study the corresponding averages. This method generalizes the ideas of Huang, Shao and Ye in [16, 17] , where the same questions were studied for the case T i = T i . The techniques used in step (b) are straightforward extensions of the "standard" methods used in [11, 12, 16, 17] , which are developed in Sections 4.3, 5.3, 6.2 and 6.3.
It is in step (a) where innovations are involved. While the methods in [16, 17] relies heavily on the structure theorem of Host and Kra [15] for the case T i = T i , there is no explicit structure theorem in the general setting. To overcome this difficulty, we use the theories developed by Austin [3] and Host [14] in Section 3 to replace the structure theorem, and then use it them to prove the results of the paper in the rest sections.
In Section 2, we provide the background materials in ergodic theory and topological dynamics. In Section 3, we introduce more recent tools in ergodic theory (the sated and magic extensions) and prove some general results for later uses.
We prove Theorem 1.4 in Section 4, Theorem 1.1 in Section 5, and Theorem 1.2 and 1.3 in Section 6. These sections are written in a such a way that the interested reader can read them independently.
space and G is a group of measure preserving transformations of it. Sometimes we omit writing X to ease the notation. We refer to (X, µ, G) as a G-measure preserving system. A G-measure preserving system is ergodic if A = gA for all g ∈ G implies that µ(A) = 0 or 1 for all A ∈ X.
A measure preserving system (X, X, µ, G) is free it it has no fixed points, i.e. µ({x : gx = x}) = 0 for every g ∈ G but the identity transformation.
A factor map between the measure preserving systems (X, X, µ, G) and (Y, Y, ν, G) is a measurable function from X to Y such that π • g = g • π for all g ∈ G and that projects the measure µ into the measure ν, i.e. µ(π −1 A) = ν(A) for all A ∈ Y. An equivalent formulation of a factor map is given by an invariant σ-algebra Y of X. This equivalence is done identifying Y with π −1 (Y). We freely use both notions depending on the context. We say that (Y, Y, ν, G) is a factor of (X, X, µ, G) or that (X, X, µ, G) is an extension of (Y, Y, ν, G). When the factor map π is bi-measurable and bijective (modulo null sets) we say that π is an isomorphism and that (X, X, µ, G) and (Y, Y, ν, G) are isomorphic.
A topological dynamical system (X, G) consists of a compact metric space X and a group of homeomorphisms G : X → X of the space. We say that (X, G) is minimal if the only closed invariant subsets of X are itself and the empty-set. This is equivalent to say that the orbit {gx : g ∈ G} of any point x ∈ X is dense in X. A (topological) factor map is an onto continuous function π : 
Existence of strictly ergodic models.
A topological system (X, G) is strictly ergodic if it is minimal and there is a unique G-invariant probability measure on X. We say that ( X, G) is a strictly ergodic model for (X, µ, G) if ( X, G) is strictly ergodic with unique G-invariant measure µ and (X, µ, G) is isomorphic to ( X, µ, G).
The Jewett-Krieger Theorem [18, 19] states that every ergodic Z-measure preserving system is measure theoretical isomorphic a strictly ergodic model. We use a generalization of this result in the commutative case. In this case, we say that π : X → Y is a topological model for π : X → Y.
Notation about cubes. For
For every ǫ ∈ V d and 1 ≤ i ≤ d, denote ǫ i to be the i-th coordinate of ǫ and write
f ǫ denote the tensor product of the f ǫ 's, i.e.
2.4. Host's measures. For a measure preserving system (X, X, µ, G) and
Definition 2.3. Let (X, µ, G) be an ergodic measure preserving system and
In this paper, we assume all the functions are real-valued to ease the notations, but the results hold for complex-valued functions as well. 2 When we say "(X, µ, T 1 , . . . , T d ) is a measure preserving system", we mean the group G is spanned by T 1 , . . . , T d . But when we say "(X, µ, G) is a measure preserving system and T 1 , . . . , T d ∈ G", G may contain more transformations than T 1 , . . . ,
This means that for all bounded measurable functions f ǫ , ǫ ∈ V d , we have
For i ≤ d we define the upper and lower i-face transformations on
and
Definition 2.4. Let (X, µ, G) be an ergodic measure preserving system and
The following properties of the Host seminorms appear basically in [14] , Sections 2 and 4. Theorem 2.5. Let (X, µ, G) be a system with commuting transformations and T 1 , . . . ,
Because of the second property, if I = {T 1 , . . . , T k }, we can write |||·||| µ,I ≔ |||·||| µ,T 1 ,...,T k for short.
Sated and magic extensions
The notions of sated and magic extensions were introduced by Austin [2] and Host [14] respectively, in order to give an ergodic theoretical proof of Tao's norm convergence for multiple averages in a commutative group [22] .
Sated extensions.
The following definitions were introduced in [2] . Definition 3.1. Let (X, X, µ, G) be a measure preserving system. Let X 1 , . . . ,
for all f i measurable with respect to X i .
Definition 3.2.
A class C of G-measure preserving systems is idempotent if it contains the trivial system and is closed under inverse limits, joinings and under measure theoretical isomorphisms.
An important idempotent class is the one defined by the triviality of the action of a given subgroup Λ ⊆ G. This class is denoted by Z Λ . When Λ is spanned by a single transformation T , we write Z T = Z Λ for short. When G = Z d is spanned by commuting transformations T 1 , . . . , T d and J ⊆ {1, . . . , d} we write Z J to denote the idempotent class Z Λ , where Λ is the subgroup spanned by T i i ∈ J. Note that this notation only makes sense when we have fixed the order of the generators.
For example, if (X, µ, T 1 . . . , T d ) is a measure preserving system, the σ-algebra of invariant sets under T i for i ∈ J ⊆ {1, . . . , d} is a factor map which belongs to the class Z J . For any idempotent class C, every measure preserving system (X, µ, G) has a maximal factor (unique up to isomorphism) which belongs to the class C (Lemma 2.2.2 in [2] ). We let C X and π C X denote the σ-algebra and the factor map associated to the maximal factor of X. Definition 3.3. Let C be an idempotent class of G-measure preserving systems. We say that the measure preserving system (X, µ, G) is C-sated if for every extension π : ( X, µ ′ , G) → (X, µ, G), X and π C ( X) are relatively independent over π C (X) (as factor systems of X).
The existence of C-sated extensions was proved by Austin [2] in order to derive the L 2 convergence of multiple averages for commuting transformations. We state this theorem in generality: Theorem 3.4 (Austin, [2] ). Let (X, µ, G) be a measure preserving system and (C i ) i∈I be a countable collection of idempotent classes (of G-measure preserving systems). Then there exists an extension π :
For our purposes, we strengthen this result by adding an ergodicity condition for some specific idempotent classes. The bulk of the proof follows from [2] , but we provide details for completion: 
Proof. We only prove this theorem for a single idempotent class C and the general case can be proved easily (we comment further on this in the end of the proof).
Let ( f i ) i∈N be a countable subset of the unit ball in L ∞ (µ) dense for the L 2 -norm. Suppose additionally that all f j appear infinitely times in the sequence ( f i ) i∈N . We construct a sequence of ergodic extensions X i of X inductively, and their inverse limit will be the system we are looking for.
Suppose we have constructed an ergodic extension π n : X n → X. The extension π n+1,n : X n+1 → X n is constructed as follows. Let
where the supremum is taken over all extensions π W : W → X n which are joinings of X n with some element in C. We remark (as pointed out in [2] ) that one can always assume that the spaces are given by a model in a Cantor space with a Borel invariant probability measure, and so the supremum can be considered in a set rather than in a proper class.
We first claim that the supremum remains unchanged if we restrict to ergodic extensions. Let π W : (W, µ W , G) → (X n , µ X n , G) be an extension of X n and µ W = µ z dν(z) be the ergodic decomposition of µ W . Since X n is ergodic, we have that for ν-a.e. w, π W (µ w ) = µ X n . So for ν-a.e w, the system (W, µ w , G) is an extension of (X n , µ X n , G). On the other hand, the equality
implies that there exists a set of z with positive ν measure such that
.
Since C i = Z Γ for some subgroup Γ ⊆ G, we have that ν-a.e. this invariant sets are also invariant under the measure µ z , meaning that invariant σ-algebras with respect to the measures µ z are finer than the one with respect to µ. This implies that there is a set of z with positive ν measure such that ( we write C W,z to emphasize its dependence on the measure µ z ). This finishes the claim. Now we can take an ergodic extension W of X n such that
an we put X n+1 = W. Let X ∞ be the inverse limit of the systems (X n ) n∈N . It is an ergodic extension of X and it is a joining of X and a system Y in C. The rest follows equal as in [2] .
As we said, the case of a countable number of idempotent classes follows by applying the case of a single idempotent class several times ( [3] ). To achieve this, let (C i ) i∈N a countable collection of idempotent classes (we index them with N for convenience) and let (a k ) k∈N be a point in N N , where each value i appears infinitely often (i.e. {k : a k = i} is infinite). Starting from the system X = X 0 , for each k ∈ N, can apply Theorem 3.5 to find an extension X i+1 of X i , sated with respect to the class C a k . The inverse limit of the systems X i , i ∈ N is sated with respect to all the classes simultaneously.
Magic extensions.
Definition 3.6. Let (X, µ, G) be a system of commuting transformations and
The existence of magic extension was proved in [14] (recall the definitions in Section 2.4): Theorem 3.7 (Host, [14] ). To this system, we can add the diagonal transformations T
Of course we can rearrange the order of transformations to get an extension of (X, µ, T 1 , . . . , T d ).
Using this result, we can see that being magic is a sated condition as the following shows. Proof. We assume that I = [k] = {1, . . . , k} as the general case is the same modulo small changes of notations. It suffices to show that
Denote by π the factor map. By the satedness assumption on X, we have that 
Proof. We only prove it for the first copy as the other cases are similar. It suffices to show that We need the following result which will be used later.
Lemma 3.11. Let (X, µ, T 1 , . . . , T k ) be a measure preserving system with commuting transformations, magic for T 1 , . . . , T k . Then the σ-algebra I T
We follow Proposition 4.7 in [15] . The proof is similar to the one in [11] . It suffices to show that
It then suffices to prove this equality for the case when E( f ǫ |Z k ) = 0 for some ǫ ∈ {0, 1} k−1 . By the definition of µ T 1 ,...,T k , we have that
and we are done since in (X, µ,
The pointwise convergence of cubic averages
We prove Theorem 1.4 in this section. We put all the satedness conditions we need in one definition. 
Proof. Remark first that for i ∈ J, T i is the identity transformation on X J . Let Y be a system in the idempotent class j J Z j and let λ be a joining of X J and Y. We define a new Z d action on this joining, declaring that for i ∈ J, T i is the identity transformation on λ. Clearly λ is invariant under this new action and defines a joining of X J with a member of the idempotent class j J Z J∪{ j} that we call Y (it is the same space as Y but we forget the transformations T i , i ∈ J and put identity instead). This joining can be regarded as a joining of X and Y (by lifting the X J component to X) and the satedness condition on X implies that this joining can be projected to For example, the diagram of invariant factors of (X, X, µ,
(X [3] , I [3] , µ, id, id, id)
We remark that I {i 1 ,...,i j } is an extension of
The following proposition explains the topological model we are looking for. What we need to be careful is that Jewett-Krieger type theorems may fail when considering a diagram with a tree form (see for example Section 8, Theorem 15.35 in [13] ). In our setting, the satedness condition we impose allows us to overcome this difficulty.
Suppose now we have built a diagram until the depth h + 1 ≤ d, i.e. we have constructed strictly ergodic models X J for all factors systems
J∪{i} is a factor of I J . By induction hypothesis, we have strictly a ergodic model X J∪{i} for X J∪{i} . Let φ J∪{i} denote the (measurable) factor map from (X, µ) to ( X J∪{i} , µ J∪{i} ).
Let X * J denote the factor system of X corresponding to the σ-algebra i J I J∪{i} . We look for a topological model Y J of X * J which is a minimal subsystem of i J X J∪{i} . Let
Then Y J is the smallest closed subset in i J X J∪{i} with measure 1.
Claim: Y J is strictly ergodic. We start with an important property of Y J . Consider two coordinates in
Let φ J 1 and φ J 2 be the (continuous) projections from the coordinates J ∪ {i 1 } and J ∪ {i 2 } onto their respectivẽ J-factor. Then their projections coincide. More precisely, we have that the J ∪ {i 1 } and J ∪ {i 2 } coordinates of a typical point in Y J have the form (φ J∪{i 1 } (x), φ J∪{i 2 } (x)) (typical in the sense that they have measure 1) and thus
where ∆ XJ is the diagonal of XJ. Since the projections φ J 1 and φ J 2 are continuous, we have that φ
of measure 1. Therefore, the projection of Y J onto the coordinates J ∪ {i 1 } and J ∪ {i 2 } is a subset of φ
. We refer to this property as nondegeneracy of common invariant factors.
We are now ready to prove the claim. We prove inductively that the measure is determined by its projection onto the factors of Y J of level d − 1.
Let λ J be an ergodic measure on Y J . The projection of λ J onto any X J∪{i} is an ergodic measure and thus it is the unique ergodic measure µ J∪{i} . Hence λ J is a joining of the systems X J∪{i} , i = 1, . . . , d.
Take any i J and think of the measure λ J as a joining of X J∪{i} with some system in the idempotent class j J∪{i} Z { j} . This is possible since for i
{ j} -sated for all i. So λ J can be projected in the X J∪{i} -part to the factor corresponding to the σ-algebra
Arguing similarly in the other coordinates, we have that the joining λ J is uniquely determined by its projection onto the systems of level h + 1. It is worth noting that the non-degeneracy of common invariant factors in Y J ensures that the same invariant factor arising from two different coordinates in Y J are the same. This ensures that when projecting λ onto the invariant factors of level h + 1, there are no multiple copies of a given factor.
Assume now that λ J is determined by its projection onto its factors of level k for h + 1 ≤ k < d − 1. We show that it is also determined by its projection onto its factors of level k + 1.
Following the notation from the beginning of the claim, the projection from Y J to its factors of level k is (
and a similar expression holds for k + 1. Pick one of the factors, say φ J 0 (Y J ) = X J 0 , and think of (
All these other systems can be put together in the idempotent class j J 0 Z { j} since there exists j ∈ J ′ \ J 0 for each J ′ . By Lemma 4.3, the factor X J 0 is j J 0 Z { j} -sated and therefore (
can be pushed in the X J 0 part to the factor j J 0 X J 0 ∪{ j} . Arguing similarly for each J ′ , #J ′ = k, the joining can be pushed to a joining of the systems of level k + 1. Here it is important to stress that the non degeneracy of invariant factors discussed previously guarantees that in the joining there are no multiple (non isomorphic) copies of the same factor of level k + 1.
We get in the end that λ J is determined by its projection onto the factors of level d − 1, which are Z-systems. More precisely, these systems are
is a product of strictly ergodic systems and thus it is strictly ergodic, too (see for instance [11] , Section 4). So Y J is uniquely ergodic.
Since any subsystem of Y J would have an invariant measure with support smaller than i J (φ J∪{i} ) * µ, we have that Y J is minimal and thus strictly ergodic. This concludes the claim.
By Theorem 2.2, there exists a strictly ergodic models
with #J = h. This concludes the induction. We end up at h = 0 with a strictly ergodic model X ∅ for X ∅ = X, which finishes the proof.
4.2.
Strict ergodicity for the cube structure. Let (X, µ, T 1 , . . . , T d ) be a measure preserving system with commuting transformations. Recall from Section 2.4 that
denote the diagonal transformation of T i on X [d] and that for i ≤ d, the upper and lower i-face transformations on
and Let (X, T 1 , . . . , T d ) be a topological dynamical system. We define the space of cubes of X associated to T 1 , . . . , T d ) as
For example, for a system of three commuting transformations (X,
x) where x ∈ X and (n 1 , n 2 , n 3 ) ∈ Z 3 . The topological structure Q T 1 ,T 2 (X) was studied in [10] and it was shown that it provides criteria to characterize product systems and their factors. Up to now, we do not know what are the analogous results for spaces of cubes with more than 2 transformations. 
Proof. The proof is identical to the one given in Proposition 3.5 in [10] , which follows Glasner's proof of a similar result in page 46 in [13] .
The proof of the next theorem is similar to the one given in Proposition 4.5, but involves different copies of some systems and more actions. Having more actions is useful because it allows to choose or combine them to get suitable joinings.
Theorem 4.9. Every Z-sated measure preserving system
To help the readers better understand the proof of the general case, we start with a simple case.
Proof of Theorem 4.9, d=3. Let X J be constructed as in Proposition 4.5 for all J ⊆ [3] . By Theorem 4.8, (Q T 1 ,...,T 3 ( X), G T 1 ,...,T 3 ) is minimal. So it suffices to prove it is uniquely ergodic.
The 3 dimensional cube V 3 has 8 vertices, 12 edges and 6 faces. Let
On each vertex of V 3 , we assign a copy of X and denote them by X 1 , . . . , X 8 (as in Figure 4 .2). On each edge of V 3 which is parallel to v i , we assign a copy of X {i} and denote them by E 1 , . . . , E 12 . On each face of V 3 which is perpendicular to v i , we assign a copy of X [3] \{i} and denote them by F 1 , . . . , F 6 .
The group G T 1 ,...,T 3 is a Z 6 -action generate by F j i , j ∈ {0, 1}, i = 1, 2, 3, each of which correspond to a 2 dimensional face on V 3 . To be more precise, It is easy to see that the projection of (
is a factor system of (Y, G T 1 ,...,T 3 ) where the factor map is the projection onto the smaller invariant sub-σ-algebra (for example, in the previous example, we have the factor maps
We are now ready to prove the theorem. Let λ 3 be a joining of
(with respect to G T 1 ,...,T 3 ). It suffices to show that λ 3 is unique.
Consider the system (
3 ) (we choose 3 out of the 6 transformations). Its projection to the coordinate (0,0,0) is ( X, T 1 , T 2 , T 3 ), while its projection to any other coordinate is of the form ( X, T
with T ′ i = T i or id, and at least one of
) is a joining of ( X, T 1 , T 2 , T 3 ) and 7 other systems which can be put together in the idempotent class
Since X is Z-sated, the first part X of the joining is relatively independent over
where the last joining is taken over all E k which are located at an edge containing (0,0,0) (there are 3 of them). We may argue in a similar way for other coordinates of V 3 (by choosing 3 other transformations). Finally, by viewing the 6 transformations altogether, we conclude that λ 3 is relatively independent over a joining of E k , k = 1, . . . , 12. It is worth noting that the non-degeneracy of common invariant factors (see the discuss in the proof of the general case) ensures that there are no multiple copies of E k in this joining.
Therefore it suffices the show that λ 2 is unique. Let E 1 be located on the edge (0, 0, 0) − (1, 0, 0) and consider the system (
, while its projection to any other coordinate is of the form ( is the identity map (we leave its verification to the readers). This implies that (
) is a joining of ( X {1} , id, T 2 , T 3 ) and 11 other systems which can be put together in the idempotent class Z {1,2} ∨Z {1,2} . By Lemma 4.3, X {1} is Z {2} ∨ Z {3} -sated, and so the first part E 1 of the joining is relatively independent over Z {2} ∨Z {3} ( X {1} ) = X {1,2} ∨ X {1,3} = k F k , where the last joining is taken over all F k which are located at a face containing the edge (0, 0, 0) → (1, 0, 0) (there are 2 of them). We may argue in a similar way for other coordinates (by choosing 3 other transformations). Finally, by viewing the 6 transformations altogether, we conclude that λ 2 is relatively independent over a joining of F k , k = 1, . . . , 6. Again the non-degeneracy of common invariant factors ensures that there are no multiple copies of F k in this joining.
It now suffices to show that λ 1 is unique. It is easy to verify that if E k X [3] \i is located at the face
, and all other F j i ′ are the identity map. This implies that (
is a product system. Since the systems ( X [3] \i , T i ), i = 1, 2, 3 are uniquely ergodic, their product is uniquely ergodic as well (see for instance [11] , Chapter 4) and λ 1 is their product measure. Proof of Theorem 4.9, the general case. We say that
All such factor maps induces a diagram of factors which is topological. This implies that the same diagram holds when considering any invariant measure on Q T 1 ,...,T d ( X), so λ has the non-degeneracy of common invariant factors (recall its meaning in the proof of Proposition 4.5).
An ergodic measure
..,T d ) can be viewed as the joining of X (a j ) j∈J with #J = d. Let 1 < h ≤ d and consider a joining λ h of all the systems X (a j ) j∈J with #J = h. We prove that λ h is relatively indepent over a joining λ h−1 of X (a j ) j∈J with #J = h − 1. Fix an arbitrary face V (a j ) j∈J with d . Now viewing the Z 2d action as a whole, we conclude that λ h is relatively independent over a joining λ h−1 of X (a j ) j∈J , #J = h − 1. Note that the non-degeneracy of common invariant factors ensures there are no multiple copies of X (a j ) j∈J in the joining λ h−1 .
Continuing this process, we conclude that λ d is relatively independent over a joining λ 1 of X (a j ) j∈J , #J = 1. Note that there are 2d such factors, each of the form X ǫ i ≔ X (a j =ǫ) j∈{i} for some ǫ ∈ {0, 1} and 1
′ , ǫ = ǫ ′ , and acts as the identity map otherwise. This implies that the joining λ 1 is a product system. The unique ergodicity of ( X {i} , T i ), implies that λ 1 is their product measure. Therefore λ 2 , λ 3 , . . . , λ d are all uniquely determined, which finishes the proof.
4.3.
Applications to pointwise results. In this section, we use the topological model built in Section 4.1 to derive Theorem 1.4. Our strategy is as follows: we first prove the pointwise convergence of a slightly bigger average which involve both diagonal and face transformations (Theorem 4.10). We then prove Theorem 1.4 when all functions involved are continuous arising from the suitable topological model. To do so, we need to apply several inequalities in order to get rid of the diagonal transformations on
We start with some notation. For 0 
converges for µ-a.e. x ∈ X. Moreover, if X is Z-sated, this limit is
Proof. Since it suffices to prove the convergence of this average in an extension system of X, we may assume that (X, µ, T 1 , . . . , T d ) is a free ergodic Z-sated system. By Theorem 4.9, we may take a strictly topological model
where µ is the unique ergodic measure on X.
d . We may assume that all functions are bounded by 1 in the L ∞ norm. For simplicity, denote
By the telescoping inequality, we have
is uniquely ergodic, we have that
converges to 0 for every x ∈ X as N → ∞. On the other hand, by Birkhoff Ergodic theorem, the first term of the last inequality converge a.e. to
which is at most 2 d δ. Finally, by the telescoping inequality and the fact that the marginals of µ T 1 ,...,T d are equal to µ, we deduce that
Therefore, we can find N large enough and a subset X N ⊂ X with measure larger than 1 − δ such that for every x ∈ X N ,
Since δ is arbitrary, we conclude that E N ({ f ǫ } ǫ≤(1...1) ) converges to I({ f ǫ } ǫ≤(1...1) ) a.e. as N → ∞.
Let (X, µ, T 1 , . . . , T d ) be a measure preserving system with commuting transformations. For all 1
The topological model constructed in the proof of Theorem 4.10 also allows us to show:
. , T d ) be the topological model constructed in the proof of Theorem 4.10 and let f be a continuous function on X. Then
Proof. Suppose that for some x ∈ X the average does not converge to ||| f |||
. Then there exist an increasing sequences N j → ∞ and δ > 0 such that
by at least δ for every j ∈ N. Let λ be any weak * -limit of the sequence (4.1)
A similar but tedious computation shows that F • T
[d]
i dλ = Fdλ for all continuous function F on Q T 1 ,..., T d ( X) and i = 1 . . . , d. We omit the detail.
Thus any weak limit of the sequence (4.1) is invariant under G T 1 ,..., T k and therefore it equals to µ T 1 ,...,T k by unique ergodicity. This means that (4.1) converges to µ T 1 ,...,T k and hence
By a density argument, we have 
We deduce 
Proof. We can find an Z-sated ergodic and free extension (
we get the result.
We also need the following Van der Corput type estimate:
Lemma 4.14. Let (X, µ, T 1 , . . . , T d ) be a measure preserving system with commuting transformations and f ǫ ∈ L ∞ (µ), ǫ ∈ {0, 1} d be functions with f ǫ ∞ ≤ 1. Then for all N ∈ N, 1 ≤ k ≤ d, σ ∈ D k and x ∈ X, we have that
Proof. We first prove the case σ = (1 . . . 1). In other words, we show
It suffices to show that
We separate all functions f ǫ1...1 , ǫ ∈ {0, 1} k into two class: the first class consists of all f ǫ1...1 with ǫ k = 0, and the second consists of all f ǫ1...1 with ǫ k = 1. Since all f ǫ1...1 in the first class are bounded, we may use Cauchy-Schwartz inequality to drop all the functions in the first class. We have
Expanding the square on the right hand side and reparametrizing the indices, it is easy to see that the right hand side is exactly A k+1 , which finishes the proof for the case σ = (1 . . . 1). Now we prove the general case. Let 1 ≤ k ≤ d and σ ∈ E k . To ease the notation, we assume that σ = (1 . . . 10 . . . 0) (the general case can be proved in a similar way). Note that
Note that g n k+1 ,...,n d ,σ (x) = f σ . Replacing d by k in (4.2), we have that 
If for all n ∈ N, the average
converges for µ-a.e x ∈ X as N → ∞. Then the average
x also converges for µ-a.e x ∈ X as N → ∞.
Proof. We may assume without loss of generality that
Suppose that I σ = {a 1 , . . . , a k }. By the telescoping theorem, Birkhoff Theorem and the assumption, there exists a set A with µ(A) = 1 such that for all
By Markov inequality, we have that 
Since δ is arbitrary, we deduce that {S N (x)} N∈N is a Cauchy sequence for all x ∈ B and so lim N→∞ S N (x) exists for µ-a.e. x ∈ X. Now we are able to prove the Theorem 1.4. The difference between Theorems 1.4 and 4.10 is that there is an additional double average in the latter theorem. Our strategy is to use Lemma 4.12, 4.14 and 4.15 to drop this double average to obtain Theorem 1.4.
Theorem. Let (X, µ, T 1 , . . . , T d ) be a measure preserving system with commuting transformations and f
ǫ ∈ L ∞ (µ), ǫ ∈ {0, 1} d , ǫ (0, .
. . , 0). Then the average
Proof. We may assume without loss of generality that all the functions are bounded by 1 in the L ∞ (µ) norm. We say that property-k holds if the average
It suffices to show that property-d holds (and then take f (0...0) ≡ 1).
Note that
So property-1 holds by Birkhoff Ergodic Theorem. Suppose that property-k holds for some 1 ≤ k < d, we claim that property-(k + 1) also holds. Suppose first that for all ǫ ∈ D k+1 , f ǫ is an I ǫ -product, meaning that f ǫ = j∈I ǫ h j,ǫ for some h j,ǫ measurable with respect to I T j . Note that for ǫ ∈ D k+1 , we have
where ǫˆj ∈ D k is defined by (ǫˆj) i = ǫ i for i j and (ǫˆj) j = 0. This implies that by combining similar terms together, we have that
for some g ǫ bounded by 1. By induction hypothesis, (4.4) converges for µ-a.e. x ∈ X.
We now suppose that for all ǫ ∈ D k+1 , f ǫ is a finite sum of I ǫ -products. It is easy to see that property-(k + 1) holds in this case.
We then suppose that for all ǫ ∈ D k+1 , f ǫ is measurable with respect to Z I ǫ = ∨ i∈I ǫ I T i . Thus each f ǫ can be approximated in L 1 (µ) by a sequence of functions which are finite sums of I ǫ -products. So property-(k + 1) holds in this case by Lemma 4.15.
It now suffices to prove property-(k+1) under the assumption that E( f σ |Z I σ ) = 0 for some σ ∈ D k+1 . In fact we show that the average goes to 0 for a.e. x ∈ X. Since X is magic for I σ , we have that ||| f σ ||| µ,σ = 0.
Let µ = X µ x dµ(x) be the ergodic decomposition of µ under T a 1 , . . . , T a k+1 , where I σ = {a 1 , . . . , a k+1 }. It suffices to show that average goes to 0 µ x -a.e. for µ-a.e. x ∈ X. Since 0 = ||| f σ ||| µ,σ = ||| f σ ||| µ x ,σ dµ(x) we have that for µ-a.e. x ∈ X, ||| f σ ||| µ x ,σ = 0.
Applying Proposition 4.13 to (X, µ x , T a 1 , . . . , T a k+1 ), we have
for µ x -a.e. y ∈ X. By Lemma 4.14, we have
for all y ∈ X. So for µ x -a.e. y ∈ X,
for µ-a.e. x ∈ X. This finishes the proof.
Pointwise convergence of multiple averages
This section is devoted to proving Theorem 1.1. 
The convergence of the right hand follows from the L 2 -convergence of multiple averages for commuting transformations [22] so µ F is well defined. In [21] , Ryzhikov linked for the first time (as far as we know) the convergence of multiple averages with the collection of self joinings of a dynamical system and we thank J. Paul Thouvenot for pointing us this reference.
The measure µ F is invariant under the diagonal transformations
We let H d denote the group generated by all these transformations and we think of it as a Z d+1 action on (X d , µ F ). We write X i to denote the i-th copy of
Remark 5.1. The projection of the Furstenberg-Ryzhikov self-joining of (T 1 , . . . , T d ) onto the last d − 1 coordinates is the Furstenberg-Ryzhikov self-joining of (T
#ǫ ≥ 2, let Φ ǫ (X) denote the factor of X associated to the σ-algebra invariant under all the transformations T −1 i T j , for i, j ∈ ǫ, i j. Note that in Φ ǫ (X), all transformations T i , i ∈ ǫ are equal. Thus, we can regard Φ ǫ (X) as a Z d−#ǫ+1 -action (by taking one candidate from T i , i ∈ ǫ and removing the rest). When there is no confusion, we write Φ ǫ instead of Φ ǫ (X) for short. The importance about these factors is that they allow us to the study the Furstenberg-Ryzhikov self-joining of a "sated enough system". 
Figure 4. Austin's diagram of the Furstenberg-Ryzhikov self-joining and its factors. We omit writing the measure for convenience.
Construction of a model for the Furstenberg-Ryzhikov self-joining.
In this section, we build a topological model for the Furstenberg-Ryzhikov self joining of (an extension) of an ergodic system. We show that this implies Theorem 1.1. We mainly follow ideas from Austin's works, which are nicely exposed in [2] .
Remark 5.3. We can assume from the beginning that Φ ǫ (X) is a free Z d−#ǫ+1 -action. To do this, since we can freely pass to extensions, we may replace our system X by (an arbitrary) ergodic joining Y of X with a free Z d−#ǫ+1 -system. The Φ ǫ (Y) factor of Y is an extension of the free Z d−#ǫ+1 -system and thus the Z d−#ǫ+1 respective action is also free in Φ ǫ (Y). We include the freeness assumption since it is needed to build relative strictly ergodic models and we assume it in all of what follows. Proof. By Theorem 2.2, we may find strictly ergodic topological ( X {2} , T 1 ) and ( X {1} , T 2 ) for the factor maps (I T 2 , T 1 ) and (
is naturally a strictly ergodic model for (I T 1 ∨ I T 2 , T 1 , T 2 ). By Theorem 2.2, we can find a strictly ergodic model X → X {2} × X {1} for X → I T 2 ∨ I T 1 . The projection onto each coordinate in X {2} × X {1} define the strictly ergodic topological models for X → I T 1 (X) and X → I T 2 (X).
Theorem 5.5. There exist a topological model for the diagram.
Proof. The proof is similar to the one of Proposition 4.5 and it goes by building strictly ergodic models on each level of the diagram inductively. We build first the topological models for the levels d and d − 1 (which are special cases) and then we give an induction argument to build all the other levels. After building all the diagram, we check that it is indeed a uniquely ergodic model for the measurable diagram. We first build a strictly ergodic model for
Remark that by induction hypothesis, we have strictly ergodic models Φ ǫ∪{ j} for j ǫ. Let
where we abuse of notation and also write Φ ǫ∪{ j} for the factor map from (X d , µ F ) to (Φ ǫ∪{ j} ). This space has the property that the projection of the coordinates Φ ǫ∪{ j} and Φ ǫ∪{ j ′ } onto Φ ǫ∪{ j, j ′ } are the same (and similarly for further projections). We refer this property as non degeneracy of invariant factors.
We claim that Y ǫ is a uniquely ergodic system (under the action of the associate projection of H d ). To see this, let λ be an invariant measure on Y ǫ . By unique ergodicity of Φ ǫ∪{ j} , the projection of λ onto Φ ǫ∪{ j} is the unique invariant measure µ ǫ∪{ j} on this system. Therefore λ can be regarded as a joining (in the measure theoretical category) of the systems Φ ǫ∪{ j} , j ǫ.
We show that the λ can be pushed to the further levels of invariant factors. This property is a consequence of the satedness condition we imposed and it appears basically in [2] , Chapter 4. We give the first step and sketch the key arguments for completeness.
Pick one system of the joining, say Φ ǫ∪{ j 0 } , j 0 J. For any other j ǫ, we have that Φ ǫ∪{ j} is a factor of the j-th copy of X inside µ F . If we regard X j as a a factor of (X d , µ F ) and a Z d+1 -action, we have that it belongs to the idempotent class Z j,d+1 φ (the j-th and (d + 1)-th transformations are equal) and therefore the joining λ can be viewed as a joining of Φ ǫ∪{ j 0 } with a system in the idempotent class j ǫ 0 Z j,d+1 φ . Arguing as in Proposition 4.2.6 in [2] , we can conclude that this joining can be projected in the Φ ǫ∪{ j 0 } -part to
A similar argument works for a joining of invariant factors of a given level. Iterating the argument, we have that λ is in the end determined by its projection into the Φ [d] -factor, which is uniquely determined since this later system is uniquely ergodic.
Hence Y ǫ is a strictly ergodic model for j ǫ Φ ǫ∪{ j} (which is free) and we may use relative Theorem 2.2 to get a strictly ergodic model Φ ǫ → Y ǫ for the factor map Φ ǫ → Y ǫ .
Iterating the construction, we end up with d topological models for X (one for each of its copies inside (X d , µ F )), say X 1 , . . . , X d and a joining of these systems that we will denote N d , invariant under H d and with a unique invariant measure for which it is isomorphic to (
In what follows, we continue with the precedent notations and let N d denotes the topological model for µ F given by Theorem 5.5. For i = 1, . . . , d, let X i denote the topological model for the i-th copy of X inside µ F and
In order to deduce pointwise convergence results, we need to determine if images of diagonal points are in N d . The following result is fundamental.
Proof. For x ∈ X, to prove that φ(x, . . . , x) ∈ N d , it suffices to show that φ(x, . . . , x) . By Theorem 5.6, it suffices to show that µ(φ
Recall that the maps φ i are (only) measurable. By Lusin's Theorem, we can find a sequence of closed sets {F n } n∈N such that φ i restricted to F n is continuous for all i = 1, . . . , d, and that µ(F n ) ≥ 1 − 2 −n . Now consider the sequence H n = supp(µ F n ), where µ F n is the measure µ restricted to F n . of φ(x, . . . , x) . Pick n large enough so that x ∈ H n . Since φ i restricted to H n is continuous, we have that there exists r > 0 such that B(x, r) ∩ H n ⊆ φ
. Since x is in the support of µ restricted to H n , we get that
5.3.
Applications. In this section we derive Theorem 1.1 as a consequence of the construction of the model in the previous section.
Proof of Theorem 1.1. Since the projection of the Fustenberg self-joining of a system to a factor equals to the Furstenberg-Ryzhikov self-joining of the factor system, by Theorem 3.5, we may assume that X is Z * -sated. Let f 1 , . . . , f d be measurable bounded functions on X and φ i : X → X i be the measure theoretical isomorphism given by Theorem 5.5, where µ i is the measure on X i . Fix ǫ > 0. We can find a continuous function f i on X i such that
This follows from the fact that any weak limit of
is H d invariant and thus equal to φ * µ F .
Using the telescoping inequality, we have that for µ-a.e. x ∈ X,
Thus,
Using again the telescoping inequality, we get that
Since ǫ is arbitrary, we get the result.
6. An expression for the L 2 -limit of multiple ergodic averages and pointwise convergence for distal systems
In this section, we prove Theorem 1.2 and Theorem 1.3. Our results rely on the study of the Furstenberg-Ryzhikov self-joining of a suitable extension system, and the study of invariant σ-algebras on it.
In this section, for convenience we use the letters S 1 , . . . , S d to name the transformations of a space (X, X, µ). The letter T will be used to denote T 1 = S 1 and T i = S In all what follows, we assume that (X, µ, S 1 , . . . , S d ) is Z * -sated (see Definition 5.2). As in the previous section, this condition give us a good picture of the Furstenberg-Ryzhikov self-joining but also implies have the magic conditions that relate the Host's seminorms with invariant σ-algebras. To be more specific, by Lemma 3.9 the condition of being sated with respect to the idempotent class i∈ǫ Z {1,i} φ (this condition which is included in being Z * -sated) implies that 
and ( i∈{2,...,d}
are isomorphic (as factors of (X d , µ F )). 
is isomorphic to
Proof. The proof is done by induction on d and is similar to Theorem 12.1 in [15] . We assume the result is true for all (d − 1)-fold self-joining of X. Let f 1 , . . . , f d be bounded functions. We may assume that they are bounded by 1 in L ∞ (µ)-norm. By the Ergodic Theorem, we have that
Applying van der Corput and Cauchy-Schwartz inequalities, we have that the right hand side is bounded by lim sup
, where ν ′ is the projection of ν onto the last d − 1 coordinates. By the induction hypothesis, the last lim sup is bounded by 
is isomorphic to I⊆{2,...,d},|I|=k
Remark 6.5. In this lemma, we use ν F to also denote its projections onto the correspondent coordinates.
′ always exists. Moreover, for all i ∈ {2, . . . , d}\, i j, there exists J ′ ∈ A k such that j ′ = i (take for example J ′ = {i} ∪ J\{ j}). Recall that Φ I is the factor of X corresponding to the sub-σ-algebra of
1 S i invariant sets for all i ∈ I. By Lemma 6.3,
where
Since X is Z * -sated, we have that
To justify this, it suffices to show that E I∈A k f I |I T * is measurable with respect to ( I∈A k+1 Φ I , ν F ) whenever f I is measurable with respect to Φ I . Choose some I 0 ∈ A k and let
By the Ergodic Theorem and Lemma 6.3, we have that
So in E 
is in fact measurable with respect to
Note that T * acts trivially on Φ I for all I ∈ A k+1 , 1 ∈ I. This finishes the proof.
Proof of Theorem 6.1. By Lemma 6.4,
Since Φ {1}∪I is a factor of Φ {1,i} for any i ∈ I, we conclude that ( 
We may decompose µ F with respect to ν
By the invariance of
By Theorem 6.1, this σ-algebra is isomorphic to the j≥2 X {1, j} factor of the first copy of X in µ F . To ease notation we write Y 1 = j≥2 X {1, j} and let π 1 : X → Y 1 denote the corresponding factor map. We use the variable s to denote points in Y 1 to avoid confusion. We can write λ x = λ s under the isomorphism given by Lemma 6.4. In particular, λ s (π −1
be the disintegration of ν F over its (T 2 × · · · × T d )-invariant σ-algebra (here we identity this factor with Y 1 ). Since it is the disintegration over the invariants, we get that for µ 1 -a.e. s ∈ Y 1 , the measure ν 
By Theorem 3.5, we may find an Z * -extension of this system (X, µ, S 1 , . . . , S d ) and we work on this extension from now on. It is important to stress that we consider the action on the new system of coordinates (different system of coordinates lead to different extensions). We remark that (X, µ, S
is also an extension of (Y, µ, T 2 , . . . , T d ) and thus it suffices to prove this theorem for X.
We claim that µ
, x ∈ X satisfy the requirements in the statement. Recall that
Disintegrating µ with respect to µ 1 and using Fubini's Theorem, we have the following expression
where the last equality follows from the expression (6.1). We conclude that
where we slightly abuse notation and write µ
6.3. Multiple averages in distal systems. We start with the basic definitions of distal systems and refer to [13] Chapter 10 for further details. We use many concepts and facts used in [17] and [12] . Definition 6.6. Let π : (X, X, µ, G) → (Y, Y, ν, G) be a factor map between two ergodic systems. We say π is an isometric extension if there exist a compact group H, a closed subgroup Γ of H, and a cocycle ρ :
, where m is the Haar measure on H/Γ, H is the Borel σ-algebra on H/Γ, and that for all g ∈ G, we have g(y, aΓ) = (gy, ρ(g, y)aΓ).
We say that π :
is an isometric extension with fiber H/Γ and cocycle ρ and denote it by Y × ρ H/Γ. Remark 6.7. The group Aut(X, µ) of measurable transformations of X which preserve the measure µ is a Polish group endowed it with the weak topology of convergence in measure (see [5] , Chapter 1). Under this topology, the convergence is characterized as follows:
The inclusion of the compact group H in Aut(X, µ) is continuous since measurable morphisms between Polish groups are automatically continuous (see [5] , Chapter 1, Theorem 1.2.6). This fact does not depend on the topological model chosen for X.
Remark 6.8. For every isometric extension π : X → Y with fiber H/Γ and measurable function f on (X, µ), the conditional expectation of f (as a function on (X, µ)) with respect to Y is
Equivalently (as a function on (Y, Y, ν)),
Definition 6.9. Let π : (X, X, µ, G) → (Y, Y, ν, G) be a factor map between two ergodic systems. We say π is a distal extension if there exist a countable ordinal η and a directed family of factors (X θ , µ θ , G), θ ≤ η such that (1) X 0 = Y, X η = X; (2) For θ < η, the extension π θ : X θ+1 → X θ is isometric and is not an isomorphism; (3) For a limit ordinal λ ≤ η,
We say X is a distal system if X is a distal extension of the trivial system.
We adopt here the same definition when G is not ergodic. In all the cases we consider, the group G is a subgroup of an ergodic action, so we will not take other approaches to non-ergodic distal systems such as in [4] .
An equivalent definition of an ergodic measurable distal system can be given using separating sieves: Definition 6.10. Let π : (X, X, µ, G) → (Y, Y, ν, G) be a factor map between two ergodic systems. A separating sieve for X over Y is a sequence of measurable subset {A i } i∈N with A i+1 ⊆ A i , µ(A i ) > 0 and µ(A i ) → 0 such that there exists a measurable subset X ′ ⊆ X, µ(X ′ ) = 1 with the following property: for x, x ′ ∈ X ′ , if π(x) = π(x ′ ) and for every i ∈ N there exists g ∈ G such that gx, gx ′ ∈ A i , then x = x ′ . 
converges µ-a.e. x ∈ X whenever f i is measurable with respect to Y i . This is equivalent to say that
converges µ-a.e. x ∈ X for all measurable functions f 1 , . . . , f d .
The proof of the following proposition is similar to the one in Proposition 4.16 in [12] . 
Remark 6.14. We put the condition of being magic to have a good characterization of factor d j=1 I T j in terms of the seminorm |||·||| µ,T 1 ,...,T d . We need some definition for the proof. Definition 6.15. Let π : X → Y be an isometric extension with fiber H/Γ and let ϕ : H → R + be a continuous function. We say that ϕ is a weight if
The conditional expectation of f with weight ϕ over Y is defined to be
Remark 6.16. We use the cursive symbol Y to stress that this function may not be constant on the fibers of π (thus is not a function on Y). Remark also
These weighted conditional expectations were considered in Proposition 6.3 in [17] and in [12] . They are helpful when lifting the property of pointwise convergence.
The following lemma is identical to Lemma 4.15 in [12] and so we omit the proof. 
Proof of Proposition 6.13. By Theorem 2.2, we may assume that all the spaces and factor maps are topological, i.e. the spaces are compact metric and the transformations are continuous. Let λ be any weak limit of the sequence
We prove that λ = (φ ′ × id × · · · × id) * ν 
where f 1 is measurable with respect to Y and f 2 , . . . , f d are measurable. We have that 
So µ We can then take a sequence of ϕ n whose support go to identity to recover the measure λ in the limit, as is done in [12] . Let {g k : k ∈ N} be a countable set of continuous functions included and dense in the unit ball of C(Y). For k ∈ N, let B k,n ⊆ H be a ball centered at the origin such that h ∈ B k,n implies that g k • φ ′ − g k • φ ′ • h L 1 (µ) ≤ 2 −n . Let {ϕ k,n } n∈N be a sequence of weighted functions such that the support of ϕ k,n is included in B k,n (the condition on the support can always be satisfied, we refer to Proposition 6.3 in [17] ). Define the function By the Von Neumann Theorem in a subset X ′′′ ⊂ X ′′ of full measure we have the bound
for all x ∈ X ′′′ and k, n ∈ N. We get that for x ∈ X ′′′ and k ∈ N, for every i ∈ N there exists big enough n such that F k,n ≤ 1 i . It follows then that for
for all k ∈ N. A density argument allows to deduce λ = (φ ′ ×id×· · ·×id) * µ Let 0 < δ < ǫ and let k ∈ N with f 1 − g k 1 ≤ δ 2 . The Markov inequality implies that
Since δ is arbitrary we have that µ(E ǫ ) = 0. Hence n∈N E 1/n is a set of 0 measure, which means that and the result follows by assumption.
The following lemma is a direct generalization of Lemmas 3.14 and 3.15 in [8] . We omit the proof. Proof of Theorem 1.3. Let (X, µ, S 1 , . . . , S d ) be an ergodic distal system with commuting transformations. We prove the pointwise convergence of multiple averages inductively for the number of transformations S i considered. The case d = 1 is just the Birkhoff Theorem. We now assume the conclusion hold for i − 1 and prove it for i ≤ d, i.e. we consider the system (X, µ, S 1 , . . . , S i ). We may decompose µ as µ = µ x dµ(x) into S 1 , . . . , S i ergodic components. For µ-a.e x ∈ X, the measure µ x is ergodic and distal for S 1 , . . . , S i (for the distality property see for instance [12] Prop 4.9 for a proof of this fact). It suffices to prove that Theorem 1.3 holds for µ x for µ-a.e x ∈ X. Fix x ∈ X. We can apply Proposition 6.21 to find an extension of µ x which is ergodic, distal and magic for T 1 , . . . , T i . By Proposition 6.13 and 6.18, it suffices to show that (φ, id, . . . , id) is good for φ : X → I S 1 i j=2 I S −1 1 S j . By induction hypothesis and Lemma 6.19, we are done.
