













































































































   われわれは、その議論を、今年、2017 年 7 月にロンドンで開催される国
際認知学会（CogSci 2017）において「道徳的行為者としてのロボット：哲学と経験か

























I would like to talk a story about robots and humans in the future 
society following the 4 steps below. 
 
1. Can robots have the first person “mind”, consciousness and qualia, 
in addition to the third person “mind”, psychological functions? 
2. The place of the first person “mind” in the physicalistic world. 
3. Robots coexisting humans would be ones with the first person “mind”. 
4. Constructing a moral community including robots and pets as its 
members. 
 
1. When we see “red” of a traffic signal, perception of “red” is 
sent to mind, and with the knowledge of traffic rules the driver makes 
a decision that he must stop the car.  But a special kind of entity such 
as soul or sprit is not necessary for a set of these psychological 
occurrences. These psychological events are reduced to physical, 
chemical or biophysical causal events. In fact when these causal events 
occur, those psychological events have already occurred without any 
further events.  Therefore if these biophysical functional relations are 
realized in mechanical level, robots with these functions come to have 
psychological mind.  
   But the story does not come to end.  As T. Nagel told us, you could 
not know what it would be like to be a bat, unless you yourself were a 
bat.  But what is even worse, you could never know how your friend in 
the car feel “red” of the same traffic light. Because only subject of 
each experience can know the contents of their own experiences.  This 
territory of first person perspective of qualia and consciousness 
constitutes an inviolable region from others’ point ow view.  Therefore 
it is not certain that even robots with psychological functions 
indiscernible from humans can have the same qualia and consciousness as 
humans.  Namely, we cannot ascertain that robots have first person 
“mind”, however ingeniously we make them. 
 
2. Suppose there are many possible worlds where various combinations of 
different laws, particulars, properties, and state of affairs hold.  
Then what type of possible world is our actual world?   I would like to 
say here that our world is neither a Platonic possible world where the 
mind is a prior being and the physical exists only depending on the mind, 
nor a Cartesian possible world where the mind and physical exist 
independently to each other.  Our world is, contrary to Platonic possible 
worlds, one of physicalistic worlds where the physical is a prior being 
and the mind exists only depending on the physical.     
If our actual world is a physicalistic world, where are the first person 
minds located in our world?  Of course once physical or physiological 
states are determined, the corresponded psychological states and the 
third person minds are fixed. But if the supervenience relation, that 
is a depending relation between properties, does not hold in our world, 
the first person mind of qualia and consciousness is rootless.  It does 
not belong to any place in our world. 
We cannot have any decisive arguments, but we usually suppose that the 
supervenience relation holds and there is a first person mind or 
perspective behind the third person mind whenever we meet the latter one. 
So we are tacitly assuming in the ordinary life that once psychological 
state is determined, the corresponding state of qualia and consciousness 
is fixed.   
 
3. Robots coexisting with humans must have an ability of acting 
autonomously based on their own beliefs and desires.  This means that 
they perform folk psychological functions and they are explainable from 
folk psychological point of view.  In fact humans would not want to live 
with mere passive and not-autonomous mechanical dolls. Actually even 
pets around us must have their own beliefs and desires, however shallow 
and poor they are. The reason they are not dolls but coexisting beings 
with us is that we cannot predict their actions perfectly well. And this 
unpredictability or the existence of territory we cannot know perfectly 
is a necessary condition for them to coexist with humans. 
But something more is suggested by this condition.  As we have already 
seen, even if folk psychological explanations are replaced with more 
accurate physical or physiological explanations, we cannot get their 
first person inner world of qualia and consciousness, but only their 
third person inner world of brain and psychologyｙ. But we accept them 
as autonomous agents just because of their inviolable inner world. It 
is an ultimate reason of their autonomy that they have their own first 
person perspectives other agents cannot know from the outside. 
 
4. When we admit that robots have their own first perspectives, they are 
already “moral agents”. Because to have “perspectives that others 
cannot violate” is nothing other than to have “non-substitutability 
that others cannot cover”. This means that only he, not others, is 
responsible to his actions. But at the same time, notice that this 
emergence of responsibility does not derive from the old concept of 
“free will”.  Our world is a physicalistic one, where physical laws 
dominate, so our world cannot give any space to the free will deviating 
from those laws.  Responsibility of action comes from rationality of 
action.       
We will have a presentation of the above argument at CogSci 2017 to be 
held in London, which has the title “Robot as Moral Agent: A Philosophical 
and Empirical Approach".  This a result of our research grant from MEXT, 
“Philosophy of mind and society through making robots with personality” 
(15H03151): http://siva.w3.kanazawa-u.ac.jp/index.html  
 Finally, where in our moral community do such robots occupy their seat?  
It would be in vain if we prohibited people from making robots with 
first person perspective. At some future day there will be over with 
such robots around us. They are usually superior to us in respects of 
intelligence, physical strength, and so on.  They might have almost the 
same relation to adult humans, as present adults to infants or demented 
elderly. If we want to accept robots as members of our moral community, 
we will have to construct a new moral system.  
Without detailed arguments, I would like to propose here “Libertarianism 
in a political-philosophical sense” as a first step to building such a 
new moral system.  This Libertarianism says that anything not-violating 
“Principle of harm to others” is morally permissible.  “Principle of 
harm to others” demands “equal right and equal duty” from every 
regular member of moral community. But who is others?  Who is included 
to our new moral community?  I am sure that aliens with intelligence and 
warm heart would be included, besides robots. And maybe pets and animals 
too. Now we have the task of considering what moral principles, in 
addition to “Principle of harm to others”, should be accepted in the 
future, and what kind of moral community should be constructed. 
 




   
  
 
  
 
 
