Abstract. In many experimental observation systems where the goal is to record a threedimensional observation of an object, or a set of objects, a lower-dimensional projection of the intended subject is obtained. In some situations only the statistical properties of such objects are desired: the three-dimensional probability density function. This article demonstrates that under special symmetries this function can be obtained from either a one-or two-dimensional probability density function which has been obtained from the observed, projected data. Standard tomographic theorems can be used to guarantee the uniqueness of this function, and a natural basis set can be used in computing the three-dimensional function from the one-or two-dimensional projection. The theory of this inversion is explored using theoretical and computational methods with examples of data taken from scientific experiments.
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(b) Reflectivity vs. range for a sonar pencil beam. stationary, this statistic provides an interesting parameterization of the state of the system. Valuable ecological information can be inferred from such a function which includes the metabolic energy level of the animal (Torres and Childress, 1983) as well as a knowledge of the animal's lifestyle and the factors which govern its success in either foraging or mating.
Two special cases that are treated in the article are illustrated in Figure 1 . The native environment for many observational phenomena is three-dimensional. However, in many cases it is much easier to measure either one-or two-dimensional data sets in which the three-dimensional information is embedded. As one example, we remark that the inferences about the behavior of animal aggregations (swarms, flocks) (Okubo, 1980; Parrish and Edelstein-Keshet, 1999; Parrish and Hamner, 1997) could benefit from the methodology described herein. The figure depicts reflections from an essentially one-dimensional sonar system (b) and images from a camera (c). In the case of the sonar, a very narrow beam can be used to measure the range-dependent locations of animals along a single line. In the case of the camera, the projected two-dimensional locations of the animals can be inferred.
Mathematical formulation. The starting point for our discussion of the algorithm concerns the existence of a data matrix of object positions as a function of time: R = { r i,j }, where the i, jth element corresponds to the three-dimensional position of object i observed at time t j . Considering this matrix, a set of displacements can be computed for a set of objects at two time instants, {t j , t k } as {Δ r i = r ij − r ik |t j − t k , i = 1, M}, where there are M objects. Computing this set of displacements over all objects and over all time intervals and assuming temporal stationarity allows the computation of a set of displacements as a function of time interval Δ r(ΔT ) = {Δ r i |ΔT, i = 1, M}. Dividing this data matrix by the time difference ΔT = t j − t k provides an estimate of the instantaneous velocities of the objects. However, we choose to leave the data as positions, as they are a bit easier to visualize.
Forming a histogram of the object displacements provides an estimate of the underlying probability density function for object displacement pdf (Δ r|ΔT ) for a fixed time interval, ΔT . Dividing three-dimensional space into small three-dimensional boxes of dimensions, δΔ r, the approximate three-dimensional probability density function, derived from the measured data, can be computed by assuming, given n(Δ r) as the number of occurrences of the length Δ r in the interval Δ r − We next consider the data collection process and the consequences of a system that can measure only a subset of the vector components of the range displacement. In one case examined here a set of narrow sonar beams constituted the measurement which transformed the three-dimensional data vector into one that considered only range. A more common occurrence occurs when a conventional optical camera is used to obtain a two-dimensional picture of a set of three-dimensional objects. In this case, a conventional camera system provides a projected view of the animals' three-dimensional positions. In either case, a linear transformation projects the higher-dimensional data onto the measured lower-dimensional coordinates, resulting in a loss of information. For a single object or scene, a multitude of views can be obtained, resulting in a set of projections which can be used to invert for the true three-dimensional object (Kak and Slaney, 1987) . In the special case when the object has some inherent degree of symmetry, the structure of the object can be obtained from a reduced set of data. So, for example, in the case of an object which displays complete three-dimensional symmetry, the three-dimensional structure can be obtained from a single projection.
The purpose of this article is to extend the theory of the reconstruction of projected functions to the case of probability density functions. As such, given an ensemble of objects with features {Δ r}, a probability density function pdf 3d (Δ r) is used to describe their characteristics. In our case, the resultant measurement of such objects is a new set of objects with reduced dimensionality. This set of objects has lower dimensionality, say ρ (a scalar), and a new and different probability density function pdf 1d (ρ) (in the one-dimensional case) is obtained which is dependent on measurement geometry.
Defining a new matrix D = {ρ ij }, where the i, jth element is the projected position of object i at time t j , the treatment above can be extended in a similar way to obtain an estimate for the probability density function of this one-dimensional function. Given n(Δρ) as the number of occurrences of the length Δρ in the interval Δρ − δΔρ
Although we suspect that this theory can be generalized to measurements other than displacements, only the straightforward relationships between the displacements in one, two and three dimensions and their respective probability density functions will be addressed here. In the case of displacement, under the assumption of threedimensional isotropy, the inversion from pdf 3d (Δρ) to pdf 3d (Δ r) can be formulated using the theory of reconstruction of functions from their projections. The next section demonstrates that the one-dimensional probability density function obtained this way is a projection of the three-dimensional probability density function. Additional theorems are proved relating to our specific formulation as well.
Theorems.
The spherically symmetric case. Our first proof examines the relationship between the three-dimensional probability density function for a fixed time delay ΔT , pdf 3d (Δ r|ΔT ), and a one-dimensional projection of it, pdf 1d (Δρ|ΔT ). Figure 2 illustrates that the formulation concerns the existence of two sets of data and their respective probability density functions. The two data sets are the "true" three-dimensional set of object displacements which would be obtained from a "true" three-dimensional imaging system {Δ r|ΔT }. The measured data {Δρ|ΔT } is obtained via the measurement process M 3d→1d as shown in the diagram (as, for example, using a pencil sonar beam). The probability density functions, pdf 3d (Δ r|ΔT ) and pdf 1d (Δρ|ΔT ) are obtained from each of these data sets via the binning transformations as above and represent the underlying statistics of the processes from one point of view. P df 3d→1d is the resultant transformation that occurs when one computes pdf 1d (Δρ|ΔT ) from the inherent three-dimensional probability density function by projecting it to a onedimensional function. (clockwise from upper right) between the data {Δ r|ΔT }, the projected data {Δρ|ΔT }, the probability density function for the one-dimensional data pdf 1d (Δρ|ΔT ), and the probability density function for the three-dimensional data pdf 3d (Δ r|ΔT ). The transformations M 3d→1d and pdf 1d (Δρ|ΔT ) are the projection operator on the data set and the projection operator on the three-dimensional data.
The first theorem concerns the consistency of the above diagram. That is, the arrows indicate that the one-dimensional probability density function can be obtained in one of two ways: by recording the three-dimensional data and computing the onedimensional pdf via a projection of the three-dimensional probability density function, or by recording the one-dimensional data and computing the probability density function from this scalar data set. The two methods produce equivalent functions as indicated by the theorem.
Theorem 1. The one-dimensional probability density function obtained from the projected data is identical to that obtained via a projection of the three-dimensional probability density function.
Proof. The question asked here is whether the diagram in Figure 2 " commutes." To demonstrate that this is so, assume an arbitrary three-dimensional probability density function pdf 3d (Δ r|ΔT ) and consider a finite realization of this process in that a set of N three-dimensional vectors has been observed, {Δ r 1 , Δ r 2 , . . . , Δ r N }. From the definition of a probability density function,
, where n(Δ r i ) has been defined as the number of occurrences of event Δ r i in the interval
2 . These cells also have dimensions δΔx, δΔy, δΔz, with the corresponding definition of the probability density function as above for δΔ r. Now the transformation M 3d→1d maps the data vector {Δ r|ΔT } into {Δρ|ΔT }. Without loss of generality, consider the measurement system to be able to resolve objects in the direction Δz so that {Δ r|ΔT } → {Δz|ΔT } and the Δx and Δy components are lost in the measurement process. Then, for a given cell δΔz, n(Δz|ΔT ) = Δy Δx n(Δz, Δx, Δy|Δt). Dividing by the total number of observations N and taking the limit N → ∞ permits the integration to be approximated as Δy Δx n(Δz,Δy,Δx|ΔT ) N = pdf 3d (Δ r)dxdy, which is the marginal probability density function pdf 1d (Δz)dxdy, the projection of pdf 3d (Δr) onto the z axis. In the limit as N → ∞ the marginal distribution can be computed either directly from the threedimensional probability density function or by projecting the data to one dimension and then performing the computation of the probability density function.
We next turn our attention to the class of three-dimensional functions which have some special symmetry. The simplest case is when the three-dimensional probability density function has spherical symmetry. In this case, assuming spherical coordinates, the entire function can be represented by a radial slice so that pdf 3d (Δ r) = pdf 3d (ρ), where ρ is the distance from the origin. Although the ultimate interest is in reconstructing such functions from a single projection, we pause briefly to state and prove a simple theorem.
Theorem 2. Given a separable and isotropic probability density function, the projection of the three-dimensional function is identical to the one-dimensional probability density function.
This theorem is almost trivial to prove; however, we present it for completeness and because it also illustrates the well-known and important fact that if the three-dimensional data are normally distributed, no inversion is necessary, as the one-dimensional probability density function and the three-dimensional probability density function are identical.
So, for example, if (for fixed ΔT )
then integrating with respect to y and z yields
so that
As an example, consider a set of object displacements that are normally distributed in three dimensions with mean 0 and variance σ. The three-dimensional probability density function of the displacements can be represented as
In this case, the projection of this function onto a one-dimensional axis (here taken to be the z axis with no loss of generality since this function is isotropic) is the marginal probability distribution function
which is equivalent to
Evidently, since the projection of this normally distributed function onto a single axis results in a normally distributed function with equal variance, there is no need to invert for the "true" three-dimensional function.
We next continue to pursue our interest in the reconstruction of the three-dimensional probability density function from the projected data and hence the one-dimensional probability density function. In particular, our interest is in the invertibility of the projection operator pdf 3d→1d . We remark that this inversion is possible for the general class of centrosymmetric functions and can be obtained via some standard techniques such as the projection slice theorem and its ramifications. Therefore, given F, a one-dimensional Fourier transform, and H as a Hankel transform, with H −1 as an inverse Hankel transform, the transformation pdf 1d (ρ) → pdf 3d (ρ) can be obtained neglecting normalization coefficients as
In order to pursue this interest we examine more closely the transformation between the three-dimensional centrosymmetric function and its one dimensional projection:
Initially, assume that the three-dimensional probability density function is unimodal so that
In a physical sense, this probability density function corresponds to a set of threedimensional translations where the displacement is isotropic, though of a fixed value. Under this assumption the set of projected vector lengths, and hence the distribution of the projected lengths, can be computed. The following theorem expresses the relationship between this simple unimodal distribution and its projection.
where
As an outline of the proof, we first assume a spherical coordinate system with φ in the x, y plane and θ as the angle between a vector and the z axis. Next, we compute the probability distribution function for θ and φ which will lead to the construction of a set of three-dimensional isotropic vectors of length ρ 0 . Following this, the one-dimensional probability density function pdf 1d (ρ) is obtained by taking a set of projections and computing the probability density function. Since the distribution is isotropic, we choose the z axis for convenience.
In order to compute the probability density functions for θ and φ we first assume that an ensemble of values has been chosen for 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π that are uniformly distributed on these intervals. We seek a set of two functions g(θ ) and h(φ ) which will transform this θ and φ into a new set of variables, θ and φ. Imagine the end points of a set of three-dimensional vectors whose origin is at the coordinate system origin and of length ρ 0 as being uniformly distributed on the surface of a sphere of radius ρ 0 . Points drawn from this isotropic distribution should sample the surface area of the sphere uniformly so that, as a function of θ and assuming that h(φ ) is an identity mapping, an increment in total area A is equal to
The integral can be solved for θ so that
Taking the projection of this distribution is particularly simple with respect to the z axis, since z = ρ 0 cos θ:
Since θ is uniformly distributed on the interval 0 ≤ θ ≤ π, this implies that z is uniformly distributed on the interval −ρ 0 < z < ρ 0 , and that
which proves the theorem. We prefer to think of (10) as defining an "impulse response" of the transformation, as illustrated in Figure 3 . Since, strictly, the response is a function of position, it is not spatially stationary. Nevertheless, it provides a particularly simple method for inverting the one-dimensional probability density function as shown. Assuming that pdf 3d (ρ) can be represented by a set of discrete samples as (18) and noting that the transformation from pdf 3d to pdf 1d can be made as
implies that
This is a system of linear equations which, in principle, can be inverted to obtain an estimate for pdf 3d (ρ) from pdf 1d (ρ).
An interesting corollary guarantees that these functions are nonincreasing.
Corollary. The one-dimensional probability density function, considered on the positive axis, is always a nonincreasing function.
The proof follows from Theorem 3 as the final function is a set of nonincreasing functions via (22), and since a sum of nondecreasing functions is nondecreasing, the resultant function is also nondecreasing.
The cylindrically symmetric case. Next, we demonstrate the utility of the general methodology as applied to cylindrically symmetric functions. One example of its use is when a camera system monitors the movements of animals. In this case, a set of two-dimensional projections of the three-dimensional trajectories is obtained. The treatment here is motivated by the fact that many ecosystems can be regarded as having a distribution of animal motions which are isotropic in the horizontal plane but not the vertical. This is a reasonable assumption when considering some terrestrial and aquatic ecosystems where the force of gravity can permit the animal to differentiate between vertical versus horizontal movement and the environment is azimuthally isotropic in the horizontal plane.
In this case the desired probability density function can be considered to have isotropy in the x, y plane so that the function has cylindrical symmetry, that is, pdf 3d (ρ, θ, z) = pdf 3d (ρ, z), where the z, θ, and ρ axes are the ones commonly associated with the cylindrical coordinate system (ρ being the length of a vector in the x, y plane and θ the angle between the vector and the x, y plane). Also, the set of three-dimensional trajectories are projected onto the x, z axes, resulting in the measurement of a set of vectors in the x, z plane. Accordingly, we seek a transform from pdf 2d (x, z), the measured data to the "true" probability density function, pdf 3d (ρ, z). Note that Δ has been dropped, as it is assumed that the functions are defined on physical variables that obey the geometric requirements of being "projected" via the measurement process.
If ρ and z are independent variables, the three-dimensional probability density function pdf 3d (ρ, z) can be expressed as pdf 2d (ρ)pdf 1d (z), a product of these lowerdimensional functions. In the case where the probability density function cannot be written as a product of the two probability density functions, an alternate strategy for data categorization can be used where the joint probability density function, pdf 3d (ρ, z), can be estimated by creating a finite number of bins for the variable z, δz i , and by observing the probability density function pdf (x; δz i ) for each one of these δz i . In either case, the goal here is to invert for the function pdf 2d (ρ, z) given the function pdf 1d (x) of measured data. Note that, as before, the one-dimensional function pdf 1d (x) of measured (projected) data is not equivalent to pdf 3d (x, 0, 0), a slice through the three-dimensional probability density function.
Considering the probability density function only in the plane, we state a theorem similar to Theorem 3, but this time for the two-dimensional to one-dimensional projection.
Theorem
The theorem states that if one has a unimodal two-dimensional probability density function which is circularly symmetric in the plane, then the probability density function for the projection of the set of vectors of length ρ 0 will be equal to the above pdf 1d (ρ).
For this cylindrically symmetric case, the measurement process will "project" these vectors located in the x, y plane onto the x axis. Here, a linear transformation is derived between the probability density function for the set of projected lengths (uniformly distributed in θ, now assumed to be the angle between the vector ρ and the x axis) and the observed one-dimensional probability density function for their distribution, pdf 1d (x).
The proof is as follows: Given a set of vectors in the x, y plane of length ρ 0 and uniformly distributed on 0 ≤ θ ≤ 2π we seek the pdf 1d (x) of their projected lengths. Geometrically, the cumulative distribution function of x in the positive quadrant (x ≥ 0, y ≥ 0) for uniform θ is proportional to the length of the arc of a circle of radius ρ 0 for 0 ≤ θ ≤ π/2. Now, considering a new angle, θ = π/2 − θ (the angle between the vector and the y axis), the cumulative distribution function for the normalized length of the arc of the circle from θ = 0 to some value θ is
Transforming back to the original polar angle θ via θ = π 2 − θ yields
where we limit
Taking the derivate with respect to x yields the probability density function, so that pdf
by the measurement process.
Interestingly, this function goes to infinity at ρ ρ0 = 1; however, its integral exists and can be used to define the probability of events over any finite interval. The consideration of the other quadrants is accomplished most easily by assuming first that the absolute value of the measurements |Δx| are used. This simplifies the bookkeeping needed to keep track of the inverse cosine argument and renders the positive and negative x axes the same. Second, a similar treatment for the negative y axis which defines a new angle which goes from − π 2 ≤ θ ≤ 0 yields the same result. Thus, the theorem is proved.
In examining the probability density function, it can be noted that the transformation from two dimensions to one dimension, this time, is somewhat more merciful to the data interpretation in the absence of inversion. So, for example, the most likely value for the projected data is identical to the length of the vector (i.e., when ρ ρ0 = 1). Nevertheless, the transformation does occur and it behooves the experimenter to examine the effects of this projection process in every case. This motivates the development of inversion techniques which will allow the computation of the radially symmetric function from the measured data. As before, a useful view of (22) is as a basis set for the observed data. In this view, the collected data is composed of a superposition of this set of stretched and renormalized functions. The development of inversion techniques that will allow the estimation of pdf 2d (ρ) from pdf 1d (ρ) will be considered in the next section.
Numerical analysis.
The spherically symmetric case. We next consider the numerical inversion of the set of equations that can be generated from Theorem 3. Assuming discrete sampling of both the projected data and the proposed inverse solution, a set of matrix equations can be formulated using (21). Assuming the form b = A x, where b is the observed data (the one-dimensional probability density function) and x is the desired inverse (a radial slice through the three-dimensional probability density function), a numerical inversion can be performed.
A discrete version of the system of equations can be obtained by integrating the observed data pdf 1d (ρ) over intervals δρ so that pdf 1d (δρ j 
In addition, considering only positive displacements allows the distribution to be onesided so that
Assuming bin widths of unit value, the system of equations can be represented as ⎡
Since this matrix is upper right triangular, a solution can be written down so that
which implies
Thus, the inverse matrix can be written as
Computing the signal-to-noise of this inversion can be accomplished by adding noise to the observed data vector, b obs = b+ , where is a noise vector, and then computing the inversion. Substituting back into the expression for x yields a computed x c , where
where b oi and b oi+1 are random variables which consist of the observed values of the parameters. Therefore, x ci is a function of two random variables. If b oi and b oi+1 can be described by probability density functions which are independent and, moreover, normally distributed with variance σ i and σ i+1 , then the random variable x ci has a probability density function which is normal and has variance of
which demonstrates that the variance increases with the square of value i and is a sum of the variances of the observed data values.
The cylindrically symmetric case. The cylindrically symmetric case can be treated in a manner almost identical to that of the spherically symmetric case. The situation is somewhat more complicated in this case due to the form of the transformation from two-dimensional to one-dimensional probability density function as represented by (22). The two-dimensional probability pdf 2d (ρ) can be represented by a discretely sampled version as
As before, we prefer to think of this as a "system response" to a unimodal probability density function (pdf 2d (ρ) = δ(ρ−ρ i )). Integrating this equation over finite bin widths of size Δρ to accommodate the data collection process yields
Taking the integral inside of the sum and noting that
where CDF stands for the cumulative distribution function for pdf 1d (ρ) as in (26), implies that
This equation can then be transformed into a more compact notation as
The matrix is, again, upper right triangular because via (23)
Therefore, the numerical solution of the set of linear equations can be computed as before. The noise analysis can also be performed; however, we have not derived an analytic expression, as above, as the inverse matrix has a much more complicated structure. We defer these considerations to a future publication.
Experimental results.
The spherically symmetric case. As an example of the use of the method for the analysis of collected data we present results that utilize data generated from the FishTV sonar system (Jaffe et al., 1995) . Briefly, the FishTV system is a multibeam sonar system which operates at a frequency of 445 kHz with bandwidth of 25 kHz and at frame rates of up to 4 Hz. The system provides acoustic backscatter from a set of 64 beams whose beam widths are 2 degrees by 2 degrees. The system resolves 512 range bins at a range increment of 0.75 cm, which yields a three-dimensional data set of dimensions 16 degrees by 16 degrees by 3.8 meters. The system has been used to measure the sonar reflectivity (Jaffe, Ohman, and De Robertis, 1998) and behavior (Jaffe, De Robertis, and Ohman, 1999) of small animals in the water column (zooplankton).
Given that the azimuthal resolution of the system is 2 degrees by 2 degrees, at a range of 3 m the cross-track resolution of the system is 10.5 cm by 10.5 cm. In contrast, the range resolution of the system, dictated by the bandwidth of the signal, in excellent signal-to-noise can be as small as 1 cm. Clearly, an algorithm which takes advantage of the superior range resolution in order to estimate the pdf ( v), the probability density function for velocity, is desired. This was especially appealing since the animal motions were suspected to be small, as they are quiescent during some of our observation times (daylight). In addition, during this time, there is good reason to believe that this probability density function is spherically symmetric. One advantage of the algorithm proposed here is that it permits use of this much better range resolution in order to compute the three-dimensional probability density function from the one-dimensional observations. Data shown here were collected in a fjord in British Columbia over a period of approximately 10 minutes. The sonar was suspended below an anchored ship and oriented into the current via the use of a current vane which was placed on the data collection package. The sonar was operated at a rate of 2 Hz and was aimed slightly downward into the layer of animals that collects at depth during the daytime. Suspended at 85 meters, the system recorded the time varying reflections from targets that were between 7 and 10 meters in range. The recording process yielded a set of time varying reflections from each of the 64 sonar beams. Additional information describing the system can be found in Jaffe et al. (1995) .
Extensive software development in conjunction with validation of the system's performance has been performed over a period of several years (De Robertis, 2001) . The first step is to identify the presence of individual targets in each of the 64 sonar beams. This is accomplished via the use of a correlation receiver and also by inspecting the neighboring beams for side lobes as our targets are azimuthally spread. The output of this first step is an estimate for the three-dimensional voxel (horizontal and vertical bearing angle and range) in which the target is located, and its acoustic cross section (reflectivity). This set of three-dimensional locations, which are obtained over a relatively short period of time for one complete system transmission-and-receive cycle, is referred to as a frame.
The next step in our treatment of the data, for the purposes of this article, is to consider the range displacements only. The histogram of these values provides the data from which the probability density function can be estimated. The histogram formed solely from the range estimates forms an estimate for pdf 1d (ρ). In order to compute this function from the target lists as a function of frame number, various approaches can be used. Probably the most sophisticated approach would be to track the targets temporally and to estimate their range displacements accordingly. A simpler approach was taken here which should yield approximately the same results. That is, given a time interval, the range displacement vectors were computed for all targets in successive frames, which were separated by the given time interval from the two lists (with reflectivities above a certain value). This is computationally very simple, and under the assumption that the individual target locations are uncorrelated (among themselves), the extra displacements from targets that were not the same should produce a "dc value" or plateau upon which the true target displacements are observable. The displacements were binned into bins of width 1.5 cm. Although the data recording interval results in a range increment of .75 cm, this value was used, as it was closer to the "true" resolution of the system as measured by the width of the autocorrelated pulse. Figure 4 contains a set of four histograms for these estimated range displacements from this data set. These displacement distributions can easily be converted into an estimate for pdf 1d (ρ) by simply dividing through by the total number of observations. The data indicate that there is a mean translation of the animals' positions (due to the current) which is superimposed upon a broadening of the distribution, which we have assumed is due to animal motion. It is evident that the majority of the animals are hardly moving at all, that is to say, the majority of their displacement is due to the current. This further motivated our interest in using this inversion algorithm to obtain a higher resolution estimate than could be obtained from just the threedimensional positions, which suffer from poor azimuth resolution (relative to animal displacement).
The data in Figure 4 were obtained by forming the histograms for each of the individual beams for each of the time delays and then shifting them by small amounts in order to line them up. The reason that they had different modes for their displacements was due to the small differences in pointing angles for each of the 64 beams. This resulted in a different value for the projection of the current vector onto each of the beam-pointing angles. The correction assumes that the width of the peaks will change little as a function of this systematic correction.
Since these data were obtained by regarding only changes in animal position in range, the data reflects an estimate for pdf 1d (Δρ|ΔT ). Moreover, since it is likely that the "true" animal displacement probability density function is isotropic, the data were treated using the above analysis. Note that this probability density function might be due to both turbulence as well as animal movement. In the case that both of those are isotropic, the analysis considered here can be rightfully applied. In addition, since the current regime where the study was done was extremely laminar, the broadening of the probability density function was interpreted as due to animal movement. The inverse was computed by multiplying the data by the matrix A −1 to obtain an estimate for the radial slice through the three-dimensional function (here kept in the form of a displacement histogram). Figure 5 shows the result. An interesting feature of the inverse is that there is a significant decrease in the estimated number of targets that are simply drifting with the current, as contrasted with the estimate that would be obtained by simply taking the one-dimensional displacements histograms.
In order to test whether this inversion differs significantly from the measured data and to explore its stability, a simulation was done. Under the assumption that (1) the measured data was not subject to any systematic error and (2) the underlying probability density function for the measured data is Poisson distributed with expectation and standard deviation equal to the measured value, an ensemble of potential measured waveforms was simulated. Each member of the ensemble was then multiplied by the inverse matrix (as above) to compute a new inverse. This yielded an ensemble of inverses whose standard deviations are shown as dashed lines in Figure 5 . The error curves indicate that, at the origin, the computed inverse is significantly different from the measured data; however, at larger displacements the inversion is not. This is an interesting and significant observation. Perhaps some degree of active swimming is needed for survival.
The cylindrically symmetric case. In this section we consider the utilization of the methodology which was developed for the cylindrically symmetric case. In the above spherically symmetric case we described the application of the methodology to data that were measured using a specially designed sonar system. Here, standard camera technology has been used to view the behavior of animals from a single direction. Under the assumption that the underlying probability density function for velocity has cylindrical symmetry, a temporally changing set of data from this sin- gle camera can be used to infer a radial line through the cylindrically symmetric distribution.
Here we consider experiments that were performed to observe the behavior of small underwater animals (zooplankton of size 1 mm) in order to study the differences in their behavior in the presence and absence of food. The animals were placed in an aquarium and photographed with a video camera under dim red light. Postprocessing of the data yielded a set of displacement vectors for the animals {Δx i , Δz i ; t, i = 1, N} as a function of time.
This section contains the results of processing the set of five animal trajectories which consisted of approximately 100 positions each, yielding about 500 animal displacements (Leising and Franks, 2002) . These vectors were then assembled into two histograms of displacements, one for Δx and the other for Δz, under the assumption that the two probability density functions are independent, as described above. The displacements for both positive and negative values were combined under the assumption that the distribution is symmetric.
As described above, the forward problem was modeled using a finite number of bins, and the algorithm was tested on several simulated distributions. Here, the experimental data of the recorded animal positions were used to obtain a set of animal displacements which were binned into 11 size classes. In order to compute the inver-sion, an 11 by 11 matrix was created for the forward problem. The forward matrix was computed as 1. . 356 .227 .167 .132 .110 .093 .081 .072 .065 .059 0. .644 .249 .174 .136 .111 .095 .082 .073 .066 .059 0. 0. .523 .206 .148 .118 .095 .082 .073 .065 The inverse matrix will not be shown here; however, the inverted data set is shown in Figure 6 , along with the original data histogram of the displacements. As the figure indicates, the estimate for the true data set is somewhat different than the observed data. Curves of plus or minus one standard deviation, computed in an identical way to the spherically symmetric case, are also shown. Interestingly, in the same way as in the spherically symmetric case, a decrease in targets that were practically still is evident. This inversion then also suggests that there are fewer targets moving with very small velocities than would be measured from just computing the probability density function from the projected data. In this case, it is widely known that the animals execute a "hop and sink" strategy for foraging, indicating that they indeed spend little of their time not moving at all. Since the animals are somewhat negatively buoyant, they cannot simply suspend movement and maintain their depth. Discussion and conclusions. In this article a theory of tomographic inversions for probability density functions from observed data has been proposed. The theory is motivated by the many data collection systems that observe a lower-dimensional projection of the data where both one-dimensional and two-dimensional projections of three-dimensional vectors are observed. In the two cases considered here, a threedimensional sonar system and an optical camera, animal displacement distributions were processed to obtain an estimate for radial slices through the two-and threedimensional displacement probability density functions. The identical nature of this problem to the standard theories relating to tomographic inversion is emphasized. Several theorems are proved which demonstrate the utility of inverting symmetric marginal probability density functions using tomographic theorems. The utility of these ideas is demonstrated via the application of the numerical implications to experimentally collected data.
From the scientific point of view there are a host of interesting problems that could be explored using the methodology described here. In this regard, this author's primary interest has been in tracking individual animals in various aquatic environments. Other applications of the methodology may relate to tracking animals both on land and in the air. As demonstrated, even one-dimensional range information from a simple device can be transformed into a radial slice of a multidimensional probability density function using the methodology presented here. In the case of animals that fly, the similarities are clear between observing birds or insects and the aquatic examples in the applications given here. Other interesting probability moments exist as well. So, for example, one might be interested in the joint distribution of some predator and prey via their relative distances in some reduced-dimensional coordinate system. Inversion for the true joint probability density function from this joint distribution, under assumptions here of various symmetries, therefore seems like an interesting future application of the technique.
In a similar context, we remark that other work by this author involves the projection of fluorescent organisms onto a plane (Jaffe, Franks, and Leising, 1998; Franks and Jaffe, 2001) . Under various assumptions about symmetry, the correlation distances can be computed.
From the point of view of the reconstruction of multidimensional functions from projections, there are a number of theoretical questions which arise as a result of this work. A significant issue concerns the underlying assumptions of isotropy, either in three dimensions or in two, and how strictly isotropic the distributions need to be in order for the results to apply. So, for example, in the analysis of the sonar system's measurements of one-dimensional displacements, it was assumed that the animals' movements could be described by an isotropic probability density function. However, since the animals remain at a depth strata during the day, it cannot be strictly true that their distribution is isotropic, as over time they would diffuse into the entire volume. If the underlying three-or two-dimensional probability density function is not strictly isotropic, the above theorems do not apply; however, if the distribution is "almost" isotropic, then one might hope that some variation of the theorems can be used. Moreover, when the system is not truly isotropic, perhaps one can use some fewer number of projections than would be required for a true multidimensional inversion without arbitrary assumptions about the underlying structure of the desired object. The application of the theory and methodology described here to situations of pragmatic interest is an interesting area for future research.
Additional issues which relate to the numerical solution of the system of equations remain. These issues are generic to the theory of the reconstruction of functions from projections and thus relate to the field in general. Under the special symmetries considered here, the inversions would benefit from additional work. So, for example, only a straightforward multiplication by the matrix inverse was performed here. However, in the presence of noise, this inversion is probably neither a maximum likelihood nor maximum a priori estimate for the solution. So, for example, in both cases considered here, it is likely that there is some noise amplification as a result of the simplicity of the inversions.
Another issue relates to the numerical implementation of the inverse. Tomographic reconstructions are typically performed through the use of filtered backprojection. It would be interesting to characterize the performance of that algorithm in comparison to the more analytically based algorithms that capitalize on the symmetry which have been proposed here.
Finally, perhaps the most surprising and significant conclusion is that it is productive to perform tomographic inversions on marginal probability density functions. As shown, these inversions can provide an estimate for a true underlying two-or threedimensional probability density function when performed on one-and two-dimensional projected data. Collection of these lower-dimensional data sets can vastly simplify an experimental setup, as the collection of true three-dimensional data requires both careful calibration and additional hardware when compared with the lower-dimensional case.
