Abstract. In this paper, a revised Group Method of Data Handling (GMDH)-type neural network algorithm with a feedback loop identifying sigmoid function neural network is proposed. In this algorithm, the optimum sigmoid function neural network architecture is automatically organized so as to minimize the prediction error criterion defined as Akaike's Information Criterion (AIC) or Prediction Sum of Squares (PSS) by using the heuristic self-organization. The structural parameters such as the number of neurons in each layer, the number of feedback loops and the useful input variables are automatically determined using AIC or PSS criterion. Therefore, it is easy to apply this algorithm to the identification problem of the complex nonlinear system and to obtain a good prediction results.
1.
Introduction. The Group Method of Data Handling (GMDH)-type neural network algorithms have been proposed in our early works [1, 4] . The GMDH-type neural network algorithms can automatically organize the multi-layered neural networks fitting the complexity of the nonlinear system. In these algorithms, the structural parameters such as the number of neurons in each layer, the number of layers and the useful input variables are automatically determined so as to minimize the prediction error criterion defined as Akaike's Information Criterion (AIC) [5] and the optimum neural network architecture is organized by using the heuristic self-organization [6, 8] which is the basic theory of the GMDH algorithm [6, 9] . On the other hand, the conventional sigmoid function neural network trained using the back propagation do not have the structural identification ability of the neural network architecture and AIC can not be used to determine the optimum neural network architecture due to the non-uniqueness of the connection weights [10, 11] .
In this paper, we propose a revised GMDH-type neural network algorithm with a feedback loop identifying sigmoid function neural network. In this algorithm, the neural network architecture is automatically organized so as to minimize the prediction error criterion defined as AIC or Prediction Sum of Squares (PSS) [9] . This revised GMDHtype neural network have a feedback loop and the complexity of the neural network architecture increases gradually by the feedback loop calculations so as to fit the complexity of the nonlinear system. The structural parameters such as the number of neurons in 986 T. KONDO AND J. UENO each layer, the number of feedback loops and the useful input variables are automatically determined by using AIC or PSS criterion. The revised GMDH-type neural network with a feedback loop is applied to the identification problem of the nonlinear system and it is shown that the revised GMDH-type neural network is very useful for the identification of the nonlinear system because the optimum neural network architecture is automatically determined so as to fit the complexity of the nonlinear system.
Revised GMDH-Type Neural Network with a Feedback Loop Identifying
Sigmoid Function Neural Network. The architecture of the revised GMDH-type neural network is organized automatically using the heuristic self-organization [6, 8] which is a basic theory of the GMDH algorithm [6, 9] . First, the heuristic self-organization is shown as follows: 2.1. Heuristic self-organization. This method is constructed by the following five procedures:
(1) Separating the original data into the training and test sets. The original data is separated into the training and test sets. The training data is used for the estimation of the partial descriptions which describe the partial characteristics of the nonlinear system. The test data is used for organizing the complete description which describes the complete characteristic of the nonlinear system.
(2) Generating the combinations of the input variables in each layer. All combinations of r input variables are generated in each layer. The number of combinations is
Here, p is the number of input variables and the number of r is usually set to two.
(3) Calculating the optimum partial descriptions. For each combination, the optimum partial description can be calculated by applying the regression analysis to the training data. The output variables y k in the partial descriptions are called as intermediate variables. (5) Stopping the multi-layered iterative computation. When the errors of the test data in each layer stop decreasing, the iterative computation is terminated. The complete description of the characteristics of the nonlinear system can be constructed by using the optimum partial descriptions generated in each layer.
The heuristic self-organization plays very important roles in organizing the revised GMDH-type neural network.
2.2.
Revised GMDH-type neural network algorithm. The architecture of the revised GMDH-type neural network proposed in this paper has a feedback loop as shown in Figure 1 . The architecture of the revised GMDH-type neural network becomes more complex through the feedback loop because a 3-layered architecture, which is constructed with the input, the hidden and the output layers, is generated by each feedback loop calculation. In this algorithm, the outputs of the neurons are not combined with each other but they are combined with the input variables of the system in the next loop calculation. Therefore, the complexity of the neural network increases gradually by feedback loop calculations and a more accurate structural identification of the nonlinear system can be carried out through the feedback loop. In the revised GMDH-type neural network with a feedback loop, optimum neuron architecture fitting the characteristics of the nonlinear system is automatically selected using AIC or PSS out of two types of neurons shown in Figure 2 . These neurons are constructed with two functions Σ and f . The first type neuron has two inputs and Σ is a nonlinear function and f is also a nonlinear function. The second type neuron has r inputs and Σ is a linear function and f is a nonlinear function. AIC [5] is described by the following equations:
where
Here, m is the number of terms in Equation (3) and n is the number of training data and C is a constant.
PSS [9] is described by the following equation:
n is the number of training data, φ α is the α-th observed value for the output variable, u iα is the α-th observed value for the input variable u i and z * α is the α-th estimated value obtained by the multiple regression analysis of all the data except the α-th datum. In order to compute PSS of Equation (4), the multiple regression analysis must be repeated n times, and the amount of computation increases in the number of data. But PSS of Equation (4) can be reduced as follows,
z α is the α-th estimated value obtained by the multiple regression analysis of all the data. With this procedure, we need not repeat the regression analysis n times. PSS criterion does not contain the statistical assumption in the regression model. In the heuristic self-organization, Equation (3) and Equation (7) are called the partial descriptions of the nonlinear system. In the conventional sigmoid function neural network, AIC or PSS cannot be used to determine the optimum neural network architecture because the back propagation is used to estimate the connection weights [10, 11] .
The revised GMDH-type neural network algorithm with a feedback loop is shown as follows:
(1) The first loop calculation. First, all data are set to the training data. In this algorithm, it is not necessary to separate the original data into the training and test sets because AIC or PSS criterion can be used for organizing the network architecture. Then the architecture of the input layer is organized.
< The input layer > u j = x j (j = 1, 2, . . ., p) ( 1 0 ) where x j (j=1,2,. . . ,p) are the input variables of the system, and p is the number of input variables. In the first layer, input variables are set to the output variables.
<The hidden layer> All combinations of the input variables are generated. For each combination, optimum neuron architectures fitting the characteristics of the nonlinear system are automatically selected by using AIC or PSS out of the following the first and the second type neurons.
1) The first type neuron.
Σ : (Nonlinear function)
2) The second type neuron. Σ: (Linear function)
Here, θ 1 = 1 and w i (i=1,2, . . . ) are weights between the neurons and estimated by applying the stepwise regression analysis [12] to the training data. Only useful input variables u i (i=1,2, . . . ) in Equation (11) and Equation (13) are selected by using AIC or PSS. The output variables, y k , of the optimum neurons are called as the intermediate variables.
<The output layer > In the output layer, the outputs of the neurons in the hidden layer are combined by the following linear function.
Here, L is the number of combinations of the input variables and y k is the intermediate variables.
The useful intermediate variables y k are selected by the stepwise regression analysis [12] in which AIC or PSS is used as the variable selection criterion. Then, the estimated output values φ * is used as the feedback value and it is combined with the input variables in the next loop calculation.
(2) The second and succeeding loop calculations. In the second and succeeding loop calculations, the estimated output value φ * is combined with the input variables. First, all combinations between the estimated output value φ * and the input variables are generated. The same calculation as the first feedback loop is carried out for each combination. When AIC or PSS value of the linear function in Equation (15) is increased, the feedback loop calculation is terminated and the complete neural network architecture is organized. By using the above procedures, the revised GMDH-type neural network can be organized. Figure 3 shows a flowchart of the revised GMDH-type neural network. First, all combinations of input variables are generated and the optimum neuron architecture for each combination is generated. Then, a linear combination of the intermediate variables is calculated and AIC or PSS value is evaluated. If AIC or PSS value is decreased, the output variable is feedback to the input layer and all combinations of the input and output variables are generated. These procedures are iterated until AIC or PSS value is not decreased. Thus, the revised GMDH-type neural network architecture fitting the complexity of the nonlinear system is organized automatically. This algorithm is applied to the identification problem of the nonlinear system and it is shown that the revised GMDH-type neural network is very useful for the identification of the nonlinear system. (1.1 + 1.2e x 1 + 1.3e x 2 + 1.4e
where, φ represents the output variable, x 1 ∼ x 3 are the input variables and ε is a Gaussian white noise N(0,0.005 2 ). An additional input, x 4 , is added as the input variable of the neural network in order to check that the revised GMDH-type neural network can detect and eliminate any useless input variables. This nonlinear system is constructed with two kinds of functions such as polynomial and exponential functions and shows very complex behavior which contains high order effects of the input variables. The revised GMDHtype neural network can identify accurately the complex nonlinear system using only input and output data. The revised GMDH-type neural network is organized by using twenty training data and twenty other data are used to check the prediction and generalization ability. The identification results obtained by the revised GMDH-type neural network are compared with those obtained by the GMDH algorithm and the conventional sigmoid function neural network trained using the back propagation.
Two revised GMDH-type neural networks were identified using two kinds of prediction error criterions AIC and PSS. The identification results of the revised GMDH-type neural network using AIC and PSS are shown as follows:
3.1. The identification results by the revised GMDH-type neural network algorithm using AIC.
(1) Input variables. Four input variables were used, but the useless input variable x 4 was automatically eliminated.
(2) Number of selected neurons in each hidden layer. Four neurons were selected in each hidden layer.
(3) Variation of AIC. The variation of AIC is shown in Figure 4 . The calculation of the revised GMDH-type neural network was terminated at the sixth feedback loop calculation and the minimum AIC value was obtained at the fifth feedback loop calculation. The AIC value at the first feedback loop calculation was not small but it decreased gradually at the succeeding feedback loops and a very small AIC value was obtained at the fifth feedback loop.
(4) Estimation accuracy. The estimation accuracy was evaluated by using the following equation:
where φ i (i =1,2,· · ·,20) are the actual values and φ * i (i =1,2,· · ·,20) are the estimated values by the revised GMDH-type neural network. The value of J 1 is shown in Table1. In this table, GMDH-NN (AIC) shows the sigmoid function neural network identified by the revised GMDH-type neural network algorithm using AIC, GMDH-NN (PSS) shows the sigmoid function neural network identified by the revised GMDH-type neural network algorithm using PSS, GMDH(AIC) shows the polynomial network identified by the GMDH algorithm using AIC, GMDH (PSS) shows the polynomial network identified by the GMDH algorithm using PSS, conventional NN shows the conventional sigmoid function neural network trained using the back propagation and No-f-cal shows the number of feedback loop calculations. Figure 4 . Variation of AIC in the revised GMDH-type neural network using AIC Table 1 . Estimation and prediction accuracy (5) Prediction accuracy. The prediction accuracy was evaluated by using the following equation:
where φ i (i =21,22,· · ·,40) are the actual values and φ * i (i =21,22,· · ·,40) are the predicted values by the revised GMDH-type neural network. The value of J 2 is shown in Table1.
(6) Estimated values. The estimated values of φ by the revised GMDH-type neural network are shown in Figure 5 . We can see that the estimated values are very accurate.
3.2.
The identification results by the revised GMDH-type neural network algorithm using PSS.
(2) Number of selected neurons in each hidden layer. Four neurons were selected in each hidden layer. Figure 6 . The calculation of the revised GMDH-type neural network was terminated at the seventh feedback loop calculation and the minimum PSS value was obtained at the sixth feedback loop calculation. The PSS value at the first feedback loop calculation was not small but it decreased gradually at the succeeding feedback loops and a very small PSS value was obtained at the sixth feedback loop. Figure 6 . Variation of PSS in the revised GMDH-type neural network using PSS (4) Estimation accuracy. The estimation accuracy was evaluated by using the Equation (17). The value of J 1 is shown in Table1.
(5) Prediction accuracy. The prediction accuracy was evaluated by using Equation (18). The value of J 2 is shown in Table1.
3.3.
The identification results by the GMDH algorithm. The GMDH algorithm can organize a multilayered polynomial network by using heuristic self-organization. In the GMDH algorithm, the following quadratic polynomial is ordinarily used as the partial description of the system. 
In this study, the GMDH algorithm was applied to the same nonlinear identification problem and the identification results were compared with those obtained by the revised GMDH-type neural network. Two GMDH networks were identified by using two kinds of prediction error criterions, AIC and PSS. The identification results are shown as follows:
Four input variables were used, but the useless input variable x 4 was automatically eliminated. Four neurons were selected in each hidden layer. The calculation of the GMDH was terminated at the fourth layer in both criterions, AIC and PSS. The estimation accuracy was evaluated using Equation (17) and the value of J 1 is shown in Table1. The prediction accuracy was evaluated by using Equation (18) and the value of J 2 is shown in Table1. The estimated values of φ by the GMDH network using AIC are shown in Figure 7 . Figure 7 . Estimated values by the GMDH network using AIC 3.4. The identification results by the conventional sigmoid function neural network trained using the back propagation. In the conventional sigmoid function neural network, the neural network was developed as a three layered architecture. Four input variables were used in the input layer and six neurons were used in the hidden layer. The weights of the neural network were estimated by using the back propagation. The initial values of the weights were set to random values. The learning calculations of the weights were iterated at 20,000 times. The estimation accuracy was evaluated by using Equation (17) and the value of J 1 is shown in Table1. The prediction accuracy was evaluated by using Equation (18) and the value of J 2 is shown in Table1. The estimated values of φ by the conventional sigmoid function neural network are shown in Figure 8 .
3.5.
Comparison of the revised GMDH-type neural network, the GMDH and the conventional neural network. The identification results of the revised GMDHtype neural network were compared with those identified by the GMDH and the conventional sigmoid function neural network trained using the back propagation. From these identification results, both estimation and prediction errors (J 1 and J 2 ) of the revised Figure 8 . Estimated values by the conventional sigmoid function neural network GMDH-type neural network using AIC are smallest in five models and the estimated values of φ of the revised GMDH-type neural network are very accurate. The architecture of the revised GMDH-type neural network at the first feedback loop is similar to that of the conventional sigmoid function neural network and is very simple. But, the complexity of the GMDH-type neural network architecture was gradually increased by the feedback loop calculations and the prediction error, J 2 , decreased gradually and became very small at the fifth feedback loop calculation. On the other hand, the architecture of the conventional sigmoid function neural network is very simple and its prediction error, J 2 , is not small. From these identification results, we can see that the revised GMDH-type neural network algorithm is a very accurate identification method for the complex nonlinear system. 4 . Conclusion. In this study, the revised GMDH-type neural network algorithm with a feedback loop identifying sigmoid function neural network was proposed. This algorithm can automatically organize the sigmoid function neural network fitting the complexity of the nonlinear system and the structural parameters such as the number of neurons in each layer, the number of feedback loops and the useful input variables are automatically determined so as to minimize AIC or PSS criterion. In this algorithm, the complexity of the neural network architecture is gradually increased by the feedback loop calculations so as to fit the complexity of the nonlinear system and a more accurate structural identification of the nonlinear system can be carried out through the feedback loops. This revised GMDH-type neural network algorithm was applied to the identification problem of the complex nonlinear system and it was shown that this algorithm was a very useful method for the identification problem of the complex nonlinear system.
