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Abstract
In this paper, we consider a simplified two fluid system in plasma theory. Some multiple existence results for this system are
obtained by variational methods and topological degree methods.
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1. Introduction
In this paper, we consider the following system:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−μω0 d
2v
dx2
=
(
exp
(
u− v
2
2
)
− 1 −μa2
)
v in R,
d2u
dx2
= exp
(
u− v
2
2
)
− 1√
1 − 2u
c2
in R,
(Pμ)
where ω0 > 0, c > 0 and a are real constants, μ is a parameter.
This kind of system arises in plasma theory which is used to characterize two-fluid dynamics. In [6] and [7], the
authors considered the dimensionless form of simplified two-fluid dynamics equations
∂ni
∂t
+ ∇ · ni vi = 0,
∂ vi
∂t
+ vi · ∇ vi = −∇φ,
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(
φ − ||2)− ni,
nl = exp
(
φ − ||2),
2i
ωp
∂
∂t
− 1
ω2p
∂2
∂t2
= −ν∇2 + (exp(φ − ||2)− 1),
El = −∇φ
and discussed the one-dimensional case vi = v. After doing appropriate transform, they got the following plane
solitary wave equations(
ν − c
2
ω2p
)
d2ψ
dx2
= (exp(φ −ψ2)− 1 + b)ψ,
d2φ
dx2
= exp(φ −ψ2)− 1√
1 − 2φ
c2
,
ni = 1√
1 − 2φ
c2
,
nl = exp
(
φ −ψ2),
where b = νq2 − ( p
ωp
)2 − 2p
ωp
, νq = c
ωp
(1+ p
ωp
); c is the propagation velocity of the solitary wave and ν, ωp are some
physical constants. Here, we refer the readers to [1,6,7,9] and references therein for more detail physical background
of this system. Because of the high nonlinearity of this system, many authors only considered some special situations
or approximation solution for this system (see [4,7,14,16]). For example, in the recent paper [7], the authors consider
this system in the case v ≡ 0, c > 1, and then reduce the system (Pμ) into the following ordinary differential equation:
d2u
dx2
= exp(u)− 1√
1 − 2u
c2
in R. (1.1)
By a theorem of H. Berestycki and P.L. Lions, they obtained some existence results for Eq. (1.1). Except for the high
nonlinearity, the system is invariant under the translation, i.e., if (u, v) is a pair of solutions of (Pμ), then for any
ν ∈ R, (u(· − ν), v(· − ν)) is also a pair of solutions of (Pμ).
The system has a variational structure. The solutions (u, v) of (Pμ) correspond to the critical points of the following
functional:
I (u, v) = μ
2
∫
R
(
ω0
(
dv
dx
)2
+ a2v2
)
− 1
2
∫
R
(
du
dx
)2
−
∫
R
Λ(u,v) dx, u, v ∈ W 1,2(R),
where Λ(u,v) = eu−(v2/2) − 1 + c2√1 − (2u/c2)− c2 − v22 . Therefore, one can expect that the classical critical point
theory can be used to find the solutions of (Pμ). Unfortunately, the complex nonlinearity and invariance of translation
of the functional make Palais–Smale condition of I (see [18]) failed. The Palais–Smale condition, as well known, is
essential in using critical point theory.
The methods we used in this paper to obtain the existence results for (Pμ) can be described as follows: Instead of
dealing with (Pμ) directly, we consider the following equivalent problem:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−ω0 d
2v
dx2
+ a2v = λ
(
d2u
dx2
− 1 + 1√
1 − 2u
c2
)
v in R,
d2u
dx2
= exp
(
u− v
2
2
)
− 1√
1 − 2u2
in R,
(Uλ)c
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the unique nontrivial solution of (1.1). Firstly, we show that the following approximation equation⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−d
2u
dx2
= − exp(u)+ 1√
1 − 2u
c2
in (−n,n),
u > 0 in (−n,n),
u ∈ W 1,20 (−n,n),
(Qn)
has a unique nontrivial solution φn and the Leray–Schauder degree of φn is −1. Secondly, we use the perturbation
method to prove that when n is big enough, the following system admits a pair of solutions (u, v) = (φn,, ϕn,) which
satisfies that ‖ϕn,‖W 1,2(R)  , φn, > 0 and λn, > 0,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−ω0 d
2v
dx2
+ a2v = λn,
(
d2u
dx2
− 1 + 1√
1 − 2u
c2
)
v in (−n,n),
d2u
dx2
= exp
(
u− v
2
2
)
− 1√
1 − 2u
c2
in (−n,n).
At last, we show that as n → ∞, λn, , φn, and ϕn, converge to λ , φ and ϕ respectively which are solutions
of (Uλ ) and (λ,ϕ,φ) satisfies that λ > 0, φ > 0, ϕ = 0 and ‖ϕ‖W 1,2(R)  .
Our main result is the following theorem:
Theorem 1.1. There exist c0 > 1 and 0 > 0 such that if c0 > c > 1, then for any 0 <  < 0, there exists μ > 0 such
that the problem (Pμ ) has solutions φ and ϕ which satisfy that ‖ϕ‖W 1,2(R)  , ϕ = 0 and φ > 0.
This paper is organized as follows: In Section 2, we modify the nonlinear term of Eq. (Q) such that the modified
equation has variational structure and the Palais–Smale sequences for the modified equation are bounded. And we
show that Eq. (Q) is equivalent to the modified equation. In Section 3, we prove that if n ∈ N and n is big enough, then
the approximation equation (Qn) has a unique nontrivial solution and its Leray–Schauder degree is −1. In Section 4,
we consider some eigenvalue problems related to system (Uλ). In Section 5, we give the proof of Theorem 1.1.
Notation. In this paper, the support of a function u is denoted by suppu. For a function u, u+ and u− denote the
functions max{u(x),0} and max{−u(x),0} respectively.
2. A nonlinear second order ordinary differential equation
Consider the equation⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−d
2u
dx2
= − exp(u)+ 1√
1 − 2u
c2
in R,
u > 0 in R,
u ∈ W 1,2(R),
(Q)
where c > 1. Let
g˜(t) = − exp(t)+ 1√
1 − 2t
c2
, G˜(t) =
t∫
0
g(s) ds = 1 − et + c2 − c2
√
1 − 2t
c2
and
ζc = inf
{
ζ > 0
∣∣ G˜(ζ ) = 0}.
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G˜(t) = −1
2
(
1 − 1
c2
)
t2 + 1
2
(
1
c4
− 1
3
)
t3 + o(t3), (2.1)
g˜(t) = −
(
1 − 1
c2
)
t + 3
2
(
1
c4
− 1
3
)
t2 + o(t2), (2.2)
1
2
g˜(t)t − G˜(t) = 1
4
(
1
c4
− 1
3
)
t3 + o(t3), (2.3)
1
2
g˜(t)t + 1
2
(
1 − 1
c2
)
t2 = 3
4
(
1
c4
− 1
3
)
t3 + o(t3). (2.4)
By (2.1), we know that if t is small enough, then G˜(t) < 0. And if c is close enough to 1, then G˜(c2/2) = 1 + c2 −
ec
2/2 > 0. It follows that ζc > 0 and g˜(ζc) > 0. Furthermore, we can deduce that as c → 1−, ζc → 0+.
Therefore, there exists c0 ∈ (1, 4
√
3) such that if c0 > c > 1, then
ζc > 0, g˜(ζc) > 0. (2.5)
By (2.1) and (2.3), we can choose ξ > ζc such that
ζc < ξ <
c2
2
, (2.6)
G˜(t) > 0 for any t ∈ (ζc, ξ ], (2.7)
1
2
(
1
c4
− 1
3
)
t3  1
2
g˜(t)t − G˜(t) 1
8
(
1
c4
− 1
3
)
t3 for any t ∈ [0, ξ ], (2.8)
and the function
g˜(t)
t
+
(
1 − 1
c2
)
= 3
2
(
1
c4
− 1
3
)
t + o(t) (2.9)
is strictly increasing in [0, ξ ].
Let G(t), t ∈ [ξ,+∞), be a solution of the following O.D.E.
t
2
dG
dt
−G(t) = C1t3 (2.10)
which satisfies the following initial conditions
G(ξ) = G˜(ξ), G′(ξ) = g˜(ξ), (2.11)
where C1 is a constant. The general form of solutions of (2.10) is
G(t) = 2C1t3 +C2t2. (2.12)
By (2.11), we get that
C1 = 12ξ3
(
g˜(ξ)ξ − 2G˜(ξ))> 0, C2 = 1
ξ2
(
3G˜(ξ)− g˜(ξ)ξ). (2.13)
Define
g(t) =
⎧⎨⎩
g˜(t), 0 t  ξ,
G′(t), ξ  t < +∞,
0, t < 0.
It is easy to verify that g is a locally Lipschitz continuous function.
Let
G(t) =
t∫
0
g(s) ds, f (t) =
{
g(t)+ (1 − 1
c2
)t, 0 t < ∞,
0, t < 0,
and F(t) =
t∫
0
f (s) ds.
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(F1) g(t) 0, G(t) 0, f (t) 0 and F(t) 0 for all t ∈ R;
(F2) inf{ζ > 0 | G(ζ) = 0} = inf{ζ > 0 | G˜(ζ ) = 0} = ζc;
(F3) f (t)t−2 → 32 ( 1c4 − 13 ) as t → 0+, and f (t)t−2 → 6C1 as t → +∞;
(F4) there exist positive numbers M1 and M2 such that for all t ∈ R,
M1F(t)
1
2
f (t)t − F(t)M2F(t);
(F5) there exist positive numbers M ′1 and M ′2 such that for all t  0,
M ′1t3  F(t)M ′2t3,
M ′1t3  f (t)t M ′2t3;
(F6) f (t)t is strictly increasing in [0,+∞). In fact, by (2.9), we have
f (t)
t
=
{ 3
2 (
1
c4
− 13 )t + o(t), 0 t  ξ,
6C1t + 2C2 + (1 − 1c2 ), t  ξ.
Now we consider the following equation⎧⎪⎪⎨⎪⎪⎩
−d
2u
dx2
+
(
1 − 1
c2
)
u = f (u) in R,
u > 0 in R,
u ∈ W 1,2(R).
(Q∗)
By [2, Theorem 5] and the properties of the nonlinear term f (t), we have the following lemma.
Lemma 2.1. The problem (Q∗) has a unique solution up to translations of the origin, and this solution satisfies (after
a suitable translation of the origin):
(i) u(x) = u(−x),
(ii) u(x) > 0, x ∈ R,
(iii) u′(x) < 0, x > 0,
(iv) u(0) = ζc .
Proof. If u is a solution of Eq. (Q∗), then it satisfies that⎧⎪⎪⎨⎪⎪⎩
−d
2u
dx2
= f (u)−
(
1 − 1
c2
)
u = g(u) in R,
u > 0 in R,
u ∈ W 1,2(R).
From (2.5), we know that g verifies all conditions of Theorem 5 of [2]. Therefore, the results (i)–(iv) follow from
Theorem 5 of [2] immediately. 
By Lemma 2.1, f (t) − (1 − 1
c2
)t = g(t) = g˜(t) for t ∈ [0, ξ ] and condition (F2), we deduce that if u = 0 is a
solution of (Q∗), then maxx∈R u(x) ζc. Thus we have the following corollary.
Corollary 2.2. If u is a solution of (Q∗), then it is also a solution of (Q).
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In the rest of this paper, φ denotes the unique nontrivial solution of (Q∗). Let the inner product and the
norm of W 1,2(R) be (u, v) = ∫
R
u′v′ dx + (1 − 1
c2
)
∫
R
uv dx and ‖u‖ =
√∫
R
|u′|2 dx + (1 − 1
c2
)
∫
R
u2 dx respec-
tively and the inner product and the norm of W 1,20 (−n,n) be (u, v) =
∫ n
−n u
′v′ dx + (1 − 1
c2
)
∫ n
−n uv dx and ‖u‖ =√∫ n
−n |u′|2 dx + (1 − 1c2 )
∫ n
−n u2 dx respectively. Define
X = {u ∈ W 1,2(R) ∣∣ u(x) = u(−x), x ∈ R},
Xn =
{
u ∈ W 1,20 (−n,n)
∣∣ u(x) = u(−x), x ∈ (−n,n)}.
It is obvious that X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ · · · ⊂ X.
Define the following functionals
J (u) = 1
2
∫
R
(∣∣u′(x)∣∣2 +(1 − 1
c2
)
u2
)
dx −
∫
R
F
(
u(x)
)
dx, u ∈ X,
Jn(u) = 12
n∫
−n
(∣∣u′(x)∣∣2 +(1 − 1
c2
)
u2
)
dx −
n∫
−n
F
(
u(x)
)
dx, u ∈ Xn.
Lemma 3.1. If u = 0 is a critical point of J , then u is a solution of (Q∗) which satisfies u(x) = u(−x).
Proof. Consider the action of group Z2 = {id, τ } (τ satisfies that τ 2 = id) on W 1,2(R),
(gu)(x) = u(gx) :=
{
u(x) if g = id,
u(−x) if g = τ.
It is easy to verify that the action is isometric, i.e., ‖gu‖ = ‖u‖ for any g ∈ Z2 and u ∈ W 1,2(R). Furthermore, the
functional
J˜ (u) = 1
2
∫
R
(∣∣u′(x)∣∣2 +(1 − 1
c2
)
u2
)
dx −
∫
R
F
(
u(x)
)
dx, u ∈ W 1,2(R),
is invariant under the action, i.e., J˜ (gu) = J˜ (u) for any g ∈ Z2 and u ∈ W 1,2(R). Then by the principle of symmetric
criticality (see [17] or [18, Theorem 1.28]), we get that if u is a critical point of J˜ restrict to X, the space of invariant
point, then u is a critical point of J˜ , i.e., the critical point of J is also a critical point of J˜ . Since the critical point of J˜
corresponds to the solution of (Q∗), we get the desired result. 
Remark 3.2. By Lemma 2.1, we know that the nontrivial solution φ of (Q∗) which satisfies φ(x) = φ(−x) is unique.
Hence, by Lemma 3.1, the nontrivial critical point of J is unique. Furthermore, by condition (F4),
J (φ) = 1
2
‖φ‖2 −
∫
R
F(φ)dx
and
‖φ‖2 =
∫
R
f (φ) · φ dx,
we get that
J (φ) =
∫
R
(
1
2
f (φ) · φ − F(φ)
)
dx > 0. (3.1)
In the following, we shall prove that the unique nontrivial critical point of J can be obtained by mountain pass
theorem.
By the same argument as that of Lemma 3.1, we can get the following lemma.
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= 0 is a critical point of Jn, then u is a solution of⎧⎪⎪⎨⎪⎪⎩
−d
2u
dx2
+
(
1 − 1
c2
)
u = f (u) in (−n,n),
u > 0 in (−n,n),
u ∈ W 1,20 (−n,n)
(Qn)
which satisfies u(x) = u(−x).
Lemma 3.4. The following equation does not have a nontrivial solution,⎧⎪⎪⎪⎨⎪⎪⎪⎩
−d
2u
dx2
+
(
1 − 1
c2
)
u = f (u) in (−l,+∞),
u > 0 in (−l,+∞),
u ∈ W 1,20 (−l,+∞),
where l ∈ R.
Proof. If u is a nontrivial solution of the equation, then we differentiate the following function
F(x) = u′2(x)+ 2F (u(x))−(1 − 1
c2
)
u2
and get that
F ′(x) = 2u′(x)
(
u′′ −
(
1 − 1
c2
)
u+ f (u(x)))≡ 0.
It follows that
F(x) ≡F(−l) = u′2(−l).
By u ∈ W 1,20 (−l,+∞), we get that there exists a sequence {xn} ⊂ (−l,+∞) such that xn → +∞ and F(xn) → 0.
Thus u′(−l) = 0. By u′(−l) = 0 and u(−l) = 0, we get that u ≡ 0. It contradicts the assumption that u = 0. Therefore,
the equation does not have the nontrivial solution. 
If f : H → R is a C1 functional defined on a Hilbert space H , we denote the gradient of f by ∇f .
Definition 3.5. A sequence {un} ⊂ X is called a (PS)∗a sequence of J , if un ∈ Xn, n = 1,2, . . . , J (un) → a and
‖∇Jn(un)‖ → 0 as n → ∞.
Lemma 3.6. If {un} is a (PS)∗a sequence of J , then {un} is bounded in X.
Proof. By the definition of (PS)∗a sequence of J , we have
J (un) = 12
( ∫
R
∣∣u′n∣∣2 dx +(1 − 1c2
)∫
R
u2n dx
)
−
∫
R
F(un)dx → a (3.2)
and
J ′n(un)un = ‖un‖2 −
n∫
−n
f (un)un dx = o
(‖un‖). (3.3)
By (3.2), (3.3) and condition (F4), we get that
M1
n∫
F(un) dx 
n∫ (1
2
f (un)un − F(un)
)
dx = J (un)− 12J
′
n(un)un = a + o
(‖un‖). (3.4)
−n −n
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M1
2
‖un‖2 − M12 (a + 1) a + ‖un‖.
It follows that {un} is bounded in X. 
Lemma 3.7. If {un} is a (PS)∗a sequence of J , then there exists a nonnegative integer k such that a = kJ (φ). And one
of the following statements holds:
(1) if k = 2m for some m 0, then there exist m positive numbers x(1)n , . . . , x(m)n such that x(i)n → +∞ as n → ∞ for
i = 1, . . . ,m, |x(i)n − x(j)n | → ∞ for i = j as n → ∞ and as n → ∞ (if necessary we can choose a subsequence),∥∥∥∥∥un(x)−
m∑
i=1
φ
(
x + x(i)n
)− m∑
i=1
φ
(
x − x(i)n
)∥∥∥∥∥→ 0; (3.5)
(2) if k = 2m + 1 for some m  0, then there exist m positive numbers x(1)n , . . . , x(m)n such that x(i)n → +∞ as
n → ∞ for i = 1, . . . ,m, |x(i)n − x(j)n | → ∞ for i = j as n → ∞ and as n → ∞ (if necessary we can choose a
subsequence),∥∥∥∥∥un(x)− φ −
m∑
i=1
φ
(
x + x(i)n
)− m∑
i=1
φ
(
x − x(i)n
)∥∥∥∥∥→ 0. (3.6)
Proof. By Lemma 3.6, we know that {un} is bounded in X. Without loss of generality, we may assume that un ⇀ v
in W 1,2(R). It is easy to verify that v is a critical point of J . We distinguish it in two cases:
Case 1. v = 0.
In this case, if un → 0 in W 1,2(R), then k = 0 and the proof finishes. If un  0 in W 1,2(R), we claim that there
exist a number α > 0 and a sequence x(1)n → +∞ such that x(1)n  n+ 1, n = 1,2, . . . , and
x
(1)
n +1∫
x
(1)
n −1
|un|3 dx  α,
−x(1)n +1∫
−x(1)n −1
|un|3 dx  α, n = 1,2, . . . . (3.7)
In fact, if (3.7) is not true, then
lim
n→∞ supy∈R
y+1∫
y−1
|un|3 dx = 0.
By Lions lemma (see [18, Lemma 1.21] or [12,13]), we have ∫
R
|un|3 dx → 0. Since {un} is a (PS)∗a sequence and
{‖un‖} is bounded, we get that as n → ∞,(∇Jn(un), un)= ‖un‖2 − ∫
R
f (un)un dx → 0. (3.8)
By condition (F5) and (3.8), we get that as n → ∞,
‖un‖2 M ′2
∫
R
|un|3 dx + o(1) → 0.
It contradicts the assumption that un  0 in W 1,2(R) as n → ∞. Thus (3.7) holds. It follows that un(· − x(1)n ) ⇀
v1 = 0 in W 1,2(R) as n → ∞. Furthermore, since the support suppun of un is included in (−n,n), we get that
x
(1)
n  n+ 1, n = 1,2, . . . .
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lim
n→∞
(
n− x(1)n
)= l ∈ [−1,+∞). (3.9)
If ϕ ∈ C∞0 (R), suppϕ ⊂ (x0 − 1, x0 + 1) for some x0 ∈ (−l + 1,+∞), then supp(ϕ(x + x(1)n ) + ϕ(−x + x(1)n )) ⊂
(−n,n) when n is big enough. Because {un} is a (PS)∗a sequence, we get that∫
R
u′n(x) ·
(
ϕ′
(
x + x(1)n
)− ϕ′(−x + x(1)n ))dx
+
(
1 − 1
c2
)∫
R
un(x) ·
(
ϕ
(
x + x(1)n
)+ ϕ(−x + x(1)n ))dx
−
∫
R
f
(
un(x)
) · (ϕ(x + x(1)n )+ ϕ(−x + x(1)n ))dx → 0. (3.10)
By (3.10) and un(x) = un(−x), we have∫
R
u′n
(
x − x(1)n
) · ϕ′(x) dx +(1 − 1
c2
)∫
R
un
(
x − x(1)n
) · ϕ(x)dx
−
∫
R
f
(
un
(
x − x(1)n
)) · ϕ(x)dx → 0. (3.11)
Using the fact that suppun(· − x(1)n ) = (−n + x(1)n , n + x(1)n ) converges to (−l + ∞) as n → ∞ and un(· − x(1)n ) ⇀
v1 = 0 in W 1,2(R), we get that suppv1 = [−l,+∞). By un(· − x(1)n )⇀ v1 = 0 in W 1,2(R) and (3.11), we get that
+∞∫
−l
v′1(x) · ϕ′(x) dx +
(
1 − 1
c2
) +∞∫
−l
v1(x) · ϕ(x)dx −
+∞∫
−l
f
(
v1(x)
) · ϕ(x)dx = 0. (3.12)
It follows that v1 is a nontrivial solution of the equation⎧⎪⎪⎨⎪⎪⎩
−d
2u
dx2
+
(
1 − 1
c2
)
u = f (u) in (−l,+∞),
u > 0 in (−l,+∞),
u ∈ W 1,20 (−l,+∞).
It contradicts Lemma 3.4. Thus n − x(1)n → +∞. Therefore, for any ϕ ∈ C∞0 (R), if n is big enough, then
supp(ϕ(x + x(1)n )+ ϕ(−x + x(1)n )) ⊂ (−n,n). By the same argument as (3.12), we can get that for any ϕ ∈ C∞0 (R),∫
R
v′1(x) · ϕ′(x) dx +
(
1 − 1
c2
)∫
R
v1(x) · ϕ(x)dx −
∫
R
f
(
v1(x)
) · ϕ(x)dx = 0.
It follows that v1 is a nontrivial critical point of J . Thus v1 = φ(· + h), for some h ∈ R. Without loss of generality,
we may assume h = 0, otherwise, we can replace x(1)n by x(1)n − h.
Consider u(1)n (x) = un(x)− φ(x + x(1)n )− φ(x − x(1)n ). By Brézis–Lieb lemma (see [3]), we have∫
R
F
(
u(1)n (x)
)
dx =
∫
R
F
(
un(x)
)
dx −
∫
R
F
(
φ
(
x + x(1)n
))
dx −
∫
R
F
(
φ
(
x − x(1)n
))
dx + o(1)
=
∫
R
F
(
un(x)
)
dx − 2
∫
R
F
(
φ(x)
)
dx + o(1). (3.13)
690 S. Chen / J. Math. Anal. Appl. 343 (2008) 681–705By (3.13) and∥∥u(1)n ∥∥2 = ‖un‖2 − ∥∥φ(x + x(1)n )∥∥2 − ∥∥φ(x − x(1)n )∥∥2 + o(1) = ‖un‖2 − 2‖φ‖2 + o(1),
we get that
J
(
u(1)n
)= J (un)− 2J (φ)+ o(1) = a − 2J (φ)+ o(1). (3.14)
We are ready to prove that
f (un)− f
(
φ
(· − x(1)n ))− f (φ(· + x(1)n ))− f (u(1)n )→ 0 in (W 1,2(R))−1. (3.15)
Let wn = un(· − x(1)n )− φ(· − 2x(1)n ). We have wn ⇀ φ in W 1,2(R). By mean value theorem,
f (wn)− f (wn − φ) = f ′
(
θwn + (1 − θ)(wn − φ)
)
φ (0 < θ < 1). (3.16)
If ϕ ∈ W 1,2(R) and ‖ϕ‖ 1, then
∫
R
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx = R∫
−R
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx
+
∫
R\(−R,R)
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx. (3.17)
By (3.16), Sobolev inequality and condition (F5), we get that∣∣∣∣ ∫
R\(−R,R)
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx∣∣∣∣

∣∣∣∣ ∫
R\(−R,R)
f ′
(
θwn + (1 − θ)(wn − φ)
) · φ · ϕ dx∣∣∣∣+ ∫
R\(−R,R)
∣∣f (φ)∣∣ · |ϕ|dx

( ∫
R\(−R,R)
∣∣f ′(θwn + (1 − θ)(wn − φ))∣∣3 dx) 13( ∫
R\(−R,R)
|ϕ|3 dx
) 1
3
( ∫
R\(−R,R)
φ3 dx
) 1
3
+
( ∫
R\(−R,R)
∣∣f (φ)∣∣ 32 dx) 23( ∫
R\(−R,R)
|ϕ|3 dx
) 1
3
C
(‖wn‖L3(R) + ‖φ‖L3(R)) · ‖ϕ‖L3(R) ·( ∫
R\(−R,R)
φ3 dx
) 1
3 +C
( ∫
R\(−R,R)
|φ|3 dx
) 2
3
C
(‖wn‖ + ‖φ‖) · ‖ϕ‖ ·( ∫
R\(−R,R)
φ3 dx
) 1
3 +C
( ∫
R\(−R,R)
|φ|3 dx
) 2
3
, (3.18)
where C > 0 is a constant which is independent of n, R and ϕ. Using (3.18) and the fact that ‖ϕ‖ 1 and {‖wn‖} are
bounded, we get that there exists M > 0 which is independent of n, R and ϕ, such that∣∣∣∣ ∫
R\(−R,R)
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx∣∣∣∣M( ∫
R\(−R,R)
φ3 dx
) 1
3 +M
( ∫
R\(−R,R)
φ3 dx
) 2
3
. (3.19)
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R∫
−R
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx∣∣∣∣∣
( R∫
−R
∣∣f (wn)− f (wn − φ)− f (φ)∣∣ 32 dx
) 2
3
· ‖ϕ‖L3(R)
C
( R∫
−R
∣∣f (wn)− f (wn − φ)− f (φ)∣∣ 32 dx
) 2
3
,
where C > 0 is a constant which is independent of n, R and ϕ, then by the fact that the embedding W 1,2(R) ↪→
L3(−R,R) is compact for any R > 0, we get that
lim
n→∞ sup
{∣∣∣∣∣
R∫
−R
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx∣∣∣∣∣ ∣∣∣ ϕ ∈ W 1,2(R), ‖ϕ‖ 1
}
= 0. (3.20)
By (3.20), (3.19) and the fact that limR→∞
∫
R\(−R,R) φ
3 dx = 0, we get that
lim
n→∞ sup
{∣∣∣∣ ∫
R
(
f (wn)− f (wn − φ)− f (φ)
) · ϕ dx∣∣∣∣ ∣∣∣ ϕ ∈ W 1,2(R), ‖ϕ‖ 1}= 0.
Thus
f (wn)− f (wn − φ)− f (φ) → 0 in
(
W 1,2(R)
)−1
.
It follows that
f
(
un − φ
(· − x(1)n ))− f (u(1)n )− f (φ(· + x(1)n ))→ 0 in (W 1,2(R))−1. (3.21)
By the same argument as (3.21), we can prove that
f (un)− f
(
un − φ
(· − x(1)n ))− f (φ(· − x(1)n ))→ 0 in (W 1,2(R))−1. (3.22)
By (3.21) and (3.22), we can get (3.15).
By (3.15) and ‖∇Jn(un)‖ → 0, we get that as n → ∞,
∇Jn
(
u(1)n
)→ 0. (3.23)
(3.23) and (3.14) show that {u(1)n } is a (PS)∗a−2J (φ) sequence of J . Now we can repeat the above procedure, and get
the sequence {u(2)n }, . . . , etc. Since J (φ) > 0 (see (3.1)), the procedure must terminate at some finite step m. Thus we
get m positive numbers x(1)n , . . . , x(m)n such that x(i)n → +∞ as n → ∞ for i = 1, . . . ,m, |x(i)n − x(j)n | → ∞ for i = j
as n → ∞ and as n → ∞ (if necessary we can choose a subsequence),∥∥∥∥∥un(x)−
m∑
i=1
φ
(
x + x(i)n
)− m∑
i=1
φ
(
x − x(i)n
)∥∥∥∥∥→ 0.
Case 2. v = 0.
Then v = φ, since v is a nontrivial critical point of J . Consider the sequence {un − φ}. It is easy to verify that
{un − φ} is a (PS)∗a−J (φ) sequence of J and it satisfies the condition of Case 1. Thus by the result of Case 1, we can
get m positive numbers x(1)n , . . . , x(m)n such that x(i)n → +∞ as n → ∞ for i = 1, . . . ,m, |x(i)n − x(j)n | → ∞ for i = j
as n → ∞ and as n → ∞ (if necessary we can choose a subsequence),∥∥∥∥∥un(x)− φ −
m∑
i=1
φ
(
x + x(i)n
)− m∑
i=1
φ
(
x − x(i)n
)∥∥∥∥∥→ 0. 
By Lemma 3.7, we can easily get the following corollary.
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inf‖u−φ‖=τ,u∈Xn
∥∥∇Jn(u)∥∥ ητ , n = 1,2, . . . .
Lemma 3.9. The functional Jn has mountain pass structure, n = 1,2, . . . . Furthermore, there exist β > 0, ρ > 0 and
e0 ∈ X1 which are independent of n, such that
inf‖u‖=ρ,u∈Xn
Jn(u) > β, ‖e0‖ > ρ, Jn(e0) < 0, n = 1,2, . . . .
Proof. By condition (F5) and Sobolev inequality, we get that
Jn(u) = 12‖u‖
2 −
n∫
−n
F (u)dx  1
2
‖u‖2 −M ′2
n∫
−n
|u|3 dx  1
2
‖u‖2 −C‖u‖3 (3.24)
for some constant C > 0 which is independent of n. It follows that there exist β > 0 and ρ > 0 such that
inf‖u‖=ρ,u∈Xn
Jn(u) > β, n = 1,2, . . . .
Choose u0 ∈ X1, u0  0 and u0 = 0. Then by condition (F5), we get that as t → +∞,
Jn(tu0) = t
2
2
‖u0‖2 −
n∫
−n
F (tu0) dx 
t2
2
‖u0‖2 −M ′1t3
n∫
−n
F (u0) dx → −∞. (3.25)
Thus we can choose t0 > 0 big enough such that e0 = t0u0 satisfies that ‖e0‖ > ρ and Jn(e0) < 0, n = 1,2, . . . . 
Let
Γn =
{
γ ∈ C([0,1],Xn) ∣∣ γ (0) = 0, γ (1) = e0}
and
dn = inf
γ∈Γn
max
t∈[0,1]
Jn
(
γ (t)
)
.
Lemma 3.10. limn→∞ dn = J (φ).
Proof. Let Γ = {γ ∈ C([0,1],X) | γ (0) = 0, γ (1) = e0} and
d = inf
γ∈Γ maxt∈[0,1]
J
(
γ (t)
)
.
By Γn ⊂ Γ , n = 1,2, . . . , we get that dn  d , n = 1,2, . . . . For any  > 0, choose γ ∈ Γ such that
max
t∈[0,1]
J
(
γ (t)
)
 d + . (3.26)
Let ζ ∈ C∞0 (R) be a cut-off function which satisfies that 0  ζ  1, supp ζ ⊂ (−1,1) and ζ ≡ 1 in (− 12 , 12 ). Then
ζ( ·
n
)γ ∈ Γn, n = 1,2, . . . , and
lim
n→∞ maxt∈[0,1]
(
Jn
(
ζ
(
t
n
)
γ (t)
)
− J (γ (t)))= 0.
It follows that when n is big enough, dn  d + 2. Thus limn→∞ dn = d .
By Lemma 3.9, we deduce that d  inf‖u‖=ρ,u∈X J (u) > β . By standard mountain pass theorem (one can see [18]
for reference), we know that there exists a (PS)∗d sequence of J . Then by Lemma 3.7, we know that d  J (φ). Setting
h(t) = J (tφ), we have
h′(t) = t‖φ‖2 −
∫
f (tφ) · φ dx = t‖φ‖2
(
1 −
∫
f (tφ)
tφ
· φ
2
‖φ‖2 dx
)
.R R
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max
t0
J (tφ) = max
t0
h(t) = h(1) = J (φ). (3.27)
As (3.25), we have J (tφ) → −∞ as t → +∞. Let γ1(t) = (1 − t)T φ + te0. We can choose T big enough such that
‖γ1(t)‖ > ρ and as T → +∞,
max
t∈[0,1]
J
(
γ1(t)
)→ −∞. (3.28)
Let γ0(t) = tT φ, t ∈ [0,1]. Connect γ0 and γ1, then we get a route γ (t) which satisfies that γ (0) = 0, γ (1) = e0
and maxt∈[0,1] J (γ (t)) = J (φ). By the definition of d , we get that J (φ) = maxt∈[0,1] J (γ (t))  d . Thus d = J (φ).
Therefore, limn→∞ dn = J (φ). 
Remark 3.11. It is easy to verify that for every n, Jn satisfies (PS) condition (one can see [18] for reference), i.e., if
a ∈ R, {uk} ⊂ Xn, Jn(uk) → a, and ∇Jn(uk) → 0 as k → ∞, then {uk} has a convergent subsequence. By classical
mountain pass theorem (see [18]), we get that Jn has a critical point φn such that Jn(φn) = dn.
By condition (F6) and Theorem 1 of [11], we have the following lemma.
Lemma 3.12. The nontrivial solution of (Qn) is unique.
Remark 3.13. By Remark 3.11 and Lemma 3.12, we know that φn, the solution obtained by mountain pass theorem,
is the unique nontrivial solution of (Qn). Then by Lemmas 3.7 and 3.10, we get that ‖φn − φ‖ → 0 as n → ∞.
By Remark 3.13 and the fact that maxx∈R φ(x) ζc < ξ (see Lemma 2.1), we deduce that there exist N ∈ N and
τ1 ∈ (0, τ0) (τ0 is defined in Corollary 3.8) such that if 0 < τ < τ1 and nN , then for any u ∈ BXn(φn, τ ),
max
x∈(−n,n)
u(x) 1
2
(ζc + ξ) < ξ, (3.29)
where
BXn(φn, τ ) =
{
u ∈ Xn
∣∣ ‖u− φn‖ < τ}.
By Corollary 3.8 and Remark 3.13, we deduce that when 0 < τ < τ1 and nN , for any u ∈ ∂BXn(φn, τ ),
∇Jn(u) = 0, (3.30)
where ∂BXn(φn, τ ) is the boundary of BXn(φn, τ ) in Xn. In addition, by (3.29) and the definition of f (see Section 1),
we have
∇Jn(u) = u−
(
− d
2
dx2
+
(
1 − 1
c2
))−1
f (u)
= u−
(
− d
2
dx2
+
(
1 − 1
c2
))−1(
− exp(u)+ 1√
1 − 2u
c2
+
(
1 − 1
c2
)
u
)
. (3.31)
Since (− d
dx
+ (1 − 1
c2
))−1f (u) is a compact operator in Xn, by (3.30), we know that the Leray–Schauder degree
deg
(∇Jn,BXn(φn, τ ),0)
is well defined if n  N and 0 < τ < τ1. For the definition and basic properties of Leray–Schauder degree, one can
see [19] for reference.
It is easy to verify that the dimension of the kernel of the operator − d2
dx2
+ (1 − 1
c2
)− f ′(φn) is one (see the proof
of Lemma 4.1 in the next section). Then by the fact that φn is a mountain pass point and Theorem 2 of [8], we can get
the following lemma.
Lemma 3.14. There exists N > 0 such that if nN and 0 < τ < τ1, then
deg
(∇Jn,BXn(φn, τ ),0)= −1.
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Lemma 4.1. Suppose that V ∈ L3(R) and V = 0. Consider the eigenvalue problem
−ω0 d
2u
dx2
+ a2u = λV (x)u, u ∈ W 1,20 (−n,n). (Enλ )
(1) If V  0, then (Enλ) has only isolated eigenvalues {λk | k = 1,2, . . .} which satisfy that
0 < λ1 < λ2 < λ3 < · · · < λk < · · · , λk → +∞, as k → ∞,
and every λj is simple eigenvalue.
(2) If V  0, then (Enλ) has only isolated eigenvalues {λk | k = 1,2, . . .} which satisfy that
· · · < λk < · · · < λ3 < λ2 < λ1 < 0, λk → −∞, as k → ∞,
and every λj is simple eigenvalue.
(3) If V + = 0 and V − = 0, where V +(x) = max{V (x),0} and V −(x) = max{−V (x),0}, then (Enλ) has only isolated
eigenvalues {λ+k | k = 1,2, . . .} ∪ {λ−k | k = 1,2, . . .} which satisfy that
0 < λ+1 < λ
+
2 < λ
+
3 < · · · < λ+k < · · · , λ+k → +∞, as k → ∞,
· · · < λ−k < · · · < λ−3 < λ−2 < λ−1 < 0, λ−k → −∞, as k → ∞,
and every λ±j is simple eigenvalue.
Proof. For u ∈ W 1,20 (−n,n), let v = Su be the solution of the following equation
−ω0 d
2v
dx2
+ a2v = V (x)u, v ∈ W 1,20 (−n,n). (4.1)
Define an equivalent norm of W 1,20 (−n,n) by
‖u‖∗ =
√√√√√ n∫
−n
(
ω0
∣∣u′(x)∣∣2 + a2∣∣u(x)∣∣2)dx.
The corresponding inner product is
(u, v)∗ =
n∫
−n
(
ω0u
′(x)v′(x)+ a2u(x)v(x))dx.
We can see that S is a bounded self-adjoint operator in W 1,20 (−n,n), since for any u,v ∈ W 1,20 (−n,n),
(Su, v)∗ =
n∫
−n
V (x)u(x)v(x) dx = (Sv,u)∗.
We shall prove that S is a compact operator. Let {um} ⊂ W 1,20 (−n,n) be such that um ⇀ u in W 1,20 (−n,n). Then
vm = Sum ⇀ v = Su in W 1,20 (−n,n), and
‖vm − v‖2∗ = ‖Sum − Su‖2∗ =
n∫
−n
V (x)umvm dx − 2
n∫
−n
V (x)umv dx +
n∫
−n
V (x)uv dx. (4.2)
By um ⇀ u in W 1,20 (−n,n) as m → ∞ and the compact embedding W 1,20 (−n,n) ↪→ L3(−n,n), we get that as
m → ∞,
n∫
V (x)umvm dx →
n∫
V (x)uv dx,
n∫
V (x)umv dx →
n∫
V (x)uv dx.−n −n −n −n
S. Chen / J. Math. Anal. Appl. 343 (2008) 681–705 695Thus by (4.2), we get that as m → ∞,
‖Sum − Su‖2∗ → 0.
Hence S is a compact operator. Then by the spectral theory of self-adjoint compact operator in Hilbert space, i.e.,
the Hilbert–Schmidt theorem (see [5]), we know that the spectrum of S is a discrete sequence of real numbers
μ1,μ2, . . . ,μm, . . . and one of the following statements holds:
(1) If V  0, then μj → 0 as j → ∞, and
μj = inf
Ej−1
max
u∈E⊥j−1\{0}
(Su,u)∗
(u,u)∗
> 0, j = 1,2,3, . . . ,
where Ej−1 is subspace of W 1,20 (−n,n) with dimension j − 1.
(2) If V  0, then μj → 0 as j → ∞ and
μj = max
Ej−1
inf
u∈E⊥j−1\{0}
(Su,u)∗
(u,u)∗
< 0, j = 1,2,3, . . . .
(3) If V + = 0 and V − = 0, then the spectrum of S is a discrete sequence of real numbers {μ+j | j = 1,2, . . .} ∪
{μ−j | j = 1,2, . . .} which satisfy that μ+j → 0, μ−j → 0 as j → ∞,
μ+j = inf
Ej−1
max
u∈E⊥j−1\{0}
(Su,u)∗
(u,u)∗
> 0, j = 1,2,3, . . . ,
and
μ−j = max
Ej−1
inf
u∈E⊥j−1\{0}
(Su,u)∗
(u,u)∗
< 0, j = 1,2,3, . . . .
Let λj = 1/μj , λ±j = 1/μ±j , j = 1,2, . . . . Then λj is the eigenvalue of (Enλ) and the results (1)–(3) hold.
Now we are ready to prove that every λj is a simple eigenvalue. If u1 and u2 are two nonzero eigenfunctions
corresponding to the same eigenvalue λj , then
−ω0 d
2u1
dx2
u2 + a2u1u2 = λjV (x)u1u2, (4.3)
−ω0 d
2u2
dx2
u1 + a2u2u1 = λjV (x)u2u1. (4.4)
It follows that(
u′1u2 − u′2u1
)′ = u′′1u2 − u′′2u1 ≡ 0. (4.5)
Thus u′1u2 −u′2u1 ≡ constant. And by u′1(n)u2(n)−u′2(n)u1(n) = 0, we get that u′1u2 −u′2u1 ≡ 0. It is easy to verify
that there exist α,β ∈ R such that α2 +β2 = 0 and αu1 +βu2 ≡ 0. Hence λj is a simple eigenvalue, j = 1,2, . . . . 
Corollary 4.2. If V ∈ L3(R), V = 0 and V (x) = V (−x), then every eigenfunction of the eigenvalue problem (Enλ) is
either even function or odd function.
Proof. If e ∈ W 1,20 (−n,n) is an eigenfunction of (Enλ) corresponding to some eigenvalue λ, then by V (x) = V (−x),
we know that the function e(x) = e(−x) is also an eigenfunction of (Enλ) corresponding to the same eigenvalue λ. By
Lemma 4.1, λ is a simple eigenvalue, thus e = e or e = −e. 
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= 0. A sequence {Vm} ⊂ L3(R) satisfies that ‖Vm − V ‖L3(R) → 0 as m → ∞. If
· · · < λ−k < · · · < λ−2 < λ−1 < 0 < λ+1 < λ+2 < · · · < λ+k < · · ·
and
· · · < λ−m,k < · · · < λ−m,2 < λ−m,1 < 0 < λ+m,1 < λ+m,2 < · · · < λ+m,k < · · ·
are respectively the spectrums of the following eigenvalue problems
−ω0 d
2u
dx2
+ a2u = λV (x)u, u ∈ W 1,20 (−n,n), (Enλ(V ))
−ω0 d
2u
dx2
+ a2u = λVm(x)u, u ∈ W 1,20 (−n,n), (Enλ(Vm))
then limm→∞ λ±m,k = λ±k , k = 1,2, . . . .
Proof. By ‖Vm − V ‖L3(R) → 0 as m → ∞, we get that for any subspace E of W 1,20 (−n,n),
lim
m→∞ maxu∈E\{0}
∫ n
−n Vmu
2 dx
(u,u)∗
= max
u∈E\{0}
∫ n
−n V u
2 dx
(u,u)∗
and
lim
m→∞ infu∈E\{0}
∫ n
−n Vmu
2 dx
(u,u)∗
= inf
u∈E\{0}
∫ n
−n V u
2 dx
(u,u)∗
.
Thus by the min–max characterizing of λ±k and λ
±
m,k (see the proof of Lemma 4.1), we can get the results of this
lemma. 
5. Proof of Theorem 1.1
Let us recall that φ is the unique solution of (Q∗) which satisfies φ(x) = φ(−x) and φn is the unique solution
of (Qn), n = 1,2, . . . .
We divide the proof into five steps. Here we give the guiding line of the proof.
Because for u ∈ BXn(φn, τ ), u is not twice differentiable in general. Thus we use a smooth approximation Tk(u)
to replace u. This approximation was done in Step 1.
For u ∈ BXn(φn, τ ), consider the eigenvalue problem
−ω0 d
2v
dx2
+ a2v = λ
(
d2Tk(u)
dx2
− 1 + 1√
1 − 2Tk(u)
c2
)
v, v ∈ W 1,20 (−n,n).
By Step 2, we can prove that this eigenvalue problem has a sequence of isolated positive eigenvalue {λ(n,k)m (u) | m =
1,2, . . .} which satisfies that
0 < λ(n,k)1 (u) < λ
(n,k)
2 (u) < λ
(n,k)
3 (u) < · · · < λ(n,k)m (u) < · · ·
and λ(n,k)m (u) → +∞, as k → ∞. Let e(n,k)m (u) be the eigenfunction corresponding to λ(n,k)m (u) which satisfies that
‖e(n,k)m (u)‖ = 1 and de
(n,k)
m (u)
dx
(−n) > 0, m = 1,2, . . . . Choosing  > 0 small enough, we can define a mapping
L
(n,k)
j, :BXn(φn, τ ) → BXn(0, ), L(n,k)j, (u) = e(n,k)j (u).
In Step 3, we prove that the equation
d2u
dx2
= exp(u− (L(n,k)j, (u))2/2)− 1√
1 − 2u2c
S. Chen / J. Math. Anal. Appl. 343 (2008) 681–705 697has a solution u(n,k)j, ∈ BXn(φn, τ ). And it has the following properties: there exists M > 0 which is independent of n
and k such that∥∥u(n,k)j, ∥∥W 3,2(R) M, ∥∥L(n,k)j, (u(n,k)j, )∥∥W 2,2(R) M, ∣∣λ(n,k)j (u(n,k)j, )∣∣M.
As k → ∞ and n → ∞, assume that
u
(n,k)
j, ⇀ φ in W
1,2(R),
L
(n,k)
j,
(
u
(n,k)
j,
)
⇀ϕ in W 1,2(R),
λ
(n,k)
j
(
u
(n,k)
j,
)→ λ.
Then φ , ϕ and λ solve the equations
−ω0 d
2ϕ
dx2
+ a2ϕ = λ
(
d2φ
dx2
− 1 + 1√
1 − 2φ
c2
)
ϕ in R,
and
d2φ
dx2
= exp(φ − (ϕ)2/2)− 1√
1 − 2φ
c2
in R.
In Steps 4 and 5, we prove that if  is small enough, then ϕ = 0 and λ > 0. Thus u = φ , v = ϕ and μ = 1/λ
are nontrivial solutions of the system (Pμ).
Step 1. In this step, we are ready to give a smooth function approximation for a function u in W 1,2(R).
Let ζ ∈ C∞0 (R) be a cut-off function which satisfies that 0  ζ  1, η(x) = η(−x), supp ζ ⊂ (−1,1) and∫
R
η(x)dx = 1. Let ηk(x) = kη(kx), k = 1,2, . . . . For u ∈ W 1,2(R), define
Tk(u)(x) = (ηk ∗ u)(x) =
∫
R
ηk(y − x)u(y) dy. (5.1)
It is easy to verify that Tk(u) ∈ C∞0 (R) and Tk(u)(x) = Tk(u)(−x) if u is an even function. By Minkowski inequality
(see [15]), we get that
∥∥u− Tk(u)∥∥L2(R) = ( ∫
R
∣∣u− Tk(u)∣∣2 dx) 12
=
( ∫
R
∣∣∣∣u(x)− ∫
R
ηk(y − x)u(y) dy
∣∣∣∣2 dx) 12
=
( ∫
R
∣∣∣∣ ∫
R
ηk(y)u(x) dy −
∫
R
ηk(y)u(y + x)dy
∣∣∣∣2 dx) 12
=
( ∫
R
∣∣∣∣ ∫
R
ηk(y)
(
u(x)− u(y + x))dy∣∣∣∣2 dx) 12

∫
R
( ∫
R
η2k(y)
(
u(x + y)− u(x))2 dx) 12 dy
=
∫
ηk(y)
( ∫ (
u(x + y)− u(x))2 dx) 12 dy. (5.2)R R
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∫
R
(u(x + y)− u(x))2 dx) 12 = 0, by (5.2) and ∫
R
ηk(y) dy = 1, we get that as k → ∞,∥∥u− Tk(u)∥∥L2(R) → 0. (5.3)
By the same argument, we can prove that as k → ∞,∥∥u′ − (Tk(u))′∥∥L2(R) → 0,
since (
Tk(u)
)′ = ( ∫
R
ηk(y − x)u(y) dy
)′
=
( ∫
R
ηk(y)u(y + x)dy
)′
=
∫
R
ηk(y)u
′(y + x)dy =
∫
R
ηk(y − x)u′(y) dy
= Tk(u′).
Therefore, as k → ∞,∥∥u− Tk(u)∥∥W 1,2(R) → 0. (5.4)
Step 2. By (3.29), we know that if nN and 0 < τ < τ1, then for any u ∈ BXn(φn, τ ),
max
x∈R
u(x) 1
2
(ζc + ξ) < ξ. (5.5)
By (5.5) and (2.6), we get that for any u ∈ BXn(φn, τ ),
max
x∈R
(Tku)(x)max
x∈R
u(x) 1
2
(ζc + ξ) < ξ < c
2
2
.
Hence 1/
√
1 − 2Tk(u)
c2
is well defined for u ∈ BXn(φn, τ ).
We are ready to prove that there exists τ2 > 0 such that for any n ∈ N if k is big enough, then for any
u ∈ BXn(φn, τ2),(
d2Tk(u)
dx2
− 1 + 1√
1 − 2Tk(u)
c2
)+
= 0. (5.6)
If not, there exist nk ∈ N and a sequence {uk} ⊂ Xnk such that ‖uk − φnk‖ → 0 as k → ∞ and
d2Tk(uk)
dx2
− 1 + 1√
1 − 2Tk(uk)
c2
 0.
If ψ ∈ W 1,20 (−nk,nk) and ψ  0, then
nk∫
−nk
(
Tk(uk)
)′ ·ψ ′ dx  nk∫
−nk
(
1√
1 − 2Tk(uk)
c2
− 1
)
·ψ dx  0. (5.7)
By ‖uk − φnk‖ → 0 and ‖φnk − φ‖ → 0 as k → ∞ (see Remark 3.13), we get that ‖Tk(uk) − φnk‖ → 0 as k → ∞.
Thus by (5.7), we deduce that for any ψ ∈ W 1,20 (R), ψ  0,∫
R
φ′ ·ψ ′ dx  0.
It follows that φ′′(x) 0, ∀x ∈ R. It contradicts to the fact that φ is a nontrivial solution of Eq. (Q).
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−ω0 d
2v
dx2
+ a2v = λ
(
d2Tk(u)
dx2
− 1 + 1√
1 − 2Tk(u)
c2
)
v, u ∈ BXn(φn, τ ),
where 0 < τ < min{τ1, τ2}. By d2Tk(u)dx2 − 1 + 1√1 − 2Tk(u)
c2
∈ L3(−n,n), (5.6) and Lemma 4.1, we know that this
eigenvalue problem has a sequence of isolated positive eigenvalue {λ(n,k)m (u) | m = 1,2, . . .} which satisfies that
0 < λ(n,k)1 (u) < λ
(n,k)
2 (u) < λ
(n,k)
3 (u) < · · · < λ(n,k)m (u) < · · ·
and λ(n,k)m (u) → +∞, as k → ∞. Furthermore, by Lemma 4.1 and the fact that d2Tk(u)dx2 − 1 + 1√1 − 2Tk(u)
c2
is an
even function (since u is an even function), we know that every eigenfunction of this eigenvalue problem is either an
even function or an odd function. Let e(n,k)m (u) be the eigenfunction corresponding to λ(n,k)m (u) which satisfies that
‖e(n,k)m (u)‖ = 1 and de
(n,k)
m (u)
dx
(−n) > 0, m = 1,2, . . . . Let  > 0 be a small number which to be determined in Step 3.
For j = 1,2, . . . , define a mapping
L
(n,k)
j, :BXn(φn, τ ) → BXn(0, ), L(n,k)j, (u) = e(n,k)j (u).
We shall prove that L(n,k)j,, is a continuous mapping. Assume that um ∈ BXn(φn, τ ), um → u in Xn. By Lemma 4.3,
we know that to prove L(n,k)j, (um) → L(n,k)j, (u), it is sufficient to prove that as m → ∞,
d2Tk(um)
dx2
− 1 + 1√
1 − 2Tk(um)
c2
→ d
2Tk(u)
dx2
− 1 + 1√
1 − 2Tk(u)
c2
in L3(−n,n).
By
d2Tk(um)
dx2
=
∫
R
η′′k (y − x)um(y)dy = η′′k ∗ um,
d2Tk(u)
dx2
=
∫
R
η′′k (y − x)u(y) dy = η′′k ∗ u,
Young inequality (see [10]) and um → u in Xn, we get that as m → ∞,∥∥∥∥d2Tk(um)dx2 − d2Tk(u)dx2
∥∥∥∥
L3(R)
= ∥∥η′′k ∗ um − η′′k ∗ u∥∥L3(R)  ∥∥η′′k∥∥L1(R) · ‖um − u‖L3(R) → 0. (5.8)
Furthermore, by ‖Tk(um)− Tk(u)‖ → 0 as m → ∞, we get that as m → ∞,∥∥∥∥ 1√
1 − 2Tk(um)
c2
− 1√
1 − 2Tk(u)
c2
∥∥∥∥
L3(R)
→ 0. (5.9)
By (5.8) and (5.9), we get that as m → ∞,∥∥e(n,k)j (um)− e(n,k)j (u)∥∥→ 0, j = 1,2, . . . .
Thus L(n,k)j, is a continuous mapping, j = 1,2, . . . .
Step 3. For u ∈ BXn(φn, τ ) and t ∈ [0,1], define
Tt u = u−
(
d2
dx2
+
(
1 − 1
c2
))−1(
− exp(u− t(L(n,k)j, (u))2/2)+ 1√
1 − 2u
c2
+
(
1 − 1
c2
)
u
)
.
700 S. Chen / J. Math. Anal. Appl. 343 (2008) 681–705Since maxx∈R u(x) < ξ for u ∈ BXn(φn, τ ), by (3.31), we get that
∇Jn(u) = u−
(
d2
dx2
+
(
1 − 1
c2
))−1
f (u)
= u−
(
d2
dx2
+
(
1 − 1
c2
))−1(
− exp(u)+ 1√
1 − 2u
c2
+
(
1 − 1
c2
)
u
)
= T0(u).
By Corollary 3.8 and ‖L(n,k)j, ‖ = , we get that there exist 0 > 0 and N ∈ N such that for any 0 <  < 0, there exists
α > 0 such that when nN ,
inf‖u−φn‖=τ,u∈Xn
‖Tt u‖ α, t ∈ [0,1].
It follows that the Leray–Schauder degree deg(Tt ,BXn(φn, τ ),0), t ∈ [0,1], is well defined. By the homotopy invari-
ance property of Leray–Schauder degree, we get that
deg
(T1,BXn(φn, τ ),0)= deg(T0,BXn(φn, τ ),0)= deg(∇Jn,BXn(φn, τ ),0).
By Lemma 3.14, we get that
deg
(T1,BXn(φn, τ ),0)= −1.
It follows that there exists u(n,k)j, ∈ BXn(φn, τ ) such that
T1
(
u
(n,k)
j,
)= 0,
i.e., it satisfies that
d2u(n,k)j,
dx2
= exp(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2)− 1√
1 − 2u
(n,k)
j,
c2
. (5.10)
We shall prove that there exists M > 0 which is independent of n and k such that∥∥u(n,k)j, ∥∥W 3,2(R) M. (5.11)
Notice that∫
R
∣∣∣∣exp(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2)− 1√
1 − 2u
(n,k)
j,
c2
∣∣∣∣2 dx
C
∫
R
∣∣exp(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2)− 1∣∣2 dx +C ∫
R
∣∣∣∣ 1√
1 − 2u
(n,k)
j,
c2
− 1
∣∣∣∣2 dx, (5.12)
where C > 0 is a constant which is independent of n and k. By mean value theorem and the facts that
max
x∈R
u
(n,k)
j, (x) < ξ, max
x∈R
∣∣L(n,k)j, (u(n,k)j, )(x)∣∣ , (5.13)
we get that∫
R
∣∣exp(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2)− 1∣∣2 dx
=
∫ ∣∣u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2∣∣2 exp(2θ(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2))dx
R
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(
2ξ − 32/2)∫
R
∣∣u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2∣∣2 dx
 C exp
(
2ξ − 32/2)∥∥u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2∥∥2 (by Sobolev inequality)
M1, (5.14)
where C > 0 and M1 > 0 are constants which are independent of n and k and 0 < θ < 1. By mean value theorem and
(5.13), we can get that there exists M2 > 0 which is independent of n and k such that∫
R
∣∣∣∣ 1√
1 − 2u
(n,k)
j,
c2
− 1
∣∣∣∣2 dx = ∫
R
∣∣∣∣ 1c2
(
1 − 2θu
(n,k)
j,
c2
)− 32
u
(n,k)
j,
∣∣∣∣2 dx
 1
c4
(
1 − 2ξ
c2
)−3 ∫
R
∣∣u(n,k)j, ∣∣2 dx
 1
c4
(
1 − 2ξ
c2
)−3
·C∥∥u(n,k)j, ∥∥2 (by Sobolev inequality)
M2. (5.15)
By (5.10), (5.12), (5.14) and (5.15), we get that there exists M3 > 0 which is independent of n and k such that∥∥∥∥d2u(n,k)j,dx2
∥∥∥∥
L2(R)
M3. (5.16)
By (5.10), we get that
d3u(n,k)j,
dx3
=
(
du
(n,k)
j,
dx
−L(n,k)j,
(
u
(n,k)
j,
)dL(n,k)j, (u(n,k)j, )
dx
)
exp
(
u
(n,k)
j, −
(
L
(n,k)
j,
(
u
(n,k)
j,
))2
/2
)
− 1
c2
(
1 − 2u
(n,k)
j,
c2
)− 32 du(n,k)j,
dx
. (5.17)
Since exp(u(n,k)j, − (L(n,k)j, (u(n,k)j, ))2/2) eξ ,∫
R
(
du
(n,k)
j,
dx
−L(n,k)j,
(
u
(n,k)
j,
)dL(n,k)j, (u(n,k)j, )
dx
)2
dx  C
(∥∥u(n,k)j, ∥∥2 + ∥∥L(n,k)j, (u(n,k)j, )∥∥2)M4,
∫
R
1
c4
(
1 − 2u
(n,k)
j,
c2
)−3∣∣∣∣du(n,k)j,dx
∣∣∣∣2  C 1c4
(
1 − 2ξ
c2
)−3∥∥u(n,k)j, ∥∥2 M5,
we get that there exists M4 > 0 which is independent of n and k such that∥∥∥∥d3u(n,k)j,dx3
∥∥∥∥
L2(R)
M4. (5.18)
Then (5.11) can be deduced from (5.16) and (5.18) directly.
Without loss of generality, we may assume that as k → ∞,
u
(n,k)
j, ⇀ φ
(n)
j, ∈ BXn(φn, τ ) in W 3,30 (−n,n).
Because the embedding W 3,20 (−n,n) ↪→ W 2,30 (−n,n) is compact, we get that as k → ∞,
u
(n,k) → φ(n) in W 2,3(−n,n).j, j, 0
702 S. Chen / J. Math. Anal. Appl. 343 (2008) 681–705As k → ∞, ‖Tkφ(n)j, − φ(n)j,‖W 3,30 (−n,n) → 0 and∥∥∥∥Tk(d2u(n,k)j,dx2
)
− Tk
(
d2φ(n)j,
dx2
)∥∥∥∥
L3(R)
=
∥∥∥∥ηk ∗ d2u(n,k)j,dx2 − ηk ∗ d
2φ(n)j,
dx2
∥∥∥∥
L3(R)
 ‖ηk‖L1(R) ·
∥∥∥∥d2u(n,k)j,dx2 − d
2φ(n)j,
dx2
∥∥∥∥
L3(R)
→ 0, (5.19)
we get that as k → ∞,∥∥∥∥Tk(d2u(n,k)j,dx2
)
− d
2φ(n)j,
dx2
∥∥∥∥
L3(R)
→ 0. (5.20)
It follows from Lemma 4.3 and (5.20) that {λ(n,k)j (u(n,k)j, )} is bounded. Without loss of generality, we may assume that
λ
(n,k)
j (u
(n,k)
j, ) → λ(n)j (φ(n)j, ) as k → ∞.
Since L(n,k)j, (u
(n,k)
j, ) satisfies
−ω0
d2L(n,k)j, (u
(n,k)
j, )
dx2
+ a2L(n,k)j,
(
u
(n,k)
j,
)= λ(n,k)j (u(n,k)j, )(d2Tk(u(n)j,)dx2 − 1 + 1√
1 − 2Tk(u
(n)
j, )
c2
)
L
(n,k)
j,
(
u
(n,k)
j,
)
,
by the same argument as (5.11), we can get that there exists M˜ > 0 which is independent of n and k such that∥∥L(n,k)j, (u(n,k)j, )∥∥W 2,2(R)  M˜. (5.21)
Since the embedding W 2,20 (−n,n) ↪→ W 1,20 (−n,n) is compact, we may assume that as k → ∞,
L
(n,k)
j,
(
u
(n,k)
j,
)
⇀ϕ
(n)
j, in W
2,2
0 (−n,n),
L
(n,k)
j,
(
u
(n,k)
j,
)→ ϕ(n)j, in W 1,20 (−n,n).
Then ‖ϕ(n)j,‖ =  and (φ(n)j, , ϕ(n)j, ) satisfies
−ω0
d2ϕ(n)j,
dx2
+ a2ϕ(n)j, = λ(n)j
(
φ
(n)
j,
)(d2φ(n)j,
dx2
− 1 + 1√
1 − 2φ
(n)
j,
c2
)
ϕ
(n)
j, , (5.22)
and
d2φ(n)j,
dx2
= exp(φ(n)j, − (ϕ(n)j, )2/2)− 1√
1 − 2φ
(n)
j,
c2
. (5.23)
Step 4. From the proof of Step 3, we know that the sequences {φ(n)j, }∞n=1 and {ϕ(n)j, }∞n=1 are bounded in W 3,2(R)
and W 2,2(R) respectively. By (5.22), Lemma 4.3 and the fact that {φ(n)j, }∞n=1 is bounded in W 3,2(R), we deduce that
{λ(n)j (φ(n)j, )} is bounded. Without loss of generality, we may assume that as n → ∞,
φ
(n)
j, ⇀ φ in W
1,2(R),
ϕ
(n)
j, ⇀ ϕ in W
1,2(R),
λ
(n)
j
(
φ
(n)
j,
)→ λ.
By ‖φ(n)j, − φn‖ τ and ‖φn − φ‖ → 0, we get that
‖φ − φ‖ τ. (5.24)
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−ω0 d
2ϕ
dx2
+ a2ϕ = λ
(
d2φ
dx2
− 1 + 1√
1 − 2φ
c2
)
ϕ in R, (5.25)
and
d2φ
dx2
= exp(φ − (ϕ)2/2)− 1√
1 − 2φ
c2
in R. (5.26)
Now we are ready to prove that if τ is small enough, then ϕ = 0. Then by (5.25), we can get that φ = 0 and
λ = 0.
By (5.22) and (5.23) we get that
−ω0
d2ϕ(n)j,
dx2
+ a2ϕ(n)j, = λ(n)j
(
φ
(n)
j,
)(
exp
(
φ
(n)
j, −
(
ϕ
(n)
j,
)2
/2
)− 1)ϕ(n)j,
= λ(n)j
(
φ
(n)
j,
)(
exp
(
φ
(n)
j,
)− 1 − (1 − exp(−(ϕ(n)j, )2/2)) · exp(φ(n)j, ))ϕ(n)j, .
Thus
ω0
∫
R
∣∣(ϕ(n)j, )′∣∣2 dx + a2 ∫
R
∣∣ϕ(n)j, ∣∣2 dx
= λ(n)j
(
φ
(n)
j,
)∫
R
(
exp
(
φ
(n)
j,
)− 1) · (ϕ(n)j, )2 dx
− λ(n)j
(
φ
(n)
j,
)∫
R
exp
(
φ
(n)
j,
) · (1 − exp(−(ϕ(n)j, )2/2)) · (ϕ(n)j, )2 dx. (5.27)
By mean value theorem, we have∫
R
(
exp
(
φ
(n)
j,
)− 1) · (ϕ(n)j, )2 dx
=
∫
R
φ
(n)
j, ·
(
ϕ
(n)
j,
)2 · exp(θφ(n)j, )dx
=
∫
R
φ · (ϕ(n)j, )2 · exp(θφ(n)j, )dx + ∫
R
(
φ
(n)
j, − φ
) · (ϕ(n)j, )2 · exp(θφ(n)j, )dx, (5.28)
where 0 < θ < 1. If ϕ = 0, then by the compact embedding W 1,2(R) ↪→ L4loc(R), we get that for any fixed R > 0,
as n → ∞, ∫ R−R(ϕ(n)j, )4 dx → 0. Thus for any fixed R > 0, as n → ∞,
R∫
−R
φ · (ϕ(n)j, )2 · exp(θφ(n)j, )dx  exp(ξ)
( R∫
−R
φ2 dx
) 1
2
( R∫
−R
(
ϕ
(n)
j,
)4
dx
) 1
2
→ 0. (5.29)
Furthermore, by (5.5), ∫
R\(−R,R) φ
2 dx → 0 as R → ∞ and {‖ϕ(n)j,‖} is bounded, we get that as R → ∞,∫
R\(−R,R)
φ · (ϕ(n)j, )2 · exp(θφ(n)j, )dx  exp(ξ)( ∫
R\(−R,R)
φ2 dx
) 1
2
( ∫
R\(−R,R)
(
ϕ
(n)
j,
)4
dx
) 1
2 → 0. (5.30)
By (5.29) and (5.30), we get that as n → ∞,
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R
φ · (ϕ(n)j, )2 · exp(θφ(n)j, )dx → 0. (5.31)
By Sobolev inequality, ‖ϕ(n)j,‖ =  and ‖φ(n)j, − φ‖ τ , we can get that∫
R
(
φ
(n)
j, − φ
) · (ϕ(n)j, )2 · exp(θφ(n)j, )dx  exp(ξ)( ∫
R
∣∣φ(n)j, − φ∣∣2 dx) 12( ∫
R
(
ϕ
(n)
j,
)4
dx
) 1
2
 C exp(ξ)
∥∥φ(n)j, − φ∥∥ · ∥∥ϕ(n)j,∥∥2
= C exp(ξ)∥∥φ(n)j, − φ∥∥2
 C exp(ξ)τ2. (5.32)
By mean value theorem and Sobolev inequality, we get that
]
∫
R
exp
(
φ
(n)
j,
) · (1 − exp(−(ϕ(n)j, )2/2)) · (ϕ(n)j, )2 dx = ∫
R
exp
(
φ
(n)
j,
) · (ϕ(n)j, )4
2
· exp(−θ(ϕ(n)j, )2/2)dx
 1
2
exp(ξ)
∫
R
(
ϕ
(n)
j,
)4
dx
 C exp(ξ)
∥∥ϕ(n)j,∥∥4
= C exp(ξ)4. (5.33)
By (5.27), (5.31)–(5.33) and the fact that there exists M > 0 such that |λ(n)j (φ(n)j, )|M , n = 1,2, . . . , we get that as
n → ∞,
ω0
∫
R
∣∣(ϕ(n)j, )′∣∣2 dx + a2 ∫
R
∣∣ϕ(n)j, ∣∣2 dx  CM exp(ξ)τ2 +CM exp(ξ)4 + o(1). (5.34)
By (5.34) and the fact that there exists C′ > 0 such that
ω0
∫
R
∣∣(ϕ(n)j, )′∣∣2 dx + a2 ∫
R
∣∣ϕ(n)j, ∣∣2 dx  C′∥∥ϕ(n)j,∥∥2 = C′2,
we get that as n → ∞,
C′2  CM exp(ξ)τ2 +CM exp(ξ)4 + o(1).
It is impossible if τ and  are small enough. Therefore, if τ and  are small enough, then ϕ = 0 and then φ = 0,
λ = 0.
Step 5. We shall prove that when τ and  are small enough, λ > 0. In fact, as τ → 0 and  → 0,∥∥exp(φ − ϕ2 /2)− exp(φ)∥∥L3(R) → 0.
Thus by Lemma 4.3, we get that when , τ are small enough and n is big enough,
λ
(n)
j
(
φ
(n)
j,
)
 λ1/2 > 0,
where λ1 is the first eigenvalue of the following eigenvalue problem
−ω0 d
2v
dx
+ a2v = λ(eφ − 1)v, v ∈ W 1,2(R).
Therefore, when τ and  are small enough, λ = limn→∞ λ(n)j (φ(n)j, ) > 0.
By Steps 1–5, we obtain that there exist 0 > 0 and τ ′ > 0 such that when 0 < τ < τ ′ and 0 <  < 0, there exist
φ > 0, ϕ = 0 and λ > 0 such that
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(2) φ , ϕ and λ satisfy the equations
−ω0 d
2ϕ
dx2
+ a2ϕ = λ
(
d2φ
dx2
− 1 + 1√
1 − 2φ
c2
)
ϕ in R,
d2φ
dx2
= exp(φ − (ϕ)2/2)− 1√
1 − 2φ
c2
in R,
i.e., they satisfy
−μω0 d
2ϕ
dx2
= (exp(φ − (ϕ)2/2)− 1 −μa2)ϕ in R,
d2φ
dx2
= exp(φ − (ϕ)2/2)− 1√
1 − 2φ
c2
in R,
where μ = 1/λ .
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