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Abstract
We study non-degenerate irreducible homomorphisms from the multiplicative semigroup
of all 2-by-2 complex matrices to the semigroup of n-by-n complex matrices. If such a homo-
morphism maps a cyclic unipotent to a cyclic unipotent, it is the composition of a symmetric
power, a field homomorphism used entrywise, and a matrix conjugation. In the case n = 4 we
characterise all non-degenerate irreducible homomorphisms. © 2002 Elsevier Science Inc. All
rights reserved.
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1. Introduction
Let C be the field of complex numbers and let Mn(C) denote all n-by-n matrices
with entries in C. In this paper we study matrix semigroup homomorphisms ϕ :
M2(C)→Mn(C), i.e., multiplicative maps. One way to obtain a semigroup homo-
morphism ϕ :Mn(C) →Mm(C) is to take a group homomorphism ϕ′ : GLn(C) →
GLm(C) and trivially extend it to all matrices taking ϕ(A) = 0 for every A with det
A = 0. These trivial extensions are called degenerate and are known (see for exam-
ple [8, pp. 115–136] or [2, p. 231]). The problem of homomorphisms ϕ :Mn(C)→
Mm(C) is solved for m  n in [5] and for n = 1 in [6].
An example of non-degenerate semigroup homomorphism ϕ :Mn(C)→Mn(C)
is the identity and an example of semigroup homomorphism ϕ :M2(C) →Mn(C)
is the symmetric power
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ϕ(A) = Symn−1A,
that is the mapping defined as follows. Let A : C2 → C2 be a linear transforma-
tion with a matrix A. Then Symn−1A is a linear transformation from the symmetric
tensor product ∨n−1C2 ∼= Cn to itself defined by
(Symn−1A)(x1 ∨ · · · ∨ xn−1) =Ax1 ∨ · · · ∨Axn−1
and Symn−1A is its matrix in the chosen basis. If {e1, e2} is a basis of C2, then
{e(1), . . . , e(n)} is a basis of ∨n−1C2, where
e(k) = (∨n−ke1) ∨ (∨k−1e2).
So, if
A =
[
a b
c d
]
,
then
(Symn−1A)e(k) = (∨n−k(ae1 + ce2)) ∨ (∨k−1(be1 + de2)).
Thus
Symn−1
[
a b
c d
]
=
[
min{n−k,n−l}∑
s=max{0,n+1−l−k}
(
n− k
s
)(
k − 1
n− l − s
)
×asbn−l−scn−k−sdk+l+s−n−1
]n
l,k=1
.
If f : C → C is a field homomorphism, then fˆ :Mn(C) →Mn(C) is a semi-
group homomorphism, where we use field homomorphism f entrywise, i.e.,
fˆ (A) = [f (Aij)]ni,j=1.
We can obtain new semigroup homomorphisms ϕ′ :Mn(C)→Mm(C) from an old
one ϕ :Mn(C)→Mm(C) by matrix conjugations, i.e.,
ϕ′(A) = Sϕ(A)S−1
with S invertible, or by using field homomorphism f : C → C entrywise,
ϕ′(A) = fˆ (ϕ(A)).
2. Preserving rank 1
Homomorphism ϕ :Mn(C) →Mm(C) is irreducible if the image of ϕ is an irre-
ducible semigroup in Mm(C), i.e., it has no common non-trivial invariant subspace.
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We first show that irreducible non-degenerate ϕ :M2(C)→Mn(C) maps rank 1
matrices to rank 1 matrices.
Proposition 1. Let n  2 and ϕ :M2(C) →Mn(C) a semigroup homomorphism,
which is irreducible and non-degenerate. Then rank ϕ(A) = 1 whenever rankA = 1.
Proof. Since ϕ is irreducible, it maps 0 to 0 and the identity to the identity (see [3,
Lemma 1]). So it maps invertible matrices to invertible matrices. It also maps scalar
matrices to scalar matrices, because ϕ(aI) commutes with every matrix in the image
of ϕ, which is irreducible. If rank of a matrix A is equal to rank of B, then there exist
invertible matrices P,Q such that A = PBQ. So the rank of ϕ(A) is equal to the
rank of ϕ(B). Thus it sufficies to show that rank of
ϕ
([
0 1
0 0
])
is 1. First of all,
ϕ
([
0 1
0 0
])
is non-zero, since ϕ is non-degenerate.
ϕ
([
0 1
0 0
])
is square-zero nilpotent, so we have block decomposition
ϕ
([
0 1
0 0
])
= S

0 I 00 0 0
0 0 0

 S−1.
Here the first two blocks are of the same size k and the third block may be absent.
Let us write
ϕ
([
a b
c d
])
= S

A11 A12 A13A21 A22 A23
A31 A32 A33

 S−1.
Now
S

0 A21 00 0 0
0 0 0

 S−1
= S

0 I 00 0 0
0 0 0



A11 A12 A13A21 A22 A23
A31 A32 A33



0 I 00 0 0
0 0 0

 S−1
= ϕ
([
0 1
0 0
] [
a b
c d
] [
0 1
0 0
])
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= ϕ
([
0 c
0 0
])
= ϕ(cI)S

0 I 00 0 0
0 0 0

 S−1.
So matrix A21 is scalar for every a, b, c, d ∈ C. Thus if k > 1, ϕ is reducible (see [7,
p. 27]). 
3. A technical lemma
Let us divide every n-by-n matrix into 3-by-3 block structure where the middle
block is (n− 2)-by-(n− 2). So

a b · · · c d
e ∗ · · · ∗ f
...
...
...
...
g ∗ · · · ∗ h
i j · · · k l

 =

a x dy T z
i w l

 ,
where T is an (n− 2)-by-(n− 2) matrix.
Lemma 2. Let n  3 and ϕ :M2(C)→Mn(C) a semigroup homomorphism,
which is irreducible and non-degenerate. Then it has the following form with respect
to the defined decomposition: if a, b, c /= 0, then
ϕ
([
a b
c d
])
= S


f (a) xTG(a)EG(b) f (b)
G(c)EG(a)y G(c)EG(a)
(
yxT+VEG
(
ad
bc −1
)
V
)
G
(
b
a
)
G(d)EG(b)y
f (c) xTG(c)EG(d) f (d)

S−1,
if b /= 0, then
ϕ
([
a b
0 d
])
= S

f (a) xTG(a)EG(b) f (b)0 G( d
b
)
VG(b)EG(a)E G(d)EG(b)y
0 0 f (d)

 S−1,
and
ϕ
([
a 0
0 d
])
= S

f (a) 0 00 EG(a)EG(d) 0
0 0 f (d)

 S−1,
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where f : C → C and G : C →Mn−2(C) are semigroup homomorphisms, x, y ∈
Cn−2 are non-zero vectors, E, V ∈Mn−2(C) are matrices with E2 = I and the
spectrum of V equal to {1}, and S ∈Mn(C) is an invertible matrix.
Proof. Let us denote by Eij the matrix which has 1 in the ith row and the jth column,
and 0 elsewhere. We will divide the proof into several steps.
Step 1. Without loss of generality we may assume that ϕ(E12) = E1n and ϕ(E21) =
En1. Then ϕ(E11) = E11 and ϕ(E22) = Enn.
Proof. Matrix E12 is nilpotent of rank 1, so ϕ(E12) must be nilpotent of rank 1. So
ϕ(E12) = uvT, where u, v are two column vectors in Cn and vTu = 0. Similarly we
obtain ϕ(E21) = ztT, where tTz = 0. Since E12E21E12 = E12, we have
uvTztTuvT = uvT.
So vTz · tTu = 1. With no loss of generality we may assume that vTz = tTu = 1.
Let us choose linearly independent vectors w1, . . . , wn−2 ∈ Cn orthogonal to v and
t, i.e., vTwi = tTwi = 0 for every i. Then {u,w1, . . . , wn−2, z} is a basis of Cn. In
this basis ϕ(E12) has the matrix E1n and ϕ(E21) has the matrix En1. So without loss
of generality we may assume that ϕ(E12) = E1n and ϕ(E21) = En1. Then
ϕ(E11) = ϕ(E12E21) = E1nEn1 = E11
and similarly ϕ(E22) = Enn. 
Step 2. ϕ maps aI to f (a)I, where f : C → C is a semigroup homomorphism with
f (0) = 0 and f (1) = 1.
Proof. The matrix aI commutes with every matrix in M2(C), so ϕ(aI) commutes
with every matrix in the image of ϕ. But the image of ϕ is irreducible, so ϕ(aI) is
a scalar matrix of the form f (a)I . Mapping f is obviously a semigroup homomor-
phism. 
Step 3. Homomorphism ϕ has the form
ϕ
([
a b
c d
])
=

f (a) ∗ f (b)∗ ∗ ∗
f (c) ∗ f (d)

 .
Proof. If
A =
[
a b
c d
]
is an arbitrary matrix, we have
E11ϕ(A)E11 = ϕ(E11AE11) = ϕ(aE11) = ϕ(aI)E11 = f (a)E11,
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so the element in the first row and the first column of ϕ(A) must be f (a). Similarly
we argue for the other corners. 
Step 4. If A is upper-right (respectively, upper-left, lower-right, lower-left) triangu-
lar, then ϕ(A) is block upper-right (respectively, upper-left, lower-right, lower-left)
triangular with respecst to the defined decomposition. If A is diagonal, then ϕ(A) is
block diagonal.
Proof. Let
A =
[
a b
0 d
]
.
Then
ϕ(A)E11 = ϕ(AE11) = ϕ(aE11) = f (a)E11
and
Ennϕ(A) = ϕ(E22A) = ϕ(dE22) = f (d)Enn.
So the first column of ϕ(A) must be [f (a), 0, . . . , 0]T and the last row must be
[0, 0, . . . , f (d)]. Thus ϕ(A) is block upper-right triangular. Similarly we prove the
other cases. 
Step 5.
ϕ
([
1 1
0 0
])
=

1 xT 10 0 0
0 0 0

 , ϕ ([0 10 1
])
=

0 0 10 0 y
0 0 1

 ,
ϕ
([
0 0
1 1
])
=

0 0 00 0 0
1 xT 1

 , ϕ ([1 01 0
])
=

1 0 0y 0 0
1 0 0

 .
Proof. The matrix
ϕ
([
1 1
0 0
])
has rank 1. Since it is upper tiangular, we have
ϕ
([
1 1
0 0
])
=

1 xT 10 0 0
0 0 0

 .
Similarly
ϕ
([
0 1
0 1
])
=

0 0 10 0 y
0 0 1

 ,
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ϕ
([
0 0
1 1
])
=

0 0 00 0 0
1 zT 1

 , ϕ ([1 01 0
])
=

1 0 0t 0 0
1 0 0

 .
Now 
1 xT 1y yxT y
1 xT 1

= ϕ ([1 01 0
] [
1 1
0 0
])
= ϕ
([
0 1
0 1
] [
0 0
1 1
])
=

1 zT 1t tzT t
1 zT 1

 .
So x = z and y = t . 
Step 6.
ϕ
([
1 1
0 1
])
=

1 xT 10 V y
0 0 1

 ,
where the spectrum of V is {1},
ϕ
([
0 1
1 0
])
=

0 0 10 E 0
1 0 0

 ,
where E2 = I, and
ϕ
([
1 0
0 a
])
=

1 0 00 G(a) 0
0 0 f (a)

 ,
where G : C →Mn−2(C) is semigroup homomorphism.
Proof.
ϕ
([
1 1
0 1
])
has the form
1 uT 10 V w
0 0 1


by step 4. Since
E11
[
1 1
0 1
]
=
[
1 1
0 0
]
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we have u = x and similarly v = y. Because the matrix[
1 1
0 1
]
is similar to its square, also V is similar to its square, and since it is also invertible,
its spectrum is equal to {1}.
ϕ
([
0 1
1 0
])
and ϕ
([
1 0
0 a
])
have the asserted form by step 4. From[
0 1
1 0
]2
= I
it follows that E2 = I and from[
1 0
0 a
] [
1 0
0 b
]
=
[
1 0
0 ab
]
follows the multiplicativity of G. 
Step 7.
ϕ
([
a 0
0 c
])
=

f (a) 0 00 EG(a)EG(c) 0
0 0 f (c)

 .
If b /= 0, then
ϕ
([
a b
0 c
])
=

f (a) xTG(a)EG(b) f (b)0 G( c
b
)VG(b)EG(a)E G(c)EG(b)y
0 0 f (c)


and
ϕ
([
a 0
b c
])
=

 f (a) 0 0G(b)EG(a)y G(b)EG(a)VEG( c
b
)
0
f (b) xTG(b)EG(c) f (c)

 .
Proof. From[
a 0
0 c
]
=
[
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
] [
1 0
0 c
]
,
we obtain the first equation. Since[
a b
0 c
]
=
[
1 0
0 c
b
] [
1 1
0 1
] [
1 0
0 b
] [
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
]
we have
ϕ
([
a b
0 c
])
=

f (a) xTG(b)EG(a)E f (b)0 G( c
b
)
VG(b)EG(a)E f (b)G
(
c
b
)
y
0 0 f (c)

 .
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Since [
1 1
0 0
]
=
[
1 1
0 0
] [
0 1
1 0
]
we have xTE = xT and similarly Ey = y. So
xTG(b)EG(a)E = xTEG(a)EG(b) = xTG(a)EG(b)
and
f (b)G
( c
b
)
y = EG(b)EG(b)G
( c
b
)
y = EG(b)EG(c)y = G(c)EG(b)y.
Similarly we obtain the third equation. 
Step 8. If a, b, c /= 0, then
ϕ
([
a b
c d
])
=


f (a) xTG(a)EG(b) f (b)
G(c)EG(a)y G(c)EG(a)
(
yxT + VEG
(
ad
bc − 1
)
V
)
G
(
b
a
)
G(d)EG(b)y
f (c) xTG(c)EG(d) f (d)


Furthermore, vectors x, y /= 0.
Proof. From[
a b
0 0
]
=
[
1 0
0 0
] [
a b
c d
]
we obtain the first row. Similarly we obtain the last row and the first and the last
column. From the equation[
a b
c d
]
=
[
a 0
c d − bc
a
] [
1 b
a
0 1
]
we see that the middle block is equal to
G(c)EG(a)yxTG
(
b
a
)
+G(c)EG(a)VEG
(
d
c
− b
a
)
G
(a
b
)
VG
(
b
a
)
= G(c)EG(a)
(
yxT + VEG
(
ad
bc
− 1
)
V
)
G
(
b
a
)
.
Now, if x = 0, then the first row of ϕ(A) is equal to [f (a), 0, . . . , 0, f (b)] for every
A ∈M2(C). So the image of ϕ is a matrix semigroup where every element has 0 on
the second place in the first row. Thus it is reducible (see [7, p. 27]). So x /= 0 and
similarly y /= 0. This completes the proof. 
This completes the proof of Lemma 2. 
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4. Case n = 4
Theorem 3. Let ϕ :M2(C)→M4(C) be a semigroup homomorphism, which is
irreducible and non-degenerate. Then it has one of the following forms:
(a)
ϕ
([
a b
c d
])
= Sgˆ


a3 a2b ab2 b3
3a2c a2d + 2abc 2abd + b2c 3b2d
3ac2 2acd + bc2 ad2 + 2bcd 3bd2
c3 c2d cd2 d3

 S−1
= Sgˆ(Sym3A)S−1,
where g : C → C is a field homomorphism and S ∈M4(C) is an invertible ma-
trix,
(b)
ϕ
([
a b
c d
])
= S


g(a)h(a) g(a)h(b) g(b)h(a) g(b)h(b)
g(a)h(c) g(a)h(d) g(b)h(c) g(b)h(d)
g(c)h(a) g(c)h(b) g(d)h(a) g(d)h(b)
g(c)h(c) g(c)h(d) g(d)h(c) g(d)h(d)

 S−1
= S(gˆ(A)⊗ hˆ(A))S−1,
where g, h : C → C are field homomorphisms with g /= h and S ∈M4(C) is an
invertible matrix.
Remark. If in case (b) g = h, then ϕ is reducible, since A⊗ A ∼= (A ∨ A)⊕ (A ∧
A). But if g(a) /= h(a) for at least one a, then ϕ is irreducible, because
ϕ
([
1 0
0 a
])
is similar to

1 0 0 0
0 h(a) 0 0
0 0 g(a) 0
0 0 0 g(a)h(a)


which has four different eigenvalues. So if ϕ were reducible, the invariant subspace
would be standard, i.e.,
S−1ϕ
([
a b
c d
])
S
would have a constant zero block.
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Proof. Since the spectrum of the matrix V is equal to {1} we have two posibilities:
either V is similar to[
1 2
0 1
]
or V = I.
In the first case we may assume without loss of generality that
V =
[
1 2
0 1
]
.
Case 1.
V =
[
1 2
0 1
]
.
Since [
1 1
0 1
] [
1 0
0 2
]
=
[
1 0
0 2
] [
1 1
0 1
]2
,
we have VG(2) = G(2)V 2. So G(2) is of the form
G(2) =
[
α β
0 2α
]
,
where α is non-zero. But[
α β
0 2α
]
=
[
1 β/α
0 1
] [
α 0
0 2α
] [
1 β/α
0 1
]−1
and [
1 β/α
0 1
]
commutes with V. So we may assume with no loss of generality that
G(2) =
[
α 0
0 2α
]
.
The matrix[
2 0
0 1
]
commutes with[
1 0
0 2
]
and is similar to[
1 0
0 2
]
.
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So EG(2)E is either equal to[
α 0
0 2α
]
or equal to[
2α 0
0 α
]
.
The first case is impossible since
EG(2)EG(2) =
[
α2 0
0 4α2
]
and that should be equal to f (2)I . Thus
EG(2)E =
[
2α 0
0 α
]
.
So E is of the form
E =
[
0 β
1/β 0
]
and f (2) = 2α2. Let us look again at the equation[
1 1
0 1
] [
1 0
0 2
]
=
[
1 0
0 2
] [
1 1
0 1
]2
.
Writing xT = [x1, x2] and yT = [y1, y2] we have

1 αx1 2αx2 2α2
0 α 4α 2α2y1
0 0 2α 2α2y2
0 0 0 2α2

 =


1 2x1 2x1 + 2x2 2 + x1y1 + x2y2
0 α 4α 2αy1 + 2αy2
0 0 2α 4αy2
0 0 0 2α2

 .
So α = 2, x1 = x2 and y1 = y2. (y2 = 0 is impossible since y is eigenvector of
E.) Without loss of generality we may assume x1 = 1. Because 2 + x1y1 + x2y2 =
f (2) = 8, we have y1 = 3. y is an eigenvector of E, and so β = 1.
The matrix[
1 0
0 a
]
commutes with[
1 0
0 2
]
.
So G(a) is of the form
G(a) =
[
g(a) 0
0 h(a)
]
,
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where g, h : C → C are semigroup homomorphisms and g(a)h(a) = f (a). So
ϕ
([
a b
0 0
])
=


f (a) h(a)g(b) g(a)h(b) f (b)
0 0 0 0
0 0 0 0
0 0 0 0


Since [
a b
0 0
] [
1 1
0 1
]
=
[
a a + b
0 0
]
we have

f (a) h(a)g(b) g(a)h(b) f (b)
0 0 0 0
0 0 0 0
0 0 0 0




1 1 1 1
0 1 2 3
0 0 1 3
0 0 0 1


=


f (a) h(a)g(a + b) g(a)h(a + b) f (a + b)
0 0 0 0
0 0 0 0
0 0 0 0

 .
So f (a)+h(a)g(b)=h(a)(g(a)+g(b)) = h(a)g(a + b). If a /= 0, we have g(a)+
g(b) = g(a + b), so g is additive. Furthermore, f (a)+ 2h(a)g(b)+ g(a)h(b) =
g(a)h(a + b), and so h(a)+ 2h(a)g(b/a)+ h(b) = h(a + b). If also b /= 0, we can
interchange the role of a and b, and obtain h(b)+ 2h(b)g(a/b)+ h(a) = h(a + b).
Subtracting both equations we see that h(a)/h(b) = g(a/b)2. So h(a) = g(a2) and
f (a) = g(a3).
Now, if a, b, c /= 0, we have
G(c)EG(a)
(
yxT + VEG
(
ad
bc
− 1
)
V
)
G
(
b
a
)
=
[
g(a2d + 2abc) g(2abd + b2c)
g(2acd + bc2) g(ad2 + 2bcd)
]
,
so for every a, b, c, d
ϕ
([
a b
c d
])
= gˆ


a3 a2b ab2 b3
3a2c a2d + 2abc 2abd + b2c 3b2d
3ac2 2acd + bc2 ad2 + 2bcd 3bd2
c3 c2d cd2 d3


and we are in case (a) of the theorem.
Case 2. V = I .
The mapping G : C →M2(C) is a semigroup homomorphism, so we have three
posibilities (see [4]):
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(i) G(a) = g(a)I for every a ∈ C, where g : C → C is a semigroup homomor-
phism. In this case we may assume without loss of generality that xT = [1, 0]. But
then the first row of
ϕ
([
a b
c d
])
is equal to [f (a), g(ab), 0, f (b)]. Thus ϕ is reducible (see [7, p. 27]), and so this
case is impossible.
(ii) G(a) is similar to
g(a)
[
1 h(a)
0 1
]
for every a ∈ C, where g : C → C is a semigroup homomorphism and h : C → C
satisfies h(ab) = h(a)+ h(b) with h(a) /= 0 for at least one a ∈ C. We may assume
without loss of generality that
G(a) = g(a)
[
1 h(a)
0 1
]
.
Let us choose an a with h(a) /= 0. Matrix[
a 0
0 1
]
commutes with[
1 0
0 a
]
and is similar to[
1 0
0 a
]
.
So EG(a)E is equal to
g(a)
[
1 −h(a)
0 1
]
.
Thus E is of the form
E = ±
[
1 β
0 −1
]
.
If
E =
[
1 β
0 −1
]
,
then yT = [y1, 0] and the first column of
ϕ
([
a b
c d
])
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is equal to [f (a), ∗, 0, f (c)]T; if
E =
[−1 −β
0 1
]
,
then xT = [0, x2] and the first row of
ϕ
([
a b
c d
])
is equal to [f (a), 0, ∗, f (b)]; in both cases ϕ is reducible.
(iii) G(a) is similar to[
h(a) 0
0 g(a)
]
for every a ∈ C, where g, h : C → C are semigroup homomorphisms and h(a) /=
g(a) for at least one a ∈ C. We may assume without loss of generality that
G(a) =
[
h(a) 0
0 g(a)
]
.
Let us choose an a with h(a) /= g(a). If h(a) = −g(a), take √a instead of a, so that
h(a) /= ±g(a). The same way as in case (a) we obtain that E is of the form
E =
[
0 β
1/β 0
]
.
This matrix is diagonally similar to[
0 1
1 0
]
,
so we may assume without loss of generality that β = 1. Since xT = xTE and Ey =
y we may assume without loss of generality that xT = [1, 1] and yT = [y1, y1]. Now,
ϕ
([
a b
0 0
])
=


f (a) h(a)g(b) g(a)h(b) f (b)
0 0 0 0
0 0 0 0
0 0 0 0


and 

f (a) h(a)g(b) g(a)h(b) f (b)
0 0 0 0
0 0 0 0
0 0 0 0




1 1 1 1
0 1 0 y1
0 0 1 y1
0 0 0 1


=


f (a) h(a)g(a + b) g(a)h(a + b) f (a + b)
0 0 0 0
0 0 0 0
0 0 0 0

 ,
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so h(a)(g(a)+g(b))=h(a)g(a + b) and g(a)(h(a)+ h(b)) = g(a)h(a + b). If a /=
0, we have g(a)+ g(b) = g(a + b) and g(a)+ g(b) = g(a + b), and so g and h
are aditive. From f (2) = g(2)h(2) = 4 = 2 + 2y1 it follows that y1 = 1. Again, if
a, b, c /= 0, we have
G(c)EG(a)
(
yxT + VEG
(
ad
bc
− 1
)
V
)
G
(
b
a
)
=
[
g(a)h(d) g(b)h(c)
g(c)h(b) g(d)h(a)
]
.
So for every a, b, c, d ,
ϕ
([
a b
c d
])
=


g(a)h(a) g(a)h(b) g(b)h(a) g(b)h(b)
g(a)h(c) g(a)h(d) g(b)h(c) g(b)h(d)
g(c)h(a) g(c)h(b) g(d)h(a) g(d)h(b)
g(c)h(c) g(c)h(d) g(d)h(c) g(d)h(d)


and we are in the case (b) of the theorem. 
The only continuous field homomorphisms of complex numbers are the identity
and the conjugation (see [1, p. 52]). So we have the following corollary.
Corollary 4. Let ϕ :M2(C) →M4(C) be a semigroup homomorphism, which is
irreducible, non-degenerate and continuous. Then
ϕ(A) = Sgˆ(Sym3A)S−1,
where g : C → C is the identity or complex conjugarion and S ∈M4(C) is an in-
vertible matrix, or
ϕ
([
a b
c d
])
= S


aa¯ ab¯ ba¯ bb¯
ac¯ ad¯ bc¯ bd¯
ca¯ cb¯ da¯ db¯
cc¯ cd¯ dc¯ dd¯

 S−1,
where S ∈M4(C) is an invertible matrix.
Proof. If ϕ is continuous, also field homomorphisms g and h are continuous. Case
(a) of the theorem gives us the first possibility. If we are in the case (b) of the theorem,
then g is the identity and h is complex conjugation or the other way around. But the
matrices

aa¯ ab¯ ba¯ bb¯
ac¯ ad¯ bc¯ bd¯
ca¯ cb¯ da¯ db¯
cc¯ cd¯ dc¯ dd¯

 and


a¯a a¯b b¯a b¯b
a¯c a¯d b¯c b¯d
c¯a c¯b d¯a d¯b
c¯c c¯d d¯c d¯d


are similar, so we obtain the second possibility. 
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5. Preserving cyclic unipotent
A matrix A ∈Mn(C) is unipotent if its spectrum is equal to {1}. A matrix A ∈
Mn(C) is cyclic if it has a cyclic vector, i.e., a vector x ∈ Cn for which the set
{x,Ax,A2x, . . . , An−1x} spans all Cn. Every cyclic unipotent in Mn(C) is similar
to the matrix

1 1 0 · · · 0 0
0 1 1
.
.
. 0 0
0 0 1
.
.
. 0 0
...
...
.
.
.
.
.
.
.
.
.
...
0 0 0
.
.
. 1 1
0 0 0 · · · 0 1


.
Theorem 5. Let n  3 and ϕ :M2(C)→Mn(C) be a semigroup homomorphism,
which is irreducible, non-degenerate and maps a cyclic unipotent to a cyclic unipo-
tent. Then
ϕ(A) = Sgˆ(Symn−1A)S−1,
where g : C → C is a field homomorphism and S ∈Mn(C) is an invertible matrix.
Proof. Without loss of generality we may assume that
ϕ
([
1 1
0 1
])
=


1 1 0 · · · 0 0
0 1 1
.
.
. 0 0
0 0 1
.
.
. 0 0
...
...
.
.
.
.
.
.
.
.
.
...
0 0 0
.
.
. 1 1
0 0 0 · · · 0 1


.
Denoting
ϕ
([
1 0
0 2
])
= [xij]ni,j=1
and using the equation[
1 1
0 1
] [
1 0
0 2
]
=
[
1 0
0 2
] [
1 1
0 1
]2
, (1)
we obtain
xi+1,j = xi,j−2 + 2xi,j−1
for every i, j = 1, 2, . . . , n, where xkl = 0 if k or l is less then 1 or greater than n. It
follows that
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ϕ
([
1 0
0 2
])
is upper-triangular and xi+1,i+1 = 2xii. So
ϕ
([
1 0
0 2
])
= α


1 ∗ ∗ · · · ∗
0 2 ∗ . . . ∗
0 0 4
.
.
. ∗
...
...
...
.
.
.
...
0 0 0 · · · 2n−1


.
We may now change the basis with an upper-triangular matrix, so that
ϕ
([
1 0
0 2
])
is diagonal. This will change
ϕ
([
1 1
0 1
])
,
but it will still remain upper-triangular. We again change the basis with a diagonal
matrix, so that for
ϕ
([
1 1
0 1
])
= [wij]ni,j=1,
the entries will satisfy wi,i+1 = i. This change will leave
ϕ
([
1 0
0 2
])
diagonal. So without loss of generality we may assume that
ϕ
([
1 1
0 1
])
=


1 1 w13 · · · w1,n−1 w1n
0 1 2
.
.
. w2,n−1 w2n
0 0 1
.
.
. w3,n−1 w3n
...
...
.
.
.
.
.
.
.
.
.
...
0 0 0
.
.
. 1 n− 1
0 0 0 · · · 0 1


and
ϕ
([
1 0
0 2
])
= α


1 0 0 · · · 0
0 2 0
.
.
. 0
0 0 4
.
.
. 0
...
...
...
.
.
.
...
0 0 0 · · · 2n−1


.
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Let us prove that wij =
(
j−1
i−1
)
by induction on j − i. This is true if j = i + 1. From
Eq. (1) it follows that
2j−1wij = 2i−1
j∑
k=i
wikwkj.
Thus
(2j−i − 2)wij =
j−1∑
k=i+1
wikwkj
=
j−1∑
k=i+1
(
k − 1
i − 1
)(
j − 1
k − 1
)
=
j−1∑
k=i+1
(k − 1)! (j − 1)!
(i − 1)! (k − i)! (k − 1)! (j − k)!
= (j − 1)!
(i − 1)! (j − i)!
j−1∑
k=i+1
(j − i)!
(k − i)! (j − k)!
=
(
j − 1
i − 1
)
(2j−i − 2).
Now, E11 commutes with[
1 0
0 2
]
.
So ϕ(E11) is diagonal. Since[
1 1
0 1
]
E11 = E11
it follows that ϕ(E11) = E11. Similarly we prove ϕ(E22) = Enn. So the conclusion
of step 1 of Lemma 2, and thus all the others, hold. It means that α = 1 and f (2) =
2n−1.
From[
1 0
0 2
] [
0 1
1 0
] [
1 0
0 2
] [
0 1
1 0
]
=
[
2 0
0 2
]
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it follows that
ϕ
([
0 1
1 0
])


2n−1 0 0 · · · 0
0 2n−2 0 . . . 0
0 0 2n−3 . . . 0
...
...
...
.
.
.
...
0 0 0 · · · 1


=


1 0 0 · · · 0
0 2 0
.
.
. 0
0 0 4
.
.
. 0
...
...
...
.
.
.
...
0 0 0 · · · 2n−1


ϕ
([
0 1
1 0
])
so that
ϕ
([
0 1
1 0
])
is counter-diagonal. Since the last column of
ϕ
([
1 1
0 1
])
is eigenvector of
ϕ
([
0 1
1 0
])
at eigenvalue 1, we have
ϕ
([
0 1
1 0
])
=


0 0 · · · 0 1
0 0 · · · 1 0
...
...
...
...
0 1 · · · 0 0
1 0 · · · 0 0

 .
The matrix[
1 0
0 a
]
commutes with[
1 0
0 2
]
.
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So
ϕ
([
1 0
0 a
])
is diagonal of the form
ϕ
([
1 0
0 a
])
=


1 0 0 · · · 0
0 f1(a) 0
.
.
. 0
0 0 f2(a)
.
.
. 0
...
...
...
.
.
.
...
0 0 0 · · · fn−1(a)


,
where f1, . . . , fn−1 : C → C are semigroup homomorphisms and fi(a)fn−i−1(a) =
fn−1(a) = f (a) for every i = 0, . . . , n− 1 writting f0(a) = 1. So
ϕ
([
a b
0 0
])
=


fn−1(a) fn−2(a)f1(b) fn−3(a)f2(b) · · · f1(a)fn−2(b) fn−1(b)
0 0 0 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · 0 0

.
Since [
a b
0 0
] [
1 1
0 1
]
=
[
a a + b
0 0
]
,
we have
i∑
k=1
(
i − 1
k − 1
)
fn−k(a)fk−1(b) = fn−i (a)fi−1(a + b)
for every i=1, 2, . . . , n. Dividing by fn−i (a) and using fn−i (a)=fn−1(a)/fi−1(a),
it follows for a /= 0
fi(a + b) =
i∑
k=0
(
i
k
)
fi(a)fk(b/a)
for i = 0, 1, . . . , n− 1. So f1 is additive. Let us prove that fi(a) = f1(ai) by induc-
tion on i. Interchanging a and b we have
fi(a + b) =
i∑
k=0
(
i
k
)
fi(b)fk(a/b)
for every a, b /= 0. Canceling the first and the last term we obtain
i−1∑
k=1
(
i
k
)
fi(a)fk(b/a) =
i−1∑
k=1
(
i
k
)
fi(b)fk(a/b)
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Dividing by fi(b) and writing c = a/b we have
fi(c)
i−1∑
k=1
(
i
k
)
fk(1/c)= fi(c)
i−1∑
k=1
(
i
k
)
f k1 (1/c)
=
i−1∑
k=1
(
i
k
)
fk(c)
=
i−1∑
k=1
(
i
k
)
f k1 (c)
= f1(ci)
i−1∑
k=1
(
i
k
)
f i−k1 (1/c)
= f1(ci)
i−1∑
k=1
(
i
k
)
f k1 (1/c).
So fi(c) = f1(ci) for all c ∈ C except possibly for those c for which f1(1/c) is zero
of the polynomial
p(x) =
i−1∑
k=1
(
i
k
)
xk.
But the set of zeros of this polyinomial is finite and fi is multiplicative, so fi(c) =
f1(c
i) for all c ∈ C.
Writting f1 = g we have
ϕ
([
1 0
0 a
])
=


1 0 0 · · · 0
0 g(a) 0
.
.
. 0
0 0 g(a2)
.
.
. 0
...
...
...
.
.
.
...
0 0 0 · · · g(an−1)


.
So we have
ϕ(A) = Symn−1A
for
A =
[
1 1
0 1
]
, A =
[
1 0
0 0
]
, A =
[
0 1
1 0
]
, and A =
[
1 0
0 a
]
,
where 0 /= a ∈ C. But these matrices generate M2(C) as a semigroup. So
ϕ(A) = Symn−1A
holds for every A ∈M2(C). 
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