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Bounded Fuzzy Possibilistic Method
Hossein Yazdani
Abstract—This paper introduces Bounded Fuzzy Possibilistic
Method (BFPM) by addressing several issues that previous
clustering/classification methods have not considered. In fuzzy
clustering, object’s membership values should sum to 1. Hence,
any object may obtain full membership in at most one cluster.
Possibilistic clustering methods remove this restriction. However,
BFPM differs from previous fuzzy and possibilistic clustering
approaches by allowing the membership function to take larger
values with respect to all clusters. Furthermore, in BFPM, a data
object can have full membership in multiple clusters or even in
all clusters. BFPM relaxes the boundary conditions (restrictions)
in membership assignment. The proposed methodology satisfies
the necessity of obtaining full memberships and overcomes the
issues with conventional methods on dealing with overlapping.
Analysing the objects’ movements from their own cluster to
another (mutation) is also proposed in this paper. BFPM has
been applied in different domains in geometry, set theory,
anomaly detection, risk management, diagnosis diseases, and
other disciplines. Validity and comparison indexes have been
also used to evaluate the accuracy of BFPM. BFPM has been
evaluated in terms of accuracy, fuzzification constant (different
norms), object’s movement analysis, and covering diversity. The
promising results prove the importance of considering the pro-
posed methodology in learning methods to track the behaviour
of data objects, in addition to obtain accurate results.
Index Terms−Bounded Fuzzy Possibilistic Method, Membership
function, Critical object, Object movement, Mutation, Overlap-
ping, Similarity function, Weighted Feature Distance, Supervised
learning, Unsupervised learning, Clustering.
I. INTRODUCTION
CLUSTERING is a form of unsupervised learning thatsplits data into different groups or clusters by calculating
the similarity between objects contained in a dataset [1]. More
formally, assume that we have a set of n objects represented
by O = {o1, o2, ... , on} in which each object is typically
described by numerical feature − vector data that has the
form X = {x1, ... , xd} ⊂ Rd, where d is the dimension
of the search space or the number of features [2]. A cluster is
a set of objects, and the relation between clusters and objects
is often represented by a matrix with values {uij}, where
u represents a membership value, j is the jth object in the
dataset, and i is the ith cluster [3]. A partition or membership
matrix is often represented as a c×n matrix U = [uij ], where
c is the number of clusters [4]. Crisp, fuzzy and possibilistic
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are three types of partitioning methods [5]. Crisp clusters are
non-empty, mutually-disjoint subsets of O:
Mhcn =
{
U ∈ <c×n| uij ∈ {0, 1}, ∀ i, j;
0 <
n∑
j=1
uij < n, ∀i;
c∑
i=1
uij = 1, ∀j
}
(1)
where uij is the membership of object oj in cluster i. If the
object oj is a member of cluster i, then uij = 1; otherwise,
uij = 0. Fuzzy clustering is similar to crisp clustering
[6], but each object can have partial memberships in more
than one cluster [7] (to cover overlapping). This condition is
stated by Eq. (2), where an object may obtain partial nonzero
memberships in several clusters, but only a full membership
in one cluster.
Mfcn =
{
U ∈ <c×n| uij ∈ [0, 1], ∀ i, j;
0 <
n∑
j=1
uij < n, ∀i;
c∑
i=1
uij = 1, ∀j
}
(2)
According to Eq. (2), each column of the partition matrix must
sum to 1 (
∑c
i=1 uij = 1). Thus, a property of fuzzy clustering
is that, as c becomes larger, the uij values must become
smaller [8]. An alternative partitioning approach is possibilistic
clustering [9]. In Eq. (3), the condition (
∑c
i=1 uij = 1) is
relaxed by substituting it with (max
1≤i≤c
uij > 0).
Mpcn =
{
U ∈ <c×n| uij ∈ [0, 1], ∀ i, j;
0 <
n∑
j=1
uij ≤ n, ∀i; max
1≤i≤c
uij > 0, ∀j
}
(3)
Based on Eq. (1), Eq. (2), and Eq. (3), it is easy to see
that all crisp partitions are subsets of fuzzy partitions, and
a fuzzy partition is a subset of a possibilistic partition, i.e.,
Mhcn ⊂ Mfcn ⊂ Mpcn. Possibilistic method has some
drawbacks such as offering trivial null solutions [10], and the
method needs to be tuned in advance as the method strongly
depends on good initialization steps [11]. AM-PCM (Auto-
matic Merging Possibilistic Clustering Method) [12], Graded
possibilistic clustering [13], and some other approaches such
as soft transition techniques [14] are proposed to cover the
issues with possibilistic methods.
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A. FCM Algorithm
In prototype-based (centroid-based) clustering, the data is
described by a set of point prototypes in the data space
[15]. There are two important types of prototype-based FCM
algorithms. One type is based on the fuzzy partition of a
sample set [16] and the other is based on the geometric
structure of a sample set in a kernel-based method [17]. The
FCM function may be defined as [1]:
Jm(U, V ) =
c∑
i=1
n∑
j=1
umij ||Xj − Vi||2A ; (4)
where U is the (c × n) partition matrix, V = {v1, v2, ..., vc}
is the vector of c cluster centers (prototypes) in <d, m > 1
is the fuzzification constant, and ||.||A is any inner product
A-induced norm [18], i.e., ||X||A =
√
XTAX or the distance
function such as Minkowski distance, presented by Eq. (5).
Eq.(4) [19] makes use of Euclidean distance function by
assigning (k = 2) in Eq. (5).
dk(x, y) =
( d∑
j=1
| xj − yj |k
)(1/k)
(5)
In this paper, the Euclidean norm (A = I) or (k = 2) is used
for the experimental verifications, although there are some
issues with conventional similarity functions to cover diversity
in their feature spaces [20].
B. Kernel FCM
In kernel FCM, the dot product
(
φ(X).φ(X) = k(X,X)
)
is used to transform feature vector X , for non-linear mapping
function
(
φ : X −→ φ(X) ∈ <Dk
)
, where Dk is
the dimensionality of the feature space. Eq. (6) presents a
non-linear mapping function for Gaussian kernel [21].
Jm(U ; k) =
c∑
i=1
( n∑
j=1
n∑
k=1
(umiju
m
ik dk(xj , xk))/2
n∑
l=1
umil
)
(6)
where U ∈ Mfcn, m > 1 is the fuzzification parameter,
and dk(xj , xk) is the kernel base distance [22], replaces
Euclidean function, between the jth and kth feature vectors:
dk(xj , xk) = k(xj , xj) + k(xk, xk)− 2k(xj , xk) (7)
The other sections in this paper are organized as follows. In
Section II, challenges on conventional clustering and mem-
bership functions are discussed. To clarify the challenges,
numerical examples are explored. Section III introduces BFPM
methodology on membership assignments and discusses how
the method overcomes the issues with conventional methods.
This section also presents an algorithm for clustering problems
using BFPM methodology. Experimental results and cluster
validity functions are discussed in Section IV. Discussions and
conclusions are presented in Section V.
II. CHALLENGES ON CONVENTIONAL METHODS
Uncertainty is the main concept in fuzzy type-I, fuzzy type-
II, probability, possibilistic, and other methods [23]. To get a
better understanding of the issues on conventional membership
functions that deal with uncertainty, several examples in wider
perspectives are presented in the following sections. The ne-
cessity of considering a comprehensive membership function
on data objects is being brighten when intelligent systems
are used to implement mathematical equations in uncertain
conditions. The aim of this paper is to remove restrictions
on data objects to participate in as much clusters as they can
[24]. Lack of this consideration in learning methods weakens
the accuracy and the capability of the proposed methods
[25]. The following examples explore the issues on conven-
tional methods in two dimensional search space. In higher
dimensional search spaces, Big data, and social networks
where overlapping is the key role [26], [27], the influences of
miss-assignments massively skew the final results. Examples
are selected from geometry, set theory, medicine, and other
domains to highlight the importance of considering objects’
participation in more clusters.
A. Example from Geometry:
Assume UG =
{
uij(x)
∣∣∣ xj ∈ Li , uij → [0, 1]} is a
membership function that assigns a membership degree to
each point xj with respect to each line Li, where each line
represents a cluster. Some believe that a line cannot be a
cluster, but we should note that data pattern or data model can
be represented as a function in different norms, which in here,
the data models can be presented as lines in two dimensional
search space. Now consider the following equation which
describes c lines crossing at the origin:
AX = 0 (8)
where matrix A is a c×d coefficient matrix, and X is a d×1
matrix, in which c is the number of lines and d is the number
of dimensions (in this example is 2). From a geometrical point
of view, each line containing the origin is a subspace of Rd.
Eq. (9) describes c lines as subspaces. Without the origin,
each of those lines is not a subspace, since the definition of
a subspace comprises the existence of the null vector as a
condition in addition to other properties [28]. When trying to
design a fuzzy-based [29] clustering method that can create
clusters using the points in all lines, it should be noted that
removing or decreasing a membership value, with respect to
the origin of each cluster, ruins the subspace.
C1,1 C1,2
C2,1 C2,2
...
...
Cc1 Cc,2
×
[
X1
X2
]
=

0
0
...
0
 (9)
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For instance, x1 = 0 , x2 = 0 , x1 = x2 , and x1 = −x2 are
equations representing some of those lines shown by Eq. (10)
with infinite data objects (points) on them.
1 0
0 1
1 1
1 −1
×
[
X1
X2
]
=

0
0
0
0
 (10)
To clarify the idea, just two of those lines A : {x2 = 0} and
B : {x1 = 0} with five points on each, including the origin,
are selected for this example.
A = {p11, p12, p13, p14, p15}
= {(−2, 0), (−1, 0), (0, 0), (1, 0), (2, 0)}
UA =
{
uA(pj)
∣∣∣pj ∈ L1 ⊂ <2}
B = {p21, p22, p23, p24, p25}
= {(0,−2), (0,−1), (0, 0), (0, 1), (0, 2)}
UB =
{
uB(pj)
∣∣∣pj ∈ L2 ⊂ <2}
where pj = (x1, x2). The origin is a member of all
lines, but for convenience, it has been given different
names such as p13 and p23 in each line above. The
point distances with respect to each line and Euclidean
function
(
dk(x, y) =
(∑d
j=1 | xj − yj |2
)(1/2))
are shown in the (2 × 5) matrices below, where 2 is
the number of clusters and 5 is the number of objects.
D1 =
[
0.0 , 0.0 , 0.0 , 0.0 , 0.0
2.0 , 1.0 , 0.0 , 1.0 , 2.0
]
D2 =
[
2.0 , 1.0 , 0.0 , 1.0 , 2.0
0.0 , 0.0 , 0.0 , 0.0 , 0.0
]
A zero value in the first matrix in the first row indicates
that the object is on the first line. For example in D1, the
first row shows that all the members of set A are on the
first line, and the second row shows how far each one of
the points on the first line are from the second line (cluster).
Likewise the matrix D2 shows the data points on the second
line. Membership values are assigned to each point, using
crisp and fuzzy sets as shown in the matrices below by using
an example of membership function presented by Eq. (11)
with respect to Fig. 1 for crisp and fuzzy methods, besides
considering the conditions for these methods described by
Eq. (1) and Eq. (2).
uij =

1 if dij = 0
1− dijdδ if 0 < dij 6 dδ
0 if dij > dδ
(11)
Fig. 1. A sample membership function for a fuzzy input variable ”distance”
for points (objects) with respect to each line (cluster).
where dij is the Euclidean distance of object xj from cluster
i, and dδ is a constant that is used to normalize the values.
In this example (dδ = 2).
Ucrisp(A) =
[
1.0 , 1.0 , 1.0 , 1.0 , 1.0
0.0 , 0.0 , 0.0 , 0.0 , 0.0
]
Ucrisp(B) =
[
0.0 , 0.0 , 0.0 , 0.0 , 0.0
1.0 , 1.0 , 0.0 , 1.0 , 1.0
]
or
Ucrisp(A) =
[
1.0 , 1.0 , 0.0 , 1.0 , 1.0
0.0 , 0.0 , 0.0 , 0.0 , 0.0
]
Ucrisp(B) =
[
0.0 , 0.0 , 0.0 , 0.0 , 0.0
1.0 , 1.0 , 1.0 , 1.0 , 1.0
]
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Ufuzzy(A) =
[
1.0 , 0.5 , 0.5 , 0.5 , 1.0
0.0 , 0.5 , 0.5 , 0.5 , 0.0
]
Ufuzzy(B) =
[
0.0 , 0.5 , 0.5 , 0.5 , 0.0
1.0 , 0.5 , 0.5 , 0.5 , 1.0
]
By selecting crisp membership functions in membership
assignments, the origin can be a member of just one cluster
and must be removed from other clusters. Given the properties
of fuzzy membership functions, if the number of clusters
increases, the membership value assigned to each object will
decrease proportionally. For instance, in the case of two
clusters, the membership of the origin is u13 = 1/2, but if
the number of clusters increases to c using Eq. (9) we obtain
u13 =
1
c . Hence, a point pij will have a membership value
(uij) that is smaller than the value that we can expect to get
intuitively E(uij) (typicality [9] value for (uij)). For instance
(E(u13) = E(u12) = 1) given that they are points in the line.
However, as the number of clusters increases, we will obtain
smaller values for (uij) since (1 < c 7−→ uij < E(uij) ;
1  c 7−→ uij 7→ 0). Possibilistic approaches allow data
objects to obtain larger values in membership assignments.
But PCM (Possibilistic Clustering Method) needs a good
initialization to provide accurate clustering [10]. According
to PCM condition (uij ≥ 0) the trivial null solutions should
be handled by modifications on membership assignments.
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B. Examples from Set Theory
In set theory, we can extract some subsets from a superset
according to the properties of members. Usually, members can
participate in more than one set (cluster). For instance, (A ={
x
∣∣∣ x ∈ N & x ≤ 100}) a set of natural numbers (N ⊂
<) can be categorized into different subsets: ”Even” (A1 ={
x
∣∣∣ x ∈ A & x mod 2 = 0}), ”Odd” (A2 = {x∣∣∣ x ∈ A &
x mod 2 = 1
}
), and ”Prime” (A3 =
{
x
∣∣∣ x ∈ A : ∀a, b ∈
N, x|ab ⇒ (x = a ∨ x = b)
}
) numbers, presented by Fig. 2.
According to set theory, we can distinguish some members that
participate in other subsets with full memberships. The other
example is to categorize the set (A) into two clusters: numbers
divisible by two (A4 =
{
x
∣∣∣ x ∈ A & x mod 2 = 0}) and
(A5 =
{
x
∣∣∣ x ∈ A & x mod 5 = 0}) numbers divisible
by five, presented by Fig. 3. By considering the examples, we
see some members can participate in more clusters, and we
cannot remove any of them form any of those sets. In other
words, we cannot restrict objects (members) to participate in
only one cluster, or partially participate in other clusters.
Fig. 2. Categorizing a set of natural numbers into some categories (even (A1),
odd (A2), or prime numbers (A3)), to evaluate the arithmetic operations (the
intersection A1 ∩A2 and the union A1 ∪A2) by learning methods.
Fig. 3. Categorizing a set of natural numbers into some categories (divis-
ible by two (A4) or five (A5)), to evaluate the arithmetic operations (the
intersection and the union) by learning methods.
Removing or restricting objects from their participation
in other clusters leads to losing very important information,
and consequently weakens the accuracy of learning methods.
Members should be treated by a comprehensive method that
allows objects to participate in more, even all clusters as full
members with no restriction. From Fig. 3, this is obvious that
we cannot say the member 30 is only a member of cluster
”divisible by 2”, or is a half member of this cluster. Member
30 is a full member of both clusters, which cannot be precisely
explored by conventional methods. More formally, for a set
of objects that should be clustered into two clusters A
′
and
A
′′
, crisp methods can cover the union (A
′ ∪ A′′), means
all objects are categorized in clusters, but cannot provide the
intersection (A
′ ∩ A′′), means that no object can participate
in more than one cluster even for the mandatory cases such
as presented examples from geometry and set theory. Other
conventional methods reduce the memberships assigned to
objects that participate in more than one cluster, which means
objects cannot be full members of different clusters.
C. Examples from other Domains
Another example is a student from two or more departments
that needs to be assigned full memberships from more than one
department, as a top student based on their participations. As-
sume we plan to categorize a number of students (S) into some
clusters, based on their skills with respect to each department
or course D (mathematics, physics, chemistry and so on) which
can be presented as UD =
{
uij(s)
∣∣∣sj ∈ Di , uij → [0, 1]}.
Again, assume that a very good student (sj) with potential
ability to participate in more than one cluster (Di) with the
full membership degree (1), as follow:
u1j = 1 , u2j = 1
, ... , and unj = 1
As the equations show, sj is a full member of some clusters
(departments) D1, D2, ..., Dn. The following membership
assignments are calculated based on crisp and fuzzy methods
for membership values for student s1 who is a member of
two departments D1 and D2 out of four:
uij =
[
u1j , u2j , u3j , u4j
]
UCrisp(s1) =
[
1.0 , 0.0 , 0.0 , 0.0
]
or
UCrisp(s1) =
[
0.0 , 1.0 , 0.0 , 0.0
]
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Ufuzzy(s1) =
[
0.5 , 0.5 , 0.0 , 0.0
]
As results show, students can obtain credit from just one de-
partment in crisp method. In fuzzy method, their memberships
and credits are divided into the number of departments. In all
domains and disciplines, we need to remove the limitations
and restrictions in membership assignments to allow objects
to participate in more clusters to track their behaviour. In
medicine, we need to evaluate individuals before being af-
fected to any disease categories to cut the further costs for
treatments [30]. In such a case, we need to evaluate individuals
on their participations in other clusters without any restriction
to track their potential ability to participate in other clusters.
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III. NEW LEARNING METHODOLOGY (BFPM)
Bounded Fuzzy Possibilistic Method (BFPM) makes it
possible for data objects to have full memberships in several
or even in all clusters, in addition to provide the properties
of crisp, fuzzy, and possibilistic methods. This method also
overcomes the issues on conventional clustering methods, in
addition to facilitate objects’ movements (mutation) analysis.
This is indicated in Eq. (12) with the normalizing condition
of 1/c
∑c
i=1 uij . BFPM allows objects to participate in more
even all clusters in order to evaluate the objects’ movement
from their own cluster to other clusters in the near future.
Knowing the exact type of objects and studying the object’s
movement in advance is very important for crucial systems.
Mbfpm =
{
U ∈ <c×n| uij ∈ [0, 1], ∀ i, j;
0 <
n∑
j=1
uij ≤ n, ∀i; 0 < 1/c
c∑
i=1
uij ≤ 1, ∀j
}
(12)
BFPM avoids the problem of reducing the objects’
memberships when the number of clusters increases.
According to the geometry example, objects (points) are
allowed to obtain full memberships from more than one even
all clusters (lines) with no restrictions [31]. Based on the
membership assignments provided by BFPM we can obtain
the following results for the points on the lines.
Ubfpm(A) =
[
1.0 , 1.0 , 1.0 , 1.0 , 1.0
0.0 , 0.5 , 1.0 , 0.5 , 0.0
]
Ubfpm(B) =
[
0.0 , 0.5 , 1.0 , 0.5 , 0.0
1.0 , 1.0 , 1.0 , 1.0 , 1.0
]
The origin can participate in all clusters (lines) as a full
member. These objects such as the origin and alike are called
critical objects [32]. Addressing the critical objects is very
important, as we need to encourage or prevent objects to/from
participating in other clusters. Critical objects are important
even in multi objective optimization problems, as we are
interested to find the solution that fits in all objective functions.
The arithmetic operations in set theory, the intersection A∩B
and the union A∪B, are precisely covered by BFPM. Covering
the intersection by learning methods, removes the limitations
and restrictions in membership assignments, and members can
participate in more even all clusters.
BFPM has the following properties:
Property 1:
Each data object must be assigned to at least one cluster.
Property 2:
Each data object can potentially obtain a membership value
of 1 in multiple clusters, even in all clusters.
Proof of Property 1:
As the following inequality shows, each data object must
participate in at least one cluster.
0 < 1/c
c∑
i=1
uij
Proof of Property 2:
According to fuzzy membership assignment [33] with
respect to c clusters, we have: (0 < u1j ≤ 1, ∀ xj ∈ C1),
..., (0 < ucj ≤ 1, ∀ xj ∈ Cc). By replacing the
values of zero and one (for fuzzy functions) with
the linguistic values of Zm and Om, respectively, we
will have: (Zm < u1j ≤ Om, ∀ xj ∈ C1), ...,
(Zm < ucj ≤ Om, ∀ xj ∈ Cc).
Consequently, we will get Eq. (13), as Zm and Om are
upper and lower boundaries, and regarding the rules in fuzzy
sets [34], results from multiplications in upper and lower
boundaries are in those boundaries.
c.0 <
c∑
i=1
uij ≤ c.1, ∀ xj ∈ Ci
c.Zm <
c∑
i=1
uij ≤ c.Om, ∀ xj ∈ Ci (13)
By considering Eq. (13), the above assumptions, and dividing
all sides by c, we obtain the following equation:
0 <
1
c
c∑
i=1
uij ≤ 1, ∀ xj ∈ Ci
Zm <
1
c
c∑
i=1
uij ≤ Om, ∀ xj ∈ Ci (14)
Finally, we get the BFPM condition by converting the
linguistic values to crisp values, 0 < 1/c
∑c
i=1 uij ≤ 1, ∀j.
The second proof provides the most flexible environment for
all membership functions that make use of uncertainty in their
membership assignments. In other words, BFPM is introduced
to assist fuzzy and possibilistic methods in their membership
assignments. In conclusion, BFPM presents a methodology
that not only objects can be clustered based on their similar-
ities, but also the abilities of objects in participation in other
clusters can be studied. The method covers the intersection and
the union operations with respect to all objects and clusters.
It means that if and even if there is a similarity between any
object and clusters, even in one dimension, the object can ob-
tain membership degrees from clusters. If there is a similarity
between an object and a cluster, a proper membership degree
will be assigned to the object, otherwise the membership
degree will be zero. The degree of membership is calculated
based on the similarity of objects with clusters with respect to
all dimensions. Having similarities in more dimensions results
in a higher degree of membership. Moreover, the method
considers the object’s movement from one cluster to another in
prediction and prevention strategies. In crucial systems such as
security, diagnosing diseases, risk management, and decision
2019 6
TABLE I
ANALYSING SAMPLES WITH REGARDS TO COVARIANT VARIABLES FIVE YEAR SURVIVAL(SHORT/LONG), CANCER STAGE(LOW/HIGH), AVERAGE AGE,
AND CANCER TYPE(S/A).
Serum metabolites Samples No. Survival(s) Survival(l) Stage(l) Stage(h) Ave. age C-type(s) C-type(a)
Diamond cluster 12 63.30 % 36.70 % 83.33 % 16.67 % 64.82 57.33 % 42.67 %
Cancer samples in 21 40.91 % 59.09 % 60.87 % 39.13 % 65.31 39.13 % 60.87 %
square cluster
Cancer samples in 6 50.00 % 50.00 % 66.66 % 33.34 % 58.60 33.34 % 66.66 %
circle cluster
Fig. 4. Serum samples categorized into 4 clusters to find a set of features that separate healthy samples from cancer samples, while there is no healthy sample
in the diamond cluster.
making systems, studying the behaviour of objects in ad-
vance is extremely important. Neglecting the study of objects’
movements directs the systems to irreparable consequences.
Algorithm 1 is introduced to assign memberships to objects
with respect to each cluster.
Algorithm 1 BFPM Algorithm
Input: X, c, m
Output: U, V
Initialize V;
while max
1≤k≤c
{||Vk,new − Vk,old||2} > ε do
uij =
[ c∑
k=1
( ||Xj − vi||
||Xj − vk||
) 2
m−1
] 1
m
, ∀i, j (15)
Vi =
∑n
j=1(uij)
mxj∑n
j=1(uij)
m
, ∀i ; (0 < 1
c
c∑
i=1
uij ≤ 1). (16)
end while
BFPM methodology and Euclidean distance function have
been applied in Algorithm 1. This algorithm makes use of the
BFPM membership assignments (Eq. (12)) by considering
(0 < 1c
∑c
i=1 uij ≤ 1) condition to assign membership values.
Eq. (15) and Eq. (16) show how the algorithm calculates
(uij) and how the prototypes (vi) will be updated in each
iteration. The algorithm runs until reaching the condition:
max
1≤k≤c
{||Vk,new − Vk,old||2} < ε
The value assigned to ε is a predetermined constant that varies
based on the type of objects and clustering problems.
IV. EXPERIMENTAL VERIFICATION
The proposed method has been applied on real applications
and problems from different domains such as medicine (lung
cancer diagnosis) [30], intrusion detection systems [32], and
banking (financial) systems and risk managements (decision
making systems) [35]. The proposed methodology has been
utilized in both supervised and unsupervised learning strate-
gies, but in this paper clustering problems have been selected
for experimental verifications. BFPM revealed information
about lung cancer through analysis of metabolomics, by eval-
uating the potential abilities of objects to participate in other
cluster. The results on the cancer dataset have been presented
by Table I and Fig. 4. The figure shows how individuals are
clustered with respect to their serum features (metabolites),
where the horizontal axis presents objects, and the vertical
axis shows the memberships assigned to objects. The method-
ology has been also applied in risk management and security
systems to evaluate how objects (packets/transactions) that are
categorized in normal cluster can be risky for the systems in
the near future. In other words, the potential ability of current
normal (healthy) objects to move to abnormal (cancer) cluster,
and vice versa, has been covered by BFPM. In this paper,
the benchmark Iris and Pima datasets from UCI repository
[36] have been chosen to illustrate the idea. The datasets used
in this experiment were normalized in the range [0, 1]. The
accuracy of BFPM is compared with other methods, while
the accuracy is mostly measured by the percentage of the
correct labelled objects in classification problems, however the
accuracy in clustering problems refers to the evaluation of the
distance between the objects and the center of the clusters
which is known as measuring separation and compactness of
objects with respect to prototypes [37]. Table II shows the ac-
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TABLE II
ACCURACY RATES OF MODIFIED METHODS: K-MEANS, FCM, AND PCM IN COMPARISON WITH BFPM FOR IRIS DATASET.
......
... Iris Dataset
......
... Modified FCM PCM
Fuz
zy
k-m
eans
LAC WL
AC
FW
LAC
CD-
FCM
KCD
-FC
M
KFC
M-F
WE
-FC
M
APC
M
BFP
M
......
...
74.96 90.21 90.57 94.37 95.90 96.18 92.06 96.66 92.67 97.33
Fig. 5. Plot obtained by BFPM to demonstrate objects’ memberships with respect to two clusters, the current and the closest clusters, to analyse objects’
movements from their own cluster to another.
Fig. 6. Plot obtained by fuzzy methods to demonstrate objects’ memberships with respect to two clusters, the current and the closest clusters.
curacy obtained by BFPM in comparison with recent fuzzy and
possibilistic methods: fuzzy-k-means [38], Locally Adaptive
Clustering (LAC) [38], Weighted Locally Adaptive Clustering
(WLAC) [38], Fuzzy Weighted Locally Adaptive Clustering
(FWLAC) [38], Collaborative Distributed Fuzzy C-Means
(CD-FCM) [39], Kernel-based Collaborative Distributed Fuzzy
C-Means (KCD-FCM) [39], Kernel-based Fuzzy C-Means
and Fuzzy clustering (KFCM-F) [39], Weighted Entropy-
regularized Fuzzy C-Means (WE-FCM) [39], and Adaptive
Possibilistic C-Means (APCM) [40]. Results form BFPM was
achieved by assigning fuzzification constant as (m = 2).
According to the results, BFPM performs better than other
clustering methods, in addition to provide the crucial objects
and areas in each dataset by allowing objects to show their
potential abilities to participate in other clusters. This ability
results in tracking the objects’ movements from one cluster
to another. Fig. 5 and Fig 6 depict the objects’ memberships
obtained by BFPM and fuzzy methods, respectively. The
memberships are assigned with respect to two clusters, the
current cluster which objects are clustered in and the closest
clusters. The horizontal axis presents objects, and the vertical
axis shows the memberships assigned to objects. The upper
points are memberships assigned to objects with respect to
the current cluster and the lower points depicts the objects’
memberships with respect to the closest cluster. According to
Fig. 5, the objects can show their ability to participate in other
clusters by obtaining higher memberships based on BFPM
membership assignments (0 < 1c
∑c
i=1 uij ≤ 1), while in Fig.
6 which is obtained by fuzzy methods, objects cannot obtain
high memberships for other clusters as the fuzzy methods are
designed to get objects completely separated (
∑c
i=1 uij = 1).
By comparing the figures, we can conclude that fuzzy methods
aim to cluster data objects, while BFPM not only aims to
cluster objects with higher accuracy but also detect critical
objects that trap learning methods in their learning procedures.
The accuracy of clustering methods can be also evaluated
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TABLE III
VALIDITY INDICES : PARTITION COEFFICIENT(Vpc), PARTITION ENTROPY (Vpe), DB, CS, AND G INDEX WITH THEIR FUNCTIONS AND DESIRABLE
VALUES, FOR n DATA OBJECTS WITH RESPECT TO c CLUSTERS.
Validity Index Suitable Value Function
Vpc Maximum Vpc(U) =
∑n
j=1
∑c
i=1(u
2
ij)
n
(17)
uij is the membership value of jth object for ith cluster.
Vpe Minimum
Vpe(U) =
−1
n
{ n∑
j=1
c∑
i=1
(uij log uij)
}
(18)
DB Minimum DB(C) =
1
C
C∑
j=1
Rj ; Rj = maxj,j 6=i
(
ei + ej
Dij
)
; ej =
1
Nj
∑
x∈Cj
||X −mj ||2 (19)
Dij is the distance between the ith and the jth prototype
ei and ej are the average errors for clusters Ci and Cj .
CS Minimum CS(C) =
∑C
j=1
(
1
Nj
∑
Xi∈Cj (maxxl∈CjD(Xl, Xj))
)
∑K
j=1
(
maxj∈K,j 6=iD(mi,mj)
) (20)
G Maximum G =
D
C
=
1
n2
∑n
j1=1
∑n
j2=1
d2
(
Xj1 , Xj2
)
w2
2
n(n−1)
∑n−1
j1=1
∑n
j2=j1+1
∑c
i=1 d
2
(
Xj1 , Xj2
)
w1
(21)
w2 = min{maxj1ui1j1 ,maxj2 6=j1ui2j2}, and w1 = min{ui1j , ui2j}
TABLE IV
RESULTS OF BFPM ALGORITHM, USING Vpc , Vpe , DB, G, AND CS INDICES AS FITNESS FUNCTIONS FOR NORMALIZED IRIS AND PIMA DATASETS FOR
DIFFERENT VALUES OF FUZZIFICATION CONSTANT (m).
Validity Index DataSet Cluster No. m=1.4 m=1.6 m=1.8 m =2
Vpc↑
Iris 3 0.761 0.744 0.739 0.742
Pima 2 0.758 0.660 0.574 0.573
Vpe↓
Iris 3 0.332 0.271 0.233 0.204
Pima 2 0.301 0.301 0.296 0.268
DB↓
Iris 3 0.300 0.249 0.232 0.225
Pima 2 2.970 1.950 1.742 1.668
G↑
Iris 3 5.300 7.880 10.050 12.140
Pima 2 1.440 1.830 2.100 2.230
CS↓
Iris 3 0.051 0.047 0.046 0.045
Pima 2 0.054 0.036 0.032 0.031
either using cluster validity functions or the comparison
indices method [41]. Several validity functions have been
introduced, which some of them are presented in Table III.
DB index [42], shown by Eq. (19), evaluates the performance
of the clustering method by maximizing the distance between
prototypes distances on one side and minimizing the distance
between each prototype and the objects belong to the same
cluster. CS index, presented by Eq. (20) [43], is very similar
to DB index, but it works on clusters with different densities.
G index, presented by Eq. (21) [44], performs by evaluating
the separations and compactness of data objects with respect
to clusters. Separation of the fuzzy partition is defined as
D to check how well the prototypes are separated. On the
other hand, compactness C of fuzzy partitions measures how
close data objects are in each cluster. The desirable values
(min/max) with respect to each validity index is presented
in Table III. Table IV explores values from different validity
functions Vpc, Vpe, DB, G, and CS for BFPM with respect to
different values of fuzzification constant m for Iris and Pima
datasets with three and two clusters respectively.
V. DISCUSSIONS AND CONCLUSIONS
This paper introduced the Bounded Fuzzy Possibilistic
Method (BFPM) as a new methodology in membership as-
signments in partitioning methods. The paper provided the
mathematical proofs for presenting BFPM as a superset of
conventional methods in membership assignments. BFPM not
only avoids decreasing the memberships assigned to objects
with respect to all clusters, but also makes the search space
wider for objects to participate in more, even all clusters as
partial or full members to present their potential abilities to
move from one cluster to another (mutation). BFPM facilitates
the analysis of objects’ movements for crucial systems, while
conventional methods aim to just cluster objects without
paying attention to their movements. Tracking the behavior
of objects in advance leads to better performances, in addition
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to have a better insight in prevention and prediction strategies.
The necessity of considering the proposed method has been
proved by several examples from geometry, set theory, and
other domains.
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