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NORM CONTROLLED COHOMOLOGY OF TRANSFORMATION
GROUPS
MITSUAKI KIMURA
Abstract. We generalize the result of Brandenbursky and Marcinkovski for
the bounded cohomology of transformation groups to infinite volume case. To
state the result, we introduce the notion of norm controlled cohomology as a
generalization of bounded cohomology.
1. Introduction
Since the Gromov’s seminal paper [10], the bounded cohomology has received
considerable attention and has been studied by many authors. However, its com-
putation is difficult in general. For the real coefficient case, the first cohomology
is trivial. The second cohomology can be highly non-trivial (typically infinite-
dimensional). There are many studies on the computation of the second bounded
cohomology. On the other hand, the third bounded cohomology had rarely been
computed, except for Soma’s result [18]. In 2015, Frigerio, Pozzetti and Sisto [8]
proved that the third bounded cohomology is infinite-dimensional for acylindrically
hyperbolic groups. Recently, Brandenbursky and Marcinkowski [4] proved that the
third bounded cohomology is infinite-dimensional for certain transformation groups
of non-positively curved manifolds in some sense. It this paper, we generalize the
result of Brandenbursky and Marcinkowski.
LetM be a complete connected Riemannian manifold and µ a measure onM in-
duced by the Riemannian metric. Let Homeo0(M,µ) denote the group of measure-
preserving compactly supported homeomorphisms of M which are isotopic to the
identity map. In [4], Brandenbursky and Marcinkowski gave a construction of
bounded cohomology classes of Homeo0(M,µ) for the case M is of finite volume.
We consider the following problem: what happens if M is of infinite volume? We
observe that their construction gives not necessarily a bounded cochain but a “norm
controlled” cochain (Proposition 4.4). In order to regard this cochain as a certain
cohomology class, we introduce a notion of “norm controlled” cohomology.
Definition 1.1. Let G be a group and ν a (pseudo) norm on G. We define a
subcomplex C¯nν (G) of C¯
n(G) to be the set of cochains c ∈ C¯n(G) satisfying the
following: there exist C,D ≥ 0, for all g1, . . . , gn ∈ G,
c(g1, . . . , gn) ≤ C(ν(g1) + · · ·+ ν(gn)) +D.
The norm controlled cohomology, denoted by Hnν (G), is defined to be the coho-
mology of the cochain complex (C¯nν (G), δ¯). The exact norm controlled cohomology
EHnν (G) is the kernel of the comparison map H
n
ν (G)→ H
n(G).
If ν is a bounded norm, then Hnν (G) is nothing but the bounded cohomology
Hnb (G) of G. Note that a similar generalization of bounded cohomology is studied
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for finitely generated groups and its word length, which is called the polynomially
bounded cohomology (see [14] for example).
We mainly consider several subgroups of Homeo0(M,µ). Let Diff0(M, vol) de-
note the group of diffeomorphisms which are isotopic to the identity map and pre-
serve the volume form induced by the Riemannian metric. If (M,ω) is a symplectic
manifold, let Symp0(M,ω) denote the group of symplectomorphisms which are iso-
topic to the identity map. We regard Symp0(M,ω) as a subgroup of Homeo0(M,µ)
by considering µ induced by the volume form ω(dimM)/2.
Theorem 1.2. Let TM be Homeo0(M,µ) or Diff0(M, vol) or Symp(M,ω). Assume
that there exists an open subset U of M with finite volume such that νU is well-
defined on TM . If either
(1) πM surjects onto F2 or
(2) F2 ×K embeds hyperbolically into πM , where K is a finite group,
then
dimEHnνU (TM ) ≥ dimEH
n
b (F2).
Here EH
n
b (G) denotes the reduced exact bounded cohomology of G (see Section
2.2) and νU is the fragmentation norm with respect U (see Definition 4.1). If M is
finite volume and U = M , this implies (a weak version of) the result of [4, Theo-
rem A and B]. We remark that the condition (2) is satisfied if G is acylindrically
hyperbolic. For more details about acylindrically hyperbolicity and hyperbolically
embedding, see [15]. It is known that most 3-manifold groups are acylindrically
hyperbolic [13]. On the other hand, if M is 3-dimensional and π1(M) is finitely
generated, there exists a 3-dimensional compact submanifold C such that the in-
clusion C → M is homotopy equivalent by the Scott core theorem [17]. Thus we
have many examples that enjoy the assumption of the above theorem.
We also define a variant of the norm controlled cohomology Hn(d)(G, ν) for non-
negative integer d such that Hn(0)(G, ν) = H
n
ν (G). We observe several basic proper-
ties of the cohomology such as functoriality (Proposition 3.8). The cochain obtained
by Burandenbursky–Marcinkovski’s construction for infinite volume manifold is re-
garded as an element of this cohomology too.
Our motivation of this cohomology also comes from relative quasimorphisms. Let
G be a group and ν : G → [0,∞) a conjugation-invariant norm on G. A function
φ : G→ R is called a relative quasimorphism with respect to a conjugation-invariant
norm ν (see [5]) if there exists a constant C ≥ 0 such that
|φ(gh)− φ(g)− φ(h)| ≤ C ·min{ν(g), ν(h)},
for all g, h ∈ G, φ . Relative quasimorphisms appeared first in the paper of En-
tov and Polterovich [6]. They appear mainly in symplectic geometry, but they
also constructed in another context by the author [12]. For a quasimorphism φ,
its coboundary δ¯φ is considered as an element of 2nd bounded cohomology class.
Similarly, a relative quasimorphism φ : G→ R with respect to ν can be seen as an
element of H2(1)(G, ν). We hope that our cohomology has applications to the study
of relative quasimorphisms.
We also note that the idea of the technique in Proposition 4.4 comes from the
construction of relative quasimorphisms by Kawasaki [11] and Brandenbursky and
Ke¸dra [3]. Moreover, our construction also can be seen as a generalization of [3].
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Figure 1. A relation to previous constructions
We remark that both [3] and [4] can be seen as a generalization of the construction
of Gambaudo–Ghys [9] and Polterovich [16] (Figure 1).
2. Preliminary on group cohomology
2.1. Group cohomology. Through the paper, we only consider the cohomology
with the real coefficient. We both use inhomogeneous complex C¯•(−) and homoge-
neous complex C•(−). Thus we define both of them and note their correspondence.
Let G be a group. We consider the space of (inhomogeneous) n-cochains
C¯n(G) = {c¯ : Gn → R}
and coboundary map δ¯ : C¯n−1(G)→ C¯n(G) defined by
δ¯c¯(g1, . . . , gn) = c¯(g2, . . . , gn)+
n−1∑
i=1
(−1)ic¯(g1, . . . , gigi+1, . . . , gn)+(−1)
nc¯(g1, . . . , gn−1)
for c¯ ∈ C¯n(G) and g1, . . . , gn ∈ G. The cohomology of this cochain complex is
called the (group) cohomology of G and denoted by Hn(G).
There is another definition of this cohomology. A map c : Gn+1 → R is said to
be homogeneous if c(g0h, . . . , gnh) = c(g0, . . . , gn) for every g0, . . . , gn, h ∈ G. The
space of (homogeneous) n-cochains is
Cn(G) = {c : Gn+1 → R | c is homogeneous}
and coboundary map δ : Cn−1(G)→ Cn(G) is defined by
δc(g0, . . . , gn) =
n∑
i=0
(−1)ic(g0, . . . , ĝi, . . . , gn)
for c ∈ Cn(G) and g0, . . . , gn ∈ G, where ĝi means that we omit the entry gi. The
cohomology of (Cn(G), δ) also defines Hn(G).
The correspondence between an inhomogeneous cochain c¯ ∈ C¯n(G) and homoge-
nous one c ∈ Cn(G) is the following:
c¯(g1, g2, . . . , gn) = c(1, g1, g1g2, . . . , g1g2 . . . gn),(2.1)
c(g0, g1, . . . , gn) = c¯(g
−1
0 g1, g
−1
1 g2, . . . , g
−1
n−1gn).(2.2)
We call that a cochain c ∈ Cn(G) is alternating if
c(gσ(0), . . . , gσ(n)) = sgn(σ)c(g0, . . . , gn)
for any g0, . . . , gn ∈ G and σ ∈ Sn+1, where sgn(σ) ∈ {±1} is the sign of σ. Let
Cnalt(G) denote the set of alternating n-cochains. Then (C
n
alt(G), δ) is a subcomplex
of (Cn(G), δ). It is known that the cohomology of (Cnalt(G), δ) also defines H
n(G).
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2.2. Bounded cohomology. We review the definition of bounded cohomology.
We only mention for inhomogeneous case but homogenous case is also defined sim-
ilarly. If we consider the subcomplex
C¯nb (G) = {c : G
n → R | c is bounded}
of C¯n, the homology of the complex (C¯nb (G), δ¯) is called the bounded cohomology
of G and denoted by Hnb (G). The natural inclusion C¯
n
b (G) → C¯
n(G) induces the
homomorphism Hnb (G) → H
n(G) which is called the comparison map. The kernel
of the comparison map Hnb (G) → H
n(G) is called the exact bounded cohomology
and denoted by EHnb (G).
For a cochain c¯ ∈ C¯nb (G), we define the norm ‖c¯‖ of c¯ by
‖c¯‖ = sup
g1,...,gn∈G
|c¯(g1, . . . , gn)|.
This norm induces the norm on Hnb (G) which is also denoted by ‖ · ‖. Let N
n(G)
denote the norm zero subspace of Hnb (G), i.e.,
Nn(G) = {α ∈ Hnb (G) | ‖α‖ = 0}.
The reduced cohomology H
n
b (G) is defined by the quotient H
n
b (G)/N
n(G). The re-
duced exact cohomology EH
n
b (G) is defined by EH
n
b (G)/EN(G), where EN
n(G) =
Nn(G) ∩ EHnb (G).
We can consider the homogeneous complex C•b (G), alternating homogenous and
inhomogeneous subcomplex C•b,alt(G) and C¯
•
b,alt(G), and they also define the coho-
mology H•b (G).
3. Norm controlled cohomology
3.1. Definition of the cohomology. LetG be a group. A function ν : G→ [0,∞)
is said to be a norm if it satisfies
(1) ν(gh) ≤ ν(g) + ν(h) for any g, h ∈ G,
(2) ν(g−1) = ν(g) for any g ∈ G,
(3) ν(1G) = 0,
(4) ν(g) > 0 if g 6= 1G.
If one drops condition (4), ν is said to be a pseudo norm. We refer to a group
equipped with a (pseudo) norm as a normed group.
Definition 3.1. For a cochain c¯ ∈ C¯n(G) and a function µ : Gn → [0,∞), we say
that c¯ is Lipschitz with respect to µ if there exist constants C,D ≥ 0 such that for
every g1, . . . , gn ∈ G
|c¯(g1, . . . , gn)| ≤ C · µ(g1, . . . , gn) +D.
Definition 3.2. For a normed group (G, ν) and non-negative integers n and d, we
define C¯n(d)(G, ν) as follows.
• If n > d, we define C¯n(d)(G, ν) as the set of Lipschitz cochains c¯ ∈ C¯
n(G)
with respect to ν(n,d), where ν(n,d) : G
n → [0,∞) is defined by
ν(n,d)(g1, . . . , gn) = min
I⊂{1,...,n}
#I=n−d
{∑
i∈I
ν(gi)
}
= min
1≤ii<···<id≤n
{
ν(g1) + · · ·+ ν̂(gi1) + · · ·+ ν̂(gid) + · · ·+ ν(gn)
}
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• If d ≥ n, we define C¯n(d)(G, ν) = C¯
n
b (G).
Note that c¯ ∈ C¯n(0)(G, ν) implies
|c¯(g1, . . . , gn)| ≤ C · {ν(g1) + · · ·+ ν(gn)} +D
and c¯ ∈ C¯n(n−1)(G, ν) implies
|c¯(g1, . . . , gn)| ≤ C ·min{ν(g1), . . . , ν(gn)} +D.
Lemma 3.3. For any integer d ≥ 0, (C¯n(d)(G, ν), δ¯) is a subcomplex of (C¯
n(G), δ¯).
Proof. It is sufficient to prove δ¯(C¯n−1(d) (G, ν)) ⊂ C¯
n
(d)(G, ν) for the case n− 1 > d.
Let g1, . . . , gn be elements in G. It is easy to see that
ν(n−1,d)(g2, . . . , gn) ≤ ν(n,d)(g1 . . . , gn),
ν(n−1,d)(g1, . . . , gn−1) ≤ ν(n,d)(g1, . . . , gn).
Since ν(gigi+1) ≤ ν(gi) + ν(gi+1),
ν(n−1,d)(g1, . . . , gigi+1, . . . , gn) ≤ ν(n,d)(g1, . . . , gi, gi+1, . . . , gn).
for i = 1, 2, . . . , n− 1.
Therefore, for c¯ ∈ C¯n−1(d) (G, ν),
|δ¯c¯(g1, . . . , gn)| ≤ |c¯(g2, . . . , gn)|+
n−1∑
i=1
|c¯(g1, . . . , gigi+1, . . . , gn)|+ |c¯(g1, . . . , gn−1)|
≤ (n+ 1){C · ν(n,d)(g1, . . . , gn) +D}. 
Definition 3.4. For a group G equipped with a norm ν and an integer d ≥ 0, we
define the norm controlled cohomology H•(d)(G, ν) of level d by the cohomology of
the cochain complex (C¯n(d)(G, ν), δ¯).
Note that the complexes {C¯n(d)(G, ν)}n,d can be seen as a filtered complex, i.e.,
C¯n(d)(G, ν) ⊂ C¯
n
(d′)(G, ν) if d ≥ d
′.
By the correspondence (2.2), we can define the homogeneous norm controlled
cochain complex Cn(d)(G, ν) as the set of cochain c ∈ C
n(G) which satisfies the
following: there exist constants C,D ≥ 0 such that
|c(g1, . . . , gn)| ≤ C · min
I⊂{1,...,n}
#I=n−d
{∑
i∈I
ν(g−1i−1gi)
}
+D.
We can also define the inhomogeneous (resp. homogeneous) alternating subcomplex
C¯•(d),alt(G, ν) (resp. C
•
(d),alt(G, ν)) and they also define the cohomology H
•
(d)(G, ν).
Example 3.5. Let Zn be the free abelian group of rank n. For a positive integer
l ≤ n, define a (pseudo) norm νl on Z
n by
νl(m1, . . . ,ml, . . . ,mn) = |m1|+ · · ·+ |ml|
for m1, . . . ,mn ∈ Z. Now we compute H
1
νl(Z
n). Note that H1ν (G) = H
1
(0)(G, ν) =
Ker(δ¯ : C¯1(d) → C¯
2
(d)) is the set of Lipschitz homomorphisms with respect to ν.
We define a homomorphism φi : Z
n → R by φi(m1, . . . ,ml, . . . ,mn) = mi.
Hom(Zn,R) ∼= Rn is generated by φ1, . . . , φn. It is easy to see that φi is Lips-
chitz with respect to νl for i ≤ l and not for i > l. Thus, H
1
νl
(Zn) is generated by
φ1, . . . , φl and isomorphic to R
l.
6 MITSUAKI KIMURA
3.2. Functoriality. We show that our cohomology is a functor for a certain cate-
gory.
Definition 3.6. Let (G, νG) and (H, νH) be normed groups. A homomorphism
φ : G→ H is said to be Lipschitz if there exists C,D ≥ 0 such that for all g ∈ G,
νH(φ(g)) ≤ C · νG(g) +D.
Definition 3.7. We define the category NGrp of normed groups as follows.
• The objects Ob(NGrp) are normed groups.
• The morphisms Mor(NGrp) are Lipschitz homomorphisms φ : (G, νG) →
(H, νH) between normed groups (G, νG) and (H, νH).
The composition of morphisms is the composition of group homomorphisms,
and hence the associativity holds. For every (G, ν) ∈ Ob(NGrp), there exists the
identity idG : (G, ν)→ (G, ν) in Mor(NGrp). Hence NGrp is a category.
Let Hn(d) denote the correspondence from a norm group (G, ν) to H
n
(d)(G, ν).
Proposition 3.8. The correspondence Hn(d) is a contravariant functor from the
category of normed groups NGrp to the category of real vector spaces VectR.
Proof. Let φ : (G, νG) → (H, νH) be a Lipschitz homomorphism. It induces the
linear map φ∗ : C¯n(d)(H, νH)→ C¯
n
(d)(G, νG) by
φ∗c¯(g1, . . . , gn) = c¯(φ(g1), . . . , φ(gn))
since νH(n,d)(φ(g1), . . . , φ(gn)) ≤ C · νG(n,d)(g1, . . . , gn) + D, where C and D are
the Lipschitz constants of φ.
Let B¯n(d)(G) denote Im(δ : C¯
n−1
(d) (G, νG) → C¯
n
(d)(G, νG)) and Z¯
n
(d)(G) denote
Ker(δ : C¯n(d)(G, νG)→ C¯
n+1
(d) (G, νG)). Note that H
n
(d)(G, νG) = Z¯
n
(d)(G)/B¯
n
(d)(G).
We have to show φ∗(Z¯n(d)(H)) ⊂ Z¯
n
(d)(G) and φ
∗(B¯n(d)(H)) ⊂ B¯
n
(d)(G). The
former follows easily and the latter is observed as follows. For c¯ ∈ B¯n(d)(H), there
exists c¯′ ∈ C¯n−1(d) (H, νH) such that δ¯c¯
′ = c¯. For g1, . . . , gn ∈ G,
φ∗c¯(g1, . . . , gn) = c¯(φ(g1), . . . , φ(gn))
= δ¯c¯′(φ(g1), . . . , φ(gn))
= c¯′(φ(g2), . . . , φ(gn)) +
n−1∑
i=1
c¯′(φ(g1), . . . , φ(gi)φ(gi+1), . . . , φ(gn))
+ (−1)nc¯′(φ(g1), . . . , φ(gn−1))
= c¯′(φ(g2), . . . , φ(gn)) +
n−1∑
i=1
c¯′(φ(g1), . . . , φ(gigi+1), . . . , φ(gn))
+ (−1)nc¯′(φ(g1), . . . , φ(gn−1))
= δ¯(φ∗c¯′)(g1, . . . , gn).
Therefore, φ induces the linear map φ∗ : Hn(d)(H, νH)→ H
n
(d)(G, νG). 
Corollary 3.9. Let G be a group with (pseudo) norms ν1 and ν2. If φ : G→ G is
a homomorphism such that both φ : (G, ν1) → (G, ν2) and φ : (G, ν2)→ (G, ν1) are
Lipschitz, then φ∗ : Hn(d)(G, ν1)→ H
n
(d)(G, ν2) is an isomorphism.
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Proof. Let φ12 denote φ : (G, ν1) → (G, ν2) and φ21 denote φ : (G, ν2) → (G, ν1).
Note that φ21 ◦φ12 is the identity morphism 1(G,ν1) for (G, ν1) ∈ Ob(NGrp). Thus
φ∗21◦φ
∗
12 : H
n
(d)(G, ν1)→ H
n
(d)(G, ν1) is the identity. Similarly, φ
∗
12◦φ
∗
21 : H
n
(d)(G, ν2)→
Hn(d)(G, ν2) is also the identity. Therefore φ
∗ = φ∗12 : H
n
(d)(G, ν1) → H
n
(d)(G, ν2) is
an isomorphism. 
4. Cocycles on transformation group
4.1. Brandenbursky–Marcinkowski’s construction. We briefly review the con-
struction of Brandenbursky and Marcinkowski [4]. Let M be a finite volume com-
plete Riemannian manifold and µ the measure on M associate to the Riemannian
structure. The group of homeomorphisms of M which is isotopic to the identity
and preserve the measure µ is denoted by Homeo0(M,µ).
For TM < Homeo0(M,µ), they constructed a map Γ
•
b : H
•
b (πM ) → H
•
b (TM ) as
follows. Fix a base point z ∈ M . Let C denote the cut locus of z. For x ∈ M \ C
and g ∈ TM , we define γ(g, x) ∈ π1(M, z) by the concatenation of the geodesic
between z and x, the path defined by {gt(x)}0≤t≤1, where {g
t}0≤t≤1 is an isotopy
of g, and the geodesic between g(x) and z. Then γ(g, x) is defined uniquely up to
center for any choice of isotopies. Thus it defines an element of πM .
Since the measure µ(C) of the cut locus C is zero, we can define the map
ΦBM : C
n(πM )→ C
n(TM ) by
ΦBM (c)(g0, . . . , gn) =
∫
M
c(γ(g0, x), . . . , γ(gn, x))dµ(x)
for c ∈ Cn(πM ) and g0, . . . , gn ∈ TM . The map Γ
n : Hn(πM )→ H
n(TM ) is defined
as the induced map from ΦBM . If c ∈ C
n
b (πM ) is a bounded cochain, then ΦBM (c)
is also a bounded cochain since
|ΦBM (c)(g0, . . . , gn)| ≤ ‖c‖ · vol(M) < +∞
for any g0, · · · , gn ∈ πM . Hence ΦBM induces the map Γ
n
b : H
n
b (πM ) → H
n
b (TM ).
We also obtain the map of the exact part EΓnb : EH
n
b (πM )→ EH
n
b (TM ).
4.2. Main result. We consider the above construction for the case that M has
infinite volume. In this case, the map ΦBM is well-defined on Cb,alt(πM ) since we
consider compactly supported homeomorphisms. On the other hand, the image of
ΦBM might not be a bounded cochain. We prove that, however, the image is a
norm controlled cochain with respect to a fragmentation norm (Proposition 4.4).
Definition 4.1. Let U be an open subset of M . Let SU denote the set of elements
h ∈ TM that satisfy the following condition: there exists an isotopy (h
t)0≤t≤1 of h
such that supp(ht) ⊂ U for every t ∈ [0, 1]. We define the fragmentation norm νU
with respect to U on TM by
νU (g) = min
{
k
∣∣∣∣∣ ∃fi ∈ TM , ∃hi ∈ SU , (i = 1, . . . , k)g = (f−11 h1f1) · · · (f−1k hkfk)
}
for g ∈ TM . If there is no such decomposition of g, we set νU (g) = +∞. We call
that νU is well-defined on TM if νU (g) < +∞ for all g ∈ TM .
Example 4.2. Let M be a manifold, U a non-empty open subset of M , and
i : U →M the inclusion.
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• Let TM be Homeo0(M,µ) and T˜M its universal covering. In [7], Fathi
defined the homomorphism θ˜ : T˜M → H1(M ;R) and θ˜ induces the mass
flow homomorphism θ : TM → H1(M ;R)/Γ, where Γ = θ˜(π1(TM )). Since
Ker(θ) has the fragmentation property [7], νU is well-defined on Ker(θ).
• Let TM be Diff0(M, vol) and Flux : TM → H
n−1
c (M ;R)/Γ denote the vol-
ume flux homomorphism, where Γ is the volume flux group. Since Ker(Flux)
has the fragmentation property (an unpublished result of W. Thurston, see
Banyaga’s book [2]), νU is well-defined on Ker(Flux).
• Let TM be Symp0(M,ω) and Fluxω : TM → H
1
c (M ;R)/Γω denote the
symplectic flux homomorphism, where Γω is the symplectic flux group.
Since Ker(Fluxω) has the fragmentation property [1], νU is well-defined on
Ker(Fluxω).
Example 4.3. Let M , U , and i : U →M be as above.
• Let TM = Homeo0(M,µ). If i
∗ : H1(U ;R) → H1(M ;R) is surjective, we
can see that νU is well-defined on TM as follows. For g ∈ TM , there exists
h ∈ Homeo0(U, µ) such that θ(g) = θ(h). Thus g = (gh
−1)h is written as a
product of elements in SU since h ∈ SU and gh
−1 ∈ Ker(θ).
• Let TM = Diff0(M, vol). If i
∗ : Hn−1c (U ;R) → H
n−1
c (M ;R) is surjective,
we can see that νU is well-defined on TM by the same argument.
• Let TM = Symp0(M,ω). If i
∗ : H1c (U ;R)→ H
1
c (M ;R) is surjective, we can
see that νU is well-defined on TM by the same argument.
Now we prove that we obtain norm controlled cochains by Brandenbursky–
Marcinkovski’s construction.
Proposition 4.4. For c ∈ Cnb,alt(πM ), there exists C ≥ 0 such that
ΦBM (c)(g0, . . . , gn) ≤ C · min
0≤i<j≤n
{νU (g
−1
i gj)}.
for all g0, . . . , gn ∈ TM . In particular, ΦBM (c) ∈ C
n
(n−1),alt(TM , νU ).
Proof. We fix i and j (0 ≤ i < j ≤ n). Assume that νU (g
−1
i gj) = m. Then
we can write g−1i gj = (f
−1
1 h1f1) . . . (f
−1
m hmfm), where hk ∈ SU and fk ∈ TM
for k = 1, . . . ,m. Take an isotopy {gti}t of gi and isotopies {h
t
1}t, . . . , {h
t
m}t for
h1, . . . , hm so that supp(h
t
k) ⊂ U for every t ∈ [0, 1] and k = 1, . . . ,m. We define
gtj = g
t
i(f
−1
1 h
t
1f1) · · · (f
−1
m h
t
mfm). Then {g
t
j}t is an isotopy of gj . Set
Uij =
⋃
0≤t≤1
supp
(
(gti)
−1gtj
)
=
⋃
0≤t≤1
supp
(
(f−11 h
t
1f1) · · · (f
−1
m h
t
mfm)
)
.
Note that Uij ⊂ f1(U) ∪ · · · ∪ fm(U). If x 6∈ Uij , g
t
i(x) = g
t
j for every t ∈ [0, 1].
Thus γ(gi, x) = γ(gj , x) ∈ πM . Since c is alternating, c(γ(g0, x), . . . , γ(gn, x)) = 0.
Therefore,
ΦBM (c)(g0, . . . , gn) ≤ vol(Uij) · ‖c‖ ≤ k · vol(U) · ‖c‖.
Since we can arbitrarily take i and j, the inequality hold for C = vol(U) · ‖c‖. 
Remark 4.5. For d ≤ n − 1, the map ΦBM : C
n
b,alt(πM ) → C
n
(d),alt(TM , νU ) is
well-defined. However, if d = n − 1, ΦBM does not induce the map H
n
b (πM ) →
Hn(n−1)(TM , νU ) because the image of B¯
n
(n−1)(πM ) might not be in B¯
n
(n−1)(TM ). On
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the other hand, if d < n− 1, ΦBM induces H
n
b (πM )→ H
n
(d)(TM , νU ). Especially, if
d = 0, then ΦBM : C
n
b,alt(πM )→ C
n
νU ,alt
(TM ) induces H
n
b (πM )→ H
n
νU (TM ) for any
n ≥ 2.
We prove the following key lemma which corresponds to [4, Lemma 3.3].
Lemma 4.6. Let U ⊂ M be an open subset such that νU is well-defined on TM .
Assume that there exists an injection i : F2 → πM . Let a and b be generators of
F2. Let α and β be two loops in M representing i(a) and i(b). Suppose that α
and β are contained in U . Then there exists a family of Lipschitz homomorphisms
ρǫ : (F2, ν0) → (TM , νU ) for ǫ ∈ (0, 1) such that there exists Λ > 0, for every
c ∈ EHνU (πM ),
lim
ǫ→+0
‖ρ∗ǫ(EΓνU (c))− Λi
∗(c)‖ = 0.
Proof. We can prove in the same way as [4, Lemma 3.3]. Let N(α) denote a tuber
neighborhood of α in U and take a diffeomorphism nα : N(α)→ S
1×Bn−1(1). Here
Bn−1(r) denotes the (n−1)-ball with radius r. Let Aǫ(α) denotes n
−1
α (S
1×Bn−1(1−
ǫ)). We define an element ρǫ(a) ∈ TM which “rotates” every point in Aǫ one lap
in the direction of S1 and fixes outside of N(α) (see [4] for more detail). Similarly,
we define N(β) ⊂ U , Bǫ and ρǫ(b) ∈ TM . Thus we obtain the representation
ρǫ : F2 → TM . Since supp(ρǫ(w)) is contained in U for any w ∈ F2, the map
ρǫ : (F2, ν0) → (TM , νU ) is a Lipschitz homomorphism. By the functoriality of the
correnpondence Hn(0) (Proposition 3.8), the map ρ
∗
ǫ : EH
n
νU (TM ) → EH
n
b (πM ) is
induced.
For w0, . . . , wn ∈ F2, we have
ρ∗ǫ (EΓνU (c))(w0, . . . , wn) =
∫
M
c(γ(ρǫ(w0), x), . . . , γ(ρǫ(wn), x))dµ(x).
Let Bǫ(α) and Bǫ(β) denote N(α) − Aǫ(α) and N(β) − Aǫ(β) respectively. We
calculate this integral by decomposing M into 5 parts; Aǫ := Aǫ(α)∩Aǫ(β), A
a
ǫ :=
A(α) − N(β), Abǫ := Aǫ(β) −N(α), Bǫ := Bǫ(α) ∪ Bǫ(β), and their exterior M −
(N(α) ∪N(β)).
The exterior part is 0 and it turns out that Aaǫ and A
b
ǫ part are also 0. The Aǫ
part is calculated to be µ(Aǫ)i
∗(c) and the Bǫ is bounded by µ(Bǫ)‖c‖. Hence the
claim follows from µ(Aǫ)
ǫ→+0
−−−−→ µ(N(α) ∩N(β)) > 0 and µ(Bǫ)
ǫ→+0
−−−−→ 0. 
We give a proof of the main result. It is also proven by a similar way in [4].
Proof of Theorem 1.2. First, we prove for the case (1). Let p : πM → F2 be a
surjection. Assume that dim(M) ≥ 3. Then there exists an injection i : F2 → πM
such that p ◦ i = idF2 . If dim(M) = 2, we can find an injection i : F2 → πM and
there exists a retraction p : πM → F2, we use this p instead of the given p. If
necessary we retake U to be containing α and β in Lemma 4.6.
EHnb (πM ) EH
n
νU (TM )
EHnb (F2)
ρ∗ǫ
EΓνU
i∗p∗
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Note that EHnν (TM ) ⊃ Im(EΓν ◦ p
∗) ∼= Hnb (F2)/Ker(EΓν ◦ p
∗). For d ∈
Ker(EΓν ◦ p
∗), set c = p∗(d) ∈ EHnb (πM ). Since i
∗ ◦ p∗ = id, i∗(c) = i∗ ◦ p∗(d) = d.
By Lemma 4.6, there exist Λ > 0 and a family of representation {ρǫ} such that
lim
ǫ→+0
‖ρ∗ǫ(EΓνU (c))− Λi
∗(c)‖ = 0.
Since EΓνU (c) = EΓν ◦ p
∗(d) = 0, ‖i∗(c)‖ = ‖d‖ = 0. Hence Ker(EΓν ◦ p
∗) ⊂
ENn(F2). Therefore,
dimR
(
Hnb (F2)
/
Ker(EΓν ◦ i
∗)
)
≥ dimR
(
EHnb (F2)
/
ENn(F2)
)
= dimREH
n
b (F2)
and we complete the proof for (1).
Next, we prove for the case (2). If dim(M) = 2, we can use the argument in the
proof of (1). Thus we can assume that dim(M) ≥ 3. Let j : F2 × K → πM be a
hyperbolically embedding. We define s : F2 → F2 ×K by r(x) = (x, id) for x ∈ F2
and i : F2 → πM by i = j ◦ s. Since we assumed that dim(M) ≥ 3, i is injective. If
necessary we retake U to be containing α and β in Lemma 4.6.
The induced map j∗ : EHnb (πM )→ EH
n
b (F2×K) is surjective [8]. Since s
∗ : EHnb (F2×
K)→ EHnb (F2) induces an isomorphism, i
∗ = j∗ ◦ s∗ is also surjective.
EHnb (πM ) EH
n
νU (TM )
EHnb (F2)
ρ∗ǫ
EΓνU
i∗
Note that EHnνU (TM ) ⊃ Im(EΓνU )
∼= Hnb (πM )/Ker(EΓνU ). Let c ∈ EH
n
b (πM ).
If EΓνU (c) = 0, then ‖i
∗(c)‖ = 0 by Lemma 4.6. Thus Ker(EΓνU ) ⊂ Ker(q ◦ i
∗),
where q : EHnb (F2)→ EH
n
b (F2) is the quotient. Therefore,
dimR
(
Hnb (πM )
/
Ker(EΓνU )
)
≥ dimR
(
EHnb (F2)
/
Ker(q ◦ i∗)
)
.
Since q ◦ i∗ is surjective, EHnb (F2)/Ker(q
∗ ◦ i∗) ∼= EH
n
b (F2) and we complete the
proof. 
Corollary 4.7. Suppose M and U satisfy the assumption in Theorem 1.2. Then
EH3(d)(TM , νU ) is uncountably infinite-dimensional for d = 0, 1, 2.
Proof. Since the dimension ofEH
3
b(F2) is uncountably infinite [18], by Theorem 1.2,
EH3νU (TM ) = EH
3
(0)(TM , νU ) is also uncountably infinite-dimensional. For d = 1, 2,
There is the natural map EH3(d)(TM , νU )→ EH
3
(0)(TM , νU ) induced by the inclusion
C3(d)(TM , νU ) → C
3
(0)(TM , νU ). Since ΦBM (c) ∈ C
3
(d)(TM , νU ) for c ∈ C
3
b (πM ) by
Proposition 4.4, this map surjects onto Im(EΓνU ) ⊂ EH
3
νU (TM ). We can see the
dimension of Im(EΓνU ) is uncountably infinite in the proof of Theorem 1.2, thus
EH3(d)(TM , νU ) is also uncountably infinite-dimensional. 
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