Abstract. Weighted approximations to the tail of the distribution function and its empirical counterpart are derived which are suitable for applications in extreme value statistics. The approximation of the tail empirical distribution function is then used to develop an Anderson-Darling type test of the null hypothesis that the distribution function belongs to the domain of attraction of an extreme value distribution.
Introduction
To assess the risk of extreme events that have not occurred yet, one needs to estimate the dis- for all x ∈ R such that 1 + γx > 0, and γ ∈ R is the so-called extreme value index. For γ = 0, the right-hand side of (1.1) is defined as exp(−e −x ).
This extreme value condition can be rephrased in the following way: that is, the tail of the d.f. can be approximated by a rescaled tail of a generalized Pareto distribution with suitable scale and location parameter and shape parameter γ. Since the latter can be easily extrapolated beyond the range of the observations, this framework offers an approach for estimating the d.f. F in the far tail.
Condition (1.2) holds for most standard distribution, but not for all distributions. Hence before applying approximation (1.3) one should check whether (1.2) is a reasonable assumption for the data set under consideration. To this end, we do not want to specify the exact parameters of the approximating generalized Pareto distribution beforehand.
A natural way to check the validity of (1.2) is to compare the tail of the empirical d.f. and a generalized Pareto distribution with estimated parameters by some goodness-of-fit test. Here we focus on tests of Anderson-Darling-type; however, using the empirical process approximations that will be established in the paper, similar results can be easily proved for other goodness-of-fit tests. Davison and Smith (1990) applied such goodness-of-fit tests to the famous River Nidd data, but they used the critical values of the tests for exponentiality. Doing so, they ignored the fact that the exponential distribution is just one of the possible limiting generalized Pareto distributions (cf. p. 4141 of Davison and Smith, 1990) and, in addition, that the parameters of the generalized Pareto distribution must be estimated first. Indeed, we will see that in general the estimation of the shape, scale and location parameters influence the asymptotic distribution of the test statistic.
This was already observed in a purely parametric generalized Pareto model by Choulakian and Stephens (2001).
In the classical setting when a simple null hypothesis F = F 0 is to be tested, test statistics of
Anderson-Darling type can be written in the form If the null hypothesis is composite (but of parametric form), then F 0 is replaced with a d.f. with estimated parameters.
In the present framework two differences must be taken into account. First, we do not assume that the left hand side and the right hand side of (1.3) are exactly equal, but the unknown d.f. F is only approximated by the "theoretical" generalized Pareto d.f. Second, this approximation is expected to hold only in the right tail, for x >b(n/k) with k n, say. In the asymptotic setting, we will assume that k = k n is an intermediate sequence, that is,
The first condition is necessary to ensure consistency of the test, while the second condition reflects the restriction to the tail.
To be more specific, here we consider the test statistic
withF n := 1 − F n . Hereγ n ,â(n/k n ) andb(n/k n ) are suitable estimators of the shape, scale and location parameter to be discussed later on, and η is an arbitrary positive constant. Since this test statistic measures a distance between the conditional distribution of the excesses aboveb(n/k n ) and an approximating generalized Pareto distribution (cf. (1.2)), a plot of this statistic as a function of k = k n may also be a useful tool for determining the point from which on approximation (1.3)
is sufficiently accurate.
In the classical setting with simple null hypothesis, the asymptotic distribution of the AndersonDarling test statistic under the null hypothesis is usually derived from a weighted approximation of the empirical distribution function. In analogy, in Theorem 2.1 we state a weighted approximation to the tail empirical process Y n (x) := k n n k nF n a n k n x + b n k n − (1 + γx) −1/γ , x ∈ R.
(1.5)
For the uniform distribution such approximations are well known; see, e.g., Csörgő and Horváth Darling type test with nominal size 5% is examined in a simulation study.
Main results

Approximation to the Tail Empirical Distribution Function
If i.i.d. uniformly distributed r.v.'s U i are observed, then (1.2) holds withã(t) = 1/t and γ = −1.
For this particular case, Csörgő and Horváth (1993, Theorems 5.1.5 and 5.1.10) gave a weighted approximation to the left tail analog of the normalized tail empirical process Y n defined in (1.5).
Let 
as n → ∞ for all intermediate sequences k n , n ∈ N (see also Einmahl (1997, Corollary 3.3) ).
By the well-known quantile transformation, (F ← (1 − U i )) 1≤i≤n has the same distribution as
it follows thatF n has the same distribution as
that is the left hand limit of U n atF (x). Hence, by the continuity of W n , we obtain for suitable
In view of (1.2), one may conjecture that (2.2) still holds if z n (x) is replaced with (1
However, for this to be justified, one must replace the normalizing functionsã andb with suitable modifications such that (1.2) holds in a certain uniform sense. Moreover, we must bound the speed at which k n tends to ∞.
In the sequel, we will focus on distributions which satisfy the following second order refinement of condition (1.2):
for all x with 1 + γx > 0, some ρ ≤ 0, a functionÃ which eventually has constant sign, and
(Note that, under condition (1.2),Ã(t) necessarily tends to 0 as t tends to infinity, because the numerator tends to 0, too.) De Haan and Stadtmüller (1996) proved that (2.3) is equivalent to
for all x > 0. Moreover, they showed that in (2.3) and (2.4) all possible non-trivial limits must essentially be of the given types, and that |Ã| is necessarily ρ-varying.
Under this assumption, Drees (1998) 
Here A(t) ∼Ã(t),
with c := lim t→∞ t −γã (t) (which exists if ρ < 0),
and
and for any integrable function g the function g * is defined by
In the sequel, we denote the right endpoint of the support of the generalized Pareto d.f. with extreme value index γ by
and its left endpoint by
We have the following approximation to the tail empirical process Y n defined in (1.5):
Theorem 2.1. Suppose that the second order condition (2.4) holds for some γ ∈ R and ρ ≤ 0. Let 
is replaced with just one of these two terms. In particular, unlike in the case γ = 0 or ρ > 0, here one cannot use a power of the pertaining generalized Pareto distribution (1
Hence the asymptotic behavior of the tail empirical d.f. in the case γ = ρ = 0 is qualitatively different from the behavior in the case (i). This is due to the fact that in the case γ = 0 or ρ < 0 the tail behavior of F is essentially determined by the parameters γ and ρ, while in the case γ = ρ = 0 tail behaviors as diverse asF (
are possible (cf. Example 3.1).
Nevertheless, also in the case γ = ρ = 0 results similar to the one in case (i) hold if 
The proofs of Theorem 2.1 and Corollary 2.1 are given in section 4.
According to these results, the standardized tail empirical d.f.
converges to a Brownian motion plus a bias term if k n tends to ∞ not too fast. This may be used to construct a test for F ∈ D(G γ ). However, to this end, first the unknown parameters γ, a(n/k n ) and 
for some measurable real-valued functionals Γ, α and β of the Brownian motions W n used in The-
Then, for the versions ofF n used in Theorem 2.1 and every > 0 and τ > 0, one has 
n will also depend on c; for simplicity, we ignore this dependence in the notation.
Example 2.1. In Proposition 2.1 one may use the so-called maximum likelihood estimator in a generalized Pareto model discussed by Smith (1987) . Denote the jth order statistic by X j,n .
Since the excesses X n−i+1,n − X n−k n ,n , 1 ≤ i ≤ k n over the random threshold X n−k n ,n are approximately distributed according to a generalized Pareto distribution with shape parameter γ and scale parameter σ n := a(n/k n ) if F ∈ D(G γ ) and k n is not too big, γ and σ n are estimated by the pertaining maximum likelihood estimatorsγ n andσ n in an exact generalized Pareto model for the excesses. They can be calculated as the solutions to the equations
In Theorem 2.1 of it is proved thatγ n ,â(n/k n ) :=σ n andb(n/k n ) := X n−kn,n satisfy (2.6) with
where
then additional bias terms enter the formulas.
As usual, for γ = 0, these expressions are to be interpreted as their limits as γ tends to 0, that is,
(Applying Vervaat's (1972) lemma to the approximation to the tail empirical distribution function given in Theorem 2.1, restricted to a compact interval bounded away from 0, and then using a Taylor expansion of t → (t −γ − 1)/γ shows that the Brownian motions used by are indeed the Brownian motions used in Proposition 2.1 multiplied with −1.)
Hence one may apply Proposition 2.1 to obtain the asymptotics of the tail empirical distribution function with estimated parameters. 2
A Test for the Extreme Value Condition
It is easy to devise tests for F ∈ D(G γ ) with γ > −1/2 using approximation (2.7). For example, using the following limit theorem, the critical values of the Anderson-Darling type test can be calculated which rejects the null hypothesis if k n T n (defined in (1.4)) is too large.
Theorem 2.2. Under the conditions of Proposition 2.1 with
n is a differentiable function on (0, 1] while W n has almost surely continuous, non-differentiable sample paths.
Since the continuous distribution of
asymptotic sizeᾱ ∈ (0, 1). (Likewise, one can consider a 'two-sided' test that rejects the hypothesis 
is minimized. Note, however, that the minimization of the integral in the threedimensional space
be a daunting task, because it is a discontinuous function of its arguments.
However, recall that, in fact, for (2.8) to hold we have not merely assumed that F ∈ D(G γ ) but also that the second order condition (2.4) holds and, for the particular k n used in the definition of the test statistic T n , in addition we have assumed that
Hence, we actually test the subset of the null hypothesis F ∈ D(G γ ) described by these additional assumptions. This, however, is exactly what is needed in statistical applications. For instance, note that typically the very same assumptions are made when confidence intervals for extreme quantiles or for exceedance probability over high thresholds are calculated.
Therefore, for this purpose, one must not only check whether F ∈ D(G γ ) but whether the Pareto approximation is sufficiently accurate for the number of order statistics used for estimation! Moreover, if one lets k vary, then the test statistic can also be used to find the largest k for which the Pareto approximation of the tail distribution beyond X n−k:n is justified.
Remark 2.5. If one first tests for F ∈ D(G γ ) and, in the case of acceptance, then calculates confidence intervals of the interesting extreme value parameters, then the confidence bounds should be adjusted for this pre-testing. For example, to construct an adjusted confidence interval for γ,
first determine (by simulation) a constant r (γ) such that
for some pre-specified β < 1 −ᾱ. As above, letγ n be any consistent estimator of γ. Then, under the conditions of Theorem 2.2, the probability that the hypothesis is accepted and γ ∈ I n :=
this sense, I n is a confidence interval with asymptotic confidence level β.
A test for a similar hypothesis, but based on the tail empirical quantile function instead of the tail empirical distribution function, has been discussed by Dietrich et al. (2002) . That test does not require γ > −1/2 but, on the other hand, U (∞) > 0 and a slightly different second order condition were assumed.
The test based on the statistic k n T n becomes particularly simple if Γ, α and β are the zero functional, that is, the standardized estimation
. This can be achieved by using suitable estimators based on m n largest order statistics with
, γ may be estimated by the estimator given in Example 2.1 with m n instead of k n , and b(n/k n ) by a quantile estimator of the type described in de Haan and Rootzén (1993).) In that case the limit distribution
dx of the test statistic k n T n does not depend on γ, so that no consistent estimatorγ n for γ is needed. However, this approach has two disadvantages.
Firstly, in practice it is often not an easy task to choose k n such that the bias is negligible (i.e.
. It is even more delicate to choose two numbers k n and m n such that k n is much smaller than m n but not too small and, at the same time, the bias of the estimators of the parameters is still not dominating when these are based on m n order statistics. Secondly, while this approach may lead to a test whose actual size is closer to the nominal valueᾱ, the power of the test will probably higher if one choose a larger value for k n , e.g. k n = m n , because the larger k n the larger will typically be the test statistic k n T n if the tail empirical d.f. is not well approximated by a generalized Pareto d.f. For these reasons, in the simulation study we will focus on the case where the tail empirical d.f. and the estimatorsγ n ,â(n/k n ) andb(n/k n ) are based on the same number of largest order statistics.
Tail Approximation to the Distribution Function
A substantial part of the proof of Theorem 2.1 consists of proving an approximation to the tail of the (deterministic) distribution function. In the sequel, we will use the notation
Then g t converges to g pointwise as t tends to infinity by the basic assumption F ∈ D(Gγ) (cf.
(1.2)). The following propositions give weighted approximations to the difference g t − g, that are analogous to the approximation (2.5) for the quantile function. Indeed, because g ← t (1/x) = (U (tx) − b(t))/a(t), inequality (2.5) gives a weighted approximation to g ← t − g ← , which will be used to derive a similar approximation for g t − g.
It is intuitively clear that under the second order condition, that describes the behavior of the right tail of F , an approximation to g t (x) − g(x) can hold uniformly only for certain values of x for which a(t)x + b(t) belongs to the tail of the support of F . More precisely, for all c, δ > 0, we define sets
Proposition 3.1. Suppose that the second order relation (2.4) holds for some γ ∈ R and ρ ≤ 0.
Hence, in this case, we weight with the minimum of the weight function used in the other cases and the analog where g t is replaced
with the limiting function g.
Next we establish an analogous result where g t (x) is replaced with g(x)
. To this end, let for δ, c > 0
and, for γ = 0 or ρ < 0, 
and for γ = ρ = 0
At first glance, it is somewhat surprising that the results look differently in the case γ = ρ = 0 in that one needs a more complicated weight function, namely the minimum of a function of the 
does not tend to 0 for any c, > 0.
x , x > 0, and a(t) := 2 log t, b(t) := log 2 t, A(t) := 1/ log t. Then U (x) = log 2 x satisfies the second order condition (2.4):
Hence, for x = x(t) = λ(t) log t/2 with λ(t) → ∞ as t → ∞, one obtains
, and
However, this contradicts the convergence of (3.4) to 0 as t → ∞:
Likewise one can show that F (x) = 1 − e −x 2 , x > 0, satisfies the second order condition (2.4) but that
For the proofs of the propositions, we need some auxiliary results. In what follows, we assume that the conditions of Proposition 3.1 are met. Recall that
Proof: We focus on the case γ = ρ = 0; the assertion can be proved by the same arguments in the other cases. From Lemma 2.1 we know that, for each δ > 0, there exists t δ such that for
Choose δ < andt = t δ to obtain the assertion, since sup x>0 e − | log x| log 2 x < ∞. 2
In the case ρ = 0, we must deal with those very large values of x separately for which
is not necessarily close to 1. For this purpose, let
Proof:
For all c, δ,t > 0, eventually ct 1−δ is smaller than t/t . Hence, by Lemma 3.1,
In the case ρ = 0, one has eventually |A(t)| c >t /t, because |A| is slowly varying. Hence,
x >t /t for all x ∈ B t,0 and for all ∈ (0, 1/c) sup
If F is not eventually strictly increasing, then g ← t (g t (x)) may be strictly smaller than x. In this case, we need an upper bound on the difference.
Proof:
De Haan and Stadtmüller (1996) 
(Note that l. 2 on p. 391 of de Haan and Stadtmüller (1996) contains two errors; the correct formula
uniformly for v ∈ B t,ρ . By the Potter bounds (see Bingham et al. (1987) , Theorem 1.5.6)
for sufficiently large t, because t/v → ∞ uniformly for all x ∈ D t,ρ . Now the first assertion is obvious and the second assertion follows by the arguments given in the proof of Corollary 3.1. 2
Proof of Proposition 3.1. :
Let v = g t (x). Then, by Taylor's formula,
as t → ∞ uniformly for v ∈ B t,ρ by Corollary 3.1. Hence, by Lemma 3.1 and Corollary 3.1
uniformly for v ∈ B t,ρ . In view of (2.5), this in turn implies
Likewise, Taylor's formula and Lemma 3.2 yield
for some w ∈ (g ← t (v), x). As above, the monotonicity of g implies that |g (w)| is between
by Corollary 3.1 and Lemma 3.2, and so
uniformly for v ∈ B t,ρ . Combining this with (3.5), we obtain
as t → ∞, uniformly for v ∈ B t,ρ . Now, for ρ < 0 the assertion follows from
In the case ρ = 0, it remains to prove that convergence (3.6) also holds uniformly for all x such that g t (x) ≤ |A(t)| c , where we may assume c > 2/ .
To this end, first note that for v = g t (x) and sufficiently large t
which tends to 0 uniformly for v ≤ |A(t)| c . Likewise, 
and hence
uniformly for g t (x) ≤ |A(t)| c , i.e. the assertion.
Likewise, in the case γ < 0, one can conclude the assertion from the inequality
Finally, consider the case γ = 0. Then
for all g t (x) ≤ |A(t)| c . Apply (3.5) with v = |A(t)| c and = 1/2 to obtain
and the proof is complete. 2
Proof of Proposition 3.2:
As in the proof of Proposition 3.1, let v := g t (x). We consider three cases.
Inequality (3.5) and Corollary 3.1 imply 
Now (3.1) is immediate from Proposition 3.1. By (3.9), w(x)/w t (x) tends to 1 uniformly for
for sufficient large t. Thus (3.2) follows immediately from (3.1). 
Moreover, by (3.7) and (3.8),
uniformly for x ∈ D 2 t,0 , which proves (3.1) in this case. Recall from (3.11) that g t /g → 1 uniformly for x ∈ D 1 t,0 for all c > 0. In particular, one has for sufficiently large t and x = g ← (|A(t)| −c ) that g t (x) ≤ 2|A(t)| −c ≤ |A(t)| −2c . Since g and g t are decreasing functions, it follows that
It remains to prove that, for sufficiently small η > 0, w/((g t (x)) −1 exp(−η| log g t (x)|)) is uniformly bounded onD t,0 . In view of (3.11), the boundedness holds uniformly on D 1 t,0,1,2c . On the other hand, similarly as in (3.7) and (3.8), the Potter bounds yield g t (x) ≤ 2g 1− /2 (x) for sufficiently large t and all x ∈ D 2 t,0 . Therefore,
uniformly for x ∈ D 2 t,0 if η < /2, and (3.2) is proved in case (ii).
The convergences (3.11) and (3.12) can be established as in the case (ii). Moreover, because
which proves (3.1). Assertion (3.3) follows by the very same arguments as in the case (ii). 2
The following approximations and bounds to g t are direct consequences of the above propositions.
(ii) If ρ = 0 and γ = 0, then for all η > 0
as t → ∞ and thus
is bounded.
(iii) If γ = ρ = 0, then for all η, c > 0
as t → ∞ and so
(i) By (3.9), one has for all δ ∈ (0, 1) and c > 0
for sufficiently large t. Hence, again by (3.9),
(ii) By a similar argument as in (i), one concludes
Because A(t) → 0 and g(x) is bounded for x ≥ x 0 , the assertions are immediate from the definition of K γ,0 .
(iii) The proof is similar to the one of (ii). Note that w t (x)/e (1− )x → 1 uniformly for x 0 ≤ x <
−c log |A(t)| by (3.11). 2 4 Tail Approximation to the Empirical Distribution Function
For the proof of Theorem 2.1, we need an additional lemma. 
Proof: 
again by Corollary 3.2.
(ii) As in (i), one can conclude from Corollary 3.2 that
Moreover, the law of the iterated logarithm yields
Since g t (x) → 0 uniformly on this set, likewise one obtains
and hence assertion (ii). 2
Proof of Theorem 2.1:
We focus on the case γ = 0 or ρ < 0, because the other case can be treated similarly. We have to prove that the following expression tends to 0 uniformly for x 0 ≤ x < 1/((−γ) ∨ 0):
By (2.2) (with a and b instead ofã andb such that z n (x) is replaced with g n/k n (x)) and Corollary it suffices to prove that sup x 0 ≤x<∞ g 3 (1 + δx) −1/δ for all δ > 0, sufficiently large t and
According to Lemma 2.2 of Resnick (1987), there exists a functionā such that a(t)/ā(t) → 1 as t → ∞ and F t ā(t)x + b(t) ≥ 1 − (1 + δ)
x ≥ x 0 . Thus, by the mean value theorem, there exists θ t,x ∈ (0, 1) such that
if x ≥ 0 and δ > 0 is sufficiently small. Since by the locally uniform convergence in (1.2)
Tail Empirical Process With Estimated Parameters: Proofs
In this section we prove the approximation to the tail empirical process with estimated parameters stated in Proposition 2.1 and the limit theorem 2.2 for the test statistic T n . In the sequel, we will use the abbreviations a := a(n/k),â :=â(n/k), b := b(n/k) andb :=b(n/k) wherever this is convenient. Let
According to Theorem 2.1,
with respect to a suitable weighted supremum norm. In particular, for v = y n (x) the left-hand side equals k
, that is the first term in (2.7) minus k 1/2 n (y n (x)−x). It is easily seen that y n (x) converges x pointwise. Refined calculations show that k (1/x) . So the main problem in the proof of Proposition 2.1 is to show that these approximations hold uniformly in a suitable sense.
We start with the uniform approximation of y n (x) which will serve as the basis for all the other approximations. Define
Recall from (2.6) that
Lemma 5.1. Suppose (5.2) holds. Let λ n > 0 be such that λ n → 0, and k
Proof: For γ = 0, define δ n := 1 + γB n,k n − A n,k n γ/γ n , and ∆ n := ∆ n,x := δ nγn /(γA n,k n x −γn ),
(i) By the mean value theorem there exist θ n,x ∈ (0, 1) such that
where the o P (1)-term tends to 0 uniformly for x ∈ (0, 1]. Hence again by the mean value theorem and (5.2), for some θ n,x ∈ (0, 1),
Now the first assertion is a straightforward consequence of (5.2). For example,
Moreover, in view of (5.4),
(ii) First we consider the case γ = 0. Then
An application of the mean value theorem to γ → x −γ together with (5.2) yields
for some θ n,x ∈ (0, 1). It follows that
and by (5.5), (5.2) and (5.6)
, that is, the first assertion.
Likewise one concludes from (5.5), (5.2) and (5.6) that (y n (x) − x)/x tends to 0 uniformly for
Next assume −1/2 < γ < 0.
) and, by the definition of λ n and (5.2),
∆ n → 0 in probability uniformly for x ∈ [λ n , 1]. Therefore, the first assertion can be established as in the case γ > 0.
Furthermore, according to (5.4),
Next we examine the expressions W n (y n (x)) and (y n (x)) 1+γ K γ,ρ (1/y n (x)).
Lemma 5.2. Under the conditions of Lemma 5.1 one has for all > 0:
(i) If γ > 0, then x −1/2+ W n (y n (x)) − W n (x) P − → 0 as n → ∞ uniformly for x ∈ (0, 1]. (ii) If −1/2 < γ ≤ 0, then x −1/2+ W n (y n (x)) − W n (x) P − → 0 as n → ∞ uniformly for x ∈ [λ n , 1].
Proof:
Similarly as in the proof of Lemma 4.1, the assertion follows from Lemma 5.1 using Levy's modulus of continuity of the Brownian motion:
uniformly over the ranges of x-values specified in the assertion. 
(
(i) We only consider the case γ > 0 = ρ; the assertion can be proved similarly in the case
uniformly for x ∈ (0, 1]. Hence, by the definition of K γ,0 and Lemma 5.1(i),
(ii) In the case γ = 0 > ρ, according to the definition of K 0,ρ , Lemma 5.1(ii) and the mean value theorem, there exists θ n,x ∈ (0, 1) such that
Likewise, the assertion can be proved in the other cases . 
Proof: According to Theorem 1 of de Haan and Stadtmüller (1996), one has a(tx)
By similar arguments as used by Drees (1998) and Cheng and Jiang (2001) it follows that, for all 0 < < 1/2, there exists t > 0 such that for all t ≥ t and x ≥ 1
Now we distinguish two cases.
because np n → 0 and k
Since, in view of (5.7) and the definition of b(n),
approximation (2.5) yields
By similar arguments as in the first case one obtains
from which the assertion is obvious. 2
Proof of Proposition 2.1:
We must prove that the following expression tends to 0 uniformly for x ∈ (0, 1]:
Now we distinguish three cases. It remains to prove that sup x∈(0,λn] |I| → 0 in probability. To this end, let p n := 1/(n log k n ), and so np n → 0 and k
It follows from Lemma 5.4 that
Furthermore, it is easy to check that
uniformly for x ∈ (0, λ n ] as n → ∞. For example, the second convergence is an immediate consequence of the law of the iterated logarithm, and in the case −1/2 < γ < 0
In view of (5.8) and (5.9), the assertion sup x∈(0,λ n ] |I| → 0 in probability is immediate.
Case (iii): γ = ρ = 0.
According to Lemma 5.1, y n (x)/x → 1 in probability uniformly for x ∈ [λ n , 1] with λ n := 1/(k n log k n ), and hence
uniformly for x ∈ [λ n , 1]. Therefore, one can argue as in case (ii) (using Corollary 2.1 instead of Theorem 2.1) to establish the assertion. 2
Proof of Theorem 2.2:
By Proposition 2.1 one has
Using the law of iterated logarithm, it is readily checked that Table 1 : Quantiles Q p,γ of the limit distribution of k n T n .
Simulations
First we want to calculate the limiting distribution of the test statistic k n T n defined by (1.4), where we use the maximum likelihood estimatorγ n ,â(n/k n ) andb(n/k n ) described in Example 2. To simulate
n (x)) 2 x −1 dx, the Brownian motion W n on the unit interval is simulated on a grid with 50 000 points. Then the integral is approximated by a Riemann sum for the extreme value indices γ = 2, 1. Table 1 . It is not surprising that the extreme upper quantiles increase rapidly as γ < 0 decreases, since |S n | → ∞ in probability as γ ↓ −1/2, and thus the limit distribution of k n T n converges weakly to ∞, too.
Next we investigate the finite sample behavior of the test described in Section 2, that rejects 
where Q p,γ i denote the quantiles given in Table 1 . Moreover, we defineQ p,γn := Q p,2 ifγ n > 2.
(If one wants to perform the test for a single data set then it seems more natural to simulate the quantile Q p,γ n directly, but for our simulation study this approach is much too computer intensive. As usually in extreme value theory, the choice of the number k n of order statistics used for the inference is a crucial point. Here we consider k n = 20, 40, . . . , 100 for sample size n = 200, and k n = 50, 100, . . . , 400 for sample size n = 1000.
We have drawn 10 000 samples from each of the following distribution functions belonging to the domain of attraction of G γ for some γ > −1/2:
• Log-gamma distribution LG(γ, m) (ρ = 0) with density
for γ = 0.5, and m = 2 and m = 10.
• Burr(β, τ, λ) distribution (γ = 1/(τ λ), ρ = −1/λ):
with (β, τ, λ) = (1, 2, 2).
• Extreme Value distribution EV (γ) (γ ∈ R, ρ = −1):
with γ = 0.25 and γ = 0.
• Weibull(λ, τ ) distribution (γ = 0, ρ = 0):
with (λ, τ ) = (1, 0.5).
• Standard normal distribution (γ = 0, ρ = 0).
with (β, τ, λ) = (1, 4, 1 ) and x + = 1.
We used the software package XTREMES with its implemented routine for calculating the maximum likelihood estimates. In some simulations either the algorithm could not find any solution to the likelihood equations, or the maximum likelihood estimate of γ is less than −0.499, so that the test cannot be applied. The relative frequency of simulations in which this happened are given in the Tables 2-5 ; for all other values of k n not mentioned in these tables, the test could be performed in all simulations. In the Tables 6 and 7 the empirical size of the test with nominal sizeᾱ = 0.05 is reported, that is, the relative frequency of simulations in which the hypothesis is rejected. These frequencies are based only on those simulations in which the test could actually be applied. The numbers are given in bold face for those k n for which the empirical mean squared error ofγ n is minimal. Note that for these 'optimal' sample fractions the bias and the variance ofγ n are balanced. For smaller k n , (usually) the bias is dominated by the variance, which indicates that the deviation of the true distribution of the excesses from the ideal generalized Pareto distribution is small. As we have expected (cf. the discussion after Remark 2.4), the empirical size of the test is close to or smaller than its nominal size for this range of k, while for most distributions the actual size increases Table 7 : Empirical size in % of the test with nominal sizeᾱ = 5% for sample size n = 1000.
rapidly if a larger number of order statistics is used, thus indicating the growing deviation from the generalized Pareto model.
Note that the test behaves differently for the log-gamma distributions. The LG(0.5, 2) is somewhat special: here first the bias ofγ n increases as k n increases but for k n ≥ 350 (and n = 1000) it decreases again until it almost vanishes for k n = 875, where the mean squared error is minimized.
Of course, such an 'irregular' behavior cannot be taken into account by the asymptotic extreme value analysis which always assumes that k n /n tends to 0 and thus cannot deal with k-values close to n.
For LG(0.5, 10), the empirical size of the test exceeds the nominal size if k is larger than the 'optimal' value, but it grows very slowly. Such a behavior can be observed for some d.f.'s satisfying the second order condition (2.4) with ρ = 0 (or ρ close to 0). Note that in this case the function A(t), that (for t = n/k n ) describes the rate of convergence of the first order term of the deviation from the generalized Pareto model, is slowly varying and hence it decreases very slowly as t increases. Therefore, an increase of k n leads to just a small increase of the model deviation which is difficult to detect by the test. Such d.f.'s are infamous for causing problems to data-driven choices of k (see e.g. Drees and Kaufmann (1998) ).
In view of these results, we may conclude that, for most d.f.'s, the test indeed indicates the range of k-values for which extreme value estimators are only moderately biased. Unfortunately, for very small k the test seems too conservative, in particular for the normal and the reversed Burr distribution and, to a lesser extent, also for the Gumbel distribution EV(0).
This conclusion is also supported by Figure 1 that displays the empirical size of the test versus k for the Cauchy distribution and k = 10, 15, 20, . . . , 400. In addition, the ratio of the absolute bias to the root mean squared error ofγ n is plotted by the dotted line. When the bias contributes less than (about) 30% to the root mean squared error, then the test rejects the hypothesis with probability 0.05 or less. As the influence of the bias on the total error increases, the probability of a rejection rises above the 5%-line and increases more and more rapidly as k increases.
At first glance, it might be surprising that, unlike estimators of γ, the test behaves almost equally well for small and large values of |ρ|. However, recall that for the actual size to be close to the nominal value it is not important how accurate the estimators are but only how precise the Gaussian approximation for the tail empirical distribution function with estimated parameters is.
While the rate of convergence of estimators of the extreme value index deteriorates as ρ tends to 0, this is not necessarily true for the accuracy of the normal approximation. 
