A probabilistic mechanics theory for random dynamics by Wang, Qiuping A.
  1 
A probabilistic mechanics theory for random dynamics 
 
Q.A. Wang 
ISMANS, 44 Ave. F.A., Bartholdi, 72000 Le Mans, France 
LPEC, UMR 6087, Université du Maine, Ave. O. Messiaen, Le Mans, France 
 
Abstract 
This is a general description of a probabilistic formalism of mechanics, i.e., an extension 
of the Newtonian mechanics principles to the systems undergoing random motion. From an 
analysis of the induction procedure from experimental data to the Newtonian laws, it is shown 
that the experimental verification of Newton law in a random motion implies a stochastic 
extension of the virtual work principle and the least action principle, i.e., 0=Wδ  and 0=Aδ  
averaged over all the random paths instead of 0=Wδ  and 0=Aδ  for single path in regular 
dynamics. A probabilistic mechanics is formulated and applied to thermodynamic system. 
Several known results, rules and principles can be reproduced and justified from this new 
point of view. To mention some, we have obtain the entropy variation of the free expansion of 
gas and heat conduction without considering local equilibrium, and a violation of the 
Liouville theorem and Poincaré recurrence theorem, which allows to relate the entropy 
production to the work performed by random forces in nonequilibrium process.  
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1) Background  
This paper gives a general description of a probabilistic mechanics theory for random 
dynamics. We also outline some previous results [1-7].  
The work is more or less inspired by the relationship between classical mechanics and 
thermodynamics, and the questions concerning the establishment of thermodynamics for 
nonequilibrium systems. To help the reader to understand the background, the reasoning, the 
objectives and the methodology, it is useful to give here, without entering at great length into 
the history and the various points of view concerning nonequilibrium thermodynamics, a brief 
(surely incomplete) review on the beginning of the story and its actual stage. 
The very first persons who tried to relate the second law of thermodynamics to the 
Newtonian mechanics are Boltzmann, Clausius, Hertz and Helmholtz[1], who have the 
conviction that the second law is a consequence of the principles of the Newtonian mechanics. 
But this tentative has as well known failed because the second law is intrinsically in 
contradiction with the basic principles of mechanics, as shown in the criticisms from 
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Loschmidt, Poincaré1 and Zermelo[2], and also in the claim of Maxwell with the birth of a 
small intelligent demon[4]. The key points in the criticisms are the Liouville theorem 
stipulating the conservation of phase density or volume of Hamiltonian system and the time 
symmetry of any mechanical dynamics. This story dates back to more than a century ago. The 
following of the events is well known to the physics community. The key questions 
concerning the nature and properties of entropy as well as its time evolution never get the last 
answer. Yet there has been a considerable development of thermodynamics and statistical 
mechanics for both equilibrium and nonequilibrium systems in the last century. The actual 
situation can be roughly summarized as following: 
- The deduction of macroscopic properties from the microscopic dynamics is rather 
satisfactory for equilibrium thermodynamics of macroscopic systems. This is a great 
achievement of the statistical mechanics in the last century, although there are still many open 
questions around several approaches often used in statistical mechanics for equilibrium states. 
Some of them are about the physical justification of the variational principles such as 
maximum entropy principle and maximum entropy production principle (local 
equilibrium)[9]. For example, is maximum entropy a physical law or just an inference 
method? Is there some restriction to the functional form of entropy in the principle? Is the 
Gibbs-Shannon logarithm entropy unique for the variational approach?  
- Other questions concerning equilibrium thermodynamics are relative to small size systems 
such as atomic clusters, biological molecules, nanotube and fullerenes etc, which are 
definitely different from macroscopic thermodynamic systems in that there are much fewer 
degrees of freedom and much larger fluctuation effects in their thermodynamic properties. 
The entire conventional thermodynamics formalism should be carefully used for small 
systems. Many of the debates around the possible violation of second law by small 
systems[5][6][7][8] have something to do with the definition of thermodynamic functions and 
variables such as entropy, internal energy, free energy, work etc.  
- There are formulations of thermodynamics[10][11] for nonequilibrium system on the basis 
of the hypothesis of steady state and local equilibrium in order to use locally the notion of 
entropy, being defined only for equilibrium system, and to discuss entropy production and 
related phenomena in nonequilibrium process close to equilibrium.  
                                                 
1
 Il résulte de là que les phénomènes irréversibles et le théorème de Clausius ne sont pas explicables au moyen des équation 
de Lagrange … Toutes les tentatives de cette nature doivent donc être abandonnées[3]. 
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- On the other hand, the bridge between microscopic dynamics and the macroscopic 
properties of nonequilibrium especially far from equilibrium systems is not yet constructed to 
date. At least there is no universally accepted answer to the question of increasing property of 
entropy. The obstacles associated with Liouville theorem, Poincaré recurrence theorem and 
the time symmetry of microscopic dynamics are always there at least for Hamiltonian system. 
The main current viewpoints and efforts to solve this question, to mention only some, are the 
following.  
- Boltzmann is correct to define the entropy by Ω= lnBkS  and the H function by 
∑=
i
ii ffH ln . The emergence of time arrows from the time symmetrical microscopic 
dynamics comes essentially from “the great disparity between microscopic and macroscopic 
scales” and the very large number of degrees of freedom (see for example [13]).  
- A widely accepted point of view on the second laws is that it is a probabilistic law, meaning 
that the likelihood that the law is violated is not zero. This point of view is closely related to 
the actual debates and reflections around the fluctuation theorems and the possible violations 
of second law (see for example [5][6][7][8][14][16]). It is nevertheless worthy and instructive 
to remember that, if one contemplates the crystal clear and simple logic in the discovery of the 
second law (no perpetual engine  maximal efficiency of reversible engine  Kelvin 
expression of maximal efficiency  Clausius entropy and second law) and the mathematical 
rigor in this series of deductions from the first assumption about perpetual engine to the 
discovery of the law, there is indeed no even infinitesimal place for entropy to decrease, in 
spite the ubiquitous fluctuation in any engine system involved in this logic.  
- There has been many suggestions for redefining entropy (functional), entropy production 
and other thermodynamic quantities for system out of equilibrium with the help of the 
distributions such as SRB measure (see for example [10][11] [12][15]). It was also suggested 
by the school of maximum entropy principle to apply this principle - which has been 
successfully used for equilibrium statistical mechanics and thermodynamic for macroscopic 
systems - to nonequilibrium system with the Shannon formula as a function of nonequilibrium 
probability distribution (see for example [2] p69, p107).  
- A quite new development of thermodynamics is a combination of conventional 
thermodynamics and quantum mechanics[17]. In spite of the time symmetry of Schrödinger 
equation, this tentative is motivated by the facts that the major efforts which failed in deriving 
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macroscopic thermodynamics from microscopic mechanics were classical while the 
considered constituents (atoms, molecules, clusters …) are all quantum systems. 
Many of these viewpoints are in progress. They are not free from the criticism based on 
the rigorous mathematical reasoning from Liouville theorem, Poincaré recurrence theorem 
and the time symmetry of microscopic dynamics. Defining second law entropy and entropy 
production rate for nonequilibrium systems (even they are close to equilibrium) is also a 
subtle and delicate subject which lacks clear and distinct criterions of validity and risks to 
encounter exceptions as mentioned in [2] (pp160-167).  
To summarize the situation for nonequilibrium statistical mechanics and thermodynamics, 
it seems still instructive to quote Eddington (see [20], page 77): “The question whether the 
second law of thermodynamics and other statistical laws are mathematical deductions from 
the primary laws, presenting their results in a conveniently usable form, is difficult to answer; 
but I think it is generally considered that there is an unbridgeable hiatus. At the bottom of all 
the questions settled by secondary law there is an elusive conception of a priori probability 
of states of the world which involves an essentially different attitude to knowledge from that 
presupposed in the construction of the scheme of primary law.” 
and  
“It has been a conviction of nearly all physicists that at the root of everything there is a 
complete scheme of primary law governing the career of every particle or constituent of the 
world with an iron determinism. This primary scheme is all-sufficing, for, since it fixes the 
history of every constituent of the world, it fixes the whole world history.”  
These remarks are still true until today, despite the introduction of probabilistic and statistical 
method long ago, despite the irreducible probabilistic character of quantum mechanics: the 
world of mechanics is intrinsically deterministic. Hamiltonian equations, Lagrange equations, 
Liouville theorem etc penetrate everywhere in microphysics. This kind of extension from 
macroscopic to microscopic world is audacious but may be sometimes questionable especially 
when the laws acquires the character of absolute universal truth, as Poincaré put it2 [18] : “It 
is for apply it when we study the mechanics, and one can apply it only when it remains 
objective. However, what the principles win in generality and certainty, they lose it in 
                                                 
2
 "Si on étudie la mécanique, c'est pour l'appliquer; et l'on ne peut l'appliquer que si elle reste objective. Or … ce que les 
principes gagnent en généralité et en certitude, ils le perdent en objectivité. C'est donc surtout avec le côté objectif des 
principes qu'il convient de se familiariser en bonne heure, et on ne peut le faire qu'en allant du particulier au général, au lieu 
de suivre la démarche inverse." [18] 
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objectivity. Hence it is especially with the objective aspect that one should familiarize himself 
as early as possible, and one can do that only in going from particular to general, instead of 
following the inverse approach. (see [18], p165) ”  
Our work is a tentative, among many others of courses, to revisit the deterministic 
mechanics law with this paradigm in mind. The starting point of our approach is best 
illustrated by a quote from Balian [19]:  
“… every physical law has a probabilistic character: the very principle of scientific 
knowledge, whatever is the domain,  is experience or observation which produces data always 
with more or less randomness. The laws and predictions result by induction from these data 
and suffer from the same uncertainty.”3 
Our idea is to push this remark farther and to exploit further the experimental uncertainty 
in reviewing the induction procedure leading to the Newtonian laws of classical mechanics, 
with the objective to introduce, or to replace the dynamical uncertainty back into the iron 
determinism which has been, with the induction logic (obviously the most reasonable and 
scientific way to make rational reasoning from observations), extracted from uncertain 
experimental data by, inevitably, rejecting the randomness (or accidents) of the motions and 
keeping only the regularity. 
Since it is inevitable to treat dynamical trajectory, the technique of path integral developed 
in the Feynmann's formulation of quantum mechanics[39] is useful for this framework. The 
only difference is that the paths here are observed physical object of classical motion while 
the paths in quantum physics are rather mathematical objects.  
2) Methodology and hypotheses 
The key concern of statistical mechanics is that the macroscopic world is composed of 
microscopic bodies obeying, according to the wide granted view, reversible dynamics, while 
the macroscopic dynamics may be irreversible (second law). Since there is no room (it seems 
to us) for questioning the general validity of the second law (at least for large systems), one 
should logically and reasonably search for the answer in the mechanics theory. One can think 
either there is something missing in the extension of the mechanics law to the microscopic 
mechanical world, or there is something missing in the mechanics law itself in comparison to 
                                                 
3
 "Notons d’abord que toute loi physique a un caractère probabiliste : le principe même de la connaissance scientifique, dans 
quelque domaine que ce soit, est l’expérience ou à défaut l’observation, qui fournissent des données toujours plus ou moins 
aléatoires. Les lois et les prévisions résultent d’une induction à partir de ces données et souffrent de la même incertitude." 
[19] 
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the real world. Our opinion is the latter. The question is what the missing thing is and how to find 
it. 
This work is an effort to do that by replacing the Newton’s second law in the uncertain 
experimental environment. The basic idea can be traced as follows. When the experimentalist 
claims the verification of the Newton’s second law by experiment, he simply means that there 
is a relationship σrr
r
±= )()( tamtF  averaged over a large number of measurements with an 
uncertainty σ  into which the randomness of the motion is squeezed. The very part in the 
above equality that interests the experimentalist is )()( tamtF r
r
=  instead of σr . However, if he 
is also interested in the random aspect of the dynamics, there are many way to look into the 
randomness in much more delicate way. For example, he can trace each motion in order to see 
into the different random trajectories. We will present a straightforward analysis (see below) 
showing that the existence of the average law )()( tamtF r
r
=  implies a stochastic extension of 
the virtual work principle and the least action principle which become respectively 0=Wδ  
and 0=Aδ  averaged over all the paths instead of 0=Wδ  and 0=Aδ  for single path in the 
regular dynamics[21][22][23][24][25].  
The term 'random motion' is used here in the sense that the motion of a classical system 
contains a regular and a random part and that, if the randomness vanishes, the system recovers 
the regular dynamics described by the fundamental principles of mechanics.  
The system can be either a simplest mechanical system, i.e., a point mass, or composed of 
a large number of components. One can consider a Brownian particle or a thermodynamic 
system such as a gas or a solid composed of a large number of atoms and molecules (“little 
particles that move around in perpetual motion, attracting each other when they are a little 
distance apart, but repelling upon being squeezed into one another.” [29]) 
The interactions between the components of the system are supposed to be conservative. 
The Lennard-Jones potential between the particles in a gas or a condensed matter is an 
example. This means that if the system is isolated, the energy is conserved just like in an 
isolated gas or solid which is either in equilibrium or out of equilibrium thermodynamically. 
At the same time, the system can be under the action of external forces which can be non 
conservative. 
When the system is in contact or interaction with environment, there may be energy 
exchange through heat transfer and mechanical work. The microscopic forces between the 
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components of the system and the environmental elements in contact are supposed 
conservative. Hence the global energy (studied system plus environment) can be conserved. 
This microscopic conservation does not exclude the “dissipation” of macroscopic kinetic 
energy through friction into heat contained in the global system. But from the microscopic 
view of the energy of the particles, there is no energy loss. 
The above assumptions cover a large number of situations in nature. In case where there is 
no external dissipation forces (friction for example), the system can be microscopically 
considered as Hamiltonian system whose Hamiltonian is given by the sum of all the kinetic 
and potential energies of the constituents at any moment of time. The dissipation of 
macroscopic mechanical energy into heat can nevertheless take place when there are 
macroscopic transport phenomena or macroscopic frictions inside the system and on the 
surfaces of the system.  
This approach is somewhat phenomenological and based on the observation of the 
multitude of trajectories of random motion and on the probabilistic description without 
entering into the study of the cause (noises) of the randomness. The dynamics is supposed 
fundamentally random and unpredictable, meaning that the source of the randomness is 
objective such as thermal, quantum, chaotic and initially conditional, as discussed in by M. 
Gell-Mann in [31][32]. Other sources of unpredictability related to the human ignorance, 
incapability of perception and of mathematical or numerical treatments are not considered. 
The randomness can come from either internal and intrinsic dynamics of the system or 
external perturbation such as the molecule noise around a Brownian particle or the random 
uncontrollable perturbations suffered by any macroscopic system in motion (a falling light 
body in the air or a driven car on the road, for example). 
In what follows, we will begin by outlining the fundamental principles of classical 
mechanics which are then extended to random motion by considering the non uniqueness of 
trajectory between two given points in configuration space. The consequences concerning 
thermodynamics and statistical mechanics are discussed in detail for both equilibrium and 
nonequilibrium states. 
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3) Principle of least action 
The least action principle (LAP)4 [30][33] is well formulated for Hamiltonian system 
(without dissipation) satisfying following equations:  
k
k P
H
x
∂
∂
=&  and 
k
k
x
HP
∂
∂
−=
&
 with k=1,2, …g      (1) 
where xk is the coordinates, Pk the momentum, ),,( tPxH &  the Hamiltonian given by 
VKH += , K the kinetic energy, V the potential energy, and g the number of degrees of 
freedom of the system. The Lagrangian is defined by VKL −= . 
LAP stipulates that the action of a motion between two point a and b in the configuration 
space defined by the time integral ∫=
b
a
LdtA  on a given path from a to b must be a stationary 
on the unique true path for a given period of time τ  of the motion, i.e.,  
0=
τ
δA  .      (2) 
In what follows, we will drop the index τ  of the variation and the action variation is always 
calculated for fixed period of time τ . This principle yield the Euler-Lagrange equation given 
by 
0=
∂
∂
−
∂
∂
∂
∂
x
L
x
L
t kk&
 
     (3) 
with 
t
x
x
k
k ∂
∂
=& . The above equation underlies a completely deterministic dynamics: there is 
only one path between two given points so that all the states of the system are completely 
determined by Eq.(3) for every moment of the motion.  
4) Principle of virtual work 
In mechanics, a virtual displacement of a system is a kind of hypothetical infinitesimal 
displacement with no time passage and no influence on the forces. It should be perpendicular 
to the constraint forces. The principle of virtual work[34][35] says that the total work 
performed by all the forces acting on a system in static equilibrium is zero for any possible 
virtual displacement.  Let us suppose a simple case of a system of N points of mass in 
                                                 
4
 We continue to use the term "least action principle" here considering its popularity in the scientific community. 
We know nowadays that the term "optimal action" is more suitable because the action of a mechanical system 
can have a maximum, or a minimum, or a stationary for real paths[33]. 
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equilibrium under the action of the forces Fi (i=1,2,…N) on point i, and imagine virtual 
displacement of each point ir
vδ . According to the principle, the virtual work Wδ  of all the 
forces Fi on all ir
vδ  vanishes for static equilibrium, i.e.  
0
1
=⋅∑=
=
i
N
i
i rFW
vv δδ       (4) 
This principle for static equilibrium problem was extended to "dynamical equilibrium" by 
d’Alembert[35] who added the inertial force iiam
v
−  on each point of the system in motion 
0)(
1
=⋅−∑=
=
iii
N
i
i ramFW
vvv δδ       (5) 
where mi is the mass of the point i and ia
v
 its acceleration. From this principle, we can not 
only derive Newtonian equation of dynamics, but also other fundamental principles such as 
least action principle.  
The deterministic character and the uniqueness of trajectory of the dynamics dictated by 
these two principles can be illustrated in both configuration and phase spaces as shown in 
figure 1 which tells us that a motion from a point a in configuration space must arrive at point 
b when the duration of motion (tb-ta) is given. Equivalently in phase space, once the initial 
point (condition) a is given, the path is then determined, meaning that the unique destination 
after (tb-ta) is b. 
 
 
 
 
 
 
 
 
Figure 1: Illustration of a least action path of regular motion of Hamiltonian system between two points a and b 
in configuration space (I) and in phase space (II). The virtual work on each point of this path is zero according to 
Eq.(5). The duration of motion (tb-ta) for the path in configuration space is given, while for the phase space path 
x t 
x 
a 
b 
1D configuration space-time 
P
 
a b 
2D phase space 
I II 
ta tb 
Pb 
Pa 
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the duration of motion is not specified since it is hinted in the initial or final conditions (positions and velocities). 
The meaning of this is that a motion from a given phase point a must have a single destination b. 
5) Liouville theorem 
Since the Liouville theorem is often involved in the discussions relative to thermodynamic 
entropy in statistical mechanics, we give an outline of it here and will come back to this topic 
within the random dynamics.  
We look at the time change of phase point density ),,( tPxρ  in a, say, 2-dimensional 
phase space Γ  when the system of interest moves on the geodesic, i.e., the path of least 
action. The time evolution neither creates nor destroys state points, so the number of the phase 
points is conserved. We then have the conservation law in the phase space 
0)()( =
∂
∂
+
∂
∂
+
∂
∂
P
P
x
x
t
ρρρ &&
 
     (6) 
which means 
ρρρρρ 





∂
∂
+
∂
∂
−=
∂
∂
+
∂
∂
+
∂
∂
=
P
P
x
xP
P
x
xtdt
d &&&& . 
     (7) 
For the least action path satisfying Eq.(1), the right hand side of the above equation is zero, 
leading to the Liouville theorem: 
0=
dt
dρ
, 
     (8) 
i.e., the state density in phase space is a constant of motion. The phase volume Ω  available to 
the system can be calculated by ∫=Ω
Γ
dn
ρ
1
 where dn  is the number of phase point in an 
elementary volume Γd  at some point in phase space. The time evolution of the phase volume 
Ω  accessible to the system is then given by 
011 2 =∫−=∫=
Ω
ΓΓ
dn
dt
ddn
dt
d
dt
d ρ
ρρ
 
     (9) 
meaning that this phase volume is a constant of motion.  
The second law of thermodynamics states that the entropy of an isolated system increases 
or remains constant in time. But the Liouville theorem implies that if the motion of the system 
obeys the fundamental laws of mechanics, the Boltzmann entropy defined by Ω= lnS  must 
be constant in time. On the other hand, if the probability distribution of states ),( Pxp  in 
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phase space is proportional to ),( Pxρ  and that an entropy is a functional of ),( Pxp , i.e., 
S(p), then this entropy must be constant in time, which is in contradiction with the second law. 
6) Poincaré recurrence theorem 
One of the important consequence of the Liouville theorem is the Poincaré recurrence 
theorem for mechanical system whose total energy is finite[42][43]. This theorem states that 
almost every point is recurrent in phase space.  
It will be useful to appreciate it in more mathematical language. Suppose an initial finite 
phase volume Ω  accessible to a system, let Ω∈x  be the set of points that is not recurrent and 
)(xf n  is the positions of this non recurrent set of points after a period of time t=n with a 
volume nΩ . Since these points are not recurrent, we must have 0)( Ω∉xf n  for any n=1,2,3 
… with nΩ==Ω=Ω=Ω ...210  by virtue of the Liouville theorem. Since the trajectories of 
regular mechanical motion do not intersect between them[33] and x is not recurrent (never 
returns to 0Ω ), the intersection between the sets nΩΩΩΩ ...,, 210  must be empty, meaning 
that the cumulate volume 0Ω=Ω ncum  is increasing with time. Then we can always find a 
value N such that Ω>Ω=Ω 0ncum  for all Nn ≥ . This violates the Liouville theorem of 
phase conservation, which means that the set of those points x having volume 0Ω has zero 
measure ( 00 =Ω ) and that, as a consequence, almost every point of Ω  returns to Ω . 
Since the entropy is determined by the ensemble of these points (positions and velocities), 
it must also return to its initial value. It was Zermelo[44] who pointed out this apparent 
incompatibility between Poincaré recurrence theorem, the second law, and Boltzmann’s H-
theorem, in the sense that either the second law may be violated or connection to mechanical 
system cannot be made. Hence the science of irreversible processes, thermodynamics, could 
not be reduced to mechanics, and Hertz’s mechanical derivation of the second law must be 
impossible. 
We would like to recall that the key element in the proof of this theorem is the 
conservation of phase volume Ω  of mechanical system stated by Liouville theorem[42][43]. 
7) Random dynamics 
The above mentioned principles hold whenever the motion is regular. In other words, we 
can refer to any motion which can be described analytically and explicitly by Newtonian laws 
as regular motion.  
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On the contrary, we define an irregular or random motion as a dynamics which violates 
the above paradigms. One of the most remarkable characteristics of random motions is the 
non uniqueness of paths between two given points in configuration space as well as in phase 
space. This behavior implies the occurrence of multiple paths to different destinations from a 
given phase point, which is illustrated in Figure 2. 
The cause of the randomness is without any doubt the noises or random forces in and 
around the observed system. In this work we do not run into the study of the origin of the 
noises. We only look into the effects, i.e., the multiplicity of paths mentioned above for a 
motion during a time period, or the multiplicity of states for a given moment of time of the 
motion. 
 
 
 
 
 
 
 
 
 
Figure 2: An illustration of the non uniqueness of trajectory of random dynamics. Notice that the three path 
examples between a and b in configuration space may have different end points in phase space even if they have 
the same initial state.  
 
In what follows, we will first introduce the extension of the above fundamental principles 
to random dynamics by considering a very common case: the descent of a body from an 
inclined smooth but irregular long surface.  
8) Observation of a random motion 
We imagine an experience to verify Newtonian laws by the descent of a body on an 
inclined surface. The friction can be neglected although the surface is somewhat rugged. The 
experience is repeated many times. We look at all the motions of the body starting from a 
point a and arriving at a point b.  
x t 
x 
a 
b 
1D configuration space-time 
P
 
a b 
2D phase space 
I II 
ta tb 
Pb 
Pa 
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The outcome of the experiment is the verification of the Newtonian law amF r
r
=  where F
r
 
is the total force on the body, m is its mass and ar  its acceleration. This means that, after a 
large number of experiences, the means of the experimental data of position, velocity and 
acceleration agree with the prediction from the Newtonian law. For the sake of simplicity, we 
suppose that there is no uncertainty in the measure of mass and time, and that the precision of 
the measure is high enough to see the irregularity of the motion and its deviation from the 
ideal descending motion on a perfectly smooth and regular surface. This ensures that the 
uncertainty in the measured results only comes from the irregularity of the surface. The 
motions are illustrated in Figure 3. 
 
 
 
 
 
 
 
 
 
 
Figure 3: Illustration of the descending motion of a body on an irregular but smooth surface from a point a 
to a point b. According to our assumptions, the multiplicity of paths is mainly the consequence of the irregularity 
of the ramp (not depicted here). The position, velocity and acceleration are measured at the moments of t , 
tt δ+  and tt δ−  marked by the three bars, respectively. The intersections of the paths with the thick bar 
marking the moment t are the possible positions of the body at that moment. The full line linking a and b is the 
mean path formed by the successive average positions )(trr  between a and b. It is along this path that the 
Newtonian law is verified in the experiment as analyzed in the text. Hence this path is expected to be the unique 
least action path when the surface is perfectly regular and smooth. 
 
Now let us see in detail a usual experimental method to verify amF r
r
=  by measuring the 
force and the acceleration at a given moment of time t. A large number of measurements will 
tt δ±  
b 
a 
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be carried out for a given moment t of the motion in the small time interval from t to tt δ+ . 
The average positions are given by ∑=
=
N
i
i trM
tr
1
)(1)( rr  and ∑ +=+
=
M
i
i ttrM
ttr
1
)(1)( δδ rr  where M is 
the total number of measurements and i is summed over all the measured values of position 
)(tri
r
. The average velocity is then given by ∑=∑ −+==
==
M
i
i
M
i
ii tv
Mt
trttr
Mt
tr
tv
11
)(1)()(1)()( r
rrr
r
δ
δ
δ
δ
.  
The same can be done at another moment of time very close to t, e.g., tt δ− , to obtain 
∑ −=−
=
M
i
i ttvM
ttv
1
)(1)( δδ rr . Then the average acceleration can be calculated by 
∑∑ =
−−
=
==
M
i
i
M
i
ii ta
Mt
ttvtv
M
ta
11
)(1)()(1)( r
rr
r
δ
δ
. The force on the body may depend on its position, 
i.e., )( ii rFF
rrv
=  for ith outcome of the experiment. The mean force at the moment t is given by 
∑=
=
M
i
i tFM
tF
1
)(1)(
rr
. 
If finally the verification is successful, we get 
σ
rrr ±= )(/)( tamtF       (10) 
with some uncertainty characterized by a standard deviation σr . 
9) Virtual work principle for random dynamics 
The full line linking a and b in Figure 3 represents the mean path formed by the 
successive average positions )(trr  between a and b ( ba ttt ≤≤ ). It is along this ideal path 
(when there is no randomness) that the Newtonian law is verified. Hence this line should be 
the unique least action path if the surface was perfectly regular and smooth. The virtual work 
principle Eq.(5) holds on any point of this path and is given here by (let N=1) 
0)(1)(
1
=⋅∑ −=⋅−=
=
raF
M
ramFW
M
i
ii
vrrvvr δδδ       (11) 
The bar over the virtual work implies that the work is a mean. Let iWδ  be the virtual work at 
the measured position i of the ith experience (one of the intersections of the paths with the 
thick bar at time t in Figure 3, for example), i.e., ramFW iii vv
r
δδ ⋅−= )( , Eq.(11) reads: 
01
1
=∑=
=
M
i
iWM
W δδ .      (12) 
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The most important meaning of Eq.(12) is that when the Newtonian law is verified as a mean 
in the random dynamics, the virtual work principle may be violated by individual random 
motion or events, i.e., 0≠iWδ  at the position ir
r
, while it must hold for the average virtual 
work calculated over the ensemble of events (positions) at a given moment.  
The sum in Eq.(12) over the different experimental outputs at time t can be replaced by a 
sum over the positions )(trj
r
 observed at the same time with wj ≤≤1  where w is the total 
number of observed positions at t. Let Mj be the number of measures getting the output )(trj
r
, 
Eq. (12) becomes 
0
11
=∑=∑=
==
w
j jj
w
j j
j WpW
M
M
W δδδ . 
     (13) 
where jp  is the probability to find the body at )(trj
r
 when M is very large. In this expression, 
we can also choose j as the index of the observed states (positions and velocities) of the body. 
In this case, jp  will be the probability distribution of states. 
Eq.(13) will be used as the new virtual work principle for random dynamics. It can be 
stipulated as follows. 
The statistical mean of the total virtual work done by all the forces acting on a system 
(equilibrium or not) in random motion must be zero, where the means is taken over all the 
possible positions or states of the system at a given moment of time. 
Note that, according to the above discussion, the validity of this principle is subject to the 
condition that the random dynamics verifies the Newtonian laws in a statistical way. 
However, when this principle will be applied to random systems for which we can not say a 
priori whether or not the Newtonian laws are verified statistically, the legitimacy of the 
application should be subject to experimental verification a posteriori.  
10) Equilibrium thermodynamics and maximum entropy approach 
a) Virtual work and entropy 
In this section, it will be shown that the well known maximum entropy approach to 
statistical thermodynamics can be derived from the extended virtual work principle. 
Let us consider an ensemble of equilibrium systems, each composed of N particles in 
random motion with v iv  the velocity of the particle i. Without loss of generality, the systems 
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are supposed to have no macroscopic motion, i.e., 0
1
=∑
=
N
i
iv
v
 at any time. We imagine that a 
system in thermodynamic equilibrium leaves its equilibrium state by a reversible infinitesimal 
virtual process.  Let F i
v
 be the force on the particle i at that moment. F i
v
 includes all the 
interacting forces between the particle i and other particles as well as the walls of the 
container. In the virtual process, each particle with acceleration ir&&
v
 has a virtual displacement 
r i
vδ . The total virtual work over all the displacements is given by 
iii
N
i
i rrmFW
v&&v
v δδ ⋅−∑=
=
)(
1
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For a given particle i of mass mi, we have kiiiiiiiii ermrrmrrm δδδδ ==⋅=⋅ )2
1( 2&v&v&vv&&v  which is the 
virtual variation of the kinetic energy eki of the particle.  
As we have supposed, there is no dissipative force in the system or on the particles. This 
implies the existence of the particle-particle or particle-wall potential energy. Let pii eF −∇=
r
 
with potential energy epi of the particle i. We have 
pi
N
i
ipi
N
i
ii
N
i
i ererF ∑−=⋅∑ −∇=⋅∑
=== 111
)( δδδ vvv       (15) 
where ipipi ree
vδδ ⋅∇=  is the virtual change in potential energy. It follows that 
EeeeW
N
i
i
N
i
kipi δδδδδ −=∑−=∑ +−=
== 11
)(       (16) 
where kipii eee δδδ +=  is the virtual variation of the total energy of the particle i,  and ∑=
=
N
i
ieE
1
 
is the total energy of the system.  
At this stage, no statistics has been done. The particles are treated as if they were in 
regular motion. As a matter of fact, the dynamics is random. The randomness is taken into 
account by the consideration of different possible microstates j with different probability pj 
(j=1,2 … w) at that moment of virtual variation. If we look at the system in the phase space, 
the considered virtual process with given virtual displacements may take place on different 
microstates. Hence Eq.(16) is only the virtual work of the system at one microstate j. In view 
of the fact that the virtual displacement of each particle is given and does not have influence 
on the forces, this virtual work depends on the microstates through forces and potential 
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energy. It should be written as ( )∑−=
=
N
i
jij eW
1
δδ . The mean of this individual virtual work 
over all the microstates is 
WpW j
w
j j
δδ ∑=
=1
. 
     (17) 
The virtual work at the state j can be analyzed in more detail as follows. A microstate j is 
some distribution of the N particles over the one particle states k with energy εk where k varies 
from, say, 1 to g (g can be very large and tend to infinity for continuous energy spectra). We 
imagine Nj identical particles distributed over the g states at a microstate j which is here a 
combination of g numbers nk of particles over the g states, i.e., j={n1, n2, … ng}. We naturally 
have ( )∑=
=
g
k
jkj nN
1
 and ( ) ε kg
k
jkj nE ∑=
=1
. Since the virtual work only affects the energy of the 
particle, it can be written as 
∑+−=
∑ ∑+−∑ =−=
k
kjkj
k k
kjkkjk
k
kjkj
nE
nnnW
εδδ
εδεδδεδ
)(
)()()(
. 
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The first term of the right hand side is the total energy variation due to the one particle energy 
variation kδε  caused by the virtual work as well as to the variation in particle number jNδ  of 
the system. The second term is just the energy variation caused by the particle number 
variation ∑=
k
jkj nN )(δδ . Hence Eq.(17) reads 
NE
nEnpEpW
k
kkj
k
kkj jjj j
δµδ
δεδδεδδ
+−=
∑+−=∑∑+∑−= )(
. 
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where the chemical potential is given by Nn
k
kk δδεµ /∑=  with 
( ) ∑=∑ ∑=∑=
k
k
j k j
kjj
j
j nnpNpN δδδδ  and j
j j
EpE δδ ∑= . Since  ∑−=
j
jj pEEE δδδ  and  
∑−=
j
j jpNNN δδδ  with jj j
EpE ∑=  and j
j j
NpN ∑= , we get 
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∑ −++−=
∑−∑ ++−=
j jjj
j jjj jj
pNENE
pNNpEEW
δµµδδ
δµµδδδδ
)(
 
     (20) 
To ensure the conservation of energy of isolated system in equilibrium, the mean virtual work 
of random forces must vanish for equilibrium state. Comparing then Eq.(20) to the first law 
NWQE µδδδδ +−=  for Grand-canonical ensemble, we identify the heat transfer 
∑ −=
j
jjj pNEQ δµδ )( . For a reversible virtual process, we can write  
∑ −==
j
jjj pNEQS δµββδδ )(       (21) 
and get  
β
δµδδδ SNEW ++−= .      (22) 
where S is the thermodynamic entropy of the second law in view of the Eq.(21).  
b) Extremum entropy algorithm 
The extended virtual work principle yields 
0)( =+− NES βµβδ       (23) 
which can be called extremum entropy approach for grand-canonical ensemble with the 
energy and particle number constraints. We will prove a bit later that this is actually the usual 
maximum entropy principle. 
Notice that here the "constraints" associated with energy and particle number naturally 
appear in the variational calculus as a simple consequence of virtual work principle, in 
contrast to the rather subjective character of the introduction of these constraints within the 
inference theory or inferential statistical mechanics[36] by the arguments such as that the 
averaged value of an observable quantity represents a factual information to be put into the 
maximization of information in order to derive least biased probability distribution[37]. 
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We can suppose the entropy is a function of the probability distribution pj, i.e., 
...)...(
,2,1 jpppfS = , and write j
j j
p
p
fS δδ ∑ ∂
∂
=  where jpδ  is the variation of the probability 
due to the virtual process. Compare this with ∑ −=
j
jjj pNES δµβδ )( , one gets 
0)( =+−∑ ∂
∂
jjj
j j
pNE
p
f δβµβ .      (24) 
Using normalization condition 0=∑
j
jpδ , one can prove  
αβµβ =+−
∂
∂
jj
j
NE
p
f
. 
     (25) 
with a constant α. Eq.(25) can be used for deriving the probability distribution of the 
nonequilibrium component of the dynamics if the functional f is given. Inversely, if the 
probability distribution is known, one can derive the functional of S. It is common knowledge 
that the Shannon formula for thermodynamic entropy can be derived from the exponential 
distribution of energy of the Boltzmann statistical mechanics (see also the discussion in the 
following subsection c).  
For canonical ensemble, we have 0=Nδ  and 0)( =− ES βδ  and αβ =−
∂
∂
j
j
E
p
f
. For 
microcanonical ensemble, the system is completely closed and isolated with constant energy 
0=Eδ  and constant particle number 0=Nδ . When the virtual displacements occur, the total 
virtual work would be transformed into virtual heat such that Eq.(22) becomes 0=− QW δδ . 
Then 0=Wδ  leads to 
0=Sδ  or α=
∂
∂
jp
f
 
     (26) 
which necessarily yields uniform probability distribution over the different microstates j, i.e., 
pj =1/w. Note that here the uniform distribution over the microstates is not an a priori 
assumption, but a direct consequence of virtual work principle.  
This equiprobability can be proven as follows only by supposing that ...)...(
,2,1 jpppfS =  
is a strictly increasing or decreasing function of all pj throughout the interval 10 ≤≤ jp , i.e., 
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its derivatives 0or  0 <>
∂
∂
jp
f
 and are zero only at some finite number of points in that 
interval. However, Eq.(26) tells us that α=
∂
∂
jp
f
 is a constant independent of pj, implying that 
...)...(
,2,1 jpppfS =  is either a linear function of all pj, or all pj are identical. It is evident that 
entropy cannot be linear function of pj. The equal probability of all microstates follows.  
The main conclusion of this section is that, at thermodynamic equilibrium, maximum 
entropy under certain constraints is a consequence of the virtual work principle. From 
Eq.(19), one notices that maximum entropy can be written in the following concise form for 
any ensemble having n random variables Xi (i=1,2 …n): 
0
1
=∑
=
n
i
ii Xδχ  
     (27) 
where iχ  is some constant corresponding to iX . For grand-canonical ensemble, this is 
0=− NE δµδ  and for canonical ensemble, it is 0=Eδ . 
We would like to mention here that this derivation of maximum entropy is not associated 
with any given form of entropy, unlike the original version of Jaynes principle.  
c) Maximum entropy algorithm 
At this stage, it is worth mentioning that the virtual work principle only stipulates 
vanishing virtual work and that it only yields extremum (maximum/minimum/stationary) of 
any quantity proportional to virtual work such as the entropy S in this work. In order to see the 
maximum of S with respect to probability variation, one should see its variational expression 
∑=
j jj
pES δβδ (we take canonical ensemble for simplicity). Since jp  is the probability 
distribution of the random variable jE , i.e., )( jj Efp = , we have ∑= −j jj ppfS δβδ )(
1
 or  by 
integration for strict monotonic )( jEf  : 
0
0
1 )( SdppfS
j
p j
−∑ ∫=
−β       (28) 
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where dppfS
jp
∫=
−
0
1
0 )(  in order that S vanish whenever a pj is equal to one for non 
probabilistic case or regular dynamics. This means that if )( jEf  is a strict decreasing 
function with positive β , S will be concave and Eq.(23) is a maximum entropy. This is the 
case of the Boltzmann exponential distribution with positive temperature. However, if  )( jEf  
is strictly increasing, S will be convex and negative according to Eq.(28) with positive β . In 
this case, β  must be negative in order that S be positive. This leads to concave S and Eq.(23) 
is still a maximum. Boltzmann exponential distribution with negative temperature is an 
example. 
As a matter fact, the only allowable minimum of entropy is zero in random dynamics. 
Zero entropy implies regular dynamics. Hence, in general, if entropy has a non zero 
extremum, it must be a maximum.  
11) Nonequilibrium thermodynamics and maximum “nentropy” 
a) Virtual work and the dynamical uncertainties 
In the above section, the virtual work was calculated for equilibrium system whose 
distribution pj does not depend explicitly on time. 
Now we look at an ensemble of a large number of identical systems out of equilibrium. At 
a given moment of the motion, the systems are distributed over the time dependent 
microstates in the same way as an ensemble of equilibrium systems distributed over the time 
independent microstates. Suppose in this ensemble the systems composed of N particles move 
from a initial point a to a given point b in the 3N dimensional configuration space. Without 
loss of generality, we can consider discrete paths denoted by k=1,2 … (if the variation of the 
paths is continuous, the sum over k must be replaced by path integral between a and b[39]). 
At a given moment t after the departure of the ensemble from the initial state, all the systems 
are distributed over different trajectories, each one arriving at a microstate j (j=1,2, … w). Let 
pj be the probability that a system is found at the state j having a value xj of a random variable 
x. The ensemble average of the variable at that moment is then given by pxx j
w
j
j∑=
=1
.  
A single system, after leaving its initial state, will be found at a given moment on the 
trajectory k or at the corresponding microstate j. At this moment, the total force on a particle i 
is F i
v
 and its acceleration is a iv  with an inertial force ami i
v
− . Suppose a virtual displacement 
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r i
vδ  for the particle i at the state j, the virtual work over this displacement is given by 
ramFW ijiiiij
vvv δδ ⋅−= )( . Summing this work over all the particles, we obtain 
ijii
N
i
ij ramFW
vvv δδ ⋅−∑=
=
)(
1
 
     (29) 
To calculate the virtual work of F i
v
, we will distinguish the forces of different nature. Let f i
v
 
be the interaction forces between the particles whose sum vanishes for the global system just 
as in the case of equilibrium system. These forces can be given by ii wf −∇=
v
 where wi is the 
potential energy. Let ϕvli  be the forces due to the gradient of certain variables such as pressure, 
temperature, particle density, chemical potentials etc (with l=1,2, …). These forces can be 
written as lilli V∇−= µϕ
v
 where Vli is the effective thermodynamic potential at the point of the 
particle i and lµ  is a constant characterizing the nature of Vli. Let φ
v
i  be an external force we 
can control by changing a parameter λ  such as volume, electric or magnetic field etc. 
Without considering the random virtual work at this stage, the virtual work of F i
v
 then reads 
ji
N
i l
lilii
i
jili
l
lii
N
i
i WVwrVwrF )()(
11
λδδµδδφµδ −∑ ∑+−=⋅∑ −∇∑+∇−=⋅∑
==
vrvv
. 
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where iii rww
vδδ ⋅∇=  and ilili rVV
vδδ ⋅∇=  are the virtual variation in the potentials due to the 
virtual displacement, rW i i
rr δφδ λ ⋅=  is the virtual work done to the particle i by changing the 
parameter λ . 
For the second terms with inertial forces at the right hand side of Eq.(29), we can calculate 
iiiiii trmrrmram δδδδ ==⋅=⋅ )2
1( 2&v&v&vvv  where ti is the kinetic energy of the particle i. itδ  can be 
still separated into two parts: the variation eqitδ due to f i
v
 and neqitδ  due to ϕ il . It follows that 
ji
l
neq
il
l
lil
N
i
iji
N
i l
lil
N
i
jiij WtVeWVtwW )()()(
111
λλ δδδµδδδµδδδ −∑+∑+∑−=−∑ ∑−∑ +−=
===
.  
(31) 
where eiδ  is the virtual variation of the equilibrium part (i.e., ieqii wte += ) of the total 
energy of the particle for the microstate j (remember that wi is defined as the potential of the 
equilibrium forces). In this way, the virtual work jWδ  is separated into two parts, i.e., 
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neq
j
eq
jj WWW δδδ += . The first is the virtual work for equilibrium state ( )∑−=
=
N
i
ji
eq
j eW
1
δδ  and 
the second is for nonequilibrium states ji
neq
il
l
lil
N
i
neq
j WtVW )(
1
λδδδµδ −+∑∑−=
=
.  
The equilibrium virtual work being investigated in the last section, below we will see into 
the nonequilibrium virtual work jii
N
i
ji
neq
il
l
lil
N
i
neq
j WWtVW )()(
11
λλ δδεδδδµδ −∑−=−+∑∑−=
==
 
where )( neqil
l
lili tV +∑= µε  can be referred to as the nonequilibrium ‘energy’ of a particle (not 
necessarily an energy in the usual sense since liV  is not the usual potential energy). This 
virtual work can also be expressed over one particle states k=1,2 … g:  
λ
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δδεδ
δδεεδδδεδ
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where ∑=Ε
k
kjkj n ε)(  is the total nonequilibrium energy of the system and ( )∑=
i
jij WW λλ δδ  
the total external work at the state j due to the change of the parameter λ . The average 
nonequilibrium virtual work is given by  
λδδεδδδ WnWpW
g
k
kk
neq
jj j
neq
+∑+Ε−=∑=
== 11
. 
     (33) 
where j
j
jp Ε∑=Ε δδ  is the average of energy variation, the second term ∑
=
g
k
kk n
1
δε  is the 
variation of the nonequilibrium energy due to Nδ , the average variation of the particle 
number and the last term ∑=
j
jj WpW λλ δδ  is the average external virtual work. We write 
NNpn j
j jk
kk δωδωδε =∑=∑  with Nn
k
kk δδεω /∑=  which is a quantity imitating the 
equilibrium chemical potential. It represents the change of nonequilibrium energy of the 
system due to the change of particle number. It follows that 
∑ −−Ε+++Ε−=++Ε−=
j jjjj
neq
pWNWNWNW δωδωδδδδωδδ λλλ )(       (34) 
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with ∑ ∑=Ε∑=Ε
j k
kjkjj
j
j npp ε)(  is the nonequilibrium energy, j
j
jWpW λλ ∑=  is the cumulate 
external work performed by changing λ  from t0 the beginning of the nonequilibrium process 
up to the moment t of the virtual displacement.  
What is the quantity ∑ −−Ε
j
jjjj pWN δω λ )( ?  Due to the presence of Ε  (not the usual 
energy) and of the work jWλ  in its expression, we are quite sure that this uncertainty is not the 
thermodynamic entropy ∑ −=
j
jjj
eq pNES δµβδ )( . Let it be called “nentropy” and denoted 
by  
∑ −−Ε=
j
jjjj
neq pWNS δωηδ λ )(  
     (35) 
where η is a characteristic parameter of the nonequilibrium state.  
The total virtual work for the nonequilibrium system reads 
βδηδδδωµδδδ λ //)( eqneq SSWNEW +++++Ε−−=       (36) 
Let βδηδδ // eqneq SS +=Ω  represent the total uncertainty of the dynamics, applying the 
virtual work principle 0=Wδ  to this equation yields 
0)( =+++Ε−−Ω WNE λδδωµδδδ       (37) 
or 0))(//( =+++Ε−−+ λωµηβδ WNESS neqeq  for the nonequilibrium dynamics. 
b) Maximum nentropy 
In what follows, for the sake of simplicity, we only discuss the case of closed system 
without variation of particle number, i.e., 0=Nδ  (canonical ensemble). Eq.(37) now reads: 
0)//( =+Ε−−+ ληβδ WESS neqeq .      (38) 
The dividing of nonequilibrium dynamics into an equilibrium part and a nonequilibrium 
part makes it possible to tackle the two different uncertainties eqSδ  and neqSδ  separately. This 
approach will help us to understand more about the variational recipe of Eq.(38), especially 
the nonequilibrium component in it.  
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We already proved the 0)( =−= ESW eqeq βδδ  for equilibrium system. This equilibrium 
part of virtual work is in general independent from the nonequilibrium part. Hence 0=eqWδ  
still holds in nonequilibrium dynamics.  This leads to 0=neqWδ  and 
0)]([ =−Ε− ληδ WS neq .      (39) 
This extremum of Sneq is different from maximum thermodynamic entropy for several 
reasons. The first reason is that neqS  is not thermodynamic entropy as mentioned above. This 
can be seen from the difference between its definition Eq.(35) and the definition of the 
thermodynamic entropy, Eq.(21) (the mathematical form ∑=
j jj
x pxS δηδ  is referred to as 
varentropy in the references [26][27] in order to distinguish it from entropy). The second 
reason is that, due to Eq.(39), it is function of an unusual energy Ε  and the cumulate external 
work λW  contributing to the nonequilibrium process, contrary to the equilibrium case where 
eqS  is function of only the real energy E . The third reason is that the thermodynamic entropy 
eqS  can be proved to be concave with respect to the equilibrium probability variation, but the 
same reasoning cannot be made for neqS  since in general the nonequilibrium state distribution 
pj is not known. Since Ε  and λW  are the energy associated with macroscopic transfer such as 
matter diffusion, heat conduction, macroscopic expansion of gas etc, neqS  should be the 
uncertainty of the transfer processes and remains constant or vanishing without transport 
phenomenon (equilibrium). Hence neqSδ  is the production of the total uncertainty 
βη // eqneq SS +=Ω  by the transfer phenomena. Eq.(39) is the extremum algorithm of that 
production and can be called extremum nentropy production (ENP).  
One should notice that ENP deduced from the virtual work principle is not necessarily the 
maximum entropy production (MEP)[9] associated with the thermodynamic entropy of the 
second law, since neqS  is not eqS  in general. ENP needs not the hypothesis of local 
equilibrium one must consider in order to use thermodynamic entropy. Consequently, it can 
be used for any nonequilibrium process close to or far from equilibrium for which the 
thermodynamic entropy is not defined.  
Eventually ENP can be used for assigning nonequilibrium probability distribution over the 
instantaneous microstates if ever neqS  is known as a functional of nonequilibrium probability 
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distribution, i.e., )...(
,2,1 w
neq pppfS = . We can write j
j j
neq p
p
fS δδ ∑ ∂
∂
=  as a result of a virtual 
variation in the probability. On the other hand, we have ∑ +Ε=
j jjj
neq pWS δηδ λ )(  through 
Eq.(35) which implies 
0)( =+Ε−∑ ∂
∂
jjj
j j
pW
p
f δηη λ . 
     (40) 
By virtue of the normalization condition 0
1
=∑
=
w
j
jpδ  for this given moment, one can prove [28] 
that 
KW
p
f
jj
j
=−Ε−
∂
∂ )( λη . 
     (41) 
with a constant K. Eq.(41) can be used for deriving the probability distribution. Inversely, if 
the probability distribution is known, one can derive the functional of neqS  through 
∑ −Ε=
j
jjj
neq pWS δηδ λ )( [26][27].  
c) Application to free expansion of ideal gas 
A question arises about the difference between neqS  and eqS  especially when two 
equilibrium states are related by a nonequilibrium process. In what follows, we discuss some 
cases where the variation neqS∆  during the nonequilibrium process is just the difference of the 
second law entropy, i.e., eqeqeqneq SSSS 12 −=∆=   between the two equilibrium states.  
We consider only one effective potential Vl in the case of the diffusion due to density 
gradient. Let C be the density of the diffused particles and CVl ln=  be the effective 
thermodynamic potential[38][11]. The thermodynamic force is 
C
CVll
∇
−=−∇=ϕv  ( 1=lµ ). 
This leads to ldCCuJ ϕµ==  ( ldu ϕµ=  is the drift velocity of a particle with mobility dµ ) 
and to the Fick's first law CDJ ∇−=  with the diffusion constant dD µ= . 
Eq.(39) is an equality expressing a virtual variation relationship at a given position. Yet it 
can be used to calculate the true nentropy production in a transport process. The calculation is 
shown below. 
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By definition, ( ) ( ) ( ) ll
j
N
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j
neq
iljj
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i
jlijj
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j
neq
illij TVtpVptVp +=∑ ∑+∑ ∑=∑ ∑ +=Ε
=== 111
 where 
( )∑ ∑=
=j
N
i
j
neq
iljl tpT
1
 is the total kinetic energy of the particles associated with the 
nonequilibrium process, and ( )∑ ∑=
=j
N
i
jlijl VpV
1
 is the average total potential energy of the 
system that was given above by CVl ln= . Eq.(39) now reads : 
λλ ηδηδηδδδδηδ WTCWTVS lllneq −+=−+= ln)( .      (42) 
This result can be applied to the free adiabatic expansion of ideal gas of N particles. Since the 
total system is isolated, the total kinetic energy is constant ( 0=lTδ ) and there is no external 
work, we simply have CS neq lnηδδ = .  
Now considering an expansion from state 1 to state 2, both in equilibrium with 
respectively volumes V1 to V2 and uniform densities C1 and C2, we straightforwardly write  
1
2
12 ln)ln(ln V
VCCS neq ηη −=−=∆       (43) 
which is just the well known result 
1
2
12 ln V
VNkSSS B
eq
=−=∆  provided BNk−=η  where kB 
is the Boltzmann constant and N the total number of diffused particles. As mentioned above, 
this is a case where the nentropy production is just the entropy production of a process (far 
from equilibrium) between two equilibrium states. 
When a steady state exists, the time independent gradient C∇  over the whole system or 
over a small volume Vδ  of the system makes sense. We can write 
rCCS neq vδηηδδ ⋅∇== lnln  in that volume where rvδ  is an elementary displacement in the 
direction of the transport flux unJ r
r
=  where n is the density of particles in that volume and ur  
the drift velocity. Let tur δδ rr =  in the time interval tδ , the nentropy reads 
tuCVknS Bneq δδ
r
⋅∇−=∆ ln .      (44) 
This yields the nentropy production rate given by 
JFJCk
tV
S
B
neq
neq
rrr
⋅=⋅∇−=∆= lnδδσ  
     (45) 
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where CkF B ln∇−=  is a thermodynamic force. This is the same expression as the entropy 
production rate for steady state of nonequilibrium process[11]. 
d) Application to heat conduction in solid 
Within some approximation, we can consider the heat flow as a phonon gas expansion due 
to temperature difference in an isolated body. Here the energy is conserved, hence the total 
number of phonons can be considered constant. 
We consider an insulating solid in which a heat flow is created by temperature difference. 
Suppose that a vibrating atom contains νn  phonons in a mode of frequency ν and that the 
expectation of nν is given by the Bose-Einstein distribution  
1)exp(
1
−
=
Tk
hn
B
νν
 
     (46) 
where h is the Planck constant and the chemical potential ω is taken to be zero. The phonon 
concentration of the modes in the interval ννν d+→  is then νν νν dngC )(=  where g(v) is 
the number of modes per unity of volume in that interval. The thermodynamic force for this 
mode is 




∇=−∇=
T
CCl
1/
, νννν χϕ
v
. The flux of phonons of this mode is given by 





∇=∇−=
T
C
C
CCI dd
1
,, ννν
ν
ν
ννν χµµ
v
 where 
1)/exp(
)/)(/exp(
−
=
Tkh
khTkh
B
BB
v ν
ννχ   and νµ ,d  is the 
mobility of phonons of the mode ν . The heat flux for these modes is given by ννν hIJ =
v
. 
The transport equation of heat conduction can be found by integrating Jν  over all the modes, 
i.e.[11],  





∇=
T
LJ 1
v
 
     (47) 
where the phenomenological transport coefficient is given by ∫=
D
dghnL d
ν
ννν ννχνµ
0
,
)(  with 
Dν  the Debye frequency of the crystal. The Fourier law is TJ ∇−= κ
v
 with the heat 
conductivity 2T
L
=κ .  Notice that κ  and L may depend on temperature.  
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When temperature is so high that 1<<
Tk
h
B
ν
, we have 
ν
νν
ν h
TdkgC B)(= , Tv =χ  and 





∇=
T
dgTkJ dB
1)(
,
2 ννµ νν
v
. So and TJ ∇−= κ
v
 where ∫=
D
dgk dB
ν
ν ννµκ
0
,
)( .  
We can consider a process between two states where the temperatures are well defined 
(two equilibrium or local equilibrium states for example). From Eq.(42) with 0=lTδ  and 
0=λδW  (isolated system), choosing TVl
1
−=  for the two states, we can write  
T
T
VS lll
neq ln1 αδδηµδηµδ =





−==  
     (48) 
where ∫==
D
dg
T
l
ν
ννηηµα
0
)(  is a constant. 
Now let us look into the case of entropy increase in an isolated system containing two 
solids which were initially in equilibrium at two different temperatures T1 and T2 (T1> T2), and 
are then equilibrated at a common temperature Tf  by thermal contact. Due to the heat flow 
from solid 1 to solid 2, the temperature of solid 1 (or 2) decreases (or increases) and gradually 
approaches Tf. The nentropy production per unit volume in solid 1 is  
1
1 ln T
T
S fneq α=∆   and in 
solid 2 is 
2
2 ln T
T
S fneq α=∆ . The total nentropy production per unit volume is thus given by 
21
2
21
21 lnlnln TT
T
T
T
T
T
SSS fffneqneqneq ααα =+=∆+∆=∆ . If we let vc=α , the specific heat of the 
system, neqS∆  is then the entropy production 
21
2
ln
TT
T
cS fv
eq
=∆  of the process of equilibration 
by thermal contact. We stress again that neqS∆  is the entropy production if and only if the 
process takes place between two equilibrium states.  
For a steady state, a potential 
T
Vl
1
−=  and 





−∇−=
Tll
1µϕv  can be defined everywhere in 
the system[11] with ∫=∫=
DD
dgTdgl
νν
ν ννννχµ
00
)()( . Similar expression to Eqs.(43-44) for 
heat conduction can be found, i.e., 
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JF
t
S neqneq rr
⋅=
∆
= δσ  
     (49) 
where )1(
T
F −−∇=
r
 is the thermodynamic force and uCJ heat
rr
=  is the heat flux with 
∫=
D
dgTkC Bheat
ν
νν
0
)(  can be interpreted as the heat density in the system. 
12) Reversible process 
A system can undergo variation of states through very slow transition from states to states, 
such as in the usual quasi-equilibrium process treated in the equilibrium thermodynamics with 
the first law and the second law with equality. Eq.(38) should be valid in this case as well. 
Since there is no transport, we have 0=neqSδ  and 0=Εδ . Eq.(38) becomes 
0)/( =+− λβδ WES eq .      (50) 
Or 
λδβδδ WSE eq += /       (51) 
which is the usual combination of the first and second laws in equilibrium thermodynamics. 
13) Stochastic least action principle (SAP) 
The least action principle[30][33] was formulated for regular dynamics of mechanical 
system. One naturally ask the question about its fate when the system is subject to noise 
making the dynamics irregular. In order to answer this question, a stochastic action principle  
0=Aδ       (52) 
has been developed in [21] where Aδ  is a variation of the Lagrange action A and the average 
is carried out over all possible paths between two given points in configuration space. Eq.(52) 
was postulated as a hypothesis in the previous work. Here we will give a derivation from the 
virtual work principle for random dynamics. 
We consider a statistical ensemble of mechanical systems out of equilibrium and its 
trajectories in configuration space. Each system is composed of N particles moving in the 3N 
dimensional space starting from a point a. If the motion was regular, all the systems in the 
ensemble would follow a single 3N-dimensional trajectory from a to a given point b 
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according to the least action principle. In random dynamics, every system can take different 
paths from a to b as discussed in previous sections.  
Now let us look at the random dynamics of a single system following a trajectory, say, k, 
from a to b. At a given time t, the total force on a particle i in the system is denoted by F i
v
 and 
the acceleration by aiv  with an inertial force ami i
v
−  where im  is its mass. The virtual work at 
this moment on a virtual displacement r ikvδ  of the particle i on the trajectory k reads  
ramFW ikkiiii
vvv δδ ⋅−= ][       (53) 
Summing this work over all the particles, we obtain 
ikkii
N
i
ik ramFW
vvv δδ ⋅−∑=
=
)(
1
 
     (54) 
This virtual work is similar to jWδ  of Eq.(31) since a trajectory leads necessarily to a 
microstate at a given moment of time. The average virtual work previously given by Eq.(13) 
can also be calculated by ∑=
=
w
k
kk WpW
1
δδ  where we considered discrete paths denoted by 
k=1,2 … w (if the variation of path is continuous, the sum over k must be replaced by path 
integral between a and b[39]), and pk is the probability that the path k is taken. 
Now let us establish the relationship between virtual work and action variation (for one 
dimensional case, x is the position in the configuration space). For a given path k, the action 
variation is given by 
∫=∫ ∑ −=
∫ ∑ −∂
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(55) 
where we used, for the particle i with Hamiltonian Hi and Lagrangian Li, 
i
i
i
i
xi
x
L
x
HF
∂
∂
=
∂
∂
−= , 






∂
∂
∂
∂
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i
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L
t
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&
&&&  and 0=





∂
∂
=∫ 





∂
∂
∂
∂ b
a
j
b
a
j
x
L
xdt
x
L
x
t &&
δδ  because of the zero variation at a 
and b.  
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The average action variation being ∫∑ ==
=
b
a
w
k
kk dtWApA δδδ
1
, the virtual work principle 
Eq.(13) yields Eq.(52), i.e., 0=Aδ . This SAP implies an varentropy variational approach. To 
see this, we calculate  
abab
w
j kk
w
j kk
QAApApA δδδδδ −=∑−∑=
== 11
  
(56) 
where ∑=
=
w
k
kkab ApA
1
 is the ensemble mean of action Ak between a and b, and abQδ  can be 
written as 
pAAAQ k
w
j k
abab δδδδ ∑=−=
=1
. 
(57) 
 
which is a varentropy measuring the uncertainty in the choice of trajectories by the system. 
We can introduce a path entropy Sab such that 
 
γ
δδ abab
SQ = . (58) 
Then Eq.(52) and Eq.(56) yield 
0)( =− abab AS γδ . (59) 
If the normalization condition is added as a constraint of variational calculus, Eq.(59) 
becomes 
0][ =∑+∑−
k
kk
k
kab pApS αγδ  (60) 
This is a maximum path entropy with two Lagrange multipliers α  and γ , an approach 
originally proposed in the references [21].  
14) A path probability distribution 
a) Directed schema 
It was shown[21] that, if the path entropy takes the Shannon form, i.e., k
k
kab ppS ln∑−= , 
the SAP or Eq.(60) yields an exponential probability distribution of action  
),(1),( baA
ab
k
ke
Z
bap γ−= . (61) 
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where ∑= −
k
baA
ab
keZ ),(γ , meaning that this distribution describes a motion directed from a 
fixed a to a fixed b (see fig.4). 
The path entropy can be calculated by  
ababab AZS γ+= ln . (62) 
where ab
w
k
kkab ZAbapA ln),(
1 γ∂
∂
−=∑=
=
 is the average action between these two fixed points.  
b) Panoramic schema 
The above description is not complete for the dynamics since a real motion from an initial 
point a does not necessarily arrive at b. The system moves around and can reach any point in 
the final volume, say, B. Hence a complete description of the dynamics requires unfixed b in 
B. The probability ),( Bap k  for the system to go from a fixed point a to a unfixed b through 
a certain path k (depending on a and b) is given by  
),(1),( baA
a
k
ke
Z
Bap γ−= . (63) 
where ∑=∑= −
b
ab
kb
baA
a ZeZ k
,
),(η
. Hence the path entropy for this case is given by  
aaaB AZS γ+= ln . (64) 
Here a
b
k
k
ka ZbaABapA ln),(),( γ∂
∂
−=∑∑=  is the average action over all the paths between a 
fixed point a to all the points in the final volume B. We have the following relationship 
∑
−
∑ ==∑=∑ ∑=
b
ab
a
abab
b
ab
a
ab
b
ab
a
ab
b
k
k
ka AZ
AS
A
Z
Z
A
Z
Z
baABapA
)exp()exp(ln
),(),(
γ
 
The function 
a
abab
Z
ASBap )exp(),( γ−=  is the probability from the point a to an arbitrary point 
b in the final volume B no matter what path the process may take. 
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Figure 4: Illustration of the 3 schemas of a random dynamics in phase space. A is the initial volume at time ta 
and a is any point in A. B is the final volume at time tb and b is any point in A. The directed schema means the 
system, leaving from a certain a, must arrive at a fixed b in B. The panoramic schema means the system, leaving 
from certain a, arrives at any arbitrary point b in B. The initial condition schema adds the uncertainty in the 
initial condition, meaning that the system, arriving at certain point b in B, can come from any arbitrary point a in 
A.  
 
c) Initial condition schema 
In order to include the contribution of the initial conditions to the dynamic uncertainty, we 
extend still the path probability to the schema in which a is also relaxed in the initial volume 
A. The transition probability from A to B through a certain path k is 
),(1),( baAk keZBAp
γ−
= . 
(65) 
where ∑=∑= −
a
a
kba
baA ZeZ k
,,
),(γ
. The total path entropy between A and B reads 
AZSAB γ+= ln . (66) 
Position x 
Momentum 
b 
1 
2 k 
P1 P2 
…
  
Pk 
…
  
w 
Pw 
a 
A 
B 
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Here ZbaABApA
a b
k
k
k ln),(),( γ∂
∂
−=∑∑∑=  is the average action of the process from A to B. 
The total transition probability ),( BAp  between an arbitrary point a in A to an arbitrary 
point b in B through whatever paths is given by  
)exp(1),( abab ASZBAp γ−= . 
(67) 
Using a Legendre transformation abababab ZSAF ln
1/
γ
γ =−=  which can be called free action 
mimicking the free energy of thermodynamics, we can write )exp(1),( abFZBAp γ−= . 
This section provides a series of path probability distributions in exponential of action 
describing the likelihood of each path to be chosen by the motion. It is clear that if the 
constant γ  is positive, the most probable path will be least action path. This implies that if the 
randomness of motion is vanishing, all the paths will collapse onto the bundle of least action 
ones, which is accordance with the least action principle of regular motion. A more 
mathematical discussion can be found in [21]. This formalism is to some extent a classical 
version of the idea of M. Gell-Mann[32] to characterize, in superstring theory, the likelihoods 
of different solutions of the fundamental equation by quantized and Euclideanized action. 
15) SAP and Brownian motion 
a) Path probability 
A possible application of SAP is the Brownian particles. This has been discussed in some 
detail in our previous work[21][22][23][24]. The exponential distribution of action can be 
shown with the help of the transition probability of Brownian motion which is given by 

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ij ttD
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Z
p  from a position ix  to another one jx  where )(4 ijij ttDZ −= pi  
for one dimensional motion[21].  This means that, the probability of a path k composed of a 
series of very large N successive and very close positions { ax , 1x , 2x … 1−Nx , bx } is  
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If the successive positions are infinitesimally close to each other, the exponent 
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a
a tt
tt
xxm
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xxm
 is just the action Ak(a,b) 
of the particle of mass m from a to b along the path k. Hence eZ
bap baAk k ),(
1),( γ−=  with 
bNa ZZZ
C
Z
,1121
1
...
111
−
= , 
mD2
1
=γ  and C is a constant depending on which of the above three 
schemas is used (see below). 
This analysis is confirmed by numerical simulations[47]. However, since the potential 
energy is zero in the present case, there is no difference between action and the time average 
of Hamiltonian 
ab
k
k
b
aab
k tt
Adtmv
tt
H
−
=∫
−
=
2
2
11
 where vk is the velocity of the motion along the 
path k. Some authors[40] believe that the path probability must be exponential of average 
Hamiltonian. A simple way to solve this ambiguity by numerical simulation is to add 
potential energy to the Brownian particle.  
In the absence of such work to date, the following reasoning a priori argues in favor of the 
exponential of action. If the probability was exponential of average energy, the most probable 
path would be the lowest energy path. When the noise of the random dynamics becomes 
weaker and weaker, the dynamics will become less and less irregular and progressively tends 
to regular limit if finally the noise vanishes. In this case, the unique remaining path would be 
the least energy path. This is in conflict with least action principle yielding least action path 
for regular dynamics.  
b) Path integral of Brownian motion 
We give here an example of the path integral technique used for Brownian motion. 
In order to calculate the partition function of the distribution in Eq.(68), the summation 
∑
k
between two fixed points a and b should be replaced by ∫
−
−
121
1
... N
N dxdxdxω  where ω  is 
the uniform density of path in the configuration space. From the classical point of view, the 
paths are supposed continuous, i.e., there is no unoccupied or inaccessible space between the 
paths. This causes problem for the above replacement of ∑
k
 since ω  is infinite.  
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In what follows, we will introduce a method of discretization of path using the uncertainty 
relation 2
22
4
1
γ
≥∆⋅∆ Px  of the dynamics (see section 19) leading to the discretization of 
phase space by 
γ/1
dxdP
. In order to discretize only the configuration space, we will, faute de 
mieux, consider 
dt
dx
mdP =  and γ/1
2
≥
dt
mdx
, meaning that, statistically, the smallest 
meaningful interval of position is 
γm
dtdx =min . Hence we can use dt
m
pi
γ
ω
2
=  ( pi2  is added 
for simplicity in the result, see below) as path density in the intervals from x to x+dx and from 
t to t+τ . This is equivalent to the definition of path integral in [48]. Fig.5 illustrates the path 
integral calculus in configuration space. 
 
 
 
 
 
 
 
 
Figure 5: A geometrical illustration of the path integral between a and b in a 1D configuration space.  
 
In the directed schema with eZ
bap baA
ab
k
k ),(1),( γ−= , the partition function from Eq.(68) is 
given by Gaussian integral: 
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… …
 
  39 
Then abab ZA lnγ∂
∂
−=  yields 
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(70) 
For panoramic schema, we have  
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(71) 
where we used τNtt ab =− )( . From aa ZA lnγ∂
∂
−= , one obtains 0=aA . These results are 
logical for free Brownian particles. 
16) Hamiltonian mechanics revisited 
It has been shown in our previous work[23] that the exponential probability distribution of 
action satisfied the Fokker-Planck equation for normal diffusion in the same way as the 
Feymann factor of quantum propagator eP kiAk h/−∝  satisfies the Schrödinger equation[39]. 
Here we will show a modified formalism of Hamiltonian mechanics within the present 
approach. 
a) Euler-Lagrange equations 
A meaning of the SAP Eq.(52) is that for any particular path k, we do not have necessarily 
0=kAδ . Hence we have 
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(72) 
where xδ  is an arbitrary variation of x which is zero at a and b. For 0≥kAδ  (or 0≤ ), we get 
0 )(or  ≤≥∂
∂
−





∂
∂
∂
∂
x
L
x
L
t
kk
&
 
(73) 
which can be proved by contradiction as follows. Suppose 0)( ≥∫
b
a
xdttf δ  and 0)( ≤≤ ctf  
during a small period of time t∆  somewhere between a and b. Since xδ  is arbitrary, let it be 
zero outside t∆  and a positive constant within t∆ . We clearly have 0)( ≤≤∫ xcxdttf
b
a
δδ , 
which contradicts our starting assumption. This proves Eq.(73).  
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The Legendre transformation kkk LxPH −= &  along a path k implies the momentum given 
by 
x
LP kk
&∂
∂
=  which can be put into Eq.(73) to have  
x
LP kk ∂
∂≤≥ )(or&  (74) 
for 0 ) ( ≤≥ orAkδ .  
However, from the path average of Eq.(72) and the SAP 0=Aδ , we straightforwardly 
write  
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which implies  
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This is the Euler-Lagrange equation of the random dynamics. We have equivalently 
x
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∂
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&
. 
(77) 
where ∑=
k
kk PpP &&  and ∑=
k
kk LpL . This is just the average Newtonian second law mentioned 
in Eq.(10).  
b) Hamiltonian equations 
From Legendre transformation, we can have 
x
H
x
L kk
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∂
∂
 and the following Hamiltonian 
equations 
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For a path k along which 0 ) ( ≤≥ orAkδ . 
Naturally, Eq.(76) means  
x
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∂
∂
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&
. 
(79) 
with the average Hamiltonian ∑=
k
kk HpH . 
  41 
17) Liouville theorem again 
Now we are entitled to review Liouville theorem already discussed for regular dynamics 
in section 3. What will happen when the dynamics is random? 
From Eq.(7), we know that ρρ 



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 along a path k. Let us write the second 
equation of the Eqs.(78) à la Langevin kkk R
x
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  where 0 ) ( ≤≥ orRk  for 
0 ) ( ≤≥ orAkδ  is the random force causing the deviation from Newtonian laws. The average 
Newtonian law 
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 is an average over all the possible paths. The solution of this equation 
is 
)],(exp[)()( 00 tttt ζρρ =  (82) 
where the function ∫ ∂
∂
−=
t
t k
k dt
P
R
tt
0
),( 0ζ . The relationship 0=∑
k
kk Rp  implies 
∑ ∂
∂
−=
∂
∂
k k
k
k
k
k
P
pR
P
R
 and, by using the exponential distribution of action, it can be proved 
kk
k
k dxp
P
p γ−=
∂
∂
, where kdx  is a true (not virtual) displacement of the motion at time t along 
the path k. Hence )(tWdxRp
P
R
R
k
kkk
k
k δγγ =∑=∂
∂
 where ∑=
k
RkkR dWptW )(δ  is the average of 
the random work kkRk dxRdW =  performed by the random forces over the random 
displacement dxk along the path k at time t. Finally, ∫ −=−=
t
t
RR ttWdttWtt
0
),()(),( 00 γδγζ  here 
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∫=
t
t
RR dttWttW
0
)(),( 0 δ  is the cumulate average work of random force performed from t0 and t, 
and 
)],(exp[)()( 00 ttWtt Rγρρ −=  (83) 
meaning that the state density decreases (increases) and the phase volume increases 
(decreases) whenever the cumulate random work 0),( 0 >ttWR  ( 0< ).  )(tρ  is constant only 
when there is no work of random forces. 
If the average random work )(tWRδ  does not depend on time, we have 
)(),( 00 ttWttW RR −= δ  and  
]exp[)0()( tt λρρ −=  (84) 
where RWδγλ =  is a Lyapunov-like exponent characterizing the variation of the distances 
between the state points.  
The phase volume Ω  can be calculated by  
 
]exp[)( 0 tt
dndt λρ Ω∫ =∫ =Γ=Ω ΓΓ
 
(85) 
where dn is the number of state points in the phase volume Γd  and 0Ω  is the initial phase 
volume ∫=Ω
Γ
dn)0(
1
0 ρ
. The variation rate of phase volume is given by 
]exp[0 tdt
d t λλΩ=Ω  (86) 
Where 0Ω  is the initial phase volume and the volume ∫=Ω
Γ
dn
ρ
1
 should be of course 
calculated in the occupied volume in which 0≠dn .  
The probability distribution of states ),,( tPxp  is proportional to the state density and 
reads 
]exp[),(),,( 00 tPxptPxp λ−=  (87) 
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If ),,( tPxp  at the time t and ),( 00 Pxp  at t=0 are two equilibrium states described by 
Boltzmann distribution and Gibbs-Shannon formula ),(ln),(
,
PxpPxpS
Px
∑−=  for entropy, it 
is straightforward to see that the entropy production rate during the process is 
λ=−=
t
StSS )0()(& . The same result can be reached if we use the Boltzmann definition of 
entropy Ω= lnS . 
An application of this scheme to gas expansion may be instructive for understanding the 
microscopic physics why entropy increases in the process. If a gas evolves from an 
equilibrium state at time t=0 into another equilibrium state at time t, and if the entropy of the 
two equilibrium state can be given by the Gibbs-Shannon formula, then from Eqs.(42) and 
(77), we get ),(),(ln 00
1
2 ttWtt
V
VNS Rγζ =−==∆  (Boltzmann constant Bk =1). This means that 
the entropy increase is a consequence of the work performed by the random forces. This also 
implies that the cumulate work of random forces must vanish in equilibrium system. In other 
words, the work of random force is not zero only when there are nonequilibrium processes. 
This sounds plausible.  
18) Poincaré recurrence theorem again 
From the above results, if the average cumulate work of random forces ),( 0ttWR  is not 
zero, the phase volume varies in time such that  
)],( exp[ 00 ttWRt γΩ=Ω  (88) 
When the cumulate work is negative or positive, Ω  is decreasing or increasing, respectively. 
Ω  is conservative only when the cumulate work is vanishing. 
As a consequence, the Poincaré recurrence theorem is in general lost, since Ω  is no more 
conserved by random dynamics. In the case of increasing entropy, Ω  is increasing according 
to Eq.(82). For example, in the case of isolated gas expansion, energy is conserved and 
entropy is increasing, implying that 0),( 0 ≥ttWRγ . If the initial and final states are in 
equilibrium, 
1
2
0 ln),( V
VNttWR =γ  and 
N
t V
V






Ω=Ω
1
2
0 . 
(89) 
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Clearly, there is no Poincaré recurrence in the present formalism of random dynamics.  
19) Uncertainty relationships of the random dynamics 
At this stage, it is worth reviewing the result of a previous work[22] about a commutation 
relationship and the concomitant uncertainty relationship of the random dynamics described 
by the path probability ),( baAk kep γ−∝ . We can define a function of path )(xGk  of which the 
average over all the path by ∑=
k
kk xGpG )(  or by path integral[39] 
)...()...(...21 bakbak
x
x
n
x
x
x
x
xxGxxpdxdxdxG
b
a
b
a
b
a
∫∫∫= . 
(90) 
A subsequent relationship is[22][39] 
x
baA
xG
x
xG k
k
k
∂
∂
−=
∂
∂ ),()()( γ . 
(91) 
If we choose xxGk =)( , it follows  
γ
1
1 =−+ iiii PxxP  or γ
1],[ 1 =+ ii xP  
(92) 
where i is the index of a segment of a path k corresponding to the time period ii ttt −= +1δ , ix  
is the position at time ti, 
t
xxP iii δ
−
=
+
+
1
1  and t
xxP iii δ
1−−
=  are the momentum at time ti+1 and ti, 
respectively. From the experimental point of view (see for example section 8), the 
observations at the three time moments ti+1, ti and ti+1  are inevitable for determining the 
system’s behavior of the moment ti, the quantities such as position and velocity at these 
moments are correlated or associated one with another. There is no sense to distinguish them 
by the indices of subsequent moments of time. With this in mind, it makes sense to write, for 
a given moment ti 
γ
1
=− xPPx  or 
γ
1],[ =xP . (93) 
Now let us define xxx kk −=∆ , PPP kk −=∆  and kkk xPC ∆−∆= α . It is straightforward to 
calculate 01 2222 ≥∆++∆= kkk xPC γαα
. This means 041 222 ≤∆⋅∆− kk xPγ
 hence  
2
22
4
1
γ
≥∆⋅∆ Px .  (94) 
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A similar relation (without the factor ¼ at the right hand side) has been found in our previous 
work [22] with a method of path integral. With the above approach, if we define 
1−∆= kk AC α , we will find 2
2
4
1
γ
≥∆A , 2
22
4
1
γ
≥∆⋅∆ tL  and 2
22
4
1
γ
≥∆⋅∆ tH   as in [22].  
The physical signification of these relations is still a matter of investigation. Our 
understanding is that, due to the randomness of the motion, the random variable action has a 
minimal experimental error 24
1
γ
, hence all the pairs of conjugate variables (P and x, L and t, 
as well as H and t) in the definition of action ( ∫−∫=∫=
b
a
b
a
b
a
HdtPdxLdtA ) are (jointly) affected. 
However, since these uncertainty relations are statistical results averaged over all the possible 
paths, it does not have restriction on the single measurement, meaning that a priori the 
momentum and position can be measured in a single experiment with arbitrary independent 
precision. To our (current) opinion, at least at the present stage, these relations are not laden 
with the same physical and philosophical contents as the quantum uncertainty relations 
(complementarity, entanglement, perturbation of observers etc). But this conceptual aspect of 
the is still a matter of investigation. The study of Brownian entanglement[45] is an example, 
although the authors considered the uncertainty relation[46] relating position x and drift 
(osmotic) velocity u  instead of the momentum P we used here. 
In any case, if the dynamical randomness is vanishing, ∞→γ  ( 0→D ), these relations 
are no more significant since, for example, 022 ≥∆⋅∆ Px . 
Another remark is that the relation 2
22
4
1
γ
≥∆⋅∆ Px  will allow us to avoid the chimerical 
relation in the density of state usually calculated by, say, 
h
dxdPdn =  for a two dimensional 
phase space. It will be possible to replace it by 
γ/1
dxdPdn =  to avoid the quantum constant in 
classical mechanics. This is more comfortable especially when the treated system and its 
components are non quantum bodies.   
The value of the uncertainty can be estimated by the formula mD2/1 =γ  and 
rTkD B piη6/=  for Brownian motion, where kB is the Boltzmann constant, T is the absolute 
temperature (we choose T=300K), η  the viscosity of the solvent (we choose water η =0.001 
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kg/m.s), r the radius of the Brownian particle (we choose a bacteria with r≈750 nm), and 
m≈10-16 kg the mass of a bacteria. It follows that D≈3×10-13 m2/s and mD2/1 =γ ≈6×10-29 J.s.  
For a fullerene C60 in water with r≈1 nm and m≈1.2×10-24 kg, we get D≈2.3×10-10 m2/s 
and γ/1 ≈5.5×10-34 J.s. This value is comparable to the Planck constant.  
20) Concluding remarks 
To sum up in few words, by considering an experiment to verify Newton’s second law 
and by introducing random trajectory to characterize the dynamical randomness, the virtual 
work principle and the least action principle are extended to random dynamics with 0=Wδ  
and 0=Aδ . A probabilistic mechanics theory is formulated from these two principles.  
The main results are the following: 
1) For equilibrium thermodynamic open system, it is proved that 
β
δµδδδ SNEW ++−= , Hence the maximum entropy algorithm 
0)( =+− NES βµβδ  follows from the stochastic virtual work principle. The 
outcomes along this line are: a) Maximum entropy (maxent) is kind of dynamical 
equilibrium prescribed by the stochastic virtual work principle. b) This maxent does 
not need any assumption about the entropy property and functional form. c) The 
equiprobability for microcanonical ensemble is a natural consequence of this approach 
whatever the entropy form. d) The constraints introduced as partial knowledge into 
maxent on the basis of informational arguments appear here naturally as a 
consequence of vanishing virtual work. 
2) For nonequilibrium systems, we obtained a relation neqeq SSS δδδ += . It is proved that 
in certain specific cases (heat conduction, free expansion of ideal gas etc) the variation 
neqS∆  between two equilibrium states is equal to the change of entropy. 
3) It is shown that, in steady process with local equilibrium, neqSδ   can be given by the 
well known formula of entropy production rate ∑ ⋅=
i
ii
neq JFS
rr
&
 where iF
r
 is a 
thermodynamic force and iJ
r
 the corresponding transport flux.  
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4) neqS  has a extremum through the algorithm 0)]([ =−Ε− ληδ WS neq  for any 
nonequilibrium process driven by thermodynamic forces and an external force 
controlled through a parameter λ . 
5) In case where the path information is given by Shannon formula, the path probability 
is given by ),( baAk kep γ−∝  between two points a and b in configuration space. This 
path probability satisfies a Fokker-Plank equation for normal diffusion[23]. 
6) The Euler-Lagrange equation of this random dynamics along any path is now 
0 )(or  ≤≥∂
∂
−





∂
∂
∂
∂
x
L
x
L
t
kk
&
 instead of 0 =∂
∂
−





∂
∂
∂
∂
x
L
x
L
t
kk
&
. 
7) The random dynamics described by the path probability ),( baAk kep γ−∝  has a 
commutation relation 
γ
1
=− xPPx  and the following uncertainty relations 
2
2
2
1
γ
≥∆A , 2
22 1
γ
≥∆⋅∆ Px , and 2
22
2
1
γ
≥∆⋅∆ tH . 
8) The conventional Liouville theorem is violated. It has been demonstrated that the 
phase space ( Γ ) distribution function ),( tΓρ  evolves in time according to  
]exp[)0,(),( 0 tt λρρ −Γ=Γ  with RWδγλ =  and RWδ  is the work of random forces 
averaged over all the paths in the period t≤≤ τ0 . In term of phase volume Ω , the 
theorem reads ]exp[0 tt λΩ=Ω . λ  is the entropy production rate between two 
equilibrium states at τ=0 and τ=t, respectively. The Poincaré recurrence theorem is no 
more valid. 
Some other remarks about this formalism :  
1) An advantage of this approach is the quantitative treatment of entropy variation of 
nonequilibrium system without extending entropy notion to nonequilibrium states.  It 
is our hope that this may be helpful for the establishment of a nonequilibrium 
thermodynamics and statistical mechanics without the hypothesis of local equilibrium. 
2) Justification of the variational methods in both equilibrium and nonequilibrium 
statistical mechanics on the basis of the basic principles of mechanics. One can 
definitely say for example that the maximum entropy method is not only an inference 
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approach relevant to the subjective nature of probability, but a physical law on its 
own. 
3) The utmost aim of this approach is to give an answer (perhaps not the only one) to the 
longstanding enigma of the emergence of time arrow from the underlying time 
reversible dynamics. The time arrow emerges from an underlying dynamics which is 
intrinsically irreversible due to the random forces. But the final aim is not yet reached. 
For the time being, we have proved for some cases (free expansion of gas, heat 
conduction) that the nonequilibrium uncertainty neqS  increases and neqS∆  equals the 
entropy change between two equilibrium states, but there is not yet general proof 
saying that neqS∆  is always positive for any isolated system. The search for this proof 
will be one of the main tasks in the future. Another equivalent work is to prove the 
positive random work 0),( 0 ≥ttWR  for any isolated system. 
4) If the above work is successful, the second law will read 0≥∆ neqS  if the system is 
isolated. In view of the equation eqneq SSS ∆+∆=∆  for the total uncertainty S and the 
fact that 
T
QS eq ∆=∆  for reversible process, the second law can be written as 
∑
∆≥∆
i i
i
T
QS  with a slightly different signification from the original Clausius 
inequality, since the “S” is not the entropy defined for equilibrium state. This 
inequality should be valid for any process involving heat exchanges iQ∆  at 
temperatures Ti during the process. 
5) Our final remark is that this approach raises a question about the use of probability 
description in regular and deterministic dynamics. An example of this use is the 
discussion of entropy variation through Liouville theorem with the probability 
distribution of states proportional to the state density in phase space of mechanical 
system. Yet in regular dynamics, each trajectory in phase space can be a priori traced 
in time with certainty, each state has its unique time to be visited by the system, and 
the frequency of visit by the system of any phase volume can be predicted exactly. 
Hence in principle there is no place for probability and entropy or other uncertainty. If 
it is necessary in practice to use probability description due to the very large number 
of degrees of freedom which overpass our capacity of mathematical and numerical 
description, this probability is not an intrinsic property of the dynamics. Consequently, 
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the use of this pragmatic probability in the discussion of entropy with the Liouville 
theorem is questionable. Intrinsic probability exists only when the dynamics is 
probabilistic meaning that not only an observer does not know where a system is 
going at next time step, the system itself also “ignores” it. This unpredictability is out 
of the realm of regular dynamics. 
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