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The appearance of topological effects in systems exhibiting a non-trivial topological band structure
strongly relies on the coherent wave nature of the equations of motion. Here, we reveal topological
dynamics in a classical stochastic random walk version of the Su-Schrieffer-Heeger model with no
relation to coherent wave dynamics. We explain that the commonly used topological invariant in
the momentum space translates into an invariant in a counting-field space. This invariant gives rise
to clear signatures of the topological phase in an associated escape time distribution.
PACS numbers: 74.50.+r, 03.65.Vf, 73.23.-b
Introduction.
Starting from topological insulators and superconduc-
tors [1–3], the manifestation of topological band struc-
tures has been investigated in various contexts. Relying
on the wave nature of the dynamics, topological band
structure effects also appear in bosonic and classical sys-
tems [4–11]. Furthermore, topological effects are man-
ifested in quantum walk problems [12–19]. Thereby, a
quantum mechanical particle moves randomly on a lat-
tice, where the movement is determined by a quantum
mechanical equation of motion. For this reason, the dy-
namics of the quantum walk inherits the wave nature of
quantum mechanics which consequently can give rise to
topological band structure effects.
In this article, we abandon the requirement of a wave-
like motion and consider a purely stochastic random walk
in a classical fashion. As we explain in the following, a
properly designed system still exhibits clear features of
a topological coupling geometry. We choose a random
walk version of the celebrated Su-Schrieffer-Heeger (SSH)
model to explain this effect. A sketch of the system is
depicted in Fig. 1(a). The SSH model consists of a linear
chain of nodes with staggered coupling strength and is
presumably the simplest model exhibiting topological ef-
fects [20–22]. In our investigation, the state of the system
can hop randomly along the SSH chain.
Due to the underlying topological coupling geome-
try, one can define a topological invariant (TI) based
on the generalized density matrix, where the counting
field takes the role of momentum in common topolog-
ical band structures. We show that a properly defined
escape time statistics will reveal the topology. Thereby,
the SSH model with an open boundary condition is asso-
ciated to the escape time from a finite region of the SSH
random walk as depicted in Fig. 1(d).
Our approach requires a detailed counting statistics
with a large number of experimental runs. In order to
obtain the required amount of data, we suggest to imple-
ment the random walk using a single-electron transistor
(SET), which in the full-counting space is described by a
SSH random walk.
Understanding the relaxation dynamics of mesoscopic
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FIG. 1. (a) Stochastic random walk on a lattice with SSH cou-
pling geometry. The state of the system |n〉 changes randomly
as a function of time with alternating hopping probabilities
according to Eq. (1). (b) This random walk describes the
dynamics of a SET connected to two Markovian leads with
properly adjusted chemical potentials, which are coupled to
the dot with strengths ΓR and ΓL. By counting the number
of particles tunneled into the right reservoir m and moni-
toring the dot occupation d ∈ {0, 1}, one can infer the state
n = 2m−d. (c) Illustration of the TI in the SSH model, which
is equivalent to a winding of the curve [lx(χ), ly(χ)] (depend-
ing on ΓR/L) around the origin. (d) Stochastic trajectory of
|n〉t as a function of time in units of 2γ = ΓR + ΓL. At time
te the state escapes from the region {1, ..., N}, resembling the
quantum SSH model with an open boundary condition.
devices is of fundamental interest in the development of
mesoscopic electronic devices [23, 24] as single-electron
emitters [25, 26], quantum pumps [27–29], or solid state
qubits [30]. A detailed counting statistics can provide
information about the underlying processes and correla-
tions arising in mesoscopic devices, as universal oscilla-
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FIG. 2. Comparison of the spectrum of LSSH in Eq. (4) with open boundary conditions and the exponent spectrum βi of
the integrated ETD according to Eq. (6). In (a), (b) and (c) we depict the results for the chain lengths N = 10, N = 18
and N = 17, respectively. The orange (solid) lines depict the spectrum of the matrix LSSH. The top panels depict the exact
results obtained by a diagonalization. The dotted exponent spectrum depicts the levels with non-vanishing coefficients Aj (see
Eq. (6)). The coefficients Aj are represented by the blue regions, whose width is proportional to Aj . The bottom panels depict
the exponent spectrum obtained by a simulation of random trajectories. To construct the integrated ETD we used imax = 10
5
random trajectories, which have been fitted with K = 3.
tions investigated in Refs. [31, 32]. A basic theoretical
knowledge is required to develop schemes to control the
counting statistics [33, 34]. In this regard, our findings
contribute to the fundamental understanding of processes
being active in such kind of systems. The possibility of
including feedback operations allows to study even more
sophisticated models [35].
The system. We consider a classical random walk on a
one-dimensional lattice (Fig. 1(a)). The sites are labeled
by n = 0,±1,±2, . . . . The random walk of the state |n〉t
from time t to time t+dt is determined by the transition
probabilities p+, p−, ps which are defined by
|n〉t →

|n+ 1〉t+dt with p+ = (γ − (−1)nα) dt
|n− 1〉t+dt with p− = (γ + (−1)nα) dt
|n〉t+dt with ps = 1− p+ − p−,
(1)
where 2γdt is the probability that the system escapes
from site n within an infinitesimal time step dt. We im-
pose a coupling geometry with an alternating hopping
probability. The parameter α determines a jump bias so
that for α 6= 0 a jump to either |n+ 1〉 or |n− 1〉 is pre-
ferred. The coupling geometry is thus analog to the SSH
model [20, 21]. Eq. (1) appears in the transport dynamics
of a SET, i.e., a quantum dot connected to two electronic
leads, when the chemical potentials match the on-site en-
ergy of the quantum dot. In this case, the effective cou-
pling parameters are ΓL/R = γ±α (see Fig. 1(b) [35, 36]).
For the following analysis, we introduce the
parametrization n = 2m − d with integer m and d ∈
{0, 1}. The probability distribution corresponding to
Eq. (1) follows the equation
d
dt
ρ
m
= L0ρm + L+ρm−1 + L−ρm+1, (2)
where ρ
m
= (pm,1, pm,0)
T
contains the probabilities
pm,d = pn=2m−d that the system is in state |n = 2m− d〉
and
L0 =
( −2γ ΓL
ΓL −2γ
)
, L+ =
(
0 ΓR
0 0
)
, L− = (L+)
T
.
Regarding the SET (Fig. 1(b)), L+ describes a jump of
an electron from the right reservoir into the dot, while
the non-diagonal entries of L0 describe the jumps related
to the left reservoir. Additionally, the diagonal terms
−2γ = −ΓL − ΓR are responsible for the correct nor-
malization of the probability distribution
∑
n pn = 1.
The index m can thus be interpreted as the number of
particles having jumped out of the right reservoir. For
instance, if the initial state is pn(0) = δn,1, then we have
one particle m = 1 tunneled out of the right reservoir
and a dot occupation of d = 1.
Relation to the Schro¨dinger equation and topology.
By replacing d/dt → id/dt, Eq. (2) becomes equiva-
lent to the Schro¨dinger equation of a particle in the
quantum mechanical SSH model, when interpreting ρ
m
as the corresponding wave function. We emphasize
that the introduction of the complex unit i is more
than a reparametrization, but renders one real-valued
equation into a complex-valued (thus, two real-valued)
equation(s). In consequence, we obtain the wave-like
Schro¨dinger equation, so that we can expect different
kinds of physical dynamics.
3Yet, the formal analogy to the quantum SSH Hamilto-
nian gives rise to topological effects in a stochastic ran-
dom walk. To see this, we apply the concepts known
from the quantum model to introduce a TI.
By applying a Fourier transformation Eq. (2) becomes
ρ˙(t, χ) = Lχ ρ(t, χ), Lχ = −2γ1+ l(χ) · σ, (3)
where l(χ) = [lx(χ), ly(χ)] with lx(χ) = ΓL + ΓR cos(χ),
ly(χ) = ΓR sin(χ) and σ = [σx,σy] with σx,y,z denote
the usual Pauli matrices. Importantly, (1, 1) · ρ(t, χ) rep-
resents the moment generating function, whose deriva-
tives with respect to χ are the moments of the proba-
bility distribution pm(t) that the system is in either the
state n = 2m or n = 2m− 1.
The matrix Lχ is equivalent to the matrix representa-
tion of the SSH Hamiltonian in momentum space when
identifying the counting field χ with the momentum. In
particular, we can define two topological phases for α > 0
(trivial) and α < 0 (non-trivial) which are character-
ized by a TI: 2piW =
∫ pi
−pi dχ
d
dχ arg [ly(χ)/lx(χ)], which
is W = 0 (trivial) or W = 1 (non-trivial). This invari-
ant is equal to the winding of the curve l(χ) around the
origin as illustrated in Fig. 1(c). We note that W is also
directly linked to the geometrical Berry (or Zak) phase
φBerry = W/2 [37]. Importantly, the definition of an in-
variant requires that there is no term proportional to σz
appearing in Eq. (3). This is guaranteed by the existence
of a chiral symmetry in the equations of motion [3, 21].
For our system Eq. (1) this means that the probability
to escape from the even and odd sites n is equal [38].
The strict quantization of W in an infinite-size system
has a strict consequence for the finite-size (quantum) SSH
Hamiltonian defined on the sites n ∈ {1, . . . , N} with an
open boundary condition [21], i.e., with zero coupling
between n = 0, n = 1 and n = N , n = N + 1. The
corresponding spectrum exhibits topologically protected
midgap modes if the system is in the non-trivial phase.
We depict such spectra in Fig. 2 with orange solid lines
for different chain lengths N . The symmetry around
E = −2γ of the spectrum is a consequence of the chi-
ral symmetry. In Figs. 2(a) and (b) we depict the spec-
trum for an even number of sites N . We find a pair of
energies for α > 0 at the inner boundaries of the bands
which merge for decreasing α and become degenerate for
α . 0. This is a typical signature in the non-trivial phase
of the SSH model. Due to the inversion symmetry in the
SSH chain for N even, the wave function of these two
midgap states at E = −2γ are symmetric and antisym-
metric upon inversion, respectively [21]. For N odd the
chain also exhibits a generalized inversion symmetry [35].
The corresponding spectrum is depicted in Fig. 2(c). We
observe for all α a midgap state, whose wave function is
localized close to n = 1 (n = N) for α < 0 (α > 0).
Escape time distribution. The TI described by W is a
theoretical classification of the topological phase which
can be hardly determined in experiment. However, the
close analogy to the SSH model and the localized midgap
modes allow for a different detection scheme.
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FIG. 3. (a) depicts the reconstructed escape time distribu-
tion (ETD) Pe(t)(dots), the reconstructed integrated ETD
Pe,int(t) (crosses) and the corresponding fitted curves with
solid and dashed lines for α = −0.5γ. (b) Cumulants κm of
the ETD for m = 1 (solid), m = 2 (dashed) and m = 3 (dot-
ted) as a function of α. The depicted and higher cumulants do
not reveal any signature of topology as, e.g., a non-analyticity
at α = 0.
To this end, we use the existence or absence of midgap
modes in a finite-size system. We construct an asso-
ciated escape time distribution (ETD), which resem-
bles an open boundary condition of the quantum SSH
model: we divide the originally infinite chain in Fig. 1(a)
in three parts. The middle section consisting of sites
n ∈ {1, . . . , N} constitutes the random walk analog of the
SSH model with an open boundary condition: Defining
the probability vector ρ = (pn=1, . . . , pn=N ) containing
the probabilities of the middle section, we can represent
Eq. (2) as
ρ˙ = LSSHρ+ J1p0 + JNpN+1, (4)
where the entries of the jump vectors read (J1)k = ΓRδ1,k
and (JN )k =
[
γ − (−1)Nα] δN,k. Importantly, LSSH is
equivalent to the quantum SSH Hamiltonian with an
open boundary condition. We investigate the time te at
which the state escapes from the finite-size SSH section
when initiated at a SSH site at t0 = 0. This means that
the experimentalist creates the open boundary condition
by stopping the experimental run when the state leaves
the finite-size SSH section which is feasible with current
experimental technologies [33].
The probability that the system escapes from the SSH
chain at time te reads [35, 39]
Pe(te) = J
T eLSSHteρ(0) =
j=K∑
j=1
aje
−βjte > 0, (5)
where JT is the transpose of J = J1 + JN . For the
second equality we have used the eigenvalues Ej = −βj
and eigenstates vj of LSSH. The coefficients read aj =(
JT · vj
) (
vTj · ρ(0)
)
and K = N . The time depen-
dence of the ETD is thus determined by the eigenstates
and eigenvalues of the finite-size SSH model, and conse-
4quently, of the underlying topology. The integrated ETD
Pint(t) =
∫ t
0
Pe(t
′)dt′ = 1−
j=K∑
j=1
Aje
−βjt (6)
fulfills Pint(∞) = 1. From Eq. (6) we find that
∑
j Aj = 1
and Aj = −aj/βj .
In the following, we choose a symmetric initial state
pn(t = 0) = δn,1/2 + δn,N/2. An example of the result-
ing ETD is depicted in Fig. 3(a) with a solid line, which
shows its decaying character. Even though there is an
underlying but complex relation between the exponent
spectrum and the cumulants [40], the moments µm =∫∞
0
tmPe(t)dt and the associated cumulants κm [41] de-
picted in Fig. 3(b) do not provide direct information
about the topology.
For this reason, we continue to investigate the expo-
nents βj and coefficients Aj determining the integrated
ETD. These are depicted in the top row of Fig. 2. The
βj for non-vanishing Aj are depicted with black (dot-
ted) lines and their coefficients Aj are represented by the
blue regions, whose width is proportional to Aj . Impor-
tantly, in Fig. 2 we can only find every second βj . This
is related to the (generalized) inversion symmetry of the
system. For N even, the eigenstates vj exhibit either
even (vj,n = vj,N+1−n) or odd (vj,n = −vj,N+1−n) parity.
Therefore, the coefficients aj and Aj for the odd eigen-
states vanish as J has even parity, (J)n = (J)N+1−n. A
similar reasoning apply for N odd [35]. Remarkably, the
coefficients of the midgap modes for N = 10 and N = 18
are very similar. This is a consequence of the fact that
the midgap eigenvectors only slightly depend on the sys-
tem size. Due to the symmetric initial condition ρ(0),
we find also symmetric coefficients Aj with respect to
α→ −α.
Detection of the topological phase. After investigat-
ing the dynamics on the probability level, we now return
to the random walk according to Eq. (1). We can re-
construct the ETD by initializing the system on a site
n and measuring the escape time te (Fig. 1(d)). By re-
peatedly conducting this experiment and determining the
escape times te,i, with i = 1, . . . , imax we can construct
the ETD and the integrated ETD [35]. To resemble the
initial state pn(t = 0) = δn,1/2 + δn,N/2, we start half of
the random trajectories on site n = 1 and the other half
on site n = N . In Fig. 3(a), we depict the reconstructed
distributions for α = −0.5γ by using imax = 105 random
trajectories.
Fitting the reconstructed ETD with the ansatz Eq. (5)
provides information about the eigenvalues of LSSH. We
use the integrated ETD and Eq. (6) instead of the ETD
as this provides a higher degree of reliance for the fit
parameters, in particular for small βj . We find that in
Eq. (6) K = 3 is sufficient to resemble the reconstructed
integrated ETD with a high accuracy. The case K > 3
is discussed in [35]. In the bottom row of Fig. 2, we
depict the exponent spectrum {βj} obtained with this
procedure.
For a short chain length N = 10, the exponent spec-
trum agrees well with the spectrum of LSSH for βj . 2γ.
In particular, the midgap state with βj = 1 is clearly
visible in the nontrivial phase for α < 0. The eigen-
states with βj > 2γ are not resembled by this procedure.
This is a consequence of the corresponding small Aj in
the expansion Eq. (6) and the fast transition dynamics
related to the relative large βj . Remarkably, the fitting
procedure resembles every second eigenvalue for βj < 2γ.
Thus, we observe the eigenvalues with even parity accord-
ing to our previous explanation and according to the top
panel in Fig 2(a). Moreover, corresponding to the the-
oretical prediction the fitted Aj are considerably larger
for the midgap state as for the other βj . For α > 0 we
find some βj which do not fit to the spectrum of LSSH.
However, the corresponding Aj are small so that they do
not significantly influence the fit quality.
For a longer chain with N = 18 we observe similar fea-
tures. In particular, we also recognize the midgap state.
For N = 17, the exponent spectrum of the reconstructed
integrated ETD resembles the main features of the LSSH
spectrum. Due to the chosen initial condition, the coef-
ficients Aj are equal for α and −α. This results in the
symmetry observed in Fig. 2(c), where the midgap expo-
nents are located at βj ≈ 2γ for all α values.
Conclusions. We showed that a classical random walk
on a lattice with SSH coupling geometry exhibits a TI sig-
naling the topological phase. This TI is defined by the
generalized density matrix as a function of the count-
ing field χ, which constitutes the analog description of
the system in momentum space known from the quan-
tum SSH model. This relation is reminiscent, but dis-
tinct from the investigations Refs. [42? –46] establishing
also a link between counting statistics and topology. We
showed that the topological phase is revealed in the spec-
trum of fitted exponents of a properly designed ETD. Al-
though the fitting procedure applied to the random data
is sensitive to numerical details, we found that boundary
modes are strongly pronounced in the exponent spec-
trum. This feature remains independent of the chain
length, which confirms the underlying topological char-
acter in the stochastic dynamics. Even for moderately
time-fluctuating rates, which keep the chiral symmetry
ΓL(t)+ΓR(t) = γ, the presence or absence of the midgap
mode should not be changed. Moreover, even for a next-
nearest neighbor hopping (e.g., caused by missing a jump
due to a finite detector time resolution), a topological
classification is possible if there is still a chiral symme-
try. These exponents provide thus a characterization of
the ETD different from the cumulants, which do not ex-
hibit direct information about the topology.
The required experimental data can be generated us-
ing quantum dots with an adjacent quantum point con-
tact [31]. This amount of data is in the order of magni-
tude needed to detect the topological dynamics. In order
to enable a bidirectional particle counting required for
our proposal, one could harness an experimental setup
as in Refs. [47, 48]. There the direction of a particle
5jump (into the reservoirs or out from the reservoir) can
be detected by a spatial bipartition of the quantum dot
and an asymmetrically coupled quantum point contact.
To resemble the SSH dynamics and topological is-
sues, we considered here specially chosen chemical po-
tentials. However, even for a general temperature and
voltage bias, the generalized master equation can ex-
hibit fascinating (topological) effects such as exceptional
points [49]. A similar escape time experiment could in
this case reveal the underlying physical processes. More-
over, the suggested setup can be harnessed to create more
complex random walks by means of feedback control as
we discuss in Ref. [35].
The discovered topology in random walks is not re-
stricted to nanoelectronic devices as the SET, but can
appear in other kinds of random walk setups. In this re-
spect it will be interesting to consider extensions to two
or higher dimensional random walk lattices.
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Supplementary information
I. DERIVATION OF THE RATE EQUATION
In this section, we show how to derive Eq. (2) in the letter starting from the general Markovian master equation
for a single quantum dot between two leads in the regime of high Coulomb interactions, which restricts the Hilbert
space to only zero or one electrons.
Let d(d†) denote the annihilation (creation) operator of the quantum dot, and Γ˜ν = Γ˜ν(dot) the spectral tunnel
density into the corresponding reservoir ν = R,L evaluated at the dot level dot. Using this notation, the master
equation can be written in the form
ρ˙ =
Γ˜out
2
(
2dρd† − d†dρ− ρd†d)+ Γ˜in
2
(
2d†ρd− dd†ρ− ρdd†) , (7)
with
Γout = Γ˜R(1− fR) + Γ˜L(1− fL); Γin = Γ˜RfR + Γ˜LfL, (8)
where fν = fν(dot) is the Fermi function
fν() =
1
e(−µν)/(kBTν) + 1
. (9)
Here, µν is the chemical potential of the lead ν, kB is the Boltzman constant and Tν is the temperature. The two
rate equations for the occupation d = 0, 1 can be written as a 2× 2 matrix:
R˙ = LR =
(−Γ˜out Γ˜in
Γ˜out −Γ˜in
)
R , (10)
where R = (p˜1, p˜0)T is the vector of the corresponding probabilities p˜d.
By extending the space, we can use the resolved probabilities pm,d of being in state pd while m particles have been
counted tunneling out of the right reservoir. According to Eq. (10), the rates for the relevant processes read
initial state final state rate
|m, 0〉 |m, 1〉 Γ˜LfL
|m, 0〉 |m+ 1, 1〉 Γ˜RfR
|m, 1〉 |m, 0〉 Γ˜L(1− fL)
|m, 1〉 |m− 1, 0〉 Γ˜R(1− fR)
We can also write this as differential equations, where
p˙m,1 = Γ˜LfLpm,0 + Γ˜RfRpm−1,0 −
(
Γ˜L(1− fL) + ΓR(1− fR)
)
pm,1 ,
p˙m,0 = Γ˜L(1− fL)pm,1 + Γ˜R(1− fR)pm+1,1 −
(
Γ˜LfL + Γ˜RfR
)
pm,0 . (11)
7Alternatively, organizing the probabilities in a large vector, we get
d
dt

...
pm,1
pm,0
...
 = ρ˙′ =

. . .
. . .
. . .
L+ L0 L−
. . .
. . .
. . .


...
pm,1
pm,0
...
 = L′ρ′ , (12)
where the Lx are 2× 2 matrices of the form
L0 =
( −Γ˜L(1− fL)− Γ˜R(1− fR) +Γ˜LfL
+Γ˜L(1− fL) −Γ˜LfL − Γ˜RfR
)
,
L− =
(
0 0
+Γ˜R(1− fR) 0
)
, L+ =
(
0 +Γ˜RfR
0 0
)
. (13)
We see that the entries of each column of L matrix all add up to zero, which guarantees probability conservation.
Demanding that the matrix L is hermitian, we get the equations
Γ˜LfL = Γ˜L(1− fL) , Γ˜RfR = Γ˜R(1− fR) , (14)
which can only be fulfilled by fL = fR = 1/2. This condition is achievable at equilibrium µL = µR = dot or close to
equilibrium for a sufficiently large temperature such that µν − dot  kBT .
Finally, for a notational reason we define Γν ≡ 12 Γ˜ν , so that Eq. (12) becomes equivalent to Eq. (2) in the letter.
The effective coupling parameters are thus proportional to the spectral coupling density.
II. ESCAPE TIME STATISTICS FOR A FINITE-SIZE SSH MODEL
Here we provide detailed information about the derivation of Eq. (5) in the letter, which gives an analytic expression
for the escape time distribution. The derivation is adapted from Ref. [39] and is adjusted for our purposes.
In order to derive Eq. (5) in the letter, we consider a representation of the equations of motion Eq. (2) in the letter
using an infinite dimensional vector space, where the probabilities are the elements of the probability vector
ρ′ =

...
p0
p1
...
pN
...

=

...
ρ
...
 , (15)
where ρ is the vector containing the probabilities corresponding to the SSH section of the chain as used in Eq. (4) in
the letter. In order to distinguish the finite-size vector space of the SSH model and the infinite vector space under
consideration here, we label the vector in the latter vector space with ρ′. The Liouvillian in Eq. (12) for fν = 12
becomes
L′ =

. . .
. . .
. . .
. . . ΓL
ΓL −ΓL − ΓR ΓR
ΓR
. . .
. . .
. . .
. . .

, (16)
The Liouvillian L′ can be written as
L′ = L′0 + J
′, (17)
8where L′0 has a block-diagonal structure
L′0 =
 Lt LSSH
Lb
 . (18)
Thereby, LSSH is the block with dimension N ×N referring to the middle section of the infinite chain corresponding
to the sites n = 1, . . . , N . The matrices Lt and Lb denote infinite-dimensional matrices describing the dynamics in
the top and bottom sections of the infinite chain, respectively. The infinite-dimensional jump matrix J contains four
entries. They read
(J)ij = (δi,1δj,0 + δi,0δj,1) ΓR + (δi,Nδj,N+1 + δi,N+1δj,N )
[
γ − (−1)Nα] , (19)
and connect thus the blocks appearing in L′.
In an interaction picture with respect to L0, the solution of Eq. (12) reads
ρ′(t) =
∞∑
k=0
∫ t
0
dtk· · ·
∫ t2
0
dt1ρt,k ({ti}) , (20)
where
ρ
t,k
({ti}) = eL′0(t−tk)J′eL′0(tk−tk−1)J′ . . .J′eL′0t1ρ′(0) (21)
is a conditioned state of the system, where the unperturbed time evolution corresponding to L′0 has been interrupted
by the processes corresponding to J′ at times ti with i = 1, .., k. In particular, ρt,k=0 describes a time evolution with
no jumps within the time interval t′ ∈ (0, t). For this reason, we interpret
P (t) = uTJ′eL0tρ′(0) (22)
as the probability distribution that the process described by J′ takes place at time t for the first time. Thereby, we
have defined the infinite dimensional vector uT = (. . . , 1, 1, 1, 1, . . . ).
In doing so, we find for the integrated probability distribution∫ ∞
0
P (t)dt = −uTJ′L−10 ρ′(0) (23)
= −uT (L′ − L0)L−10 ρ′(0) = uTρ′(0) = 1. (24)
Moreover, one can show that P (t) > 0 [39], so that P (t) indeed defines a probability distribution.
Assuming an initial condition ρ′(0) restricted to the sites of the SSH chain, we find
Pe(t) = J
TeLSSHtρ(0), (25)
where J ∈ IRN is given by the elements of the vector J ′ = J′u, which correspond to the SSH section of the vector
space. This is thus the expression for the escape time distribution given in Eq. (5) in the letter. Thereby, we have
used that the dynamics determined by the block-diagonal matrix L0 does not allow the system to escape from SSH
section. The vector J is equivalent to the jump vector defined in the letter.
III. GENERALIZED INVERSION SYMMETRY FOR AN ODD NUMBER OF SITES IN THE SSH
MODEL
The finite-size SSH system with an open boundary condition and an odd number of sites N fulfills a generalized
inversion symmetry
PLSSHP = LSSH, (26)
9where
P =

a 0 ar 0 ar2 0 . . . ar(N−5)/2 0 ar(N−3)/2 0 b
0 0 0 0 0 . . . . . . 0 0 0 1 0
ar 0 ar2 0 . . . . . . . . . ar(N−3)/2 0 b 0 sa
0 0 0 . . . . . . . . . . . . 0 1 0 0 0
ar2 0 . . . . . . . . . . . . . . . . . . b 0 sa 0 sar
0 . . . . . . . . . . . . . . . . . . 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
ar(N−5)/2 0 ar(N−3)/2 0 b 0 . . . sar(N−11)/2 0 sar(N−9)/2 0 sar(N−7)/2
0 0 0 1 0 0 . . . 0 0 0 0 0
ar(N−3)/2 0 b 0 sa 0 . . . sar(N−9)/2 0 sar(N−7)/2 0 sar(N−5)/2
0 1 0 0 0 0 . . . 0 0 0 0 0
b 0 sa 0 sar 0 . . . sar(N−7)/2 0 sar(N−5)/2 0 sar(N−3)/2

. (27)
For a notational reason we have introduced r = −ΓL/ΓR and
b = r
(
r(N−3)/2a− 1
)
,
a =
1
Σ + rN−1
(
2
∣∣∣r(N−3)/2∣∣∣ r +√1− rN + rN−1) (−1)(N−1)/2,
Σ =
1− rN
1− r2 ,
s = (−1)(N−1)/2. (28)
The matrix P is Hermitian and unitary. Surprisingly, it decouples even and odd sites n. When restricting the matrix
to the even-sites subspace, then we find that the corresponding matrix is equivalent to a usual inversion matrix
Peven =

0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 1 0
0 0 0 0 . . . 0 0 0 0
0 0 0 0 . . . 1 0 0 0
...
...
...
...
...
...
...
...
...
0 0 0 1 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0
0 1 0 0 . . . 0 0 0 0
0 0 0 0 . . . 0 0 0 0

. (29)
For this reason, any eigenstate vj of LSSH fulfills a symmetry relation vj,n = ±vj,N+1−n for n even. Consequently, all
eigenstates have an even or odd symmetry under this generalized inversion symmetry.
Using this property, we can now explain, why half of the coefficients aj in Fig. 2(c) in the letter vanish. Using
the time-independent Schro¨dinger equation with LSSH and vj,n = −vj,N+1−n for an odd eigenstate and n = 2, it is
straight forward to show that
aj = vj · J = ΓRvj,1 + ΓLvj,N = 0. (30)
IV. CONSTRUCTION OF THE WAITING TIME DISTRIBUTION
In this section we explain step by step how to obtain the reconstructed waiting time distribution (WTD) and the
integrated WTD from a set of escape times {te,i}.
First, we sort the set of escape times so that te,i < te,j for i < j. Next, we construct a set of pairs {{te,i, i}} and
apply a moving average so that we obtain the smoothened set
{{
te,i,Ai
}}
with
te,i =
1
Nav
i+Nav∑
j=i
te,j ,
Ai = 1
Nav
i+Nav∑
j=i
j. (31)
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FIG. 4. Dependence of the exponent spectrum as a function of the number of runs imax used to construct the integrated
WTD. Overall parameters are as in Fig. 3 in the letter. For the red (solid), gray (dashed) and cyan (dotted) curves we used
K = 3, K = 4 and K = 5, respectively.
In our calculations we take Nav = 100. In order to enable an efficient numerical fitting algorithm, we take only a
subset I of {{te,iAi}}. More precisely, we choose I = {{te,i,Ai} |i = Nstep · l and l = 0, 1, 2, . . .} with Nstep = 500.
This set I is then the reconstructed integrated WTD as depicted in Fig. 3 (a) in the letter, which we take for
the fitting procedure with results depicted in the bottom row of Fig. 2 in the letter. The reconstructed waiting time
distribution is given by the set
W =
{{
te,i,
Ai+Nst −Ai
te,i+Nst − te,i
}
|i = Nstep · l and l = 0, 1, 2, . . .
}
. (32)
V. DEPENDENCE ON THE NUMBER OF FIT TERMS K AND THE NUMBER OF EXPERIMENTAL
RUNS
Here, we discuss the performance of the fitting procedure as a function of the number of stochastic trajectories imax
used to reconstruct the WTD. In Fig. 4, we depict the spectrum of exponents {βj} as a function of different number
of experimental runs imax for different number of fit terms K in Eq. (8) in the letter. We observe that for α = −0.5γ
and K = 3 the exponents βj exhibit a stable value for a rather small number of experimental runs imax = 10
4. For
K = 4 and K = 5 we find that the fitting procedure exhibits variations depending on the number of runs. We observe,
that these variations continue even for higher number of runs. This effect appears as there are too many degrees of
freedom {Ai} and {βi} in the fit procedure, so that there are several combinations which exhibit a good fit quality.
This results in the variations visible in Fig. 4.
VI. RATES FOR TUNNEL-BASED FEEDBACK
In the letter, we have focused on the simplest topological model that can be generated from the transport dynamics
of the SET, the SSH model. In this section, we explain how to modify and create more general random walks using
feedback control in the context of a single-electron transistor. To this end, directly after each measurement we adapt
the tunneling rates Γ˜ν → Γ˜nν , according to the present state |n = 2m− 1〉 of the system [41]. Consequently, the rate
matrix in equation Eq. (12) now reads
L =

. . .
. . .
. . . Ln−20 L
n
−
Ln−2+ L
n
0 L
n+2
−
Ln+ L
n+2
0
. . .
. . .
. . .

, (33)
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FIG. 5. (a) Sketch of a random walk which could be generated in a SET using feedback control. (b) depicts the same as
Fig. (2) in the letter but for this generalized model for N = 18. Here we parameterize ΓR = ΓL,e + α and ΓL,o = ΓL,e − α.
where the submatrices are written as
Ln0 =
( −Γ˜nLfL − Γ˜nRfR +Γ˜n+1L (1− fL)
+Γ˜nLfL −Γ˜n+1L (1− fL)− Γ˜n+1R (1− fR)
)
,
Ln− =
(
0 0
Γ˜nRfR 0
)
, Ln+ =
(
0 Γ˜n+1R (1− fR)
0 0
)
. (34)
Still, the entries in the columns of L add up to zero, which ensures the probability conservation.
An example is depicted in Fig. 5. It describes a random walk on the chain, where the rates repeat after four steps,
thus ΓR,ΓL,e,ΓR,ΓL,o. Parameterizing the site n = 2m− d, the tunnel rates shall read
Γ˜nR = Γ˜R,
Γ˜n=2m−dL = Γ˜L,0 + (−1)mΓ˜L,1. (35)
Thus, we condition the left tunnel rate on the number of particles m which have been tunneled out of the right
reservoir. More precisely, the left tunnel rate depends on m odd and m even. Additionally, we assume fν =
1
2 as in
the letter. In doing so, L becomes Hermitian. The effective rates are thus
ΓR =
1
2
Γ˜nR, ΓL,e =
1
2
Γ˜n=2m−dL if m even , ΓL,o =
1
2
Γ˜n=2m−dL if m odd . (36)
Due to an inversion symmetry, this system can also exhibits a topological phase transition with corresponding midgap
modes (Fig. 5(b)).
