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ABSTRACT 
Spherical deconvolution methods are widely used to estimate the brain's white-matter 
fiber orientations from diffusion MRI data. In this study, eight spherical deconvolution 
algorithms were implemented and evaluated. These included two model selection 
techniques based on the extended Bayesian information criterion (i.e., best subset 
selection and the least absolute shrinkage and selection operator), iteratively reweighted 
l2- and l1-norm approaches to approximate the l0-norm, sparse Bayesian learning, 
Cauchy deconvolution, and two accelerated Richardson-Lucy algorithms. Results from 
our exhaustive evaluation show that there is no single optimal method for all different 
fiber configurations, suggesting that further studies should be conducted to find the 
optimal way of combining solutions from different methods. We found l0-norm 
regularization algorithms to resolve more accurately fiber crossings with small inter-
fiber angles. However, in voxels with very dominant fibers, algorithms promoting more 
sparsity are less accurate in detecting smaller fibers. In most cases, the best algorithm to 
reconstruct fiber crossings with two fibers did not perform optimally in voxels with one 
or three fibers. Therefore, simplified validation systems as employed in a number of 
previous studies, where only two fibers with similar volume fractions were tested, 
should be avoided as they provide incomplete information. Future studies proposing 
new reconstruction methods based on high angular resolution diffusion imaging data 
should validate their results by considering, at least, voxels with one, two, and three 
fibers, as well as voxels with dominant fibers and different diffusion anisotropies. 
 
Keywords: diffusion MRI, spherical deconvolution, sparse regression, LASSO, non-
negative least squares. 
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1 INTRODUCTION 
Diffusion magnetic resonance imaging (MRI) is currently the main technique for 
studying the spatial organization of the brain's white matter non-invasively and in vivo. 
It is based on the application of strong magnetic field gradients to characterize the 
displacement of water molecules within intra- and extracellular spaces. The diffusion 
process in white matter is unequal along different orientations due to the spatial 
organization of axons. Specifically, the movement of water molecules is more restricted 
in directions perpendicular to axons than along their longitudinal axes. The diffusion 
MRI signal measured along different directions is used to determine, via inverse 
modeling, relevant properties of the imaged tissue. 
 
A number of reconstruction methods have been proposed for characterizing the intra-
voxel orientational heterogeneity using diffusion MRI data. These methods allow the 
detection of the principal orientations of fibers within a voxel, which can be used to 
reconstruct the main neuronal bundles of the brain by means of fiber tracking 
algorithms (Iturria-Medina et al., 2007). Among the different techniques, spherical 
deconvolution (SD) algorithms have received special attention due to their ability to 
resolve fiber crossings on data acquired within clinically feasible scan times (Alexander, 
2005; Behrens et al., 2003; Canales-Rodríguez et al., 2015; Cheng et al., 2014; Daducci 
et al., 2014b; Dell’Acqua et al., 2010, 2007; Descoteaux et al., 2009; Jeurissen et al., 
2014; Jian and Vemuri, 2007; Kaden et al., 2007; Kaden and Kruggel, 2012; Melie-
García et al., 2008; Patel et al., 2010; Ramirez-Manzanares et al., 2007; Scherrer et al., 
2016; Sotiropoulos et al., 2012; Tournier et al., 2007, 2004; Yeh and Tseng, 2013). 
Notably, as shown by (Jian and Vemuri, 2007) many of these reconstruction methods 
can be formulated in a linear unified deconvolution framework, where the coefficients 
of the Fiber Orientation Density (FOD) function are computed by solving a system of 
linear equations. This approach often leads to an under-determined system (i.e., if the 
number of diffusion measurements at each voxel is lower than the number of 
coefficients to be determined). In this situation, no algorithm can be expected to reliably 
find a solution because the system does not have a unique, well-defined solution. For 
instance, the standard least squares algorithm produces negative volume fractions (Jian 
and Vemuri, 2007). A common strategy to avoid such physically meaningless results is 
to add additional prior information to the system. In practice, this is done by minimizing 
a global cost function with two different terms: one term summarizes the discrepancy 
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between the measured data and the values predicted by the model, and the other term is 
a regularization function that helps stabilizing the inversion and limiting the model 
complexity. As a result, the optimization algorithm searches for solutions that are 
compatible with the observed data while satisfying some additional requirements. 
Various choices for the regularization function exist in the literature, each one 
promoting solutions with different desirable properties. For instance, the solution (i.e., 
FOD) can be constrained to be non-negative (Jian and Vemuri, 2007). This choice is 
motivated by physical reasons: the FOD function expresses the probability to have a 
fiber oriented along any direction, or alternatively, it defines the volume fractions of all 
fibers, hence it cannot be negative. The optimization problem could also be 
complemented with other regularization functions aimed at reducing the complexity of 
the FOD. In fact, at the imaging resolution available nowadays it is commonly accepted 
that diffusion MRI is sensitive to detect only the major fiber bundles and that it can be 
used to disentangle up to 3 different fiber populations per voxel (Jeurissen et al., 2013; 
Schultz, 2012). Hence, the FOD can reasonably be considered sparse, either explicitly 
(i.e., by assuming that only a few elements are higher than zero) or implicitly (i.e., by 
assuming that the FOD is a smooth surface that possesses a low number of lobes) 
(Daducci et al., 2014b). The assumption of a smooth FOD is very useful in probabilistic 
tractography, where the smoothness is considered as a measure of uncertainty in the 
estimated fiber directions due to the experimental noise, or alternatively, as an index of 
fiber dispersion (Behrens et al., 2007). The assumption of a sparse FOD, on the other 
hand, is useful in applications using deterministic tractography, where the streamlines 
are reconstructed using the principal fiber directions (Wedeen et al., 2008). In the theory 
section, we will provide more details about the regularization functions used to promote 
such behaviors, but for now, we anticipate that they are often defined in terms of the lp-
norm, where a value 0 1p≤ ≤  promotes sparsity. 
 
Since many of the proposed SD methods are based on different assumptions and 
reconstruction algorithms, various studies have been carried out to compare their 
performance. For instance, in their work (Jian and Vemuri, 2007) investigated different 
algorithms promoting sparsity and stability. Their results indicated that the non-negative 
least squares (NNLS) method (Lawson and Hanson, 1974) should be the choice for the 
multi-fiber reconstruction problem. However, in that early study, the other tested 
methods were implemented without the non-negativity constraint. Hence, the potential 
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benefit of adding such a constraint to other regularized methods was not explored. In a 
study based on the results of the "HARDI reconstruction challenge 2012" (organized in 
the context of the "ISBI 2012" conference), 20 algorithms for recovering the intra-voxel 
fiber structure were compared (Daducci et al., 2014a). That study contains the most 
extensive evaluation of local reconstruction methods published to date. It encompassed 
a mixture of classical techniques, including Q-Ball Imaging (QBI) (Tuch, 2004), 
Diffusion Spectrum Imaging (DSI) (Tuch, 2002; Wedeen et al., 2005) and Constrained 
Spherical Deconvolution (CSD) (Tournier et al., 2008), as well as alternative sparse SD 
methods inspired by compressed sensing theory (Candès et al., 2006; Donoho, 2006). 
Overall, the method DSILR (i.e., Deconvolved DSI) (Canales-Rodríguez et al., 2010) 
was the most accurate and stable. Nevertheless, non-negative sparse regression methods 
using l1-norm regularization showed accurate reconstructions that were comparable to 
those obtained from DSI but using faster acquisition schemes with a lower number of 
measurements (Daducci et al., 2014a). Interestingly, the sparse methods outperformed 
the methods promoting smoothness. Various l1-norm SD methods have been proposed 
over the past few years for the analysis of diffusion MRI data with reduced datasets 
(Aranda et al., 2015; Landman et al., 2012; Rathi et al., 2011; Tristán-Vega and Westin, 
2011; Yeh and Tseng, 2013).  
 
Recently, it was pointed out that current state-of-the-art sparse SD techniques based on 
l2- and l1-norms are suboptimal, and a better performance was reported by enforcing the 
solution to be more sparse by means of the l0-norm (Daducci et al., 2014b). In line with 
this result, a new Sparse Bayesian Learning (SBL) algorithm (Pisharady et al., 2017a, 
2017b) was proposed, which showed outstanding results in the same dataset employed 
in the HARDI reconstruction challenge 2012. The SBL formulation is strongly linked to 
the l0-norm optimization problem. In fact, it was shown that under some conditions the 
global minimum of the SBL problem is only achieved at the minimum of the l0-norm 
solution (Wipf and Nagarajan, 2008). The SBL cost function possesses fewer local 
minima than that of the l0-norm, thus it has the potential to produce fewer convergence 
errors (Wipf and Rao, 2004). In contrast, the latest evaluation study (Mastropietro et al., 
2017) found that in some cases the damped Richardson-Lucy method (Dell’Acqua et 
al., 2007), which yields non-sparse solutions, produced better results than the l0-norm 
approach implemented in (Daducci et al., 2014b). This result seems to question the 
effectiveness of sparse methods and in particular the optimality of the l0-norm. 
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However, that study only examined a single sparse algorithm, and thus, results cannot 
be generalized to a broader context. 
 
In the statistics and signal processing literature, many of the available sparse methods 
show heterogeneous performance depending on the type of dataset and application (Lyu 
et al., 2013; Schmidt et al., 2007; Zhang et al., 2015; Zhang and Rao, 2011). Thus a 
priori choosing a well-tailored method for diffusion MRI based only on theoretical 
considerations is difficult. Therefore, it is fundamental to evaluate various of these 
algorithms empirically in the more specific context of spherical deconvolution. 
Moreover, the validation approach employed in a number of studies has been mainly 
focused on testing voxels with two fiber populations having similar volume fractions. 
This is limiting since the best algorithm for reconstructing fiber crossings with two 
fibers might not be optimal in the case of a different number of fibers (Parker et al., 
2013). A more comprehensive validation should account for voxels with different 
numbers of fibers and volume fractions.  
 
In this work, we address the limitations of previous studies by implementing a number 
of sparse and non-sparse linear regression algorithms to solve the spherical 
deconvolution inverse problem, and by validating them across various synthetic 
datasets. In particular, we test different levels of intra-voxel orientational heterogeneity 
by considering voxels with one, two, and three fiber populations, as well as fiber 
crossings with very dominant fibers. The implemented algorithms include two model 
selection techniques based on the extended Bayesian information criterion (i.e., best 
subset selection and the least absolute shrinkage and selection operator), iteratively 
reweighted l2- and l1-norm approaches to approximate the l0-norm, sparse Bayesian 
learning, Cauchy deconvolution, and two accelerated Richardson-Lucy algorithms. All 
the algorithms were implemented using the same generative diffusion model and the 
same linear framework, thus results entirely depend on the chosen objective functions 
and optimization approaches. As a result of this work, we identify the optimal 
algorithms and provide a list of recommendations for future validation studies. 
 
The remainder of the manuscript is organized as follows. An overview of the different 
theoretical concepts central to the study is provided in the Theory section. In the 
Evaluated Methods section, we provide details about the algorithms implemented in this 
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study. In Material and Methods, we describe the metrics designed to assess the 
performance of the reconstructions as well as the computer simulations and datasets. 
Relevant findings are described in the Results section and finally pondered upon in the 
Discussion and Conclusions sections. Further technical details about the evaluated 
algorithms are provided in the Appendix section. 
 
2 THEORY 
2.1 The deconvolution problem 
A general expression for the intra-voxel diffusion MRI signal in the white matter 
including contributions from both the anisotropic and isotropic compartments is given 
by (Anderson, 2005; Dell’Acqua et al., 2007) 
 
 ( ) ( )0 ˆ ˆ ˆˆ ˆ, ( ) ( , , ) expi i i i i CSF i CSFS b S FOD H b d f b D = + − 
 
∫v r r v r , (1) 
 
where the integral is taken on the surface of the unit sphere; FOD denotes the Fiber 
Orientation Density function fully describing the intra-voxel orientation heterogeneity; 
H  is the single-fiber response function, i.e., the signal originated in a compartment 
filled by a regular array of parallel fibers oriented along the unit-vector rˆ ; ib  is the 
experimental b-value and ˆ iv  is a unit-vector denoting the orientation of the diffusion-
sensitizing gradient; 0S  is the signal when 0ib = ; CSFD  is the self-diffusion coefficient 
of water in the cerebrospinal fluid (CSF) and CSFf  designates its volume fraction. The 
sum of all relative volumes obeys the equality 
 
 
ˆ ˆ( ) 1CSFFOD d f
Ω
+ =∫ r r . (2) 
 
The problem of estimating FOD from the measured data is known as spherical 
deconvolution, an inverse problem that has spurred a large research effort over the past 
decades and is still being actively investigated. 
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2.2 Deconvolution on spherical grids 
A very popular approach to solve the spherical deconvolution problem is to transfer the 
continuous FOD function into its discrete counterpart, such that this is evaluated only at 
the discrete points defining the spherical mesh { }ˆ ,  =1,..., mj jΩ = r . Formally, this can 
be expressed as 
1
ˆ ˆ ˆ( ) ( )m j jjFOD r f r rδ== −∑ , where m is the number of points, jˆ ˆ( )δ −r r  
is a delta function defined to one if ˆ ˆ j≡r r  and zero otherwise, thus ˆf ( )j jFOD= r . The 
main advantage of this simplification is that Eq. (1) can be linearized (Patel et al., 2010; 
Ramirez-Manzanares et al., 2007)  
 
 ( ) ( )( )0 j j1 ˆˆ ˆ, ( , , ) expmi i i i i CSF i CSFjS b S f H b f b D== + −∑v r v . (3) 
 
The resulting system of equations can be written in matrix form as 
 
 =s Hf , (4) 
 
where s  is a column-vector of length n containing the measured signals for different 
sampling parameters (i.e., ib  and ˆ iv , 1,...,ni = ); H  is a n (m 1)× +  matrix whose first 
m columns contain the single-fiber responses corresponding to fibers oriented along the 
vectors jrˆ  while the last column contains the isotropic signal from the CSF component; 
f is a column-vector of length m+1 containing the m FOD values and the CSF weight  
CSFf  to be estimated. 
 
The generative model that will be used in this study is the cylindrically symmetrical 
diffusion tensor model: ( )ˆ ˆexp Tij i i j ib= −H v D v , where jD  denotes a diffusion tensor 
with the main eigenvector 1ˆ ˆ j=e r  and sorted diffusivities, i.e., 1 2 3λ λ =λ> . For a 
detailed list of other possible candidate models see (Ferizi et al., 2014; Panagiotaki et 
al., 2012). 
 
 
2.3 A survey of sparse deconvolution 
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The solution to the inverse problem given by Eq. (4) is not straightforward because the 
resulting system of linear equations has more unknowns than measurements (i.e., 
m n ) and some of the columns of H are highly correlated. This ill-posed problem can 
lead to numerical instabilities and physically meaningless results (Jian and Vemuri, 
2007). A common strategy to avoid such instabilities is to use algorithms that search for 
solutions compatible with the observed data but which also satisfy some additional 
constraints. For instance, Eq. (4) can be solved via non-negative least squares (Jian and 
Vemuri, 2007) 
 
 
2
2
0
arg min  ,
≥
= −
f
f s Hf%  (5) 
 
where 2 .  denotes the l2-norm. In contrast to the standard least squares case, Eq.(5) 
has no analytical solution in closed form. Fortunately, there are efficient solvers to find 
the optimal solution. A popular choice is the Lawson and Hanson algorithm (Lawson 
and Hanson, 1974) which is very efficient for small-to-medium scale problems and 
when the solution is sparse. Notably, it has been established that non-negativity alone 
can be a powerful constraint in sparse recovery (Slawski and Hein, 2011). However, in 
noisy data, the algorithm tends to identify false components due to overfitting (Slawski 
and Hein, 2011).  
 
A powerful approach to stabilize the inversion and avoid overfitting is to promote 
sparsity. The sparsest possible non-negative solution can be obtained by solving the 
following l0-norm optimization problem 
 
 0arg min ,  subject to  and 0= ≥f s Hf f , (6) 
where 0f  refers to the number of non-zero elements in f  (i.e., { }0 #  : f 0jj= ≠f ). In 
order to take into account the noise in the measurements, this problem is usually 
replaced by 
 
 
2
max2 0
0
arg min  ,  subject to k
≥
= ≤
f
f s - Hf f% , (7) 
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which leads to the non-negative best-subset selection (BSS) in constrained form (Miller, 
1984), where maxk  is the maximum number of assumed components. The brute-force 
search method to solve this problem requires fitting the max
1
!/ !( )!k
k
p k p k
=
−∑  models 
containing max1,2,...,k k=  predictors, where p is the number of elements in f. Then, for 
each value of k, the best model is the one having the smallest residual sum of squares. 
Finally, a single best model is identified using model selection techniques. In practical 
situations, the exhaustive combinatorial search of all possible subsets of variables is 
computationally prohibitive. Consequently, various approximated algorithms have been 
proposed to efficiently solve this problem with high probability. They are based on 
smart approaches for sampling the solution space (Miller, 1984) or on brute-force 
search over a reduced set of variables, obtained after applying a dimension reduction 
step (Hong et al., 2014). 
 
Alternatively, Eq. (7) can be written as a penalized least-square formulation 
 
 
2
02 0
0
arg min  ,λ
≥
= +
f
f s - Hf f%  (8) 
 
where 0λ  is a non-negative regularization parameter. This form is convenient for 
simultaneous parameter estimation and variable selection. The main difficulty in 
directly minimizing Eq. (8) is related to the fact that the l0-norm diversity measure is 
discrete, non-convex and non-differentiable. Thus, no closed-form analytic solution is 
available. Various approximated methods have been proposed to solve this problem, 
some of which are evaluated in this study. Two popular variants are iteratively 
reweighted l1-norm (IRL1) and l2-norm (IRL2) minimization. Before describing these 
methods, it is instructive to introduce the Least Absolute Shrinkage and Selection 
Operator (LASSO) based on the l1-norm penalty, 
 
 
2
12 1
0
arg min  ,λ
≥
= +
f
f s - Hf Wf%  (9) 
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where ( )diag=W w
 
is a diagonal matrix with elements jj j=W w , and the term  
1 j j j= ∑Wf w f . The original LASSO corresponds to the case where W  is the 
identity matrix  (Tibshirani, 2011), otherwise, it is termed weighted LASSO (Zou, 
2006). Although this method does not produce the sparsest possible solution, in some 
cases it is equal to the solution of the l0-norm. A strong point in favor of this 
formulation is that it is a convex optimization problem, which solution can be 
efficiently obtained by standard optimization tools (Bruckstein et al., 2009). Several 
algorithms have been proposed in the past decade to solve this problem, which may be 
grouped into different categories such as active-set methods, interior point methods, and 
entire regularization path methods. One appealing advantage of methods in the latter 
group is that they automatically consider multiple values of 1λ  and provide the related 
optimal solutions at a low computational cost (Friedman et al., 2010). 
 
In the IRL1 minimization framework, the l0-norm problem is approximated at iteration 
k+1 by solving the following weighted LASSO 
 
 
2( 1) ( )
2 10
arg min  +  k kλ+
≥
=
f
f s - Hf W f , (10) 
 
where the weighting matrix in Eq. (10) takes the form ( ) ( ) 1( )k k −=W T , ( )kT  is a 
diagonal matrix defined by ( ) ( )k kjj j ε= +T f , and 0ε >  is a fixed application-dependent 
constant (Candès et al., 2008). The reader should note that this problem can be rewritten 
in the standard LASSO form by making the change of variables ( ) 1( )k −=q T f  and 
( )k
=X HT , resulting in 
 
 
2
2 1
0
arg min  +  λ
≥
=
q
q s - Xq q% . (11) 
 
This transformation is convenient since many LASSO solvers only implement the 
standard form. In summary, the IRL1 scheme allows us to approximate the l0-norm non-
convex problem given in Eq. (8) by means of a sequence of l1-norm convex problems 
computed with LASSO. 
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Enforcing sparsity via lp-norm regularization with [ ]0,1p ∈  has gained much interest in 
the last few years. A state-of-the-art method for solving this problem is the regularized 
FOCal Underdetermined System Solver (FOCUSS) (Gorodnitsky and Rao, 1997), 
which minimizes the following cost function 
 
 
2
2arg min  
p
p p
λ= +f s - Hf f% , (12) 
 
where 
pp
jp j= ∑f f . Depending on the chosen value of p, this problem is somehow 
intermediate between the l0-norm and l1-norm. Equation (12) can be solved using 
Iterative Reweighted Least-Squares based on the l2-norm (IRL2) (Rao et al., 2003), 
where the solution at iteration k+1 is computed by solving the following regularized 
least squares problem 
 
 
22( 1) ( )
2 2
arg min  k kpλ+ = +f s - Hf T f , (13) 
 
where ( ) ( ) 1( )k k −=T W , ( )kW  is a diagonal matrix defined by ( ) ( ) 1 /2| |k k pjj j ε−= +W f  and ε  
is a small non-negative constant that provides stability to the solution. The main 
advantage of this approximation is that the new problem has an analytical solution in 
the form 
 
 
( )
( )
1( 1) ( ) ( )
1( ) ( ) ( ) ( )
( )
( ) ( )
k T k T k T
p
k k T k k T
p
λ
λ
−+
−
= +
= +
f H H T T H s
W A A A I s
, (14) 
 
where ( ) ( )k k=A HW . By starting with some feasible approximated initial solution, (0)f , 
the optimization gradually reinforces some of the already prominent entries while 
suppressing the rest until they become zeros. The repeated weighting procedure 
concentrates the solution in the minimal active regions that are essential for accurately 
reproducing the measurements (Rao et al., 2003). In the limit 0p →  the diversity 
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measure 
p
p
f  becomes equal to the l0-norm, i.e., 00lim
p
jjp→
=∑ f f . Therefore, this 
approach provides another alternative algorithm to solve the l0-norm optimization 
problem. In practice, this is done by using ( ) ( )| |k kjj j ε= +W f  in Eq. (14). 
 
The sparse regression problem can also be formulated using Bayesian statistics. In this 
work, we will study two different methods: Cauchy deconvolution and sparse Bayesian 
learning. Cauchy deconvolution is quite popular for seismic deconvolution (Sacchi, 
1997) and sparse spectrum estimation (Sacchi and Ulrych, 1996). The formulation is 
based on assuming a Gaussian Likelihood model and a Cauchy prior distribution over f. 
As the Cauchy distribution is heavy-tailed, it promotes solutions that are usually more 
sparse than the LASSO. When the prior and the likelihood are combined, the cost 
function to be minimized becomes (Sacchi, 1997) 
 
 
21
2 2
22
1
J = 2 log 1 ,
2
m
i
i c
σ
σ
+
=
 
+ + 
 
∑
f
s - Hf
 (15) 
 
where the scale parameter cσ  controls the level of sparsity that can be attained by the 
inversion and 2σ  is the noise variance. The maximum a posteriori solution to this non-
linear system of equations can be found by iteratively computing the solution to the 
Tikhonov regression (Sacchi and Ulrych, 1996) 
 
 
( )
( )
1( ) 1
1
,
,
k T T
c
T T
c
λ
λ
−
−
−
= +
= +
f H H Q H s
QH HQH I s
 (16) 
 
where ( )kf  denotes the solution at the k-th iteration, 2 2c cλ σ σ= , and Q  is a diagonal 
matrix updated at each iteration with elements given by 
 
 
2( 1)11
2
k
i
ii
cσ
− 
= +  
 
fQ . (17) 
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The last method surveyed is Sparse Bayesian learning (SBL). It has been used to obtain 
parsimonious representations in the context of regression, classification and basis 
selection (Tipping, 2001). The SBL formulation is based on assuming a Gaussian 
Likelihood model and a zero-mean Gaussian prior distribution over f , where a different 
variance jα  moderates the strength of the prior on each entry jf . Such prior encourages 
models with few non-zero weights. As shown by (Wipf and Nagarajan, 2010) the 
maximum a posteriori SBL solution satisfies 
 
 
2
2arg min  ( )SBLgλ= +
f
f s - Hf f% , (18) 
where 
 { }1
0
( ) min logT TSBLg Iµ−≥= + +αf f A f HAH , (19) 
  
A
 is a diagonal matrix with values jj jα=A   and µ λ= . It has been shown that other 
values of µ
 
may lead to even better performance (Wipf and Nagarajan, 2010). Indeed, 
in the limit 0µ →  the global minimum of Eq. (18) is only achieved at the minimum of 
the l0-norm solution given by Eq. (8) (Wipf and Nagarajan, 2008). Notably, the 
resulting cost function possesses far fewer local minima than that of the l0-norm, thus 
yielding fewer convergence errors (Wipf and Rao, 2004). Hence, this approach provides 
another important method to obtain l0-norm-like sparse solutions. 
 
For readers interested in learning more about sparse regression techniques we 
recommend the following survey lectures and review articles (Bruckstein et al., 2009; 
Daubechies et al., 2010; Tropp and Wright, 2010; Vidaurre et al., 2013; Wipf and 
Nagarajan, 2009; Wipf and Rao, 2004; Zhang et al., 2015; Zou et al., 2007). 
 
 
 
3 EVALUATED METHODS 
In this manuscript, we implemented the sparse algorithms described in the previous 
section, as well as two other non-sparse methods. A qualitative overview of the main 
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properties of the evaluated techniques, including the assumed noise model, 
regularization function, and optimization algorithm is provided in Table 8. Here we 
summarize the main aspects of their implementations and further technical details are 
provided in the Appendix section. 
 
(1) Best-subset selection: a brute-force search over a reduced set of variables was 
implemented. In a first step, the NNLS algorithm was used to reduce the dimension of 
the data, from which all the variables with a value equal to zero were discarded. Our 
choice was motivated by previous experimental results indicating that the NNLS 
algorithm is mainly affected by false positives but not by false negatives (Slawski and 
Hein, 2011). Then, a combinatorial search is carried out over the retained variables to 
create all possible individual models
 
comprising k =1, 2 and 3 fibers, plus the isotropic 
compartment if considered. Finally, all models are ranked according to the extended 
Bayesian information criterion (EBIC) (Chen and Chen, 2008) and the model with the 
lowest EBIC is selected. This algorithm was termed NNLS-BSS-EBIC. To the best of 
our knowledge, this is the first time this approach is used to address the non-negative 
SD problem.  
 
(2) LASSO & EBIC: the non-negative LASSO problem (see Eq. (9)) was solved using 
the modified least-angle regression (LARS) solver (Efron et al., 2004) included in the 
SparseLab Toolbox (https://sparselab.stanford.edu/). This algorithm allows obtaining 
the entire regularization path (i.e., the solutions for many regularization values 1λ ). The 
optimal result is searched among the many available solutions using model selection 
techniques (Zou et al., 2007). Specifically, the optimal 1λ  was chosen according to the 
EBIC criterion. Finally, before the EBIC evaluation the coefficients are 'debiased', i.e., 
the solution was recomputed using a standard least squares method over the identified 
non-zero coefficients. This method was termed LASSO-EBIC. It is similar to the l1-
norm regularization approach introduced in (Landman et al., 2012). However, we 
extended that earlier work by providing an automatic way to select the optimal 
regularization parameter and by removing the estimation bias that was highlighted in 
(Daducci et al., 2014b). Preliminary results suggest that the performance of this 
implementation is superior to the standard approach based on selecting a fixed 1λ  for all 
the voxels. 
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(3) Cauchy deconvolution: this algorithm was implemented using Eqs. (16)-(17). As the 
standard algorithm does not include non-negativity constraints, we propose a 
parameterization for obtaining non-negative solutions within the same reweighted 
Tikhonov regularization framework. For more details see the Appendix. This method 
was termed Cauchy-SD. 
 
(4) Non-negative regularized FOCUSS: this algorithm was implemented using Eq. (14). 
Our preliminary numerical experiments indicated optimal reconstructions for 0p =
 
(i.e., l0-norm regularization) so we focused only on that limit. As the standard algorithm 
does not include non-negativity constraints, we adapted it by using the same 
parameterization used in the Cauchy-SD method. The resulting algorithm was termed 
Non-Negative Regularized FOCUSS (RFOCUSS). 
 
(5) Non-negative iterative reweighted l1 minimization: this algorithm was implemented 
using Eq. (11). At each iteration, the LASSO problem was solved using the algorithm 
FISTA (Beck and Teboulle, 2009), which is included in the open-source SPArse 
Modeling Software (SPAMS: http://spams-devel.gforge.inria.fr/) (Mairal et al., 2014), 
which by construction constrains the solution to be non-negative. 
 
(6) Sparse Bayesian Learning: the SBL cost function given in Eqs. (18)-(19) was 
minimized using an alternating iterative scheme based on the Expectation Maximization 
(EM) algorithm developed in (Wipf and Nagarajan, 2010). The same parameterization 
used in Cauchy-SD and RFOCUSS was applied here to obtain non-negative solutions. 
For more details about the equations and the optimization algorithm, see the Appendix 
section. 
 
(7) Accelerated Richardson-Lucy deconvolution: the damped RL-SD method (dRL-SD) 
proposed in (Dell’Acqua et al., 2010) was implemented. This algorithm transforms a 
perfectly smooth initial estimate into sharper estimates, with sharpness increasing with 
the number of iterations. Hence, the number of iterations can be considered as a 
regularization parameter controlling the smoothness of the final estimate. In this study, 
a new variant to accelerate the convergence of this technique is proposed. It is based on 
applying ideas from Nesterov's accelerated gradient descent method (Nesterov, 2004) to 
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the multiplicative updates and on the adaptive restart strategy proposed by 
(O’Donoghue and Candès, 2015). The resulting algorithm was termed AdRL-SD. 
 
(8) Accelerated RUMBA-SD: the robust and unbiased model-based spherical 
deconvolution (RUMBA-SD) method developed in (Canales-Rodríguez et al., 2015) 
was included in the evaluation. A new variant, termed ARUMBA-SD, was implemented 
to accelerate the convergence. In particular, the same acceleration approach included in 
the AdRL-SD method was adopted. See the Appendix for more details. 
 
4 MATERIALS AND METHODS 
4.1 Evaluation metrics 
Local peaks from each reconstructed FOD were identified as those vertices in the 
spherical grid with higher values than their adjacent neighbors within a tolerance cone 
of 15 degrees. Only the highest three peaks were considered and only those with 
amplitudes exceeding at least one-tenth of the amplitude of the highest peak (i.e., 
max0.1 f⋅ ) were retained as in (Parker et al., 2013). 
 
The performance of the algorithms was quantified by comparing the resulting peaks 
against the true fiber directions used to generate the synthetic signals. We adopted some 
evaluation metrics widely used in the literature. Specifically, we used the angular error, 
defined as the average minimum angle between the extracted peaks and the true fiber 
directions (Tuch et al., 2002): 
 
 
 ( ){ }trueM 1
true
1
θ min arccos
M
T
m m kk =
= ∑ e v , (20) 
 
where trueM  is the true number of fiber populations, me  is the unitary vector along with 
the m-th detected fiber peak and kv  is the unitary vector along the k-th true fiber 
direction. As usual, the angular error between each pair of fibers was measured by 
comparing each true fiber with the closest estimated fiber. As the number of detected 
peaks can be lower than the number of true fibers, some considerations are worth 
bearing in mind when evaluating Eq. (20). Specifically, when considering simulated 
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signals with two or three fibers, if only one peak is detected, then the second and third 
missing fibers are assumed to be aligned along the same direction of the detected peak. 
Similarly, when comparing results for signals generated using three fibers, if only two 
peaks are detected, then the third missing fiber is considered to be aligned to the same 
direction as the detected peak that is the most aligned to the unrecovered fiber (Canales-
Rodríguez et al., 2008). 
 
The volume fraction error of the estimated fiber compartments was assessed by means 
of the mean absolute error between the estimated and the actual peak amplitudes: 
 
 
trueM
1
true
1 f f
M m kk
f
=
∆ = −∑ , (21) 
 
where fm  is the normalized height of the m-th detected fiber peak and fk  is the volume 
fraction of the k-th true fiber. This metric was evaluated by matching the true fibers with 
the closest estimated fibers as above. 
 
The mean success rate (SR) was defined as the proportion of voxels in which the 
algorithm estimated the right number of fiber compartments. Specifically, we assigned a 
value of 1 or 0 to each voxel depending on whether or not the reconstruction was 
considered successful. The solution was considered successful only when the number of 
detected peaks was equal to the number of true fibers and the angle between each peak 
and the closest fiber was lower than 25 degrees. This allowed distinguishing between 
the estimated peaks that are "close enough" to the true fibers, i.e. true positives, and 
those which are spurious, i.e. false positives (Daducci et al., 2014a). To discriminate the 
different factors leading to an erroneous estimation, the mean number of over-estimated 
n+  and under-estimated n−  fiber populations were also computed. Accordingly, fibers 
outside the tolerance cone were considered as spurious fibers for the evaluation of n+ , 
and the absence of a peak within the tolerance cone was considered as a false negative 
for the evaluation of n− . 
 
Finally, we propose a new global relative performance (GRP) measure to quantify each 
method in relation to the average performance with respect to the proposed metrics 
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 ( ) θ n n 1
θ 1n n
i i i i i
i
f SRGRP i f SR
+ −
+ −
∆ −
= + + + +
∆ −
, (22) 
 
where ix  denotes the value of metric x  for method i  and x  is the mean value of x  
for all methods { }1,...,i N= , respectively. The GRP allows us to rank all methods by 
taking into account their performance in terms of all the individual metrics. Methods 
yielding lower GRP values should be recommended over methods with higher values. 
 
The GRP was also used to find the optimal parameters for each individual method. This 
was possible by changing the meaning of the variables. Now ix  was considered to be 
the value of metric x  for a given set of parameters (i.e., regularization value, the 
number of iterations, etc.) denoted by index i , and x  was the mean value of x  
resulting from all sets of parameters. 
 
4.2 Synthetic datasets 
This work focuses on four different types of fiber configurations, which includes the 
cases of voxels containing a single fiber, two fibers, two fibers with a very dominant 
fiber and three fibers. For each considered case, three different datasets were produced, 
each one corresponding to a different b-value: b=3000 s/mm2, b=1500 s/mm2 and 
b=1000 s/mm2. For each b-value and fiber configuration, the diffusion signal in 1000 
voxels was generated using the multi-tensor model (Tuch et al., 2002). A clinical 
sampling scheme with N = 64 diffusion gradients and a single b=0 was employed. In all 
voxels, a constant 0 100S =  was assumed. 
 
In order to simulate the structural heterogeneity observed in real data and to avoid over-
optimistic results, different volume fractions and diffusivities were considered for each 
fiber compartment. The resulting signals were contaminated by Rician noise with 
signal-to-noise ratios (i.e., 0 /SNR S σ= ) close to those reported in clinical data. The 
following subsections provide further details about the synthetic data generation 
procedure.   
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4.2.1 Single fiber population 
Fiber orientations, diffusivities, and SNRs were different for each voxel. The fiber 
orientation was chosen as a random unit vector on the sphere. The SNR was generated 
from a uniform distribution on the interval [15, 30], i.e, ( )15,30SNR U . The 
diffusivities were generated from uniform distributions with ( )3 31 1.4 10 ,1.8 10Uλ − −  
mm
2/s, ( )3 32 0.1 10 ,0.5 10Uλ − −  mm2/s and 3 2λ λ=  (Canales-Rodríguez et al., 2009) 
and the synthetic signals were generated for the acquisition protocol described in the 
previous section. 
 
4.2.2 Two-fibers 
Various synthetic datasets with different inter-fiber angles were generated. The inter-
fiber angle was gradually modified from 1 to 90 degrees, in steps of 5 degrees. The 
volume fraction of the first fiber was generated from a uniform distribution on the 
interval [0.3, 0.7], i.e., ( )1f 0.3,0.7U , and the second fiber was fixed at 2 1f 1 f= − . 
The diffusivities of each fiber compartment and the noise level were generated from 
uniform distributions as described in the single fiber experiment. 
 
4.2.3 Two-fibers with a very dominant fiber 
These datasets were created to test the performance of the methods to detect fiber 
crossings consisting of a dominant fiber and a fiber with a very small volume fraction. 
The volume fraction of the non-dominant fiber was generated from a uniform 
distribution on the interval [0.1, 0.3], i.e., ( )1f 0.1,0.3U , and 2 1f 1 f= − . The inter-
fiber angle was gradually modified from 50 to 90 degrees, applying 5-degree increases. 
We did not employ lower inter-fiber angles to focus on the impact of unbalanced 
volume fractions rather than small inter-fiber angles. For each voxel, the noise level and 
the diffusivities of each fiber compartment were generated from uniform distributions 
using the same range of values described in previous sections. 
 
4.2.4 Three-fibers 
The ability of the different methods to detect crossings of three fibers was tested by 
simulating voxels containing three fiber bundles in different orientations. The three 
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fibers were generated to be equidistant from one another. The inter-fiber angles were 
gradually modified from 1 to 90 degrees, in steps of 5 degrees. The volume fractions 
were generated as follows: ( )1f 0.25,0.3U , ( )2f 0.3,0.35U  and ( )3 1 2f 1 f f= − + . As 
in previous sections, the diffusivities and noise levels were generated from uniform 
distributions.  
 
4.3 Phantoms 
4.3.1 HARDI reconstruction workshop 2012 
The structured field phantom released in the “HARDI Reconstruction Challenge 2012” 
workshop organized as part of the International Symposium on Biomedical Imaging 
(ISBI) 2012 conference (Daducci et al., 2014a) was also considered. The 3D phantom 
consists of 16x16x5 voxels comprising five different fiber bundles with different 
diffusivities and fractional anisotropy. It was designed to simulate realistic non-planar 
configurations of bending, crossing and kissing tracts. The proportion of voxels 
containing one, two and three fibers was 35%, 35%, and 30% respectively. In voxels 
with multiple fibers, the inter-fiber angles were distributed as follows: 27% smaller than 
30⁰, 35% in the range 31⁰-60⁰ and 38% above 61⁰. For more details see (Daducci et al., 
2014a) and the workshop webpage (http://hardi.epfl.ch/static/events/2012_ISBI/). 
 
From the available datasets, we have chosen the same HARDI data used to evaluated 
the CSD method (Tournier et al., 2008), which was created using a single shell with 
b=3000 s/mm2 and N=60 diffusion sensitizing gradients. Three different datasets 
corresponding to different noise levels were included in the analysis, i.e., SNR=30, 20 
and 15. Results from the DSILR (i.e., Diffusion Spectrum Imaging with deconvolution) 
method (Canales-Rodríguez et al., 2010) were also reported even though it employed a 
sampling scheme with many more diffusion gradients (i.e., N=257) and a higher 
maximum b-value (i.e., bmax=8000 s/mm2). DSILR was included as a reference since it 
yielded the most accurate and stable reconstructions in the workshop (Daducci et al., 
2014a). In addition, we also included two state-of-the-art SD techniques: the CSD 
method (Tournier et al., 2008) implemented in MRtrix3 (http://www.mrtrix.org/) and 
the Ball & Stick model (Behrens et al., 2007) implemented in FSL 
(http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FDT). 
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4.3.2 HARDI reconstruction workshop 2013 
The implemented algorithms were tested as well on the synthetic diffusion MRI 
phantom developed for the “HARDI Reconstruction Challenge 2013” workshop, 
organized during the ISBI 2013 conference. This phantom comprises a set of 27 fiber 
bundles with fibers of varying radii and geometry which connect different areas of a 3D 
image with 50x50x50 voxels. It contains a wide range of configurations including 
branching, crossing and kissing fibers, together with the presence of isotropic 
compartments. The proportion of voxels containing one, two and three fibers was 
88.7%, 9.8%, and 1.5% respectively. The proportion of fiber crossings with dominant 
fibers (i.e.,  >0.7) was 51.6%. 
 
The intra-voxel diffusion MRI signal was generated using N = 64 gradient sensitizing 
directions with constant b=3000 s/mm2 plus one additional image with b=0. In voxels 
belonging to single-fiber white matter bundles, the signal measured along the q-space 
unit direction ˆ =q q q  was generated by a mixture of signals from intra- and extra-
axonal compartments: ( ) ( )int int ext ext 1 2ˆ ˆf s , , , , f s , , ,λ ,λS L R bτ= +q v q v , where vˆ  denotes 
the local fiber orientation. The intra-axonal signal ints  was created following the 
theoretical model of a restricted diffusion process inside a cylinder of length 5 L mm=  
and radius 5 R mµ=  at a diffusion time τ =20.8 s. The extra-axonal signal exts  was 
generated using a diffusion tensor model with cylindrical symmetry (i.e., 1λ =1.7 10-3 
mm
2/s, 2 3λ = λ = 0.2 10
-3
 mm
2/s). Mixture fractions were fixed to intf = 0.6 and extf = 0.4. 
The dataset is available at http://hardi.epfl.ch/static/events/2013_ISBI/. 
 
Like in our HARDI phantom 2012 evaluation, the Ball & Stick model and the CSD 
method were included as a reference. In this case, we choose the single-shell 3-tissue 
CSD (SS3T-CSD) method (Dhollander et al., 2016; Dhollander and Connelly, 2016) 
implemented in MRtrix3 because this phantom simulates different tissues, and thus it 
may provide a better fitting to the data. In fact, we verified that results from SS3T-CSD 
were more accurate than those from CSD in this dataset. 
 
4.4 Practical implementation details 
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The eight methods were implemented using the same generative diffusion model and 
the same linearization framework (i.e., leading to the same dictionary H ). In the case of 
the experiments considering the four different types of fiber configuration reported in 
sections 4.2.1-4.2.4, the dictionary was created using the signal generative model given 
in Eqs.(3)-(4) with diffusivities 31 1.6 10λ −=  mm2/s and 32 0.3 10λ −=  mm2/s. These 
values were chosen for being in the middle of the range of diffusivities used to generate 
the synthetic signals. Hence, the assumed diffusivities could be lower or higher than the 
"true" diffusivities, allowing us to incorporate the possibility of model misspecification. 
The dictionary was created using m = 724 fiber orientations distributed on the unit 
sphere (362 unit vectors on the hemisphere with antipodal symmetry) with a mean 
angular separation between adjacent neighbor vertices of 8.36 degrees, and a standard 
deviation of 1.18 degrees. 
 
In experiments involving the phantom datasets from both HARDI Reconstruction 
Challenges a different dictionary was created for each data with different SNR. In a first 
step, a diffusion tensor model was fitted to the data. Then, all voxels with fractional 
anisotropy higher than 0.85*max(FA) were labeled as voxels containing a single fiber. 
Finally, the mean values of the diffusivities (i.e., 1λ  and 2λ ) in these voxels were used 
to build the dictionary. 
 
The initial solution 0f  for Cauchy-SD, RFOCUSS, SBL, AdRL-SD, and ARUMBA-SD 
was set as a non-negative iso-probable spherical function. In the IRL1 method, the 
diagonal matrix T  was initialized as (0)jj ε=T . In order to select the optimal parameters 
for each method, we conducted preliminary experiments on the synthetic data for voxels 
with two fibers. The estimated values are listed in Table 1. They were selected as those 
minimizing the GRP measure given by Eq. (22). The only methods that required 
adjusting the number of iterations for each b-value were AdRL-SD and ARUMBA-SD. 
The reported values in Table 1 were employed in all experiments described in next 
sections. 
 
Insert Table 1 around here 
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Table 1. Parameters used for the different reconstructions algorithms. All methods used the 
same parameters for different b-values, except for AdRL-SD and ARUMBA-SD, where it was 
necessary to modify the number of iterations iterN  for optimal results. 
 
  
(1) NNLS-BSS-EBIC 1,  1 / 20γ σ= =
 
(2) LASSO-EBIC 1,  1 / 20γ σ= =
 
(3) Cauchy-SD 2 4 2 67 10 ,  10 ,  30
c iterNσ σ
− −
= × = =  
(4) RFOCUSS 3 6
0 1.2 10 ,  10 ,  30iterNλ ε
− −
= × = =  
(5) IRL1 3 31.5 10 ,  10 ,  30iterNλ ε
− −
= × = =  
(6) SBL 610 ,  0.85,  30iterc Nµ
−
= = =  
(7) AdRL-SD 8,  0.06ν η= =  
b = 3000 mm
2
/s, 50iterN =  
b = 1500 mm
2
/s, 140iterN =  
b = 1000 mm
2
/s, 210iterN =  
(8) ARUMBA-SD 
b = 3000 mm
2
/s, 50iterN =  
b = 1500 mm
2
/s, 140iterN =  
b = 1000 mm
2
/s, 210iterN =  
 
In both datasets from the HARDI Reconstruction Challenges, the Ball & Stick model 
was fitted using default parameters in FSL. A maximum number of k=3 fibers per voxel 
and a Rician noise model was specified. Likewise, SS3T-CSD was evaluated on the 
HARDI Challenge 2013 phantom using standard reconstruction options in MRtrix3. 
The CSD method was initially calculated on the HARDI Challenge 2012 phantom using 
the default regularization parameters suggested by the software itself (i.e.,
 
max 8l = , 
1
negλ =  and 1normλ = , where maxl  is the maximum spherical harmonic order, negλ  is the 
regularization parameter that controls the strength of the non-negativity constraint and 
normλ  is a regularization parameter controlling the norm of the solution). However, the 
performance of this method was affected by a higher number of spurious fibers 
compared to the other evaluated techniques. For this reason, we explored its 
performance as a function of these parameters and we found better results when using 
the following values: max 8l = , 4negλ =  and 0normλ = . In order to place the method in 
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its best conditions, we only report results corresponding to this set of parameters 
optimized for this dataset. 
 
5 RESULTS 
5.1 Single fiber population 
The performance of all algorithms in the experiment considering synthetic voxels with a 
single fiber is summarized in Table 2. Results corresponding to b=1000 s/mm2 are 
reported in Table 1 of the Supplementary Material document. 
 
Insert Table 2 
Table 2. Quantitative performance of all methods in synthetic voxels with a single fiber. 
Reported values are the average of each metric. The best method for each metric is highlighted 
in bold. A ranking of global performance was included based on the GRP measure. 
 
b = 3000 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 3.70 0.03 0.08 0.00 0.92 1.88 2 
(2) LASSO-EBIC 3.52 0.05 0.22 0.00 0.81 3.27 4 
(3) Cauchy-SD 5.26 0.14 0.32 0.00 0.68 6.50 5 
(4) RFOCUSS 5.72 0.17 0.38 0.00 0.63 9.59 8 
(5) IRL1 5.87 0.18 0.39 0.00 0.63 8.29 7 
(6) SBL 4.82 0.10 0.23 0.00 0.78 7.15 6 
(7) AdRL-SD 3.54 0.02 0.12 0.00 0.89 2.07 3 
(8) ARUMBA-SD 3.57 0.01 0.04 0.00 0.96 1.25 1 
 
b = 1500 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 3.94 0.05 0.20 0.00 0.81 3.95 4 
(2) LASSO-EBIC 3.60 0.05 0.20 0.00 0.82 3.70 3 
(3) Cauchy-SD 4.75 0.10 0.23 0.00 0.78 5.12 6 
(4) RFOCUSS 5.00 0.12 0.26 0.00 0.75 5.76 7 
(5) IRL1 5.76 0.16 0.38 0.00 0.68 7.55 8 
(6) SBL 4.65 0.08 0.19 0.00 0.81 4.42 5 
(7) AdRL-SD 3.18 0.00 0.00 0.00 1.00 0.75 1 
(8) ARUMBA-SD 3.19 0.00 0.00 0.00 1.00 0.75 2 
 
From these results, we can draw the following conclusions. In the first place, the 
Richardson-Lucy algorithms ARUMBA-SD and AdRL-SD provided the best global 
reconstructions. While ARUMBA-SD performed better for b=3000 s/mm2, at lower b-
values AdRL-SD was slightly better. The performance of the other methods also 
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depended on the b-values. For instance, NNL-BSS-EBIC ranked #2 for b=3000 s/mm2 
and #4 for b=1500 s/mm2 and b=1000 s/mm2, respectively. At low b-values, LASSO-
EBIC was the third best method. The performance of iterative reweighted methods like 
Cauchy-SD, RFOCUSS, IRL1, and SBL was affected by a higher number of over-
estimated
 
fibers n+ . These methods tend to produce an average of 20 to 40 false fibers 
every 100 voxels. 
 
5.2 Two-fibers 
The quantitative performance of all algorithms is depicted in Figure 1 and Table 3. 
Figure 1 corresponds to results for b=3000 s/mm2 and Table 3 summarizes results for 
b=3000 and 1500 s/mm2. Table 2 of the Supplementary Material shows results for 
b=1000 s/mm2. 
 
Insert Figure 1 around here (two-columns) 
 
A set of patterns can be drawn from these results. First, iterative reweighted methods 
provided the highest mean SR values, followed in descending order by the model-
selection methods NNL-BSS-EBIC and LASSO-EBIC, and finally by ARUMBA-SD 
and AdRL-SD (see Figure 1). This trend is explained by the superior performance of 
reweighted methods to resolve fiber crossings with small inter-fiber angles. Second, at 
high inter-fiber angles, ARUMBA-SD and AdRL-SD were able to resolve fiber 
crossings with higher SR than all iterative reweighted methods, except SBL. Finally, 
SBL performed well over the whole range of inter-fiber angles. It was the only method 
showing a stable recovery (i.e., high and constant SR value) from 35 to 90 degrees. For 
lower angles, its performance decreased nearly linearly. The above patterns were also 
observed in the analyses on datasets with lower b-values. 
 
When taking into account results from all metrics together, as defined by the GRP 
measure (see Table 3 and Table 2 in the Supplementary Material), the SBL method 
showed the best global reconstructions for the three b-values investigated. SBL showed 
a top performance for all individual metrics: it always produced the lowest n+  and θ , 
and was in the top three in terms of f∆ and SR. Cauchy-SD and RFOCUSS completed 
the global podium. 
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Insert Table 3 
Table 3. Quantitative performance of all methods in synthetic voxels with two fibers. Reported 
values are the average of each metric. The best method for each metric is highlighted in bold. A 
ranking of global performance was included based on the GRP measure. 
 
 
b = 3000 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 7.45 0.20 0.10 0.38 0.62 4.37 5 
(2) LASSO-EBIC 6.97 0.19 0.19 0.36 0.57 4.91 6 
(3) Cauchy-SD 6.80 0.17 0.10 0.25 0.71 3.64 2 
(4) RFOCUSS 6.75 0.17 0.12 0.23 0.72 3.71 3 
(5) IRL1 6.78 0.17 0.15 0.22 0.69 3.91 4 
(6) SBL 6.34 0.16 0.07 0.27 0.71 3.42 1 
(7) AdRL-SD 9.09 0.27 0.24 0.64 0.46 6.90 8 
(8) ARUMBA-SD 8.45 0.26 0.17 0.56 0.49 6.00 7 
 
b = 1500 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 7.60 0.19 0.19 0.35 0.59 5.08 5 
(2) LASSO-EBIC 6.98 0.19 0.20 0.33 0.56 5.11 6 
(3) Cauchy-SD 6.72 0.19 0.05 0.27 0.72 3.48 3 
(4) RFOCUSS 6.67 0.19 0.06 0.25 0.72 3.47 2 
(5) IRL1 6.81 0.18 0.17 0.23 0.66 4.28 4 
(6) SBL 6.40 0.18 0.05 0.28 0.70 3.40 1 
(7) AdRL-SD 8.78 0.27 0.14 0.58 0.50 6.08 8 
(8) ARUMBA-SD 8.50 0.26 0.17 0.53 0.50 6.00 7 
 
In order to visually confirm the high-quality results provided by SBL at high and low b-
values, the distribution of detected fibers as a function of the inter-fiber angle is plotted 
in Figure 2. Notably, the resolution power of SBL was not significantly affected when 
using a b-value as low as b=1000 s/mm2. Results from both b-values were nearly similar 
for inter-fiber angles higher than 40 degrees. Although at lower inter-fiber angles results 
for b=3000 s/mm2 were better, at b=1000 s/mm2 SBL was able to detect fiber crossings 
at 30 degrees with a probability higher than 50%. 
 
Insert Figure 2 around here (two-columns) 
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5.3 Two-fibers with a very dominant fiber  
Table 4 summarizes the results of the evaluation for b=3000 and 1500 s/mm2. Results 
corresponding to b=1000 s/mm2 are shown in Table 3 of the Supplementary Material. In 
this experiment, the model selection techniques NNL-BSS-EBIC and LASSO-EBIC 
were remarkably the best methods. LASSO-EBIC was the best for b=3000 s/mm2 and 
the second best for lower b-values. NNL-BSS-EBIC showed superior performance at 
b=1500 s/mm2 and b=1000 s/mm2 and ranked in the top 3 at b=3000 s/mm2. AdRL-SD 
and ARUMBA-SD were competitive at b=3000 s/mm2 but failed to produce good 
results at lower b-values. Among the iterative reweighted methods, SBL was the only 
one producing relatively good results: it ranked #5 for b=3000 s/mm2 and #3 for the 
lower b-values. Overall, the performance of all methods was inferior to that reported in 
previous experiments, suggesting the difficulty of this benchmark test. The main source 
of error was related to the detection of a single fiber with orientation located between 
the two simulated fibers, thereby producing higher n− , n+  and θ , and lower SR values. 
 
Insert Table 4 
Table 4. Quantitative performance of all methods in synthetic voxels with two fibers, where one 
fiber is very dominant. Reported values are the average of each metric. The best method for 
each metric is highlighted in bold. A ranking of global performance was included based on the 
GRP measure. 
 
 
 
 
 
 
 
 
 
b = 3000 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 18.75 0.22 0.49 0.83 0.53 4.46 3 
(2) LASSO-EBIC 14.26 0.16 0.42 0.54 0.62 3.37 1 
(3) Cauchy-SD 25.74 0.28 0.87 1.00 0.23 6.40 8 
(4) RFOCUSS 23.79 0.27 0.86 0.87 0.26 5.99 6 
(5) IRL1 25.60 0.27 0.91 0.93 0.21 6.32 7 
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(6) SBL 20.19 0.23 0.60 0.79 0.46 4.82 5 
(7) AdRL-SD 17.22 0.21 0.46 0.77 0.56 4.15 2 
(8) ARUMBA-SD 18.62 0.23 0.49 0.84 0.53 4.50 4 
 
b = 1500 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 11.59 0.10 0.34 0.33 0.70 2.49 1 
(2) LASSO-EBIC 11.54 0.11 0.35 0.34 0.68 2.61 2 
(3) Cauchy-SD 21.64 0.25 0.77 0.67 0.30 5.41 6 
(4) RFOCUSS 21.92 0.24 0.75 0.68 0.34 5.31 5 
(5) IRL1 18.05 0.22 0.72 0.51 0.38 4.68 4 
(6) SBL 16.56 0.18 0.47 0.50 0.58 3.70 3 
(7) AdRL-SD 30.69 0.44 0.85 1.69 0.15 8.35 8 
(8) ARUMBA-SD 27.62 0.39 0.75 1.50 0.25 7.45 7 
 
 
5.4 Three-fibers 
Findings from the experiments simulating voxels with three fibers and different inter-
fiber angles are reported in Figure 3 and Table 5. Figure 3 shows results for b=1500 
s/mm2 and Table 5 summarizes results for b=3000 and 1500 s/mm2. Table 4 of the 
Supplementary Material depicts results for b=1000 s/mm2. 
 
Insert Figure 3 around here (two-columns) 
 
IRL1 produced the best global reconstructions for the three b-values investigated (see 
Table 5 and Table 4 in the Supplementary Material), systematically obtaining the lowest 
n
-
 and Δ metrics and the highest SR while securing the first or second best performance 
in terms of θ  and n+ . The global performance of all methods was stable across b-
values. The other iterative reweighted methods, namely SBL and RFOCUSS, were the 
second and third best, respectively. 
 
When analyzing performance as a function of the inter-fiber angle we obtained the 
following main results. First, model selection methods like LASSO-EBIC and NNL-
BSS-EBIC have a good performance in resolving fiber crossings with small inter-fiber 
angles (see Figure 3). Second, ARUMBA-SD and AdRL-SD were able to resolve fiber 
crossings with high SR at the higher inter-fiber angles. Third, the performance of all 
methods, except IRL1 and SBL, significantly declined at b=1000 s/mm2 yielding mean 
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probabilities of correct recovery below 40% (i.e., SR<0.4). IRL1 was the method 
showing higher SR for inter-fiber angles below 55 degrees and SBL exhibited better SR 
scores at higher angles. 
  
Insert Table 5 
Table 5. Quantitative performance of all methods in synthetic voxels with three fibers. Reported 
values are the average of each metric. The best method for each metric is highlighted in bold. A 
ranking of global performance was included based on the GRP measure. 
 
b = 3000 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 10.77 0.27 0.29 1.12 0.43 5.35 6 
(2) LASSO-EBIC 10.67 0.25 0.34 1.06 0.46 5.33 5 
(3) Cauchy-SD 10.96 0.21 0.27 1.01 0.40 5.02 4 
(4) RFOCUSS 10.16 0.19 0.25 0.89 0.46 4.57 3 
(5) IRL1 9.45 0.18 0.21 0.77 0.53 4.03 1 
(6) SBL 9.28 0.21 0.20 0.87 0.50 4.27 2 
(7) AdRL-SD 12.27 0.36 0.54 1.53 0.37 7.20 8 
(8) ARUMBA-SD 11.20 0.34 0.36 1.30 0.42 6.11 7 
 
b = 1500 s/mm
2
 θ  f∆  n+  n−  SR GRP Ranking 
(1) NNLS-BSS-EBIC 10.55 0.24 0.34 1.00 0.47 5.38 6 
(2) LASSO-EBIC 10.87 0.25 0.29 0.96 0.48 5.19 5 
(3) Cauchy-SD 10.91 0.23 0.23 0.99 0.41 5.06 4 
(4) RFOCUSS 10.29 0.21 0.20 0.89 0.45 4.64 3 
(5) IRL1 9.40 0.18 0.16 0.69 0.58 3.80 1 
(6) SBL 9.27 0.22 0.14 0.83 0.52 4.12 2 
(7) AdRL-SD 12.23 0.36 0.40 1.41 0.38 6.80 8 
(8) ARUMBA-SD 11.56 0.33 0.37 1.27 0.41 6.33 7 
 
 
Figure 4 shows the distribution of fibers detected by IRL1 and SBL as a function of the 
inter-fiber angle at b=1000 s/mm2. For inter-fiber angles higher than 40 degrees both 
methods were able to identify the true fibers with a high probability. Note that although 
for the higher angles both methods detected k=3 fibers in 100% of cases, the actual SR 
values were lower than 1 because some fibers were located outside the tolerance cone. 
 
Insert Figure 4 around here (two-columns) 
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5.5 Phantom from the HARDI reconstruction workshop 2012 
The performance of all algorithms in the HARDI 2012 3D phantom is summarized in 
Table 6 for each of the three noise levels investigated (i.e., SNR=30, 20 and 15). SBL 
produced the best global reconstructions for the three SNRs, closely followed by the 
other iterative reweighted methods (i.e., Cauchy-SD, RFOCUSS, and IRL1). The 
superior performance of SBL in terms of SR was due to a lower n+  score. In contrast, 
the other reweighted methods depicted slightly lower n−  values. The global ranking of 
the methods changed for each SNR value. Cauchy-SD showed the second best 
performance at SNR=30 and 20, and IRL1 at SNR=15. 
 
Notably, despite the fact that DSILR was a top method in the HARDI reconstruction 
workshop 2012 and that it employs a higher number of measurements and higher b-
values, it ranked among the lower three-five in our new experiments. Indeed, DSILR, 
CSD, Ball & Stick, AdRL-SD and ARUMBA-SD, which are among the best current 
intra-voxel techniques, produced the worst results for this phantom. This suggests that 
the sparse methods implemented in this study can be considered as state-of-the-art 
techniques, and may provide similar or even better reconstructions than some of the 
available intra-voxel algorithms. At SNR=30, the SR values reported for CSD (Tournier 
et al., 2007) and QBI-CSA (Aganj et al., 2010) in the reconstruction workshop were 
lower than 0.55 (see Figure 2 in (Daducci et al., 2014a)). All the methods included in 
our study produced higher SR values even at higher noise levels (see Table 6). The 
reader should note that in our evaluation CSD obtained higher SR values than those 
reported earlier (i.e., 0.57-0.62 in Table 6) because this method was evaluated using a 
set of regularization parameters specially optimized for this phantom. 
 
Insert Table 6 
Table 6. Quantitative performance of all methods in the structured field phantom from the 
HARDI reconstruction workshop 2012. Reported values are the average of each metric. All 
methods were evaluated using a signal with 60 diffusion sensitizing gradients and b=3000 
s/mm2, except DSILR which employed a DSI sampling scheme with 257 diffusion gradients and 
bmax=8000 s/mm2. The best method for each metric is highlighted in bold. A ranking of global 
performance was included based on the GRP measure. 
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SNR=30 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 5.35 0.10 0.13 0.30 0.63 5.01 6 
(2)   LASSO-EBIC 5.21 0.10 0.09 0.31 0.66 4.43 3 
(3)   Cauchy-SD 5.09 0.09 0.08 0.35 0.66 4.38 2 
(4)   RFOCUSS 5.09 0.09 0.10 0.34 0.64 4.62 4 
(5)   IRL1 5.15 0.09 0.12 0.33 0.63 4.77 5 
(6)   SBL 5.04 0.09 0.05 0.35 0.68 3.98 1 
(7)   AdRL-SD 6.39 0.17 0.10 0.59 0.62 6.13 11 
(8)   ARUMBA-SD 5.97 0.15 0.07 0.49 0.64 5.30 8 
(9)   CSD 5.95 0.17 0.08 0.57 0.62 5.83 10 
(10) Ball & Stick 5.30 0.11 0.10 0.44 0.64 5.03 7 
(11) DSILR* 5.78 0.13 0.10 0.54 0.65 5.52 9 
 
SNR=20 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 6.43 0.12 0.07 0.39 0.65 4.66 5 
(2)   LASSO-EBIC 6.27 0.12 0.07 0.36 0.66 4.53 4 
(3)   Cauchy-SD 5.88 0.10 0.08 0.36 0.66 4.38 2 
(4)   RFOCUSS 5.81 0.10 0.09 0.34 0.65 4.45 3 
(5)   IRL1 5.79 0.10 0.11 0.33 0.64 4.66 6 
(6)   SBL 5.88 0.10 0.06 0.37 0.67 4.20 1 
(7)   AdRL-SD 7.22 0.17 0.12 0.57 0.63 6.23 11 
(8)   ARUMBA-SD 6.70 0.15 0.07 0.49 0.65 5.21 7 
(9)   CSD 6.67 0.17 0.09 0.55 0.62 5.81 10 
(10) Ball & Stick 6.41 0.12 0.09 0.52 0.63 5.26 8 
(11) DSILR* 6.44 0.13 0.11 0.55 0.65 5.61 9 
 
SNR=15 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 7.46 0.13 0.09 0.46 0.65 4.57 4 
(2)   LASSO-EBIC 7.33 0.14 0.10 0.44 0.64 4.64 6 
(3)   Cauchy-SD 6.79 0.11 0.13 0.39 0.63 4.50 3 
(4)   RFOCUSS 6.72 0.11 0.15 0.37 0.62 4.58 5 
(5)   IRL1 6.72 0.10 0.14 0.34 0.63 4.43 2 
(6)   SBL 6.84 0.11 0.10 0.38 0.65 4.21 1 
(7)   AdRL-SD 7.87 0.18 0.17 0.55 0.58 5.89 10 
(8)   ARUMBA-SD 7.56 0.16 0.13 0.51 0.62 5.23 8 
(9)   CSD 7.32 0.17 0.17 0.51 0.57 5.72 9 
(10) Ball & Stick 8.26 0.16 0.18 0.70 0.59 6.20 11 
(11) DSILR* 7.31 0.14 0.13 0.55 0.65 5.04 7 
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Figure 5 shows the true fibers and the fibers detected by SBL, RFOCUSS, and DSILR in 
one slice of the phantom with SNR=20. The arrow in orange highlights a single-fiber 
region. All methods were able to detect this fiber bundle producing a very low number 
of spurious fibers. The black arrow emphasizes a fiber crossing region with inter-fiber 
angles smaller than 45 degrees. In this region, both SBL and RFOCUSS detected the 
two fibers in nearly all voxels, while DSILR succeeded only in a few voxels. The upper 
blue arrow points to a more complex fiber crossing region containing three fibers, where 
the angle between two of them was small. In these voxels, all methods failed to recover 
the true configurations (although in some cases RFOCUSS detected the three fibers). In 
most voxels they identified two fibers: the fiber crossing with smaller inter-fiber angle 
was detected as a single fiber. Finally, the central red arrow highlights a fiber crossing 
region with very small inter-fiber angles. In that area, both SBL and RFOCUSS were 
able to detect fiber crossings in a larger number of cases in comparison to DSILR. We 
visually confirmed that, overall, SBL detected a lower number of spurious fibers than 
RFOCUSS, but also a higher number of under-estimated fibers. 
 
Insert Figure 5 around here (two-columns) 
 
5.6 Phantom from the HARDI reconstruction workshop 2013 
Table 7 summarizes the performance of all algorithms in the HARDI 2013 phantom for 
each noise level (i.e., SNR=30, 20 and 10). At SNR=30 and 20, NNLS-BSS-EBIC 
provided the best global reconstructions, followed by LASSO-EBIC. NNLS-BSS-EBIC 
produced the lowest n+  values for all SNRs. Notably, the lowest θ  and n−  values were 
achieved by AdRL-SD, except at SNR=30, where Ball & Stick produced the lower θ . 
However, AdRL-SD also produced the highest n+ . A more equilibrated balance 
between n+  and n−  was achieved by ARUMBA-SD, which was the third best global 
method at SNR=30 and 20. For these SNR values, the reweighted methods produced the 
worst reconstructions. Among the class of reweighted methods, SBL was the most 
accurate. In contrast, the performance of all methods significantly declined for the data 
with SNR=10, except for IRL1, which produced the best results. The performance of 
the Ball & Stick method was stable, it was the fourth best global method for all SNRs, 
while SS3T-SD ranked in the lower half in this experiment. 
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Insert Table 7 
Table 7. Quantitative performance of all methods in the 3D phantom from the HARDI 
reconstruction workshop 2013. Reported values are the average of each metric. All methods 
were evaluated using a signal with 60 diffusion sensitizing gradients and b=3000 s/mm2. The 
best method for each metric is highlighted in bold. A ranking of global performance was 
included based on the GRP measure. 
 
SNR=30 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 14.33 0.16 0.05 0.20 0.82 3.68 1 
(2)   LASSO-EBIC 12.79 0.14 0.09 0.19 0.82 3.87 2 
(3)   Cauchy-SD 29.28 0.32 0.06 0.42 0.64 7.04 10 
(4)   RFOCUSS 23.09 0.25 0.07 0.34 0.71 5.80 9 
(5)   IRL1 20.72 0.23 0.07 0.35 0.73 5.50 8 
(6)   SBL 19.85 0.22 0.09 0.30 0.74 5.40 6 
(7)   AdRL-SD 7.78 0.12 0.24 0.15 0.78 5.02 5 
(8)   ARUMBA-SD 9.46 0.12 0.14 0.16 0.82 3.97 3 
(9)   SS3T-CSD 18.75 0.33 0.06 0.29 0.74 5.44 7 
(10) Ball & Stick 6.67 0.37 0.11 0.15 0.87 4.28 4 
 
SNR=20 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 18.43 0.20 0.05 0.27 0.78 3.99 1 
(2)   LASSO-EBIC 15.94 0.17 0.13 0.24 0.76 4.28 2 
(3)   Cauchy-SD 30.37 0.34 0.07 0.44 0.62 6.54 10 
(4)   RFOCUSS 23.41 0.26 0.07 0.35 0.70 5.25 8 
(5)   IRL1 21.13 0.23 0.08 0.35 0.73 4.94 6 
(6)   SBL 19.74 0.21 0.10 0.30 0.74 4.74 5 
(7)   AdRL-SD 8.95 0.13 0.32 0.17 0.74 5.02 7 
(8)   ARUMBA-SD 9.98 0.13 0.24 0.18 0.77 4.39 3 
(9)   SS3T-CSD 24.47 0.39 0.09 0.35 0.66 6.12 9 
(10) Ball & Stick 9.45 0.37 0.16 0.22 0.82 4.71 4 
 
SNR=10 θ  f∆  n+  n−  SR GRP Ranking 
(1)   NNLS-BSS-EBIC 29.30 0.31 0.11 0.41 0.62 4.97 6 
(2)   LASSO-EBIC 24.84 0.27 0.23 0.37 0.60 4.86 5 
(3)   Cauchy-SD 34.41 0.39 0.14 0.48 0.55 6.01 10 
(4)   RFOCUSS 22.93 0.24 0.20 0.35 0.66 4.41 3 
(5)   IRL1 19.78 0.18 0.20 0.34 0.70 3.92 1 
(6)   SBL 18.91 0.18 0.33 0.28 0.61 4.24 2 
(7)   AdRL-SD 12.74 0.18 0.82 0.21 0.38 5.61 8 
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(8)   ARUMBA-SD 13.04 0.17 0.72 0.22 0.44 5.20 7 
(9)   SS3T-CSD 21.19 0.29 0.59 0.27 0.39 5.97 9 
(10) Ball & Stick 16.21 0.39 0.28 0.37 0.71 4.82 4 
 
Figure 6 depicts the true fibers and the fibers detected by NNLS-BSS-EBIC, SBL, and 
ARUMBA-SD in a region of interest of the phantom with SNR=30. The arrow in 
orange highlights a single-fiber region where all methods were able to detect the fiber 
bundle. The upper black arrow points to a fiber crossing region with inter-fiber angles 
of 35-40 degrees. The three methods were successful in this region, although SBL 
provided the most accurate estimates. The red and blue arrows emphasize a complex 
fiber crossing region containing dominant and non-dominant fibers. SBL was the only 
method able to detect fiber crossings with very small inter-fiber angles (see voxels close 
to the red arrow) however, it failed at identifying the smallest fibers (i.e., in blue). In 
contrast, NNLS-BSS-EBIC and ARUMBA-SD detected the non-dominant fibers in 
most cases, being NNLS-BSS-EBIC the method with the best recovery. The superior 
global performance showed by NNLS-BSS-EBIC in Table 7 is consistent with the 
visual inspection of the results. 
 
Insert Figure 6 around here (two-columns) 
 
6 DISCUSSION 
In this study, we have continued the quest towards optimal algorithms for spherical 
deconvolution by implementing and testing eight different techniques. It is important to 
recall that all methods were implemented using the same generative diffusion model, 
the same linear deconvolution framework, and the same dictionary H . Hence, results 
entirely depend on the chosen objective/regularization functions and optimization 
algorithms. 
 
From our exhaustive evaluation, we can outline some general conclusions. First, none of 
the methods outperformed the others in all experimental conditions. Second, by looking 
at the results for different fiber configurations we concluded that different classes of 
methods were optimal in each case. Specifically, the accelerated multiplicative 
Richardson-Lucy algorithms ARUMBA-SD and AdRL-SD were the best methods in 
voxels with a single fiber. This result is consistent with a previous finding reporting a 
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better performance for dRL-SD compared to CSD in single fiber regions (Parker et al., 
2013). In voxels with two fibers, the family of reweighted algorithms produced superior 
results, and among them, SBL produced the best reconstructions. In contrast, in voxels 
with two fibers where one fiber was very dominant, the model selection techniques 
NNLS-BSS-EBIC and LASSO-EBIC outperformed the rest of the methods. In voxels 
with complex configurations of three fibers, IRL1 was the best method followed by 
SBL. It is interesting to note that the latter finding is not in agreement with results from 
a recent comparison between the algorithms dRL-SD and IRL1 (Mastropietro et al., 
2017). In that study, the authors reported a better performance for dRL-SD than for 
IRL1 in voxels with three fibers. A possible explanation for this discrepancy is the use 
of a different IRL1 algorithm in our study, i.e., the regularized version. 
 
The evaluation of the two datasets from the HARDI challenges revealed that the 
performance of all methods was different in each case. Notably, in the HARDI 2012 
phantom which mainly contains fiber crossings with two or three fibers with similar 
volume fractions, SBL produced the best results. In contrast, in the HARDI 2013 
phantom where 89% of voxels contains a single fiber and the proportion of fiber 
crossings with dominant fibers is high (i.e., about 50%), NNLS-BSS-EBIC provided the 
most accurate reconstructions. This result, together with the results described above, 
suggests that in practical applications the optimal algorithm depends on the intravoxel 
complexity of the sample, and more specifically on the proportion of voxels with one, 
two or more fibers and the proportion of voxels with very dominant fibers. Therefore, 
future studies should be conducted to find the optimal way of combining solutions from 
different methods, or to identify the most reliable algorithm for each brain region, for 
instance, by using machine learning techniques.  
 
Table 8 provides a qualitative overview of the main properties of the eight evaluated 
techniques, including the assumed noise model, regularization function, optimization 
algorithm used to minimize the resulting cost function, and reconstruction time per 
voxel. The table also reports a brief description of the experimental situations in which a 
specific method showed the most prominent advantages and disadvantages. Based on 
our results, we recommend the use of the following algorithms: SBL, NNLS-BSS-
EBIC, IRL1, and ARUMBA. SBL showed a stable performance for all the fiber 
configurations and b-values, particularly in fiber crossings with two and three fibers. As 
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discussed above, NNLS-BSS-EBIC excelled at solving fiber crossings with dominant 
fibers; IRL1 was the best method to solve fiber crossings with three fibers and 
ARUMBA-SD produced a very low number of spurious fibers in voxels with a single 
fiber population. Although other methods also performed well for each one of these 
fiber configurations, those mentioned above were more stable across all experimental 
conditions. 
 
Insert Table 8 around here 
Table 8. A qualitative overview of the main properties of the evaluated techniques: noise model, 
non-negativity, regularization function, optimization algorithm and computation time. In order 
to guide the choice for a technique, suited to the goals of researchers in the field, we highlight a 
set of experimental conditions (i.e., b-values and fiber configurations) where the methods 
showed optimal and sub-optimal performance. 
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Method Noise model Non-negative 
constraint 
Regularization 
function 
Optimization algorithm Average 
computation 
time per voxel 
(seconds)*** 
Optimal in the following 
cases 
Sub-optimal in the 
following cases 
 
NNLS-BSS-EBIC Gaussian-Rician* Yes l0-norm & extended 
Bayesian information 
criterion (EBIC) 
non-negative least squares 
& combinatorial search 
0.024 b≥1000; single fiber 
population; fiber crossing 
with a dominant fiber 
fiber crossing  with three 
fibers 
 
LASSO-EBIC Gaussian-Rician* Yes l1-norm & EBIC Least-angle regression 
(entire regularization path) 
0.009 b≥1000; single fiber 
population; fiber crossing 
with a dominant fiber 
fiber crossing  with three 
fibers 
 
Cauchy-SD Gaussian Yes The logarithm of 
Cauchy distribution 
Iterative reweighted 
Tikhonov regularization 
(IRTR) 
0.006 b≥1000; fiber crossing with 
inter-fiber angle <50⁰ 
single fibers; fiber 
crossing with a dominant 
fiber  
RFOCUSS Gaussian Yes l0-norm Focal underdetermined 
system solver: Iteratively 
reweighted l2-norm 
0.005 b≥1000; fiber crossing with 
inter-fiber angle <50⁰ 
single fibers; fiber 
crossing with a dominant 
fiber  
IRL1 Gaussian Yes l0-norm Iteratively reweighted l1-
norm using FISTA 
0.16 b≥1000; fiber crossing with 
inter-fiber angle <50⁰; fiber 
crossing  with three fibers 
single fibers; fiber 
crossing with a dominant 
fiber  
SBL Gaussian Yes SBL cost function** An alternating scheme 
using type-II maximum 
likelihood (Expectation-
Maximization) 
& IRTR 
0.13 b≥1000; fiber crossing with 
inter-fiber angle >30⁰; fiber 
crossing  with three fibers 
single fibers 
 
AdRL-SD Gaussian Yes None Richardson-Lucy 
(multiplicative updates) 
0.0018 b>1500; single fiber 
population; fiber crossing 
with inter-fiber angle >60⁰ 
b<1500; fiber crossing 
with inter-fiber angle 
<60⁰; fiber crossing  with 
three fibers  
ARUMBA-SD Rician Yes None Richardson-Lucy 
(multiplicative updates) 
0.001 b>1500; single fiber 
population; fiber crossing 
with inter-fiber angle >55⁰ 
b<1500; fiber crossing 
with inter-fiber angle 
<55⁰; fiber crossing  with 
three fibers  
* Gaussian approximation of a Rician distribution.  
** Regularization function defined in Eq. (19).  
*** Implemented in Matlab®: the computation was done using an Intel Core i7-7700HQ, 2.8 GHz processor and the reconstruction was not parallelized.  
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This is not the first time that an SBL algorithm is implemented to solve the spherical 
deconvolution inverse problem. A recent work proposed a data fusion framework based 
on SBL that requires diffusion datasets sampled at different spatial resolutions 
(Pisharady et al., 2017a). The implementation of that method, termed BusineX, is based 
on a Reversible Jump Gibbs sampler similar to that introduced by (Melie-García et al., 
2008). Interestingly, the authors reported a superior performance of BusineX, in terms 
of the SR metric, with respect to algorithms evaluated in the HARDI 2012 challenge. 
Specifically, BusineX provided SR values of 82.99% and 80.36% for SNRs of 24.3 and 
10, respectively (Pisharady et al., 2017a). As the reported SR metric is based on a 
different definition than that used in our study, we recomputed this metric for our own 
SBL implementation and obtained SR values of 88.33%, 87.13% and 85.51% for the 
datasets with SNRs of 30, 20 and 15, respectively. Results from both studies are not 
directly comparable because the evaluations were performed using different SNRs and 
sampling schemes (i.e., N=50 and b=1500 s/mm2 in BusineX; N=60 and b=3000 s/mm2 
in SBL). However, this analysis shows that our SBL implementation is competitive. 
 
The performance of each method was quantified in terms of individual standard metrics, 
including the angular error between the true and estimated fibers, the volume fraction 
error, the success rate and the number of overestimated and underestimated fibers. In 
order to characterize the global performance of all methods and identify the optimal 
ones, we combined all indicators and defined a new overall multimetric index (i.e., the 
global relative performance (GRP)). A limitation of that approach is related to the fact 
that different multimetric measures could be defined, and each one may produce a 
slightly different global ranking of methods. Yet, little is known about the relative 
impact of these metrics to predict optimal fiber tracking results. For this reason, in the 
definition of the GRP metric, the same weight was assigned to each individual metric. 
Future studies should be carried out to characterize the importance of each individual 
metric in different applications. Despite this limitation, we observed that methods with 
better GRP scores also showed consistently better individual metrics and better visual 
solutions. In any case, as all the considered metrics are available in Tables 2-7, the 
reader could use this information to find the optimal algorithm for each individual 
metric or to create a new global metric based on particular needs. 
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In the phantoms from the HARDI reconstruction challenges, various sparse techniques 
implemented in this study performed better than some popular reconstruction methods, 
including CSD, Ball & Stick, and dRL-SD. However, as CSD and Ball & Stick are 
based on different generative models (i.e., different single-fiber response functions) it is 
not possible to know to which extent our results are more influenced by discrepancies 
between the generative models and the ones used to create the synthetic signals, or by 
differences in the cost functions and optimization algorithms. Therefore, these 
observations cannot be generalized to other datasets. The purpose of including CSD and 
Ball & Stick in the analyses is to provide the reader with a reference about the 
performance of the implemented methods in relation to these state-of-the-art techniques 
that are being extensively used in clinical applications. 
 
Whether these results could be generalized to fiber tracking in clinical data remains to 
be established. The main difficulty is related to the fact that tractography is also an ill-
posed problem (Daducci et al., 2016) and current algorithms are not accurate (Thomas 
et al., 2014). For instance, in the synthetic data produced for the ISMRM 2015 
tractography challenge various fiber tracking algorithms reconstructed a high number of 
false positives tracts even when they used the ground truth field of fiber orientations 
(Maier-Hein et al., 2017). Another reason is related to the complexity of the considered 
fiber configurations. In this study, it was not possible to simulate the variability and 
richness of the patterns observed in real brains, including the microscopic orientation 
dispersion and undulation of axons, as well as the fanning and bending fiber geometries 
at the voxel level. Indeed, to the best of our knowledge, these factors have not been 
previously studied in the context of spherical deconvolution. Nevertheless, it is 
important to recall that our synthetic data were generated using a range of diffusivities 
and fractional anisotropies similar to those measured in different brain regions. As these 
diffusivities depend on the fiber dispersion and other microscopic features, our 
simulated datasets were implicitly affected by these factors. Nonetheless, future studies 
should be conducted to study the effects of dispersion and microstructure in a more 
controlled manner. This could be done by using advanced microstructure diffusion MRI 
generative models and realistic axon distributions measured from histology. Additional 
evaluation metrics suited for such complex configurations will be also required. 
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It is important to remark that the results presented in this work are based on numerical 
simulations. Therefore, there is no guarantee that these observations hold true to the 
same extent in human brain data. For instance, in fiber bundles with a high degree of 
dispersion, SD methods promoting distributed solutions (e.g., CSD, Ball & Stick, 
AdRL-SD, and ARUMBA-SD) may show a better performance than methods 
promoting sparsity. The sparse methods will return a sparse approximation of the fiber 
orientations, and thus, it may be necessary to re-adjust the algorithms for such 
configurations (e.g., the sparsity term can be attenuated by decreasing the regularization 
parameter). On the other hand, the analyses performed in this work are based on single-
shell diffusion MRI data, which allowed us to model the white matter compartments but 
not the contamination from other tissue types, like the partial volume effects that occur 
at the cortical and subcortical gray and white matter boundaries. Despite these 
limitations, this study allowed us to spot the strengths and weaknesses of each approach 
and to draw interesting considerations on the optimal performance for different classes 
of algorithms. This information may be used to improve the current reconstruction 
techniques, and as a guide for identifying the most adequate methods for a particular 
application. 
 
7 CONCLUSIONS 
In summary, we implemented and evaluated eight regression algorithms to solve the SD 
problem. Results from our exhaustive evaluation show that there is no single optimal 
method for all different fiber configurations, suggesting that further studies should be 
conducted to find the optimal way of combining solutions from different methods. We 
found l0-norm regularization algorithms to resolve more accurately fiber crossings with 
small inter-fiber angles. However, in voxels with very dominant fibers, algorithms 
promoting more sparsity encountered more problems in detecting smaller fibers. The 
best algorithm to reconstruct fiber crossings with two fibers did not perform optimally 
in voxels with one or three fibers. Therefore, the simplified validation system employed 
in a number of previous studies, where only two fibers with similar volume fractions 
were tested, should be avoided as it provides incomplete information. Future studies 
proposing new SD methods based on HARDI data should validate their results by 
considering, at least, voxels with one, two, and three fibers, as well as voxels with 
dominant fibers and different diffusion anisotropies and dispersion. The techniques 
implemented in this study will be available at https://github.com/ejcanalesr/sparse-wars. 
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9 APPENDIX 
In this section, we provide further technical details about the implemented algorithms. 
 
Best-subset selection 
Here we propose a practical implementation of the non-negative best-subset selection 
problem. In a first step, the NNLS algorithm is used to reduce the dimension of the data, 
from which all the variables with a value equal to zero are discarded. Then, a 
combinatorial search is carried out over the retained variables to create all possible 
individual models kM
 
comprising k =1, 2 and 3 fibers, plus the isotropic compartment, 
if it is selected in the first step. Each kM  model is created by considering every time a 
different subset of k columns of H , and the corresponding parameters are estimated 
using a standard least squares method. As we are searching for non-negative solutions, 
all models with negative parameters are excluded from the comparison. Finally, all 
models are ranked according to the extended Bayesian information criterion (EBIC) 
(Chen and Chen, 2008) and the model with the lowest EBIC is selected. The EBIC 
functional is given by (Chen and Chen, 2012) 
 
 ( ) ( ) ( ) ( )1log log 2 log ,k kEBIC M n RSS M k n k P
n
γ = + + 
 
 (23) 
 
where [ ]0,1γ =  is a parameter controlling the penalization on complex models and RSS 
is defined by 
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 ( )
2
2
2
1
ˆ
k
n
k i ij ji
j M
RSS M σ
=
∈
   
= − +    
∑ ∑s H f , (24) 
 
which results from the Gaussian approximation of a Rician distribution (Andersen, 
1996). The vector ˆf  contains the k estimated coefficients, 2σ  is the expected noise 
variance and P  is equal to the total number of tested models. 
 
Model selection via the LASSO 
The non-negative LASSO problem was solved using the modified least-angle regression 
(LARS) algorithm (Efron et al., 2004) included in the SparseLab Toolbox 
(https://sparselab.stanford.edu/), which computes the entire regularization path. The 
optimal 1λ  was chosen according to the EBIC criterion reported in Eqs. (23)-(24). It is 
important to note that the EBIC functional depends on k  but not on 1λ . However, it is 
possible to establish a one-to-one mapping between each value of 1λ  and the model kM  
defined by the k
 
predictors (i.e., non-zero coefficients) detected in the solution for that 
regularization parameter (Zou et al., 2007). Before the EBIC evaluation the coefficients 
were 'debiased', i.e., the solution is recomputed using a standard least squares method 
over the identified non-zero coefficients. The regularization path was determined by the 
software in the predefined range of values: [ ]1 min max,  λ λ λ∈ , with 4min max10λ λ−=  and 
max
Tλ
∞
= H s  (the upper limit 1 maxλ λ=  produces the trivial solution 0=f ). 
 
Cauchy deconvolution 
The formulation is based on assuming a Gaussian Likelihood model 
 
 ( ) ( ) n 22 2 2 2 21, 2 exp 2P σ piσ σ
−  
= − 
 
S f s - Hf , (25) 
 
 and a Cauchy prior distribution over f  
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 ( ) 1 2 2
1
2
1 1
2
1
2
m
c
i c i
c
P σ
piσ
σ
+
=
=
 
+ 
 
∏f f . (26) 
 
The scale parameter cσ  controls the level of sparsity that can be attained by the 
inversion. When the prior and the likelihood are combined, the cost function to be 
minimized is given by Eq. (15). The maximum a posteriori estimate is obtained by 
differentiating the cost function with respect to f  and equating the derivative to zero 
(Sacchi and Ulrych, 1996). The solution to the resulting non-linear system of equations 
can be found by iteratively computing the solution given in Eqs. (16)-(17). 
 
This algorithm does not include non-negativity constraints, so we propose to solve the 
problem in terms of a new auxiliary vector µ  that satisfies 2,  1,... 1j j j m= = +f µ . This 
substitution allows us to obtain non-negative estimates. The latter can be written in 
matrix form as =f Uµ , where ( )diag=U µ  is a diagonal matrix (i.e., jj j=U µ ). The 
above parameterization was proposed by (Ilya, 2014) for obtaining non-negative 
solutions within the Tikhonov regularization framework. The final modified reweighted 
algorithm is given by the updates 
 
 
( ) 1( 1) ( ) 1
( 1) ( 1)
( 1) ( 1) ( 1)
2( 1)
( ) ,
( ),
,
11 .
2
k k T T
c
k k
k k k
k
c
diag
diag
λ
σ
−+ −
+ +
+ + +
+
= +
=
=
  
 = +     
µ U QH HQH I s
U µ
f U µ
fQ
 (27) 
 
Non-negative regularized FOCUSS 
The original FOCUSS described by Eq. (14) does not include non-negativity 
constraints, so we adapted it by using the same parameterization used in the previous 
section (i.e., =f Uµ ). The resulting Non-Negative Regularized FOCUSS (RFOCUSS) 
algorithm, for 0p = , is given by the updates 
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( ) 1( 1) ( ) 1 ( ) ( ) ( ) ( ) 0
( 1) ( 1)
( 1) ( 1) ( 1)
( 1) ( )
( 1) ( 1)
( ) ( ) ( ) ,
( ),
,
( ),
.
k k k k T k k T
k k
k k k
k k
k k
diag
diag
λ
ε
−+ −
+ +
+ + +
+
+ +
= +
=
=
= +
=
µ U W A A A I s
U µ
f U µ
W f
A HW
 (28) 
 
Sparse Bayesian Learning 
The SBL formulation is based on assuming a Gaussian Likelihood model, see Eq. (25), 
and a zero-mean Gaussian prior distribution over f  
 
 ( ) ( ) 21m 1 2
1
2 exp
2
j
j
j j
P α piα
α
+
−
=
 
= −  
 
∏ ff , (29) 
 
with Gamma distributions for the hyperparameters [ ]1 m 1, ,α α +=α K  and 2σ  (Tipping, 
2001). Each independent jα  moderates the strength of the prior on each entry jf . Our 
implementation is motivated by previous findings (Wipf and Nagarajan, 2010) showing 
that the maximum a posteriori SBL solution can be computed using Eqs. (18)-(19). The 
hyperparameters are computed via type-II maximum likelihood using the Expectation-
Maximization algorithm (Wipf and Nagarajan, 2010) 
 
 ( ) ( )
( 1) 2
2 1( ) ( ) 1
,   where
( ) ,
k
k k T Tdiag Iµ
+
−
−
= +
= − +
α f ε
ε α α H HAH H
%
o
 (30) 
 
where ‘ o ’ stands for the Hadamard component-wise multiplication. The regularization 
term is defined as 2cλ σ= , with c  being a scale constant and 2σ  is computed as in 
(Wipf and Rao, 2004) 
 
 
2 12 2
( 1)12
1 1 1
n n
m j
kj
j
σ σ
+
+=
 
= + −  
 
∑
ε
s - Hf
α
%
. (31) 
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As all f% , α  and 2σ  depend on each other, they are computed using an alternating 
iterative scheme. In line with the non-negative parameterization used in previous 
sections, our non-negative SBL implementation is defined by the updates 
 
 
( )
( ) ( )
( )
1( 1) ( ) 1 ( )
( 1) ( 1)
( 1) ( 1) ( 1)
2 1( ) ( ) 1
2( 1) ( 1)
( 1)
2 1( 1) ( 1) ( )
( 1)12
( ) ,
( ),
,
( ) ,
,
( ),
1 .
n n
k k T T k
k k
k k k
k k T T
k k
k
m jk k k
kj
j
diag
diag I
diag
c c
λ
µ
λ λ
−+ −
+ +
+ + +
−
−
+ +
+
++ +
+=
= +
=
=
= − +
= +
=
 
= + −  
 
∑
µ U AH HAH I s
U µ
f U µ
ε α α H HAH H
α f ε
A α
ε
s - Hf
α
o  (32) 
 
In addition to the global iterations, we have found much better estimates when also 
including local iterations to update ε ,  α  and  for each solution
 
( 1)k+f . In our 
implementation, we fixed the number of local and global iterations to be equal. 
 
Variations on the multiplicative Richardson-Lucy algorithm 
The Richardson-Lucy (RL) deconvolution algorithm can be constrained to be non-
negative without the need for including additional penalization functions or re-
parameterizations in the estimation process. A modified version of this algorithm 
adapted to Gaussian noise was used to estimate f  from diffusion data (Dell’Acqua et 
al., 2007). The estimation process is based on multiplicative updates, which converge to 
the NNLS solution. This algorithm was later improved to avoid the amplification of 
small spurious fibers by adding a damping factor, which resulted in the damped RL-SD 
method (dRL-SD) (Dell’Acqua et al., 2010) 
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( )
( )
( )
( 1) ( )
( )
( )
( )
1 ,
1 1 ,
T T k
k k
T k
k
k
ν
ν ν
µ
η
+   −
= +  
  
  
  = − −
  +  
H s H Hff f u
H Hf
f
u
f
o o
 (33) 
 
where ( )( )max 0,1 4stdµ = − s  is a parameter that depends on the standard deviation of 
the vector of measurements and the Hadamard multiplication and the division operators 
are applied component-wise to the vector’s elements. As the initial estimate 0f  is fixed 
to a positive uniform density distribution, the subsequent estimates remain positive as 
well, and the algorithm always produces reconstructions with non-negative elements. 
From a numerical point of view, the algorithm is stable as it does not involve any matrix 
inversion (Dell’Acqua et al., 2007). 
 
Recently, it was demonstrated that the RL estimation framework can be extended to 
more realistic MRI noise models. When applied to Rician distributed noise it led to the 
following iterative estimation process (Canales-Rodríguez et al., 2015) 
 
 
( )
( )
( ) ( )( )
( ) 2
1
( ) 2
0( 1) ( )
( )
( 1) 2( 1) ( 1)
12 ( 1)
( 1) 2
0
,
1 ( )
,
2
k
T
k
k k
T k
kT k T T k
T k
k
I
I
I
n I
σ
σ
σ
σ
σ
+
++ +
+
+
 
 
  
=
  + 
= −   
    
s Hf
H s
s Hf
f f
H Hf
s Hfs s f H Hf 1 s Hf
s Hf
o
o
o
o
o
o o
o
 (34) 
 
where 1  denotes a column vector of ones with n elements, 1I  and 0I  are the modified 
Bessel functions of the first kind of order 1 and 0 respectively. The ratio ( ) ( )1 0/I x I x  is 
efficiently evaluated in terms of the Perron continued-fraction approximation (Gautschi 
and Slavik, 1978) 
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( )
( ) ( )
( )
( )
1
0
,
2 1 1 / 2
2 2 1 3 / 23 2
2 1 5 / 24 2
5 2
I x x
xI x
x
x
x
x
x
x
=
+
+ −
+
+ −
+
+ −
+
 (35) 
 
The resulting algorithm was termed 'Robust and Unbiased Model-Based Spherical 
Deconvolution (RUMBA-SD)' (Canales-Rodríguez et al., 2015). 
 
In this study, a new variant to accelerate the convergence of these techniques is 
proposed. It is based on applying ideas from Nesterov's accelerated gradient descent 
method (Nesterov, 2004) to the multiplicative RL updates. As the RL algorithms 
described above could be equivalently rewritten as gradient descent methods with 
additive updates, the strategy developed by Nesterov (and later included in FISTA 
(Beck and Teboulle, 2009)) can also be incorporated into these algorithms to obtain new 
solutions computed as 
 
 ( )( 1) ( ) ( 1) ( ) ( )1k k k k kγ γ+ += − +b f f , (36) 
 
where the solution ( 1)k+b  of the accelerated algorithms depends on the estimates ( 1)k+f  
and ( )kf  computed by the original algorithms (i.e., Eq. (33) or Eq. (34)) and the 
sequence of parameters ( )kγ  is computed as 
 
 ( )
( )
(1)
2( 1) ( )
( ) ( ) ( 1)
1
1 1 4 2
1
k k
k k k
t
t t
t tγ
+
+

=

  
= + +  
 

= −
 (37) 
 
Despite the effective acceleration provided by this approach, the resulting algorithm is 
not descent. It is not uncommon to observe oscillatory patterns, called Nesterov ripples, 
in the values of the objective function being minimized. To overcome this drawback, 
O’Donoghue and Candès suggested an adaptive restart strategy that dramatically 
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
49 
 
improved the convergence rate of the algorithm (O’Donoghue and Candès, 2015). It is 
based on resetting the parameter ( 1)kt +  to 1 and disabling the acceleration step in cases 
where the iteration does not decrease the objective function. To preserve the non-
negativity, the acceleration step can be modified to project to zero any negative value, 
i.e., ( 1) ( 1)max( ,0)k k+ +=b b . In our study, we have used this strategy with the resulting 
modified algorithms being termed Accelerated dRL-SD (AdRL-SD) and Accelerated 
RUMBA-SD (ARUMBA-SD). The accelerated versions produce reconstructions 
similar to those from the original algorithms but using a much lower number of 
iterations (e.g., they required approximately 1/4 of the iterations to obtain similar 
solutions).  
 
Although these algorithms can produce sparse solutions when the number of iterations 
is chosen to be large, the best performance is obtained with a low number of iterations. 
This gives rise to a smooth FOD profile of amplitudes with a small number of lobes. As 
usual, a sparse representation is obtained by extracting the peaks from these lobes. 
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Figure 1. Reconstruction accuracy of all methods in synthetic data simulating voxels with 
two fibers at different inter-fiber angles. The upper panel shows results from the angular error 
and the volume fraction error metrics. The lower panel depicts the success rate (SR), as a 
function of the inter-fiber angle on the left, and the mean SR over the whole range of angles on 
the right. Continuous lines in each plot represent the mean values for each method. Analyses 
correspond to the dataset generated with b=3000 s/mm2. 
 
 
Figure 2. Distribution of fibers on the sphere detected by SBL at different inter-fiber 
angles in voxels with two fibers. To improve clarity in the images, 200 voxels were randomly 
chosen and a subset of representative angles (from left to right, 20, 30, 40, 50, 70 and 90 
degrees) was selected. The upper panel (A) shows results for b=3000 s/mm2 and the lower panel 
(B) for b=1000 s/mm2. Each panel includes three rows. The upper one shows the peaks in 
voxels where a single fiber, k=1, was detected (red color). The middle row corresponds to 
voxels where two fibers, k=2, were detected. A different color was assigned to each fiber (i.e., 
blue or green) as a function of the distance to each true fiber. Finally, the lower row shows the 
peaks from voxels where three fibers, k=3, were detected. The two peaks closest to the true 
fibers were colored in blue and green (as in the middle row) and the third spurious fiber is 
shown in magenta. For each inter-fiber angle, the percentage p of voxels with k=1, 2 and 3 
peaks is shown. As a reference, the true fibers are plotted as thicker black markers. 
 
 
Figure 3. Reconstruction accuracy of all methods in synthetic data simulating voxels with 
three fibers at different inter-fiber angles. The upper panel shows results from the angular 
error and the volume fraction error metrics. The lower panel depicts the success rate (SR), as a 
function of the inter-fiber angle on the left, and the mean SR in the whole range of angles on the 
right. Continuous lines in each plot represent the mean values for each method. Analyses 
correspond to the dataset generated with b=1500 s/mm2. 
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Figure 4. Distribution of fibers on the sphere detected by IRL1 and SBL at different inter-
fiber angles in voxels with three fibers and b=1000 s/mm2. To improve clarity in the images, 
200 voxels were randomly chosen and a subset of representative angles (from left to right, 20, 
30, 40, 50, 70 and 90 degrees) was selected. The upper panel (A) shows results for IRL1 and the 
lower panel (B) for SBL. Each panel includes three rows. The upper row shows the peaks in 
voxels where a single fiber, k=1, was detected (red color). The middle row corresponds to 
voxels where two fibers, k=2, were detected. Finally, the lower row shows the peaks from 
voxels with three fibers, k=3. The three peaks closest to the true fibers were colored in blue, 
green and magenta, respectively, as a function of the distance to each true fiber. For each inter-
fiber angle, the percentage p of voxels with k=1, 2 and 3 peaks is shown. As a reference, the 
true fibers are plotted as thicker black markers. 
 
 
Figure 5. True fibers and the fibers detected by SBL, RFOCUSS, and DSILR in the HARDI 
2012 phantom. These results correspond to the slice #1 from the dataset with SNR=20. SBL 
and RFOCUSS were evaluated using a sampling scheme with 60 diffusion sensitizing gradients 
and b=3000 s/mm2. A DSI acquisition protocol with 257 diffusion sensitizing gradients and 
bmax=8000 s/mm2 was used to evaluate DSILR. Main peaks extracted from the estimated FODs 
are visualized as cylinders. The orange arrow (bottom left) highlights a single-fiber region; the 
black arrow (bottom right) emphasizes a fiber crossing region with inter-fiber angles smaller 
than 45 degrees; the blue arrow (top) points to a more complex fiber crossing region containing 
three fibers, and the red arrow (center) highlights a fiber crossing region with very small inter-
fiber angles. 
 
 
Figure 6. True fibers and the fibers detected by NNSL-BSS-EBIC, SBL, and ARUMBA-
SD in a region of interest of the HARDI 2013 phantom. These results correspond to the 
dataset with SNR=30. Main peaks extracted from the estimated FODs are visualized as 
cylinders. The orange arrow (bottom) highlights a single-fiber region; the black arrow (top) 
points to a fiber crossing region with inter-fiber angles of 35-40 degrees; and the red and blue 
arrows (center) emphasize a complex fiber crossing region containing dominant and non-
dominant fibers, respectively. 
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There is no single optimal SD method for all the different fiber configurations 
 
Sparse algorithms to resolve fiber crossings with small inter-fiber angles were 
found 
 
Algorithms promoting more sparsity are less accurate in detecting smaller fibers 
 
Future studies should validate their results by considering many fiber 
configurations 
