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Improved Two-Point Codes on Hermitian Curves
Iwan Duursma and Radoslav Kirov
Abstract—One-point codes on the Hermitian curve produce
long codes with excellent parameters. Feng and Rao introduced
a modified construction that improves the parameters while
still using one-point divisors. A separate improvement of the
parameters was introduced by Matthews considering the classical
construction but with two-point divisors. Those two approaches
are combined to describe an elementary construction of two-point
improved codes. Upon analysis of their minimum distance and
redundancy, it is observed that they improve on the previous
constructions for a large range of designed distances.
Index Terms—Algebraic geometric codes, error-correcting
codes, hermitian curve, improved codes, two-point codes.
I. INTRODUCTION
HERMITIAN curves are defined with the equationyq + y = xq+1 over the finite field with q2 elements.
The number of points is maximal given the genus of the
curve and Hermitian codes constructed with Goppa’s method
have excellent parameters [1]–[7]. The curve has as important
advantages that the codes are easy to describe and to
encode and decode. The most studied Hermitian codes are
the one-point codes. They are obtained by evaluation of
functions f in the linear span of {xiyj : qi + (q + 1)j ≤ a}
for a fixed a. To a function f corresponds the codeword
(f(P1), f(P2), . . . , f(Pn)), where the Pi, for i = 1, 2, . . . , n
are distinct rational points on the affine curve. Together the
codewords generate a code C(a).
Different methods have been presented that give codes
with better parameters. An idea due to Feng and Rao [8] is
to enlarge the code without reducing its distance by carefully
selecting extra codewords. We illustrate their idea for a
particular case. For q = 4, the codes C(59) and C(60) are
of type [64, 54, 5] and [64, 55, 4], respectively. It appears that
to increase the dimension of the code we have to accept
a smaller distance. However, it can be shown that words
in C(62)\C(60) have weight at least six. By adding two
independent words from C(62)\C(60) to C(59) we obtain
a [64, 56, 5] code. The parameters of improved one-point
Hermitian codes are given in closed form in [9].
A second idea, first applied by Matthews [5], is to consider
vector spaces of functions that correspond to two-point
divisors instead of one-point divisors. Recently, Homma and
Kim gave the complete description of the actual minimum
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distance for all two-point Hermitian codes [7], [15], [20].
From their description we obtain that the best Hermitian
two-point codes are very similar to one-point codes. They
can be defined as subcodes C′(a) of the codes C(a) by
removing the functions 1 and x in the generating set
{xiyj : qi+(q+1)j ≤ a} and omitting the point (0, 0) in the
evaluation, which reduces the code length by one. This claim
is a consequence of the results in [7], [15], [20] (see Section
IV). The codes C(60) and C(61) have subcodes C′(60)
and C′(61) of type [63, 53, 7] and [63, 54, 6], respectively.
For the two-point codes thus obtained we still have the
possibility to improve them further using the Feng and Rao
idea. In this paper, we give bounds for the parameters of
Feng-Rao improved two-point codes of special form. Figure
1 summarizes the constructions of Hermitian codes, with
arrows pointing in the direction of better codes.
Two-point classical // Two-point improved
One-point classical
OO
// One-point improved
OO
Fig. 1. Comparison of different constructions for AG codes
Code Construction
[64, 54, 5] One-point code C(59)
[64, 56, 5] Improved one-point code C(59) ⊕ 〈c1, c2〉,
for c1, c2 such that C(62) = C(60) ⊕ 〈c1, c2〉
[63, 54, 6] Two-point code C′(61)
TABLE I
EXAMPLES OF HERMITIAN CODES OVER F16 WITH THEIR CONSTRUCTION
II. NOTATION
We recall the general construction by Goppa of codes from
curves. Let X/F be an algebraic curve (absolutely irreducible,
smooth, projective) of genus g over a finite field F. Let F(X)
be the function field of X/F and let Ω(X) be the module of
rational differentials of X/F. Given a divisor E on X defined
over F, let L(E) = {f ∈ F(X)\{0} : (f) + E ≥ 0} ∪ {0},
and let Ω(E) = {ω ∈ Ω(X)\{0} : (ω) ≥ E} ∪ {0}. Let K
represent the canonical divisor class. For n distinct rational
points P1, . . . , Pn on X and for disjoint divisors D = P1 +
· · · + Pn and G, the geometric Goppa codes CL(D,G) and
CΩ(D,G) are defined as the images of the maps
αL : L(G) −→ Fn, f 7→ (f(P1), . . . , f(Pn)).
αΩ : Ω(G−D) −→ Fn, ω 7→ (ResP1(ω), . . . ,ResPn(ω)).
2The condition that G has support disjoint from D is not
essential and can be removed by modifying the encoding maps
αL and αΩ locally at the coordinates P ∈ SuppG ∩ SuppD
[10]. We will use both constructions but consider only the
case where X/F is the Hermitian curve. The Hermitian
curve is the smooth projective curve over Fq2 with affine
equation yq + y = xq+1. It achieves the Hasse-Weil bound
with q3+1 rational points and genus g = q(q− 1)/2. For the
construction of two-point codes, we fix two distinct rational
points P and Q. The automorphisms of the curve are defined
over Fq2 and form a group of order q3(q3 + 1)(q2 − 1). The
group acts two-fold transitively on the set of rational points,
thus the properties of two-point codes are independent of the
choice of P and Q. The standard choice is to let P be the
point at infinity (the common pole of x and y) and Q the
origin (the common zero of x and y). The equivalent divisors
(q + 1)P ∼ (q + 1)Q belong to the hyperplane divisor class
H . The divisor sum R of all q3 + 1 rational points belongs
to the divisor class (q2 − q + 1)H and the canonical divisor
class K = (q − 2)H [1], [2], [10].
Let {Gi} be an increasing sequence of divisors, where
Gi − Gi−1 is a rational point. From each divisor we
can produce a code by using either construction method.
If the divisor sequence is long enough we produce a
sequence of nested codes, containing a code of each
possible dimension. The sequences that we are primarily
interested in are the sequence of Hermitian one-point
codes 0 ⊆ · · · ⊆ C(a − 1) ⊆ C(a) ⊆ · · · ⊆ Fn,
for C(a) = CL(D, aP ), D = R − P , and the
special sequence of Hermitian two-point codes
0 ⊆ · · · ⊆ C′(a − 1) ⊆ C′(a) ⊆ · · · ⊆ Fn, for
C′(a) = CL(D, aP − 2Q), D = R − P − Q. The
choice of the second sequence is motivated by the observation
that the codes CL(D, aP − 2Q) have optimal minimum
distance among all two-point codes CL(D,mP + nQ) with
m + n = a − 2 (see Section IV). It shows that the classical
two-point codes along that sequence have best parameters
among classical two-point codes. For a sequence of nested
codes, the minimum distance can be estimated with the
Feng-Rao bound [4], [11]–[13], or one of its generalizations
[14]–[18]. The Feng-Rao bound uses estimates for the weight
of codewords that belong to one of the codes in the sequence
but not to the immediate subcode. In our case, we use
lower bounds for the weight of words in C(a)\C(a − 1) or
C′(a)\C′(a − 1). It is often the case that the sequence of
coset minimum weights is not monotone. By the classical
construction to obtain a code with designed distance δ one
chooses the largest code C(a) in the sequence just before
the weights in C(a+ 1)\C(a) fall below δ, regardless of the
weights after that in the differences C(a+ 2)\C(a+ 1), etc..
Feng and Rao [8] observed that those cosets can be used if
we modify the construction. For a fixed designed distance δ,
use as generators for the Feng-Rao improved code one word
from each difference C(a)\C(a− 1) for which the minimum
weight is greater than or equal to δ. It is convenient to count
the number of cosets that need to be removed (i.e. cosets
with weight less than δ). The number r = r(δ) of such cosets
gives the redundancy (i.e. the dimension of the dual code) as
a function of the designed distance.
For a given divisor D = P1 + . . . + Pn, let {Gi} be a
long enough sequence of divisors {Gi} (i.e. producing codes
CL(D,Gi) and CΩ(D,Gi) of every possible dimension). The
improved codes with designed distance δ constructed with
the sequence have parameters [deg(D), deg(D) − r(δ),≥ δ],
where
r(δ) = |{i : 0 < minwt(CL(D,Gi)\CL(D,Gi−1)) < δ}|,
for the sequence of codes {CL(D,Gi)},
r(δ) = |{i : 0 < minwt(CΩ(D,Gi)\CΩ(D,Gi+1)) < δ}|,
for the sequence of codes {CΩ(D,Gi)}.
Here we use the convention that minwt(∅) = 0, so that
minwt CL(D,Gi)\CL(D,Gi−1) = 0 for CL(D,Gi) =
CL(D,Gi−1).
III. IMPROVED CODES ALONG TWO SEQUENCES
The one-point Feng-Rao methods have been generalized
to give coset bounds for two-point divisors [15]–[18]. Coset
bounds for Hermitian two-point codes were first obtained in
[15, Fact 13, Proposition 14] and [19]. We use the formulation
in [20, Proposition 3.1].
Theorem 3.1 ( [15], [19]; [20]): Let C = dH − aP − bQ,
where 0 ≤ a, b ≤ q and P /∈ SuppD. Then
minwtCΩ(D,K + C)\CΩ(D,K + C + P ) ≥

deg(C), for a− d < 0.
a(q − 1− a+ d)
+max{0, a− b}, for 0 ≤ a− d ≤ q − 1.
0, for a− d > q − 1.
To apply the improved Feng-Rao construction to two-point
codes we need to select a particular sequence of divisors (in
the one-point case there is no choice to be made). In exhaustive
computations over F22k , k = 1, 2, 3, 4, 5, and F32k , k = 1, 2, 3,
we observed that among all possible sequences, the sequence
{iP + Q} produced the optimal redundancy r(δ) for any
designed distance δ. In the rest of this paper we therefore
study the parameters of the following two sequences:
1) One-point codes CΩ(D,Gi), for D = R−P and Gi =
iP.
2) Two-point codes CΩ(D,G′i), for D = R − P − Q and
G′i = iP +Q.
Using K = (q − 2)H , the previous theorem immediately
gives bounds for the minimum weights of cosets in each of
the sequences (1) and (2).
Corollary 3.2: Write iP = (d+ q− 2)H − aP , for unique
d ∈ Z and 0 ≤ a ≤ q. If SuppD ∩ {P} = ∅, then
(1)minwtCΩ(D, iP )\CΩ(D, (i + 1)P ) ≥

(q + 1)d− a, for a− d < 0.
a(q − a+ d), for 0 ≤ a− d ≤ q − 1.
0, for a− d > q − 1.
310P + 4Q
4
11P + 4Q
10P + 3Q
6
3
11P + 3Q
6
10P + 2Q
6
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11P + 2Q
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10P +Q
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11P +Q
4
Fig. 2. Illustration of an inconsistency in the coset bounds coming from
Theorem 3.1
(2)minwtCΩ(D, iP +Q)\CΩ(D, (i+ 1)P +Q) ≥

(q + 1)d− a+ 1, for a− d− 1 < 0.
a(q − a+ d), for 0 ≤ a− d− 1 ≤ q − 1.
0, for a− d− 1 > q − 1.
Table II illustrates the lower bounds in Corollary 3.2 for
the Hermitian curve over F16 (the case q = 4). The lower
bounds are given for every inclusion in Fn = CΩ(D,−P ) ⊇
CΩ(D, 0) ⊇ · · · ⊇ CΩ(D, 23P ) (the row Gi) as well as
F
n = CΩ(D,Q− P ) ⊇ CΩ(D,Q) ⊇ · · · ⊇ CΩ(D,Q+ 23P )
(the row G′i). For i = −1, CΩ(D,−P )\CΩ(D, 0) contains
all words that are not orthogonal to the all-one word, and the
minimum weight is 1. For iP ≥ 2K +2P (or i ≥ 2(q2− q−
1) = 22), the coset bounds for CΩ(D, iP )\CΩ(D, (i + 1)P )
agree with the Goppa lower bound i−(2g−2) for the minimum
distance of CΩ(D, iP ).
More advanced methods [18] do not improve the estimates
for the sequence {Gi}. Meanwhile some estimates for G′i can
be improved with a simple observation illustrated in Figure 2.
In the figure we see a grid of divisors over the Hermitian curve
with q = 4 with edge labels giving the bound on minimum
coset weights coming from Theorem 3.1.
Starting at 10P +Q the path going first up and then across
guarantees minwtCΩ(D, 10P +Q)\CΩ(D, 11P + 4Q) is at
least 4. Since the path going across first and then up also
measures the same quantity, all estimates along that path are
at least 4. Performing such improvements in the general case
leads to the following theorem.
Theorem 3.3: Let iP = (d + q − 2)H − aP , for unique
d ∈ Z and 0 ≤ a ≤ q. If SuppD ∩ {P,Q} = ∅, then
minwtCΩ(D, iP +Q)\CΩ(D, (i + 1)P +Q) ≥

(q + 1)d− a+ 1 for d > q − 1
qd+ q − a for a ≤ d ≤ q − 1
a(q − a+ d) for 0 ≤ a− d− 1 ≤ q − 1
0 for a− d− 1 > q − 1
Proof: We only improve the previous estimate in the case
a ≤ d ≤ q−1. We use divisor paths shown in Figure 3; where
iQ is rewritten as H − (q + 1− i)Q.
Note that d ≤ q−1 is required to ensure that the orientation
in the diagram is correct. Using the assumptions and Theorem
3.1 the bound on the P -coset at Cq−d equals deg(Cq−d) =
Cq−d := K + (d+ 1)H
−aP − (d+ 1)Q
K + (d+ 1)H
−(a− 1)P − (d+ 1)Q






C1 := K + (d+ 1)H
−aP − qQ



K + (d+ 1)H
−(a− 1)P − qQ



Fig. 3. Illustation of the proof of Theorem 3.3
qd+ q−a. For the remaining Q-cosets at Cj we use Theorem
3.1 but with P and Q swapped. The divisors Cj equal K +
(d+1)H − aP − jQ for the range j ∈ {d+2, . . . , q}. Using
the assumptions the bound simplifies to j(q − i+ d) + j − a.
As a function of j its minimum is at j = q and equals exactly
qd+ q − a.
Thus the path consisting of first adding q−d−1 times Q and
then P has minimum weight at least qd+q−a, so every edge
of any other path to the same divisor has at least that weight.
In particular the P -coset at K+(d+1)H−aP−qQ = iP+Q
Note that in the proof above we used Theorem 3.1 with
both P and Q. As a consequence we need to remove both
from the support of D. The improved two-point codes are one
coordinate shorter than the improved one-point codes. Since
the action of the automorphism group of the curve on the
set of rational points is two-fold transitive, the automorphism
group of a one-point code acts transitively on the set of
coordinates. Thus the minimum distance of the code is
preserved under shortening. This feature makes it easy to
compare two-point codes with similar one-point codes of
different length.
Going back to our running example with q = 4, which is
the Hermitian curve over F16, we find six improvements for
the coset bounds in the sequence {G′i}.
Computing the redundancy along each sequence amounts
to counting the coset bounds that are strictly between 0 and
the designed distance δ. For the one-point sequence Gi the
redundancy is available in a closed form in the work of
Bras-Amoro´s-O’Sullivan [9]. We will not present it here as
it is rather long. Instead we present the improvement of the
redundancies of improved two-point codes over improved one-
point codes for arbitrary designed distance δ.
Corollary 3.4: Let q ≤ δ < q2 and δ = dq + b for unique
0 < d ≤ q − 1 and 0 < b ≤ q, then
rGi(δ)− rG′i(δ) =


b − 1 if b ≤ d ≤ q − b.
q − d− 1 if b ≤ d and q − b < d.
q − b if q − b < d < b.
d if d < b and d ≤ q − b.
Proof: For a fixed designed distance δ we improve the
redundancy by one when the Gi coset bound is below δ while
the G′i coset bound is above or equal. Comparing Corollary
4i -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
d -2 -2 -1 -1 -1 -1 -1 0 0 0 0 0 1 1 1 1 1 2 2 2 2 2 3 3
a 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3
Gi 1 0 0 0 2 2 0 0 3 4 3 0 4 6 6 4 5 8 9 8 9 10 12 12
G′
i
1 0 0 0 2 2 0 0 3 4 3 1 4 6 6 5 6 8 9 9 10 11 12 13
TABLE II
BOUNDS ON COSET MINIMUM WEIGHTS USING COROLLARY 3.2
i -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
d -2 -2 -1 -1 -1 -1 -1 0 0 0 0 0 1 1 1 1 1 2 2 2 2 2 3 3
a 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3
Gi 1 0 0 0 2 2 0 0 3 4 3 0 4 6 6 4 5 8 9 8 9 10 12 12
G′
i
1 0 0 0 2 2 0 0 3 4 3 4 4 6 6 7 8 8 9 10 11 12 12 13
TABLE III
BOUNDS ON COSET MINIMUM WEIGHTS USING THEOREM 3.3
3.2 and Theorem 3.3 we observe that the coset bounds differ
if a ≤ d ≤ q and if d > q. Because δ ≤ q2 we can ignore the
second case. The number of such improvements is
|{(a, d′) : 0 ≤ a ≤ d′ ≤ q, (q+1)d′−a < δ ≤ (d′+1)q−a}|.
Combining the inequalities we see that the only admissible d′
is d. Thus,
rGi(δ)− rG′i(δ)
= |{ a ∈ Z | 0 ≤ a ≤ d and d− b < a ≤ q − b }| − 1.
We subtract one for each case when Gi is zero, while G′i is
not. This only occurs for a = d = 0 and the G′i coset bound
is q in this case. Since q < δ, for all δ we subtract one. The
final result is a case analysis of the quantity.
Example 3.5: Let q be even and δ = q(q + 1)/2. Then
d = b = q/2 and the two-point improved code along G′i has
redundancy q/2 − 1 less than the one-point improved code.
This is the maximum possible difference between a two-point
and a one-point improved code.
The bounds in this section were formulated for residue
codes CΩ(D,G). To apply the bounds to evaluation codes,
we include the following lemma. For the Hermitian curve, let
H = (q + 1)P , let R denote the divisor sum of all q3 + 1
rational points and let K denote the canonical divisor class.
Lemma 3.6: For the Hermitian curve, each of the following
choices of D,G∗ and G describes a pair of equivalent codes
CΩ(D,G
∗) and CL(D,G).
(1) D = R− P G∗ = K + dH − aP,
G = R− dH + aP − P.
(2) D = R− P −Q G∗ = K + dH − aP +Q,
G = R− dH + aP − P − 2Q.
(2′) D = R− P −Q G∗ = K + dH − aP − qQ,
G = R− (d− 1)H + aP − P − 2Q.
Proof: In general, codes CL(D,G) and CΩ(D,G∗) are
equivalent provided that G+G∗ ∼ K +D [21].
The divisor sum R of all q3 + 1 rational points belongs to
the divisor class (q2−q+1)H = (q3+1)P and the evaluation
codesCL(D,G) in the lemma are one-point codes (case 1) and
special cases of two-point codes (cases 2, 2’). It can be shown
that, for the Hermitian codes in the lemma, the equivalences
are equalities. The argument for one-point codes is based on
exhibiting a differential that has a simple pole with residue 1
for every point in D [2], [22]. The same argument along with
the same choice of differential works for two-point codes.
Using Lemma 3.6 we restate Corollary 3.2 and Theorem
3.3 for evaluation codes.
Corollary 3.7: Let iP = (d + q − 2)H − aP , for unique
d ∈ Z and 0 ≤ a ≤ q and let G = (q2 − 1)H − iP − P . If
D = R− P , then
minwtCL(D,G)\CL(D,G− P ) ≥

(q + 1)d− a, for a− d < 0.
a(q − a+ d), for 0 ≤ a− d ≤ q − 1.
0, for a− d > q − 1.
If D = R− P −Q, then
minwtCL(D,G+Q)\CL(D,G+Q− P ) ≥

(q + 1)d− a+ 1 for d > q − 1
qd+ q − a for a ≤ d ≤ q − 1
a(q − a+ d) for 0 ≤ a− d− 1 ≤ q − 1
0 for a− d− 1 > q − 1
IV. CLASSICAL HERMITIAN TWO-POINT CODES
Classical Hermitian two-point codes are evaluation codes
CL(D,G) with Goppa divisor G = mP + nQ. The actual
minimum distance for Hermitian two-point codes was deter-
mined by Homma and Kim [6, Theorem 5.2, Theorem 6.1]
(cases n = 0 and n = q), [7, Theorem 1.3, Theorem 1.4]
(cases 0 < n < q). Using order bound techniques, Beelen [15,
Theorem 17] gives lower bounds for the cases degG > degK
(i.e. m + n > (q − 2)(q + 1)), and Park [20, Theorem 3.3,
Theorem 3.5] for all cases. Park moreover shows that the
lower bounds are sharp and that they correspond to the actual
minimum distance. We recall these results and derive from it
that among all divisors G = mP + nQ of given degree, the
5optimal minimum distance is attained for a choice of the form
G = aP − 2Q.
Theorem 4.1 ( [6], [7]; [15], [20]): Let C be a divisor
such that C 6= 0, degC ≥ 0 and C = dH − aP − bQ,
for d ≥ 0 and for 0 ≤ a, b ≤ q. For G = K+C, the algebraic
geometric code CΩ(D,G) has minimum distance δ, where
Case 1: If a, b ≤ d
δ = degC.
Case 2a: If b ≤ d ≤ a and SuppD ∩ {P} = ∅
δ = degC + a− d.
Case 2b: If a ≤ d ≤ b and SuppD ∩ {Q} = ∅
δ = degC + b− d.
Case 3a: If d ≤ a ≤ b, a < q and SuppD ∩ {P,Q} = ∅
δ = degC + a− d+ b− d.
Case 3b: If d ≤ b ≤ a, b < q and SuppD ∩ {P,Q} = ∅
δ = degC + a− d+ b− d.
Case 4: If d ≤ b = a = q and SuppD ∩ {P,Q} 6= {P,Q}
δ = degC + q − d.
Proof: The results were first obtained in [6], [7]. In the
approach used in [15], [20], lower bounds for δ follow from
repeated application of Theorem 3.1 for P-cosets or Q-cosets.
For a proof that those lower bounds are sharp see [20].
We isolate the cases that attain the best possible minimum
distance for a given degree of the divisor G.
Corollary 4.2: Let C be a divisor such that C 6= 0, degC ≥
0 and C = dH − aP − bQ, for d ≥ 0 and for 0 ≤ a, b ≤ q,
and let G = K + C. For a given degree of the divisor G,
the optimal minimum distance for a two-point CΩ(D,G) is
attained for b = q and it equals
Case 1: If q ≤ d
δ = degC.
Case 2: If a ≤ d ≤ q and SuppD ∩ {Q} = ∅
δ = degC + q − d.
Case 3: If d ≤ a < q and SuppD ∩ {P,Q} = ∅
δ = degC + a− d+ q − d.
Case 4: If d ≤ a = q and SuppD ∩ {P,Q} 6= {P,Q}
δ = degC + q − d.
Proof: Cases 1), 2) and 3) of Theorem 4.1 can be
combined as degC+max{0, a−d}+max{0, b−d}. Assume
without loss of generality that a ≤ b ≤ q − 1. Then we
can increase b by one and decrease a by one to produce
a divisor of same degree. There are two possibilities. If
a 6= 0, any max{0, a − d} decrease would be offset by
an increase in max{0, b − d}. If a = 0, the new divisor
will have d′ = d + 1, a′ = q, and b′ = b + 1. Thus
max{0, b− d} is unchanged and max{0, a− d} = 0 becomes
max{0, a′ − d′} = max{0, q − 1 − d}, with a strict increase
if d < q − 1 and no change otherwise.
We use Lemma 3.6 to reformulate the optimal cases as
evaluation codes.
Theorem 4.3: Let C = dH − aP − qQ, for d ∈ Z, and for
0 ≤ a, b ≤ q, and let m = q3 + 1− degC.
Case 1 : a ≤ d or d ≤ a = q)
d(CL(R−Q, (m+ 1)P − 2Q)) = degC + q − d
Case 2 : d ≤ a < q
d(CL(R− P −Q,mP − 2Q)) = degC + q + a− 2d
In each case, the code has the highest minimum distance
among all two-point codes CL(D,G) with G of the same
degree.
Knowing that the codes in the sequence {CL(D,G = mP−
2Q)} are optimal when degG ≥ degK means that improved
two-point codes obtained with the sequence are at least as
good as any classical two-point code.
Corollary 4.4: The two point improved codes along G′i =
iP+Q strictly improve on the best two-point classical code for
a designed distance δ ∈ [q, (q − 1)(q − 2√q − 1)]. Moreover,
in the range q < δ ≤ q2 the ratio of two-point improved
codes which have strictly lower redundancy than both two
point classical codes and one-point improved codes is at least
1− 4
√
q − 1 + 4
q
.
Proof: By Corollary 4.2 the best two-point classical codes
have G = iP+Q, thus the improved codes are at least as good.
Strict improvements occur when the coset bounds given in
Theorem 3.3 decrease for increasing degree and the designed
distance exceeds the smaller but not the larger of those two
bounds. For a fixed d for a in the range [d+1, (g+q)/2], this
condition is satisfied. Thus, for
δ ∈
[
(q − 1)(d+ 1) + 1, . . . ,
(
d+ q
2
)2]
such that
0 ≤ d < q
there is a strict improvement. The sets are overlapping for
0 ≤ d ≤ q − 2 − 2√q − 1, thus obtaining a bound on the
difference with two-point classical codes. By Corollary 3.4
there are 3q−4 designed distances between q and q2 for which
two-point improved codes have the same redundancy as one-
point improved codes. We obtain the final result by assuming
conservatively that the cases where two-point improved codes
have the same redundancy as one-point improved codes do
not overlap the cases where two-point improved codes have
the same redundancy as two-point classical codes.
Example 4.5: Continuing Example 3.5 we examine de-
signed distance δ = q(q + 1)/2 for even q. The two-point
classical code for C = q/2H − q/2P +Q = (q/2 + 1)H −
q/2P − qP meets δ by Corollary 4.2. Examining the cosets
with d = q/2 and q/2 < a ≤ q using Theorem 3.3, we observe
that the cosets with minimum weight equal or over δ occur
for
a ∈
[
3
4
q − α, 3
4
q + α
]
where α =
⌊√
q(q − 8)
4
⌋
.
6δ\r One-point Two-point
C I C I
3 3 3 3 3 0
4 6 5 6 5 0
5 10 8 8 8 0
6 11 9 8 8 0
7 11 11 10 10 0
8 11 11 11 11 0
9 14 13 13 13 0
10 15 15 14 14 0
11 16 16 15 15 0
TABLE IV
HERMITIAN CURVE OVER F16 . OPTIMAL REDUNDANCY r FOR GIVEN
MINIMUM DISTANCE δ. THE LAST COLUMN MEASURES THE
IMPROVEMENT OF THE TWO-POINT IMPROVED CODE OVER THE LOWEST
REDUNDANCY IN THE PREVIOUS COLUMNS.
Thus C is the largest two-point classical for code with distance
δ, and for q ≥ 8 the two-point improved code along G′i has
strictly higher redundancy. The redundancy difference is at
least 2α.
Along with Example 3.5 this shows that for any even q the
two-point improved code with δ = q(q + 1)/2 has strictly
lower redundancy than the best two-point classical code and
the best one-point improved code for the same distance. In
both cases the gain in the redundancy is O(q).
V. EXPERIMENTAL RESULTS
Tables IV and V compare the redundancies of one- and
two- point codes (both classical and improved) for Hermitian
curves over F16 and F64. Since we have not theoretically
established that a choice G′i = iP + Q produces the best
improved two-point codes, for the table entries we checked all
possible sequences. We see that for the Hermitian curve over
F16 the parameters of two-point improved codes are matched
by either a one-point improved code or a two-point classical
code. However, for the Hermitian curve over F64, there exist
designed distances for which two-point improved codes have
strictly lower redundancy than both one-point improved codes
and two-point classical codes.
VI. EXPLICIT MONOMIAL BASES
A particularly favorable feature of Hermitian curves is that
one can explicitly write a monomial basis for the Riemann-
Roch space of a two-point divisor. Fix the smooth projective
plane model ZY q + Y Zq = Xq+1. We will work with two
affine charts x = X/Z, y = Y/Z and u = X/Y, v = Z/Y ,
which give isomorphic affine curves xq+1 = yq + y and
uq+1 = vq+v. Fix points P = P∞, Q = P(0,0) (w.r.t. the x, y
affine curve). Note that x, y generate the ring ⋃i L(iP ) and
u, v generate the ring
⋃
i L(iQ). Knowing that the function y
has divisor (y) = (q + 1)(Q− P ), and in particular only has
zeros at Q, means that the ring
⋃
i,j L(iP + jQ) is generated
by x, y, y−1.
Lemma 6.1: For any m ≥ 0 the space L(mP ) has a basis
of the following form:
{xiyj : 0 ≤ i ≤ q, iq + j(q + 1) ≤ m}
δ\r One-point Two-point
C I C I
5 10 8 10 8 0
7 21 14 21 14 0
9 36 20 30 20 0
11 37 24 30 23 1
13 37 28 30 27 1
15 37 30 36 29 1
17 44 35 39 35 0
19 46 39 39 37 2
21 46 41 39 39 0
23 46 43 45 42 1
25 52 47 48 47 0
27 54 50 48 48 0
29 55 53 52 50 2
31 55 55 54 54 0
TABLE V
HERMITIAN CURVE OVER F64 . OPTIMAL REDUNDANCY r FOR GIVEN
MINIMUM DISTANCE δ. THE LAST COLUMN MEASURES THE
IMPROVEMENT OF THE TWO-POINT IMPROVED CODE OVER THE LOWEST
REDUNDANCY IN THE PREVIOUS COLUMNS.
Viewing L(mP − aQ) for a ≤ q as a subspace of L(mP ),
we can obtain a similar basis for L(mP−aQ) by excluding the
monomials that have order of vanishing at Q less than a. For
example for q = 4, L(10P ) has a basis {1, x, y, x2, xy, y2}.
Knowing that the valuation at Q of x is 1 and of y is q + 1,
we see that L(10P − 3Q) has a basis {y, xy, y2}.
Monomial Pole order at P Vanishing order at Q
1 y y2 0 5 10 0 5 10
x xy 4 9 1 6
x2 8 2
TABLE VI
MONOMIALS FORMING A BASIS FOR L(10P )
Lemma 6.2 ( [20]): Let D = d(q + 1)P − aP − bQ, for
d ∈ Z, and for 0 ≤ a, b ≤ q. The space L(D) has a basis
given by the monomials xiyj where:
1) 0 ≤ i ≤ q, 0 ≤ j, and i+ j ≤ d.
2) a ≤ i for i+ j = d.
3) b ≤ i for j = 0.
Another set of explicit bases for Riemann-Roch spaces on
the Hermitian curve appears in [23]. However, those bases are
not monomial. We illustrate the use of the explicit bases for
the Hermitian curve over F64 and for codes with designed
distance 19 (the line δ = 19 in Table V). The classical one-
point code CL(D, 73P )⊥ has redundancy r = 46 but this
can be improved to r = 39 by removing seven of the checks
(Table VII). The classical two-point code CL(D, 74P −8Q)⊥
has redundancy r = 39, which improves to r = 37 after
removing two of the checks (Table VIII).
The Feng-Rao lower bound for the weights in a dual
coset can be seen explicitly by selecting the monomial that
corresponds to the coset and then counting the number of
monomials in the diagram that divide it [11], [13], [24].
For example, in Table VII the monomials x3y4 and x4y3
determine a 4 × 5 rectangle, which gives minimum weight
20. Excluding them decreases the redundancy by 2, while
7Monomial Checks for CL(D, 73P )⊥ , δ ≥ 19, r = 46
1 y y2 y3 y4 y5 y6 y7 y8
x xy xy2 xy3 xy4 xy5 xy6 xy7
x2 x2y x2y2 x2y3 x2y4 x2y5 (x2y6)
x3 x3y x3y2 x3y3 (x3y4) (x3y5)
x4 x4y x4y2 (x4y3) (x4y4)
x5 x5y x5y2 (x5y3)
x6 x6y (x6y2)
x7 x7y
x8 x8y
TABLE VII
REMOVING THE CHECKS IN PARENTHESES REDUCES THE REDUNDANCY
TO r = 39 BUT PRESERVES THE DISTANCE δ ≥ 19.
the words that are added to the code have weight at least 20,
preserving the designed distance at 19.
Consider the difference CL(D, 73P )⊥\CL(D, 74P )⊥,
which amounts to adding x7y2 in Table VII. The weight of a
word in the difference is at least 3 ·8 = 24. Repeatedly adding
P , we obtain a filtration CL(D, 73P )⊥ ⊃ CL(D, 74P )⊥ ⊃
· · · . For each coset in the filtration, we find that the minimum
weight is at least 19 (in fact it results in a stronger bound
δ ≥ 24).
Monomial Checks for CL(D, 74P − 8Q)⊥, δ ≥ 19, r = 39
y y2 y3 y4 y5 y6 y7 y8
xy xy2 xy3 xy4 xy5 xy6 xy7
x2y x2y2 x2y3 x2y4 x2y5 x2y6 .
x3y x3y2 x3y3 x3y4 (x3y5) .
x4y x4y2 x4y3 (x4y4) .
x5y x5y2 x5y3 .
x6y x6y2 .
x7y x7y2
x8 x8y
TABLE VIII
REMOVING THE CHECKS IN PARENTHESES REDUCES THE REDUNDANCY
TO r = 37. DOTS ARE COSETS IN THE FILTRATION.
Monomial Checks for CL(D, 73Q − 7P )⊥, δ ≥ 19, r = 39
v v2 v3 v4 v5 v6 v7 v8
uv uv2 uv3 uv4 uv5 uv6 uv7
. u2v u2v2 u2v3 u2v4 u2v5 u2v6
. (u3v) u3v2 u3v3 u3v4 u3v5
. (u4v) u4v2 u4v3 u4v4
. u5v u5v2 u5v3
. u6v u6v2
u7 u7v
u8 u8v
TABLE IX
REMOVING THE CHECKS IN PARENTHESES REDUCES THE REDUNDANCY
TO r = 37. DOTS ARE COSETS IN THE FILTRATION.
Table VIII shows the checks for the two-point code
CL(D, 74P − 8Q)⊥. Similar to the one-point case, the P -
cosets corresponding to monomials x4y4 and x3y5 have
minimum weights at least 20 and can be removed. However,
checking that the code itself has minimum distance ≥ 19 by
the P -filtration method fails. The step CL(D, 79P − 8Q)⊥ ⊃
CL(D, 80P−8Q)⊥ in the filtration corresponds to monomials
xy8 and x10, both with pole order 80 at P . The monomials
that divide xy8 form a two-by-eight rectangle. In addition,
there is a single monomial x8 that divides x10, resulting in
the bound 2 · 8 + 1 = 17 for the minimum weight in the
coset. The breakdown of the P -filtration is essentially the same
phenomenon that we saw earlier in Figure 2. The estimates for
the P -cosets can be improved if we also consider filtrations
with Q-cosets [15], [16]. However, Q-coset bounds cannot be
seen immediately if we use monomials generated by x and y.
A solution to this obstacle is to switch the roles of P and
Q and to consider an equivalent code for which the basis
belongs to a space L(mQ). As a consequence, we work with
u, v monomials. After the five dots are filled in, the code
CL(D, 79P − 8Q)⊥ is equivalent to CL(D, 73Q − 2P )⊥.
The step CL(D, 73Q− 2P )⊥\CL(D, 74Q− 2P )⊥ in the Q-
filtration corresponds to a monomial u7v2. The monomials in
L(74Q) that divide u7v2 form a eight-by-three rectangle; thus,
the monomials in L(74Q− 2P ) are two less and the bound is
22. The monomials in Table IX form a basis for L(73Q−2P ).
As expected by Theorem 6.2 this is just L(73Q) with 1, u
omitted. The desired design distance of 19 is shown to hold by
continuing further with Q-cosets. In fact, the resulting bound
for the code CL(D, 73Q−7P )⊥ is slightly better and it equals
21.
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