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Stability of Defects at MoS2/InAs Hybrid Heterostructures
Computational Modelling of a Novel Semi-Conducting Material
Zackary Santos
Abstract
Vertical van der Waals heterostructures created from two chemically different two-
dimensional (2D) materials have made significant headway in the current electronic man-
ufacturing landscape. They demonstrate enhanced electronic properties and have the
potential to be used in high performance electronic devices. Among the various van
der Waals heterostructures, molybdenum disulfide (MoS2) thin film on an indium ar-
senide (InAs) substrate has shown promising opto-electronic properties. This hybrid het-
erostructure gives stronger optical absorption properties than a 2D layer of graphene on
InAs due to smaller equilibrium spacing. To realize the true potential of these heterostruc-
tures, it is imperative to understand not only their stability, but also the thermodynamic
stability of various defects at the heterointerface. We have performed first principles den-
sity functional theory calculations to study MoS2(100)/InAs(111) heterostructures with
two different terminations of the substrate. We will discuss the thermodynamic stabilities
of In-terminated and As-terminated heterostructures and shed light on the stabilities of
S, In, and As vacancy defects at the heterointerface. Overall, our results offer insights
into the fundamental role of defects in van der Waals heterostructures.
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Chapter 0
Introduction
Semiconductors have radically changed the way humans live their lives since their intro-
duction as part of transistors in computer circuitry during the late 1950s. In a mere 70
years, computers have exponentially increased in power with a drastic decrease in their
size. For this to occur, progressively better semiconductors made from silicon and gallium
have been fabricated. But, where do we go after silicon and gallium?
My thesis looks at a semiconducting material with a very high potential to be a large
part in the continued development of semiconductor technology. Both InAs[1–5] and
MoS2[6–9] have been researched extensively separately and shown promising results. An
interface, however, between an MoS2(100) thin film and an InAs(111) bulk has shown
promising semiconductor properties as well.[10] These would be a very narrow band gap
as well as strong absorption of the visible spectrum. This semiconductor has already
been fabricated in labs around the world as well as right here on RIT’s campus.
When making this material, you can create what is called an indium terminated or
arsenic terminated interface. The termination refers to which species, indium or arsenic,
is closest to the MoS2(100) film. It is important for industry, when moving forward with
a new material such as this, to understand the difference in properties between these two
interface types.
There is more to fabricating a material than just bringing two systems together. In
any manufacturing environment, we will always expect some defects to be present. De-
1
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fects are ubiquitous in materials, which necessitates their basic understanding. A defect,
which carries a negative connotation in everyday language, is anything but a problem
in semiconductor manufacturing. Defects can heavily alter a material’s properties, and
through tuning of these defects, we can create materials that better meet our needs or
exceed our expectations.[11–13]
Many defects form spontaneously when they are energetically favorable. In other
cases, by adding heat or energy to a system, thermally generated defects can form. In a
system that has spontaneous defect formation, we need to understand how defects that
are omnipresent, will change a material’s properties from the ideal theoretical values. On
the other hand, if a non-spontaneous defect provides a desired property, it is important
to know how we can produce such a defect consistently.
There are many classes and types of defects. Within the umbrella of point defects there
are what are called vacancy defects.[14] This is when an atom is missing from a lattice site
when compared to the ideal crystal structure. Vacancies are common defects that form
when two materials are brought together, and new bonds are formed. Understanding this
type of defect in both terminations of MoS2(100)/InAs(111) is the focus of the presented
work.
Through the use of density functional theory, we have been able to investigate which
termination shows a greater thermodynamic stability. Beyond this, we have shed light
on the general locations these vacancy defects are most likely to form as well as in which
of the two systems (MoS2 or InAs) they will form most often. Further analysis allows
us to link the ease of vacancy formation to the change in the previously mentioned band
gap of MoS2(100)/InAs(111) and the degree of orbital hybridization seen in high energy
orbitals of the involved species.
We hope that this research can be used to inform results seen in labs and factories that
are attempting to fabricate this material. There are numerous publications investigating
the properties of both InAs and MoS2 experimentally. The band structure of InAs has
been a major focus for decades[1, 2, 15–21], while the electronic and transfer properties
of MoS2 are a more recent topic.[22–25]
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Experimentally, InAs can be grown on GaAs substrates by molecular-beam epitaxy
(MBE) [18, 20]. The band gap can then be measured using spectrometers that read the
magnetotransmission data. Other groups have made measurements of the band gap using
similar methods.[1, 2, 15, 16] A monolayer of MoS2, similarly to graphene, can be made
using tape and mechanically exfoliating the surface of a prepared crystal.[24] Using many
different methods such as Inelastic X-ray scattering (IXS)[25], photoluminescence (PL)
spectroscopy [24], and transmission electorn microscopy (TEM)[6] properties of MoS2
have been accurately measured. Recently, the phonon dispersion was measured using
the technique of IXS. Our aim to, by further understanding the fundamental physics
underlying this system, aid in the future semiconductor market.
Chapter 1
Theoretical Basis
Density Functional Theory (DFT) has been employed as a method to calculate ground
state energies of an MoS2(100)/InAs(111) interface. The stability of the interface is
understood from these calculations. Once a stable ground state structure is found the
defect formation energy of various vacancy locations is calculated and used as a metric
for the stability of the two possible terminations and to gauge the likelihood of these
vacancies to form. To further the understanding of the interface, density of states (DOS)
plots for all vacancy iterations are made to graphically represent the electronic states in
the system are affected. In this section an outline of the theoretical framework is given.
The main points being density functional theory as a whole, defect formation energy
calculations, and finally a description of how density of state plots have been used to
discuss band gaps.
1.1 Density Functional Theory
Density functional theory deals will a method of solving for the ground state energy of the
Schro¨dinger equation using a functional that described the electron density. The theory
relies on two theorems by Hohenburg and Kohn [26, 27]. These will be referred to as the
H-K theorems. These were originally published in 1964 and continue to be the keystone of
the field. Theorem one is stated as The ground state energy from Schro¨dinger’s equation is
a unique functional of the electron density. Theorem two is that The electron density that
4
CHAPTER 1. THEORETICAL BASIS 5
minimizes the energy of the overall functional is the true electron density corresponding
to the full solution of the Schro¨dinger’s equation. From these two theorems the name
density functional theory falls right out.
These two theorems when published, although proven rigorously, were not accompa-
nied by a viable method to solve for either electron density or the ground state energy.
The following year, 1965, Kohn and Sham provided a framework to solve for the electron
density which then allows for calculation of the ground state energy we desire.[28]
1.1.1 Schro¨dinger Equation and Difficulties With Scale
Density functional Theory, like many other theories in quantum dynamics, starts at the
Schro¨dinger equation:
Hψ = Eψ (1.1)
The variables in order of appearance are the Hamiltonian Operator (H) that describes
the energy of the system, ψ is the electronic wave function, and E is the ground state
energy of the electrons in the system neglecting spin. Further, since we are looking at
ground state energy, which is not dependent on time equation 1.1 is the time independent
Schro¨dinger equation. Since ground state energy is the lowest energy state in a system,
the dynamics of the system do not come into play, such as momentum or kinematics.
Although equation 1.1 is a compact form it doesn’t tell us a whole lot. The problem
we run into quickly in a system of many atoms is that the Hamiltonian for many bodies
becomes:
H =
−h¯2
2m
N∑
i=1
∇2i +
N∑
i=1
V (ri) +
N∑
i=1
∑
j<i
U(ri, rj) (1.2)
Where the terms on the right side define the kinetic energy of each electron, interaction
energy between each electron and the group of atomic nuclei, and the interaction between
different electrons, respectively. The mass, m, is of an electron and h¯ is the reduced Planck
constant. When using this Hamiltonian the Schro¨dinger equation becomes:
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[
−h¯2
2m
N∑
i=1
∇2i +
N∑
i=1
V (ri) +
N∑
i=1
∑
j<i
U(ri, rj)
]
ψ = Eψ (1.3)
It is important to note that ψ being the electronic wave function, it is a function of
the coordinates of each of the N electrons. This is written as
ψ = ψ(r1, r2..., rN) (1.4)
which is very hard to work with. Each electronic wave function being a function of
the x, y, z coordinates or each other N electron makes this a 3N dimensional problem.
Prior to density functional theory the way to work with this 3N dimensional Schrodinger
equation was to use the approximation that ψ is the product of each individual electron
wave function. This is known as the Hartree Product.[29, 30]
ψ =
N∏
i=1
ψ(ri) (1.5)
This method reduces the problem somewhat. Looking at a simple molecule, H2O for
example, there are 10 electrons to consider which translates to a many body problem with
30 dimensions. If we look at a more complicated system, a 100 atom system of InAs, we
have a many body problem with 12300 dimensions. It gets out of hand very quickly. The
Hartree Product allows for the wave function to be handled in a simpler way, one where
the individual wave functions are not dependent on each other, but is not what we are
after for density functional theory.
The third term in the Hamiltonian, equation 1.2, the electron-electron interaction
as stated before, is the most critical term in solving the Hamiltonian but also the most
difficult. It’s form requires that for every electron’s wave function, all the other individual
wave functions must be considered.
Since wave functions can not be directly observed the quantity that we really want,
and can be measured, is the probability that the N electrons are at a specific set of
coordinates. The density function for a single electron is
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P (x) = |ψ(x)|2 (1.6)
This is a continuous function in x only for illustrative purposes.[31] In a more compli-
cated system we want to know the density of N electrons at a particular set of coordinates.
The density function then becomes
P (r1, ...rN) = |ψ(r1, ..., rN)|2 (1.7)
Since we can not assign numbered labels to electrons the quantity that equation 1.7
represents is the probability that a set of N electrons in any order have the coordinates
r1, ..., rN . A similar function, and more useful in density functional theory is the electron
density function which gives the density of electrons at any given point in space, n(r),
equation 1.8.
n(r) = 2
∑
i
|ψi(r)|2 (1.8)
This function is a sum over all individual wave functions evaluated at a particular
point. The factor of 2 is from the Pauli exclusion principle, as spin is now accounted for.
Since electrons with differing spin can occupy the same wave function, we multiply by
2. Using equation 1.8 we have a function that is dependent on only three variables yet
contains a large amount of information about the density of electrons at a given position.
This is a great deal simpler than the 3N dimensional many body full Schro¨dinger equation,
yet still gives much of the same information about the wave function solutions that are
observable.
1.1.2 Density Functional Theory From H-K Theorems
Revisiting the H-K Theorems, specifically theorem one, it states that the ground state
energy is a unique functional of the electron density. We have an expression for the
electron density so we can express the ground state energy as a functional of that electron
density, shown in equation 1.9.
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E = E[n(r)] (1.9)
The 3N dimensional Schro¨dinger equation solution has been reduced to a functional
dependent on only three spatial coordinates. This only solves for the ground state energy.
Using the ground state energy, there are many material properties that can be inferred.
The first of the H-K theorems can be described also as “the ground state electron
density uniquely determines all properties, including the energy and wave function, of the
ground state.” The second H-K theorem tells us that if we know the “true” functional
form, we can vary the electron density until the functional is minimized. In order to do
this the functional is given an approximate form using the single electron wave functions
used in equation 1.8. The approximate functional has the general form of equation 1.10.
E[ψi] = Eknown[ψi] + EXC [ψi] (1.10)
Where Eknown is anything we can write down a simple analytic form for and EXC is
everything else.[32] Eknown is comprised of four separate expressions.
Eknown[ψi] =
h¯2
2m
∑
i
∫
ψ∗i∇2ψid3r +
∫
V (r)n(r)d3r +
e2
2
∫ ∫
n(r)n(r′)
|r− r′| d
3rd3r′ + Eion
(1.11)
The terms in equation 1.11 are, in the order of appearance, the kinetic energy of the
electrons, Coulomb interactions between electrons and the nuclei, Coulomb interactions
between electron pairs, and Coulomb interactions between nuclei pairs. The other half of
E[ψi], the EXC [ψi] term, is the exchange-correlation functional that includes any quantum
mechanical effects not previously mentioned. There is no guarantee that the exchange-
correlation function is easy to solve for. The Kohn-Sham equations solve this problem.[28]
First, defining a new potential, VXC(r) is helpful. This is a functional derivative of
the exchange-correlation functional.
CHAPTER 1. THEORETICAL BASIS 9
VXC(r) =
δEXC(r)
δn(r)
(1.12)
The Kohn-Sham equations, equation 1.13 look much the same as equation 1.3 without
the summations since each of the equations in the set have only single electron wave
functions as the solution.
[
−h¯2
2m
∇2 + V (r) + VH(r) + VXC(r)
]
ψi(r) = εiψi(r) (1.13)
The left hand side of equation 1.13 has 3 different potentials which are in order the
known part of the total energy functional (equation 1.11), secondly the Hartree potential,
and lastly the exchange-correlation potential. These potentials describe the interactions
between the electron and the group of nuclei, the Coulomb repulsion between the electron
and the entire electron density, and the exchange and correlation contributions respect-
fully.
The Hartree potential has a part contribution to it from a self interaction between
the electron and itself, equation 1.14.
VH(r) = e
2
∫
n(r′)
|r− r′|d
3r′ (1.14)
The self interaction in the Hartree potential describes the repulsion between the elec-
tron wave function in the particular Kohn-Sham equation and the entire electron density
which necessarily includes the electron in the Kohn-Sham equation. This interaction
is not physical but is a part of the many correction effects in the exchange-correlation
potential (equation 1.12).
In order to break the cycle, an iterative process is used. It can be seen that each
equation depends on another equation to solve it. To solve the Kohn-Sham equations
(1.13), we need a definition for the Hartree potential, equation (1.14). For the Hartree
potential we need the electron density (1.8). We need the single valued wave functions
to solve for the electron density, which requires that we solve the Kohn-Sham equations.
Graphically, this is shown in figure 1.1. There have been many published methods to
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Figure 1.1: The iterative process used to solve the Kohn-Sham equations computationally.
The process begins in the green box in the upper left.
solve these equations. Some examples are VASP[33], CRYSTAL[34], and FHI-AIMS[35].
The process, as presented in figure 1.1, is the basic solving method used by the majority
of published methods.
This is also described in the following list.
1. Guess an initial electron density, n(r)
2. Use the initial electron density to solve the Kohn-Sham equations to find the single
electron wave functions
3. Use these wave functions to solve for the electron density, equation 1.8
4. Compare the initial guess of electron density with the calculated electron density.
If they are the same (different by a set, small amount) then the ground state energy
can be calculated from this electron density. If they are not the same the initial
density will need to updated and the process repeated
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1.1.3 Exchange-Correlation Energy
The Exchange-Correlation Energy (EXC) can be decomposed, and often is, into EX and
EC which are know as the Exchange Energy and the Correlation Energy respectfully. EX
can be written explicitly. In doing this it is in terms of the single-particle orbitals, φ.
The Exchange-Correlation energy is then equation 1.15.
EX [{φi[n]}] = −q
2
2
∑
jk
∫
d3r
∫
d3r′
φ∗j(r)φ
∗
k(r
′)φj(r′)φk(r)
|r − r′| (1.15)
This is equivalent to the exchange energy used in another popular iterative method,
Hartree-Fock Theory. In this case we the Hartree-Fock orbitals, (φHFi (r)), are replaced
with Kohn-Sham orbitals (φi(r)). Since a term like equation 1.15 is seen in the Hartree-
Fock Theory first, this term is known as the Fock Term. There is no exact expression for
the exchange energy in terms of the electron density.[36]
The correlation energy on the other hand has no general exact expression be it in
terms of the single-particle orbitals or electron density. We do want an understanding
of what the correlation energy is however.[36] By taking different approaches in how we
think about it we can start to understand it in an abstract sense.
Variational Approach
The Hartree Energy can be calculated from variations using the Hartree Product (equa-
tion 1.5). A Slater determinant, which is an expression that describes the wave function of
a many body system that satisfies anti-symmetric conditions, will give both the exchange
and Hartree energies. The correlation energy is then the difference between ground state
energy and the energy from the Slater determinant.
Due to the origin of this energy is has been shown that correlation can not raise the
energy of the system. This also means that the exchange energy can not raise the energy
of a system. The following relationships follow this logic and defines the upper bound of
EXC .
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EC ≤ 0 (1.16)
EX ≤ 0 (1.17)
EXC ≤ 0 (1.18)
It is easy to then see that the Exchange-Correlation energy will always lower the total
energy of the system. This is a a valuable characteristic to be aware of in order to better
understand the correlation energy in abstraction.[36]
Probabilistic Approach
This can only be entirely true, if the individual components of the product are indepen-
dent from each other. If we think of each wave function as a probability amplitude it can
be seen that the product of many wave functions gives the probability amplitude for the
entire system.
Since we know the electrons are correlated, due to the Coulomb repulsion between
them, they will not ever exist in the same place at the same time, thus avoiding each other.
Correlation energy is then the lowering of a system’s energy due to electrons avoiding
each other. A strongly correlated system would then be one where the correlation energy
is similar in magnitude to other energetic contributions while a weakly correlated system
is the opposite.[36]
Holes
Finally, since Exchange and Correlation tend to keep electrons apart from one another we
have the concept of an XC hole. This hole, nXC(r, r
′) describes the lowered probability
of finding an electron at r′ when we already have one at r. With this we can write the
Exchange-Correlation energy as equation 1.19.
EXC [n] =
q2
2
∫
d3r
∫
d3r′
n(r)nXC(r, r
′)
|r − r′| (1.19)
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In equation 1.19, nXC(r, r
′) = nX(r, r′) + nC(r, r′), the sum of the exchange and
correlation energies. In this abstraction the exchange portion, EX [n], gives the energy
lowering due to anti-symmetrization, i.e. electrons of like spin avoiding each other. The
correlation portion, EC [n], is the tendency for opposite spin electrons to avoid each other.
The exchange hole obeys the sum rule while the correlation hole integrates to 0. This
makes the following relationships true.
∫
d3r′nx(r, r′) = −1 (1.20)∫
EC [n] = 0 (1.21)∫
d3r′nxc(r, r′) = −1 (1.22)
This again shows that the Exchange-Correlation energy can only have the effect of
lowering the overall energy of a system.[36]
Solution to the Exchange-Correlation Functional
A general analytic solution to the Exchange-Correlation Functional does not exist. For
this reason an equation is often defined (equation 1.11) that only deals with the ”easy”
parts. Unsurprisingly, many different methods have been used to approximate the func-
tional.
One of them makes use of the only known analytic solution. This is the case of the
uniform electron gas. In the uniform electron gas the electron density is constant at all
points, equation 1.23.
n(r) = constant (1.23)
This is of limited use in a real material, since the variations are what makes a material
interesting. This very much so limits the value of the approximation. Variations in the
electron density also yield where bonds are. Despite it’s limitations, it is a practical way
of solving the Kohn-Sham equations.
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In order to use this approximation, at each position in space the exchange-correlation
potential is set equal to the uniform electron gas exchange-correlation potential for the
local electron density at that position. That is,
VXC(r) = V
electrongas
XC [n(r)] (1.24)
Since this approximation only looks at the local electron density at any given point
it is given the name Local Density Approximation (LDA). Solutions using this function
do not exactly solve the Schro¨dinger equation.
LDA defines only one of many classes of functionals that have been used to approxi-
mate the exchange-correlation functional. Another very popular class of methods is the
Generalized Gradient Approximation (GGA). GGA functionals look not only at the local
electron density but also the gradient in the local electron density at a given position.
Since there are a large number of possible ways this gradient information can be included
into the functional there are many distinct GGA functionals. Popular ones include the
Perdew-Wang functional (PW91), the Perdew-Burke-Ernzerhof functional (PBE, [PE in
VASP]), the Armiento and Mattsson 2005 functional (AM05)[37], and the list goes on.
It is important to note that the choice of functional will impact the results from a
study. This means it is important to specify not just that DFT is used, but what func-
tional within DFT. It is easy to think that a GGA calculation will be more representative
of the experimental result for a material due to it including more information than an
LDA functional, but that is not always the case. In the VASP manual, as an example,
they discuss how LDA is a better functional to use for bulk crystal calculations.[38]
1.1.4 How Good Is Density Functional Theory
What really matters for the use of DFT is how accurate and precise the calculations are.
Due to the many number of approximations needed to be made in DFT, the results are
very precise but may not be accurate when compared to an experimentally measured
system.
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DFT Precision
Since the problem of solving the Kohn-Sham equations requires an infinite number of
variables to get an exact solution to the integrals. This is due to the single-electron
wave functions being continuous functions of the spatial coordinates. We require a finite
solution to solve it computationally. Due to the computational methods employed we can
only hope for an approximate numerical solution. The discussion of precision is then one
of whether or not the approximate solution is a well converged numerical solution to the
Kohn-Sham equations. This is true of any computational technique whenever a solution
to an integral or derivative that can not be solved analytically is required.
In the case of DFT it is best to look at the approximations needed to make the com-
putational calculation performable. These approximations are the choice of the number
of kpoints used to sample k space as well as the energy cutoff for the plane wave basis
set. If a higher level of computational accuracy is required both kpoints and the energy
cutoff can be increased, but it should be expected that additional computational time
will be required.
DFT Accuracy
When thinking about accuracy, it is best to ask if the predictions of DFT are accurate
for a specific physical property. For certain properties, such as the crystalline structure
of silicon, DFT is incredibly accurate, however it fails to predict the band gap of silicon.
More often, DFT can be used to accurately predeict trends, but not the exact values
in those trends. This is the difference of asking what exactly is the band gap of silicon
or asking if silicon has a wider or narrower band gap compared to gallium. The first
question is not one to ask DFT, the second one is.
What should also be considered is how well does a property even need to be predicted.
Across different disciplines the answer to this question depends on what the information
will be used for. For many materials, this is a study relevant consideration. Density
Functional Theory methods may be able to distinguish between materials for the one in
the group that handles a certain temperature the best, but may not provide an exact
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value of that temperature cut off. Despite a constant numerical error across the materials
being modeled, very useful information can be gained from the simulations. When an
accurate value for a physical property is required it is vital to understand what the error
range on the results should be. This would bring us back to numerical accuracy.
1.2 Defect Formation Energy
Point defects are a common over-arching type of defect a crystal lattice can have. One
type, a point vacancy defect, and the focus of this thesis, is a point vacancy where an
atom is missing from a lattice site. The formation energy of this type of defect can tell
us a lot about a specific material or system of different materials.
Just knowing the sign of the formation energy for a vacancy can tell us whether the
defect will form spontaneously or require added energy to form. A spontaneous vacancy
can be expected to always occur in a material to some degree, and should therefore be well
understood. If a vacancy is required for a specified material property but the formation
energy is positive it will not form on its own but energy can be added to the system to
create the vacancy. This can be done in many ways, one of which is heat.
Also to consider is the magnitude of the formation energy. The magnitude of the
energy can shed light onto the probability of the vacancy forming. A large negative
energy will result in a more readily to form vacancy while a large positive energy will
require an extraordinary amount of added energy to form a similar vacancy. A small
positive energy will mean a naturally less defect heavy structure, while a small negative
formation energy could result in a structure that is unstable due to small variations
causing defects to rapidly form.
Energy and heat are closely related, through the Boltzmann constant, and the amount
of energy needed to form a vacancy might also need to be avoided to prevent vacancies
being produced by operation of a device. This is valuable information for a solar panel in
space or a computer processor heating up from use. It also tells us if the material would
need to be manufactured in a temperature controlled environment. The understanding
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of how the addition of energy to the system via heat is an important one, as it can inform
us about the stability of a material under temperature changes.
Point vacancies are not the only defects that can occur however. Other more compli-
cated point defects exist. These can be interstitial defects where an atom moves from a
regular lattice site to a place in between lattice sites. Frenkel defects where an ion has
moved from it’s normal lattice site into an interstitial site forming a vacancy pair with the
interstitial defect. Dopants, while typically intentional, can be considered defects as well,
where an atom that is not part of the stoichiometry of the lattice is in a lattice position.
This can also happen during manufacturing where an atomic species that is not part of
the stoichiometry is embedded within the lattice. These atoms typically come from the
materials used to build the apparatus that is doing the processing of the material. All of
these listed defects have a more complicated geometry and are therefore harder to work
with, but not impossible.
1.2.1 Calculating Formation Energy
In order to characterize different vacancies, the formation energy can be calculated. Refer-
ence chemical potential energies are always needed when calculating the formation energy
of vacancy defects.[39–41] When an atom is pulled from a system the chemical potential
of the now removed atom must be taken into account. In our case, we use a reference
energy calculated from a fully minimized bulk crystal. Other energy changes will also
need to be considered to precisely calculate the formation energy,
The actual formation energy of the system can be calculated in a few different ways.
These are highly dependent on the way in which the point vacancy is formed. One option
is to add a cation to an interstitial site which forms an anion vacancy at a lattice site.
Another is to take an average across all possible formation sites in a system. These two
methods are highly specialized. More trivial methods can be used when working with
more straight forward vacancy formation.
If the case of the anion/ cation point defect pair we would use equation 1.25.
CHAPTER 1. THEORETICAL BASIS 18
εform = ETotdef − ETotideal − nAµA − nCµC + q(Ev + F ) (1.25)
In equation 1.25 εform is the energy to form a vacancy. The energies, ETotdef and E
Tot
ideal,
are the total energy of the systems with and without the defect. Since this is the anion/
cation pair nAµA and nCµC are the number of interstitial atoms and their vacancy pair,
nX , times the chemical potential of those atoms, µX . The last term is q, the charge state,
times the Fermi level, F , measured from the valence band maximum Ev.[39]
If we were to take an average across multiple sites the formation energy equation could
look quite different. In this case, where we want an average, the formation energy can
take the form of equation 1.26.
A =
∑C
c Ace
EF
kBT∑C
c e
EF
kBT
(1.26)
In this case, Ac is the property of the configuration being averaged for all configura-
tions C. The energy due to temperature, kBT , is the product of the Boltzmann constant
and temperature of the simulation. The ground state energy for each unique configura-
tion, EF , is the defect formation energy for configuration c. This is useful for looking
at quasi-random systems where the point vacancy defect location is also thought to be
random.[40] The method to solve for EF is shown in equation 1.27.[42]
EF = EDFT (Ideal)− EDFT (V acancy) +
∑
i
niµi + qDEf (1.27)
Equation 1.27 is strikingly similar to equation 1.25. Here, formation energy EF is re-
lated to EDFT (Ideal) and EDFT (V acancy) which are the total energies with and without
the defect with the sum of the chemical energies of the defects,
∑
i
niµi, and the spin of
the defect qD times the Fermi energy Ef .
A simplified formation energy equation can be used to great effect when spin is not
included and there is only going to be one vacancy in the system. Equation 1.28 is such
a simplification.
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EF = E(V acancy)− E(Ideal) + E(Reference) (1.28)
In equation 1.28, EF is the formation energy again. E(V acancy) and E(Ideal) are
the total energies of the system with and without the vacancy while E(Reference) is the
reference energy. In the case of one single vacancy, we no longer need a sum of reference
energies. A Fermi energy term is excluded when temperature is at 0K.
Equations 1.25, 1.27, and 1.28 share roughly the same terms. A total energy for
the system, a total energy for the system with a defect, and a chemical potential of the
missing atom. A Fermi energy term can be included as necessary. This is the general
set-up for formation energy calculations. In this work equation 1.28 will be used. DFT
calculations are performed at a low temperature slightly above 0K and then extrapolated
to 0K. This is a common approximation to avoid integrating near a step function. For
this reason we will not need to include a Fermi energy term. We will also be working
with systems that have a single vacancy so a sum of chemical potentials is not needed.
1.3 Density of States Plots and Band Gaps
There are a few types of density of states (DOS) plots that can be made that include more
or less information. Different standard types of DOS plots include Total DOS, Partial
DOS (PDOS), or Local DOS (LDOS). Total DOS is all the states across all species in the
system at each energy level. PDOS breaks the DOS down further into each individual
state for each species in the system. Neither of these are positional, and rather describe
the entire system. LDOS will describe the density of states in a localized area.
In work such as this it is important to understand how the states around the Fermi
level change with changes to the system. The two changes that are relevant to this
work are the addition of a thin film on top of the InAs bulk and the point vacancies
in the system. These changes can cause a shifting of an already present band gap,
a widening or narrowing of the band gap, creating a band gap, spin polarization, or
possible hybridization of electronic states.
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Graphene, a monolayer of carbon atoms, is a common thin film to deposit on InAs
and shares similar structure to MoS2.[4, 43–46] It has been shown that when a graphene
thin film is deposited on InAs that a new peak is formed in the valence band and the
major peak in the conduction band is shifted to higher energy[47].
In another study, also looking at the DOS of of Graphene and MoS2 heterostructures,
it was shown that the application of the graphene monolayer to the InAs(111) substrate
does not change the DOS significantly. It was also shown, however, by plotting PDOS,
that the carbon p-orbital electrons contribute many states at the Fermi level. The MoS2
thin film had a large impact on both the DOS and PDOS. The Mod DOS has many
peaks in the conduction band and the Asp states at the Fermi level have been decreased
greatly.[10]
It has been shown that a thin film can change the DOS of a material significantly.
By a similar process to that of the thin film studies we can understand how the vacancy
defects affect the DOS as well. This method allows us to directly see changes to the
indirect band gap in the system which is the major feature of a semiconducting material.
Outside of changes to the band gap we also expect to see changes to the hybridization
in the system. Hybridization around the Fermi level will inform us further about the
stability of the system.[48] Hybridization also lowers the energy of electrons in the system
which can lead to increased transfer of electrons in the system. Molybdenum (Mo), a
transition metal, is expected to show strong hybridization in this system.[49].
1.4 Summary of Theory
DFT excels at modeling the quantum effects in a system[50] and therefore makes it a very
good choice for defect formation energy, density of states plots, and band gap calculations.
DFT calculations do fall under scrutiny for being inaccurate, but so long as knowledge
of how different factors affect the reported solution is available, these concerns can be
addressed.
The Schro¨dinger equation is a 3N scaling many body problem. This is very difficult
CHAPTER 1. THEORETICAL BASIS 21
to solve analytically. Instead we work with the electron density with is a 3-dimensional
functional and is much easier to work with. DFT as a formal theory provides us with
a much simplified way to solve the full Schro¨dinger equation for a collection of a few
to many atoms. Working with the electron density, and naturally breaking it into an
iterative process that can be handled computationally, the Schro¨dinger equation can be
solved for a system of many bodies. This solution however only gives the ground state
energy of the system. Despite the apparent limitation, many physical properties of the
system can be explicitly or implicitly garnered from the results.
Band gaps have been studied extensively in the pursuit of higher performance semi-
conductors. Through many different techniques a change in band gap can be achieved,
further refining the properties of semiconductors, and better matching manufacturing
needs. Examples of these are p-type or n-type doping, vacancy formation, or any other
technique that will change electronic states around or near the fermi-level. While there
are techniques to change the band gap purposefully, MoS2/InAs can not be expected to
be made as an ideal structure outside of perfect theory. A strong understanding of how
ubiquitous defects affect the band gap is vital. Experimentally these techniques can be
very complicated to achieve, but with computational techniques they can be quite sim-
ple. This can allow for rapid prototyping of doping atoms or vacancy locations within a
system.
Chapter 2
Computational Model
A simple strategy was used to model the system. The first step was to calculate the
ground state energy of the entire system. The entire system started separately as two
slabs that had to be brought together. The ground state configuration of each slab was
found prior to joining them as one entity. Then the total ground state for the entire
system was found.
Once that was completed, various defects are created in the system and the defect
formation energy of each of these defects is calculated. Reference energies for each species
in the system are calculated for use in the defect formation energy equation (equation
1.27). The final step of getting the density of states (DOS) results was to run the
previously minimized vacancy structure, with inputs tailored to finding a very accurate
DOS configuration. The DOS data for each defect is then post processed using a python
program to explore the changes in occupancy of electron orbitals. This python program
was developed as a part of this thesis work.
This section provides a walk through of how these structures were initially modeled
and which input settings were used to get the desired accuracy and precision. The other
side of manipulating input settings, not previously mentioned, has to do with the ability
to compare the system with a vacancy to the initial structure without a vacancy. This is
also addressed in detail.
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(a) Aluminum Fm-3m FCC
Unit Cell. Lattice constant of
404.95pm.
(b) Aluminum Fm-3m FCC
repeatable unit cell with no
vacancy.
(c) Aluminum Fm-3m FCC
repeatable unit cell with a va-
cancy.
Figure 2.1: Moving from a simple unit cell to a repeatable cell with a vacancy for DFT
calculations. The origin of the system is at the bottom-back-left corner.
2.1 Basic Modeling
In the Vienna Ab-Initio Simulation Package (VASP), an infinitely repeatable cell is re-
quired. This means that the cell when repeated in any direction, periodic boundary
conditions are met and atoms are neither overlapping nor double counted. This can be
accomplished in many ways.[38, 51, 52]
At the boundaries of the cell, JP-minerals VESTA (Visualization for Electronic and
Structural Analysis) software[53] was used to create periodic structures.[54] In VESTA it
is quite easy to make a perfect unit cell and then remove the edge atoms on the far sides
so that the cell can be repeated. In figure 2.1a, a complete cell made in VESTA is shown.
A simple aluminum face-centered-cubic is used as an example here. To get a repeatable
unit cell in VESTA, the atoms on the x, y, z = 1 planes are removed. By doing this, when
the cell is repeated, the atoms on the x, y, z = 0 will end up on the x, y, z = 1 planes.
This is also true of the x, y, z = 2 planes and out to infinity.
A schematic of the cell after the removal of boundary atoms is depicted in figure 2.1b.
The atoms that remain are the ones needed to define the unit cell for a face centered
cubic lattice. The atomic positions of unit call atoms are (0, 0, 0), (1
2
, 1
2
, 0), (1
2
, 0, 1
2
), and
(0, 1
2
, 1
2
). These are the typical primitive lattice vectors we get from the crystal structure.
Using this set-up, a simple repeatable bulk unit cell with the experimental lattice
structure and constants are made for the In, As, Mo, and S since these were the four
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elemental species contained in the system. Once the total system energy was found for
species, that energy is divided by the total number of atoms in the system to get the
chemical energy for one single atom. This will be the reference chemical potential used
in calculating the defect formation energy (equation 1.27).
In figure 2.1c, a vacancy is formed by removing an atom from the structure in figure
2.1b. In the example, the vacancy is the (1
2
, 0, 1
2
) atom. The list of coordinates for the
atoms in each repeatable cell, figure 2.1b and 2.1c, would be applicable in any DFT
software. Ground state energy calculations are performed separately and then results are
compared.
2.2 Creating The Interface
Two van der Waals heterostructures have been researched computationally by Ning et
al.[10] This work offered information pertaining to the size of the system and the spacing
between the two materials. They found that a 4x4 mono-layer of MoS2(100) on a 3x3
InAs(111) bulk gave only 0.7% lattice mismatch and that the spacing between the slabs
should be 2.64 A˚ for the indium termination and 2.71 A˚ for the arsenic terminated
system.[10]. These spacings define the bond lengths between the two systems when they
are brought together. The lattice constants used for initial structures in the current work
are a(InAs)=6.0583 A˚ and a(MoS2)=3.182 A˚.
Initially the system was allowed to relax in one step but that proved unfeasible for
two reasons. This first attempt failed primarily because the repeatability of the cell
was not proper. In order to make a large system with two different materials, the most
straight forward method was to combine two oversized slabs and trim them down until
they matched the dimensions of the proven literature. This was unsuccessful and after
hundreds of thousands of computational hours, the structure was still far from being fully
minimized.
The starting system was made using experimental lattice constants, which in this case
were greater than the lattice parameters that came from VASP. For this reason it would
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take longer to minimize a full system from scratch where two lattice constants would
need to simultaneously be brought more inline with the optimal computational lattice
constant. The lattice constants of the film and bulk become dependent on each other
and it takes VASP much longer to find a minimum state for a system like that than if
we were to get computationally accurate lattice constants prior to creating a complete
system.
In order to mitigate both of these issues, we started over from the ground up. To start,
two separate slabs were created using dimensions given in Ning et al.[10] Both systems
are shown in 2.2a and 2.2b. By building the system in two halves that are minimized
separately before being combined, we saved significant computational time. These two
slabs are minimized using a basic input scheme that allows the lattice parameters, cell
volume, and ion locations to change. Once the two systems are minimized, they are then
combined in figure 2.2 using the spacing Ning et al provided. The key for all structural
images of the system is provided in figure 2.2c. The color scheme used is consistent
throughout.
There are two important features to take note, which greatly impacted the initial cell
construction. In figure 2.2a there is a large amount of free space above the MoS2. We
have some a-priori knowledge here and know that we will eventually want a vacuum layer
above the slab so periodic boundary conditions in the z-direction will not result in the
bottom of the InAs slab interacting with the top of the MoS2 slab. This is essential for
this simulation in order to avoid periodic interactions between the bottom and top of the
cell.
The other feature can be seen if we look closely at figure 2.2d. There are extra, very
small atoms, at the bottom of the InAs slab there were not there in figure 2.2b. These
are hydrogen atoms to balance out the dipole present in an InAs slab. A dipole forms
when we turn InAs into a slab because In is more positively charged while As is more
negatively charged in the ionic bonds. This creates a surface charge on top that is equal
but opposite to the surface charge on the bottom: a dipole. As a separate system, InAs
did not need the hydrogen atoms, due to bulk repetition. Without a vacuum layer, the
CHAPTER 2. COMPUTATIONAL MODEL 26
(a) MoS2 film
(b) InAs bulk
Molybdenum
Sulfur
Indium
Arsenic
Hydrogen
(c) Legend
(d) Complete MoS2/InAs system with
hydrogen atoms to satisfy the dangling
bonds and a vacuum layer to simulate
an surface.
Figure 2.2: Combining the two separate systems into one complete system ready for DFT
calculations.
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system is a bulk environment with no dipole present. Further, if we did not include these
hydrogen atoms more stress would be added to the system since the ions at the bottom
of the InAs slab would have dangling bonds. This would have no benefit towards the
calculations accuracy and only serve to increase computational time.
The system created in figure 2.2d will be called an In-terminated system because the
terminating layer of the InAs slab contains only In. I want to also look at As-terminated
systems. In order to do this, coordinates of In were exchanged with those of As which in
essence flipped the InAs slab creating the As-terminated system. The hydrogen atoms are
necessary in both cases since the termination will not affect whether or not the dangling
bonds are present. The complete In-terminated and As-terminated are referred to as the
InT and AsT systems respectively. When referring to the just the interfacial region they
are called the InT and AsT interfaces.
Now that we have a starting structure, we performed DFT calculations to find the
ground state energy of this entire system. Once this minimization is completed we move
onto vacancies. These calculations were performed for minimized systems by removing
atoms.
After each of these minimization steps, the structure is re-visualized to make sure none
of the ions went astray and the results are reasonable. In order to view the structure
VESTA was used to visualize the CONTCAR file, an output file of the coordinates of the
atoms after minimization, which can be better understood from information in Appendix
A. The resultant structure of the system minimization is shown in figure 2.3a. Evidently,
the indium atoms at the interface underwent more reconstruction than the arsenic atoms.
One of the atoms in 2.3a has been colored to contrast it from the rest of the interface.
The colored atom is removed in figure 2.3b as an example of what a vacancy would look
like. In this example it is the most central indium atom at the interface.
This system, figure 2.3a, will be used as the comparison point. From this point
onward, the system is held at a constant volume, not changing from it’s calculated volume
in figure 2.3a. It has been shown for vacancy formation energy in metals that the vacancy
formation energy changes marginally for volume relaxation.[55] They found that when
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(a) The indium atom that will be removed is
colored in black.
(b) InT surface with an indium vacancy at
the center of the cell, at the interface.
Figure 2.3: The InT surface with and without the central indium atom. This is after the
ground state energy calculation of the complete system.
a vacancy is formed the electrons around it move into the vacancy, decreasing their
kinetic energy, but also decreasing the density of the system slightly. To counter act this
the system constricts further to compensate with a decrease in volume. This in turn
decreases the energy in a way that is not meaningful. When the system is re-minimized
after the vacancy is formed, only the ion positions and cell boundaries will be allowed
to change. We need to ensure consistency by disallowing volume changes from occurring
thus allowing accurate calculations for the vacancy formation energy. VASP[33] allows
restrictions on the type of changes that can be made to the system with a tag in the
input files as explained in appendix A.
2.2.1 Calculating the Partial Density of States
Now that we have two comparable systems, one with and one without a vacancy, there are
further steps taken to refine the results to get an accurate density of states (DOS). The
ground state energy from the output is already accurate by the nature of the relaxation
runs. The DOS requires certain parameters to be accurate. An intermittent step is
needed to get accurate charge densities prior to the DOS data. In this way, creating an
accurate DOS plot from VASP places the requirement that both a self-consistent run
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is performed to get an accurate charge density from the previously minimized system
by making no changes to it and increasing the sampling in k-space. Then a non-self-
consistent calculation, one where updating of the system is allowed, is performed using
those accurate charge densities to calculate the DOS.
A self-consistent run does not involve any changes to the minimized system but rather
are performed by adjusting how VASP will perform the computations. The parameters
that need to be changed are that ion updating is turned off completely, VASP is restricted
to a single ionic step, the energy smearing parameters are changed to be tighter, and the
forces and energy are converged to a tighter criteria. All of this is handled with input
tags in the INCAR file.[56]
To do this properly, previously completely minimized interfaces were run for a single
ionic step. Any more than one step is unnecessary. An ionic step is the large umbrella step
that electronic steps are contained within. An ionic step will move the ions around, adjust
cell volume, or adjust the lattice vectors while the electronic steps calculate the energy
in this new position. Since a self-consistent run requires that these cell parameters don’t
change we only need the one ionic step. From this calculation the CHG and CHGCAR
files are written. These are used for continuation runs so the charge density in the system
does not need to be recalculated at the start. These were previously not written to save
storage space, as they are very large files.
The second part, the non-self-consistent calculation, is continued with the just cal-
culated accurate charge densities and is where the DOSCAR is finally written. The
DOSCAR is by default only a total DOS where all states at a specific energy are calcu-
lated and summed together. Instead the total DOS is also broken into a partial density of
states (PDOS) where the DOS of each orbital for each ion in the system is also calculated.
These orbitals are s, py, pz, px, dxy, dyz, dz2−r2 , dxz, and dx2−y2 . In post processing all
the DOS data for a single species is summed together to plot the DOS for Mo, S, As and
In. These calculations are also spin polarized allowing for DOS of individual species to
be separated into spin-up and spin-down.
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2.3 Understanding DFT output from VASP
VASP produces several thousands of lines of data, and for this reason the entire file can
not be shown. A sample of the more important sections are included instead.
One of the two key outputs are the forces on the atoms in the system. From VASP
these are presented as shown in figure 2.4. The location and force on each atom is listed.
This data is taken from an arsenic bulk file so there are notably more atoms than the
aluminum bulk shown in figure 2.1b. Conceptually it is the same. We see that all the
forces between the atoms are zero. This is typical of a single species bulk file that has
periodic boundary conditions in all directions. If a vacuum layer is added in one direction
to simulate a surface, we may see forces between atoms being non-zero in the direction of
the vacuum layer. In other words, a vacuum layer in the z direction will result in forces
in the z direction on atoms, but not in the x or y directions. The forces across all the
atoms should be zero but due to numerical error this is typically not true.[57] This value
is called drift and subtracted from each force in the presented figure. The drift is then
reported in the TOTAL DRIFT row in figure 2.4. Drift can be impacted by parameters
in the input file that affect the accuracy of a calculation.
One of the most important quantities, and the other key output for this study, is
energy. The sample output shown in figure 2.5 is from the same arsenic system as the
force sample. There are a few different energies given in figure 2.5. TOTEN is the total
free energy of the system. Energy without entropy is the energy of the system with the
smearing parameter, sigma, set in the VASP input files. DFT deals with the density of
the functional at zero Kelvin. This means calculations are done at zero Kelvin making
the Fermi occupation probability a step function. To speed up calculations, and not
have to integrate near a step function, it is useful to smear that function out a little
bit by performing the calculation at a very small temperature. The amount of Gaussian
smearing is called sigma.[58] The third energy given is the energy extrapolated to zero
Kelvin, where sigma is equal to zero. The choice between using the TOTEN or sigma→ 0
energy is a small one and so long as it’s kept consistent through an entire project it will
not make a difference. Any offset will be equal through the entire project.
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Figure 2.4: Sample output from VASP showing the forces on each atom of a converged
arsenic bulk.
Figure 2.5: Sample output from VASP showing the total energy of the system from the
converged arsenic bulk
Chapter 3
Results
To develop a fundamental understanding of the stability of vacancies the, density of states
(DOS) plots are studied and the band gap present in the system is discussed. Furthering
this, only the states provided by the outermost electron orbital for each ionic species are
plotted and hybridization of these orbitals is discussed.
3.1 Stability of the System
Our results quantitatively agree with that of Ning et al.[10] They found that the arsenic
terminated (AsT) surface is less stable than the indium terminated (InT) surface. The
ground state energies calculated are expected to, and are found to be, different than
theirs due to simulation differences. Studies like this are self consistent and relative to
themselves. Which means to say that the exact energies calculated are expected to be
different however we should agree that the ground state energy of the AsT surface is
greater than that of the InT surface.
In order to make a reasonable comparison, the ground state energies of the AsT and
InT systems are needed. DFT calculations that allowed the entire system to minimize it’s
energy were run for both interfaces. This included allowing atomic positions, the lattice
vectors that span the cell, and the total volume of the cell to change. This guaranteed to
get the lowest energy state the DFT calculation can find for the system. These results
are shown in table 3.1. It is clear that the ground state energy for the InT is roughly
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System Ground State Energy (eV)
AsT Surface -822.861
InT Surface -828.435
Table 3.1: Ground state energies for the two surfaces
5.6eV less than that of the AsT interface.
Our initial results confirmed what we had expected from the Ning et al study[10]; The
As-terminated surface was more stable than the In-terminated surface. This informed us
that our model system was behaving properly and we were able to move onto vacancy
formation energy calculations. These calculations are not performed in the literature,
giving us an opportunity to understand defect stability, and provide impactful results.
Looking at figure 3.1, we can understand why that is. Recall that we started with
a complete flat surface layer in the model. Once the surfaces have been minimized, we
see significant reconstruction in the InT surface (figure 3.1b) and barely any in the AsT
surface (figure 3.1a).
An ionic bond is formed between a metal and nonmetal. Both of the two materials
(InAs and MoS2) are ionically bonded where the As and S act as the nonmetals and In
and Mo are the metals. This means that the Mo atoms will have a net positive charge of
roughly +2 while S atoms will have a -1 charge. The In atoms will have a net positive
charge that is greater than the Mo atoms at +3 while the As atoms have a net negative
charge of -3. Since the positively charged In is attracted to the negatively charged S at
the interface it is able to find a lower energy state than the AsT interface. As being
repelled by the MoS2 film leads to higher ground state energy.
Fully minimized systems were used for defect formation energy calculations. From
this point forward the volume will not be allowed to change when minimizing the system.
The shape and ion positions can still move. This will allow for meaningful comparisons
to be made. This is because by forming a vacancy at the interface, there is less matter
contained within the boundaries. In this situation, DFT simulation has a tendency to
constrict cell volume further and find a lower energy state in a way that is nonphysical.
This would be akin to a false positive and we do not want this to happen.
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(a) AsT surface after minimization (b) InT surface after minimization
Figure 3.1: Surface reconstruction after minimization to the ground state. As before, I
am only showing the interface. There is still a vacuum layer above the MoS2 and more
InAs bulk below what is shown.
3.2 Reference Energies
Reference energy calculations were performed as outlined in section 2.1. The results are
tabulated in table 3.2. By taking a bulk unit cell for a single species and fully relaxing
it we get the ground state energy for a group of same species atoms. By dividing this
ground state energy by the number of atoms in the unit cell we get the chemical potential
energy of a single atom. The values in the chemical potential column are used for all the
formation energy calculations that follow.
Bulk Atom Ground State Energy Atoms In Unit Cell Chemical Potential
Arsenic -105.068 24 -4.378
Indium -55.175 16 -3.448
Sulfur -20.677 8 -2.585
Table 3.2: Reference energies for atomic species that will be used for vacancy formation
energy.
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(a) Before (b) After
Figure 3.2: A top down view of the InT surface with extraneous atoms removed for clarity.
The before and after are the system as it was built and then after it was minimized. Some
atoms moved to the top of the cell. This is just a quirk of how I am viewing them. The
actual number of atoms has not changed here.
3.3 Defect Formation Energy
The first removed ion is the central one at the interface in the InAs. If we look at the InT
system from the top before and after relaxation, we can see why we chose this location.
The central In atom has aligned itself to be equidistant from the S atoms above it while
also increasing the distance between itself and those same S atoms. This is shown in
figure 3.2.
In order to keep consistency in the AsT interface, a vacancy was also formed at the
same relative location. Remember that the difference between the AsT and InT interfaces
is that the positions of the In and As are swapped. Overall, the total number of atoms are
the same in both cases. An In atom at the surface of the InT has a unique coordinate. At
the same relative position in the AsT interface, there will be an As atom. The absolute
positions vary though due to surface reconstructions so strictly relative positions are used.
Any vacancy formed in the InT interface is mirrored in the AsT interface with an As ion.
Other vacancy locations are chosen for similar reasons as the central atom or to
complete the data set with a varied category of defect location. An important objective
in this study is to have a general idea of the effect of vacancies on the system, and study
if there are preferred locations. In order to achieve this, the central atom, an edge atom,
and a corner atom are chosen. By doing this, the 3 unique positions in a 3x3 grid are
covered. Each of these atoms will have different bonding across the interface and will
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(a) The vacancy locations for indium (and ar-
senic) at the interface and in the bulk
1
2
3
4
(b) The locations of the sulfur vacancies in
the MoS2 film
Figure 3.3: Location of vacancies in the interface. Bulk vacancies are taken from the
fourth layer in the InAs while surface vacancies are at the surface. All Sulfur vacancies
are taken from the sulfur layer closest to the interface.
give a broad overview of how the system is responding to vacancy defects. Graphically
these locations are shown in figure 3.3.
The location of the sulfur vacancies are also shown in figure 3.3. These four locations
are similar to the InAs locations. There is one corner, one edge, and two centers. Since
MoS2 has 4 repetitive units along each direction, there are 4 ions that share the middle
region. Two vacancy locations are chosen that lie in a different row and column from
each other to cover a wide range of sites.
An example of where a vacancy is formed was shown previously in figure 2.3 for the
central atom in the InT surface. For subsequent vacancies, we return to the relaxed
system without a vacancy and removing a different atom. There is never more than one
vacancy in a system. This was completed for all 3 different surface locations in the InAs,
3 bulk positions in the InAs, and 4 Sulfur atoms in the film at the interface. There are
a total of 20 systems now with a vacancy that are fully minimized.
To better describe the vacancy locations, a naming scheme is utilized. Using the
central In as an example, it’s unique name would be V acInTI,In,2 where the subscript tells
us the layer, species and numbered location. The layer is either I, which stands for
Interface, and means the vacancy is at the interfacial layer of the InAS and MoS2.
Notation B would tell us the vacancy is in the Bulk of InAs. In or As vacancies use the
numbering scheme in figure 3.3a while S vacancies use the figure 3.3b for their location.
The superscript, when necessary, tells us whether the vacancy is in the InT or AsT
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(a) Side view before minimization (b) Side view after minimization
Figure 3.4: The InT surface before and after finding the new ground state once the
vacancy was added to the system.
interface.
Using V acInTI,In,2 (figure 2.3b) as an example again, once that system is relaxed further,
the resulting structure is shown in figure 3.4. After the minimization there is an obvious
flattening effect of the interface atoms. Comparing figure 3.4a with figure 3.4b, this is
immediately apparent. The flattening is predicted to be due to the size of the indium
atom. It has the largest atomic radius of any of the species present in the model. Once
an In atom is removed there is a lot of room for the remaining indium atoms to move
around and form uniform bonds with the MoS2 film.
Using the reference energies from earlier the energy of vacancy formation was com-
puted using equation 1.28. These results are shown in table 3.3. It can be seen that
the vacancy formation energies in the InT interface are always negative. The system,
despite being at it’s ground state, can still spontaneously create vacancies. No energy
would need to be added to the system in order for these to form. The vacancies at the
interface also form more readily than those in the bulk, which suggests that the interface
offers locations for facile formation of defects. The atoms at the interface have far more
strain in them and the system can be more relaxed without them. In the AsT interface
however we see that none of the formation energies are negative. All of them would need
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AsT Vacancy Ground State Energy (eV) Formation Energy (eV)
None -822.861
V acI,As,1 -818.463 0.021
V acI,As,2 -818.470 0.014
V acI,As,3 -818.408 0.076
V acB,As,1 -816.488 1.996
V acB,As,2 -816.523 1.960
V acB,As,3 -816.564 1.919
InT Vacancy Ground State Energy (eV) Formation Energy (eV)
None -828.435
V acI,In,1 -826.118 -1.131
V acI,In,2 -826.084 -1.097
V acI,In,3 -826.105 -1.118
V acB,In,1 -825.380 -0.393
V acB,In,2 -825.364 -0.377
V acB,In,3 -825.410 -0.423
Table 3.3: Defect formation energy for the InAs vacancy locations in this study. The bulk
vacancies were formed in the fourth layer of bulk, where the first layer is the interface.
The ground state energy for the system without a vacancy is included for reference.
energy added to the system in order to form. The interface atoms are very close to 0
eV. Bulk on the other hand would require quite a bit of energy to form. These results
indicate that interface vacancies would occur before a bulk vacancy is formed. In the
InT interface, forming bulk indium vacancies is less exothermic than the surface. This
means while still possible spontaneously, the interface vacancies will definitely form first.
In both heterostructures interface vacancies will form before bulk vacancies.
Vacancy formation in the MoS2 film is highly endothermic as can be seen from the
vacancy formation energies in table 3.4. The systems underwent heavy reconstruction as
shown in figure 3.5. Both V acInTI,S,3 and V ac
InT
I,S,4 were at a position in relation to the In
atoms which allowed those In atoms to move up into the MoS2 film. The InAs surface
also flattens out further. This behavior is not seen in the AsT system.
This again goes back to the charge of the ions. In is attracted to the S while arsenic is
not which allows the In to get much closer to the MoS2 than As could. Vacancies where
the indium move up into the film also have the lower formation energy of 2 eV as seen
in table 3.4. Even at 2 eV, these vacancies are very unlikely to form when the Indium
vacancies at the InAs interface are so much more likely. The more typical formation
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AsT Sulfur Vacancy Ground State Energy (eV) Formation Energy (eV)
None -822.861
V acS,1 -816.075 4.202
V acS,2 -815.810 4.466
V acS,3 -816.084 4.193
V acS,4 -816.153 4.124
InT Sulfur Vacancy Ground State Energy (eV) Formation Energy (eV)
None -828.435
V acS,1 -821.848 4.002
V acS,2 -821.847 4.004
V acS,3 -823.656 2.195
V acS,4 -823.706 2.145
Table 3.4: Vacancy defect formation energy for sulfur ions in both the InT and AsT
systems. The ground state energy for the system without a vacancy is included for
reference.
(a) The arsenic atom in the left column of
surface atoms has also moved towards the va-
cancy slightly.
(b) Heavy reconstruction can be seen where
the Indium atom moved up into the MoS2
film.
Figure 3.5: Two examples of sulfur vacancies after minimization.
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energy found however is 4 eV, which is a very large amount of energy when compared to
the other positive formation energies seen in table 3.3.
3.4 Density of States
We use DOS plots to inform us about the bad gap in a material by identifying the
electronic states near the Fermi level. By comparing DOS plots before and after a change
to the system, paying close attention to the states near the Fermi level, we can see
how electron states have changed and more importantly if the band gap is increasing or
decreasing.
The plots shown here are called PDOS plots or Partial Density of States plots. They
have this name because rather than just contain the total density of states at each energy
division, the states are also broken down by the atomic species contributing at the specific
energy. Further, since this research has been performed using spin polarized calculations,
results were separated for up and down spin. Negative DOS is representative of spin
down states while the converse is true for spin up.
The following plots are focused on the Fermi level, and by relation, the band gap
region. This is done because the full plot doesn’t contain any additional useful information
for this study and would only serve to reduce readability and clarity. If one would like to
see the full PDOS plots they are contained in appendix D.
All PDOS plots shown have been adjusted so the Fermi level for that interface is at
the 0 eV mark with a black vertical line added for visibility. This is beneficial because
the location of the Fermi level tells us a lot about the semiconducting properties of a
material. Semiconductors can be classified in three ways: intrinsic, n-type or p-type.
An intrinsic semiconductor has the Fermi level directly in the middle of the band gap.
However, in a p or n type semiconductor, the Fermi level is shifted either towards the
valence band (lower energy) or conduction band (higher energy) respectively.
The band gap values are calculated by finding the largest energy region in the DOS
data where the density is less than 1. The reported values are the minimum that comes
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out of the data. The energy is broken into discreet levels as set with input parameters.
The resolution on the band gap is effected by this choice. We take the region between
the highest and lowest energies that border the band gap region. This is illustrated in
figure 3.6.
The vacancies are categorized into 3 types that will all be discussed. An interface
vacancy of the termination species, bulk vacancies in InAs that are of the termination
species, and sulfur vacancies at the interface. The plots shown are also the most stable
structures, for each interface, for each vacancy type. Figure 3.7 contains the DOS plot
for the ideal interface and the interface vacancy. The bulk and sulfur vacancy for the
AsT interface is shown in figure 3.8. Figure 3.9 and 3.10 are the mirror of this for the
InT interface, in that order.
I sought to compare the DOS before and after vacancy formation. Changes that could
potentially occur are that the band gap increases, decreases or disappears completely. We
see all of these. The sulfur vacancies resulted in very dynamic changes to the density of
states as discussed later. These DOS plots are characterized by having non-symmetric
spin-up and spin-down states. This correlates with the heavy reconstruction we see in
the sulfur vacancy structures in figure 3.5. However, not all of the DOS plots for sulfur
vacancies show the uneven distribution of spins, making them generally hard to predict.
3.4.1 AsT Interface Vacancies
The DOS for the defect free AsT interface is shown in figure 3.7a. The AsT interface is
acting like a p-type semiconductor with the Fermi level in the valence band. This means
that the charge carriers in the AsT surface are predominantly positive charge carrying
holes. This, and all the results of band gap calculations, are summarized in table 3.5.
The interface vacancies increase the band gap significantly. In each of the three test
cases, the band gap increased nearly uniformly from 0.305eV to roughly 0.542eV. This
new band gap is close to the theoretical band gap for Ge (0.74eV) or GaSb (0.81eV)[59]
at 0 K but still remains narrower. The consistency of this band gap increase is promising
for manufacturing of this semiconductor. Regardless of the location of vacancy formation
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Figure 3.6: A sample of the DOS data for the ideal InT interface. The band gap is
highlighted in grey. outside of the highlighted region the density is greater than 1, but in
the highlighted area it is less than 1. The band gap in this case would be 1.429−0.921 =
0.508 eV.
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AsT Vacancy Formation Energy (eV) Band Gap (eV)
None 0.305
V acI,As,1 0.021 0.607
V acI,As,2 0.014 0.586
V acI,As,3 0.076 0.672
V acB,As,1 1.996 0.066
V acB,As,2 1.960 0.085
V acB,As,3 1.919 0.066
V acS,1 4.202 0.153
V acS,2 4.466 0.239
V acS,3 4.193 0.131
V acS,4 4.124 0.131
Table 3.5: Summary of the vacancy formation energy and the band gap associated with
that particular system. The system without a vacancy is included for reference.
we can expect a near uniform response in the material.
In the bulk vacancies, we see that the interface has lost much of it’s semiconducting
nature. The visible band gap we saw in the defect free and surface vacancy interface is
now gone. This is shown in figure 3.8a. These vacancies are unlikely to form as can be
seen when looking at their energy of formation in table 3.5. This significant change to the
band gap may contribute to the formation energy being so much higher than the surface
vacancies. In the event that they were to form however, we would be dealing with an
interface that is closer to a semi-metal rather than a semi-conductor.
The spin states are still nearly symmetric for V acAsTS,1 and V ac
AsT
S,2 . The asymmetry of
the spin states is seen in figure 3.8b, which is the plot for V acAsTS,4 , where the states for all
the species favors spin-up around 2.25 eV. When S vacancies are present, the spin states
are likely to become polarized in favor of a singular spin state. This is a desirable result
for some applications and has been previously achieved with Fe doping of MoS2.[60] The
response in the band gap is also nonuniform which makes the system less predictable.
There is significant decrease in the band gap for all vacancies in the AsT system. This
corresponds to a large formation energy for those vacancies. The band gap decrease is
nonuniform similar to the bulk vacancies but dissimilar to the uniform increase seen in
the AsT interface vacancies. In general, the band gaps resulting from sulfur vacancies
have decreased from the band gap in the ideal interface but not as much as they did in
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InT Sulfur Vacancy Formation Energy (eV) Band Gap (eV)
None 0.508
V acI,In,1 -1.131 0.298
V acI,In,2 -1.097 0.404
V acI,In,3 -1.118 0.425
V acB,In,1 -0.393 0.194
V acB,In,2 -0.377 0.195
V acB,In,3 -0.423 0.194
V acS,1 4.002 0.505
V acS,2 4.004 0.505
V acS,3 2.195 0.169
V acS,4 2.145 0.253
Table 3.6: Summary of the S vacancy formation energy and the band gap associated with
that particular system. The system without a vacancy is included for reference.
the case of the bulk As vacancies.
From the summary in table 3.5, we see that the vacancies with higher formation
energies cause a decrease in the band gap, while those with lower formation energies
have the opposite effect. This suggests that a larger band gap is favorable for the AsT
interface. The increases and decreases are sporadic which we would expect to lead to a
volatile interface with a difficult to predict band gap.
3.4.2 InT Interface Vacancies
The ideal InT interface, figure 3.9a, is acting like an n-type semiconductor with the Fermi
level in the conduction band. The band gap is quite large, and due to acting as an n-type
semiconductor, electrons would be the majority charge carrier. The InT interface, unlike
the AsT interface, has a lot of very low density energy levels in the apparent band gap.
The density is less than 1 in the region though, and as discussed earlier, we round these
down to 0 and include it in the band gap. This is consistent across all vacancies in the
InT interface. There are considerably more low density energy levels than in AsT. The
band gap results are summarized with the vacancy formation energies in table 3.6.
For the case of interface vacancies at the InT interface, given in figure 3.9b, we have
a band gap decrease from 0.508 eV to 0.404 eV. There is little change in the shape of the
DOS plots for the InT interface vacancies. This aligns with the highly spontaneous nature
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(a) AsT interface with no vacancies, band gap of 0.305 eV
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(b) AsT interface with a termination vacancy, bad gap of 0.586 eV
Figure 3.7: The ideal AsT interface (top) and the interface with the termination vacancy
(bottom)
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(a) AsT interface with bulk vacancy, band gap of 0.066 eV
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(b) AsT interface with sulfur vacancy, band gap of 0.131 eV
Figure 3.8: The AsT interface with a bulk vacancy (top) and the interface with the sulfur
vacancy (bottom)
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of these vacancies. Since there is so little change in the DOS structure, which translates
to the electron orbitals changing very little, the vacancies can form spontaneously.
Bulk vacancies made a large difference in the band gap. The InT interface is no
longer acting as an n-type semiconductor, but rather a p-type. The fermi level has
moved to the valence band. Bulk vacancies for the InT interface is the only time this
is seen throughout the study. The band gap itself has decreased consistently from 0.508
to 0.194 eV. There are major differences in the distribution of the states as well, which
we can see by comparing 3.9a to 3.10a. This is evident from the formation energy of the
bulk vacancies in the summary table that they are less likely to form than the interface
vacancies. The large shifting of the DOS may be a contributing factor to the increased
difficulty of forming these vacancies.
Similar to the AsT interface, asymmetries in the spin of the states are seen for sulfur
vacancies. The sulfur vacancies that caused the asymmetry are not the most stable sulfur
vacancies though, unlike the AsT interface. These would be V acInTS,1 and V ac
InT
S,2 . The
larger formation energy, seen in table 3.6, correlates to an asymmetric spin distribution
and close to no change in the band gap over the system without a vacancy. V acInTS,3 and
V acInTS,4 (figure 3.10b) lead to a large reduction in the band gap but are significantly easier
to form than the other two sulfur vacancies. This suggests that a smaller band gap is
energetically favorable in the InT interface.
In the InT interface, the change in the band gap is more consistent across a vacancy
category, especially the bulk vacancies. Vacancies in the InT interface in general lead to
a decrease in the band gap. A major hurdle with the InT interface is the change from
n-type to p-type semiconducting. This could cause issues when trying to implement
this termination as a device, especially when the vacancies causing this change can form
spontaneously.
CHAPTER 3. RESULTS 48
3 2 1 0 1
Energy (eV)
150
100
50
0
50
100
150
D
e
n
si
ty
Ideal InT
Mo
S
In
As
Total DOS
(a) InT interface with no vacancies, band gap of 0.508 eV
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(b) AsT interface with a termination vacancy, bad gap of 0.298 eV
Figure 3.9: The ideal InT interface (top) and the interface with the termination vacancy
(bottom)
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(a) InT interface with bulk vacancy, band gap of 0.194 eV
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(b) InT interface with sulfur vacancy, band gap of 0.253 eV
Figure 3.10: The InT interface with a bulk vacancy (top) and the interface with the sulfur
vacancy (bottom)
CHAPTER 3. RESULTS 50
3.5 Hybridization of Orbitals
In order to fundamentally understand the heterostructure and the interface bonding, DOS
plots were studied in detail to investigate the possibility of local hybridization between
valence electron orbitals. This is expected to shed light on the nature of valence electron
orbitals that contribute to the states at and near the band gap. In the InAs/MoS2
heterostructure, the valence orbitals are the highest energy orbitals for various species,
which are filled with Asp , Inp , Sp , and Mod electrons. The DOS plots for these four
orbitals are the same example systems shown in the previous DOS section (figures 3.7,
3.8, 3.9, 3.10): the DOS plots for the most stable vacancy types for each termination
type.
Orbital hybridization occurs due to mixing of electron orbitals, leading the system
to a lower energy state. This is one potential way a system could minimize the total
energy. For the heterostructure in consideration, this behavior is expected since two
different materials are joined to form a hybrid structure. Hybridization in these plots
could be understood in terms of alignment of orbital peaks and the overall behavior of
orbitals. Instances where the individual orbital peaks align in the vicinity of the Fermi
level, the intensity of DOS is expected to increase. In general, orbital hybridization can
offer insights into the interaction between dissimilar materials. Below we summarize this
qualitatively and identify characteristic features in both InT and AsT interfaces with and
without vacancies.
For the ideal systems (without vacancies), conduction band is predominantly com-
prised of Mod orbitals. To a lesser degree, Sp electrons also contribute to the conduction
band leading to hybridization between Mod and Sp orbitals. Inp and Asp orbitals mainly
contribute to the valence band. In general, the MoS2 thin film contributes essentially to
the higher energy conduction band, whereas the valence band is majorly comprised of
InAs. However, hybridization is observed between Mod , Sp , Inp , and Asp orbitals near
the Fermi level due to interfacial interaction between the two materials.
In heterostructures with vacancies, the DOS features are somewhat altered, which is
plausible as vacancies induce modification in interface bonding. In the interface vacancy
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for InT, figure 3.13b, the Fermi level is between two high concentrations of Mod electrons
that are on either side of the band gap. The valence side of the band gap is typically
Asp electrons, making the InT interface bulk vacancies an outlier in the data. Recall
that this is also the vacancy type that caused the switch to p-type semiconducting from
n-type. For V acAsTI,As,2, hybridization between the p-orbitals of S, In, and As is observed.
As opposed to this, for the V acInTI,In,1, hybridization between high energy orbitals of all the
species is witnessed. As obvious from Figures 3.12b and 3.14b for S vacancy at the AsT
and the InT interface respectively, hybridization occurs between Mod , Sp , Inp , and Asp
orbitals near the Fermi level, further explaining the interaction between different species
near the interface. However, it is important to note that in this case, the relative position
of the Fermi level is shifted when comparing S vacancies at the AsT and InT interfaces.
Overall, DOS plots having breakdown of individual contributions from orbitals of various
species have provided valuable information regarding the orbital hybridization in these
materials.
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(a) Hybridization plot of the AsT interface with no vacancies
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(b) Hybridization plot of the AsT interface with a surface vacancy
Figure 3.11: Hybridization plots for the AsT interface without a vacancy (top) and with
a surface vacancy (bottom)
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(a) Hybridization plot of the AsT interface with a bulk vacancy
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(b) Hybridization plot of the AsT interface with a sulfur vacancy
Figure 3.12: Hybridization plots for the AsT interface with a bulk vacancy (top) and a
sulfur vacancy (bottom)
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(a) Hybridization plot of the InT interface with no vacancies
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(b) Hybridization plot of the InT interface with a surface vacancy
Figure 3.13: Hybridization plots for the InT interface without a vacancy (top) and with
a surface vacancy (bottom)
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(a) Hybridization plot of the InT interface with a bulk vacancy
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(b) Hybridization plot of the InT interface with a sulfur vacancy
Figure 3.14: Hybridization plots for the InT interface with a bulk vacancy (top) and a
sulfur vacancy (bottom)
Chapter 4
Conclusions
We have shown that the InT interface is more stable with a ground state energy 6 eV
below that of the AsT interface. Vacancy formation energies at the interface positive for
the AsT interface and would require a small amount of energy added to the system in
order for them to form. In contrast, in the InT interface, the interface vacancies exhibit a
tendency to form spontaneously. This may make the InT interface more difficult to predict
than the AsT interface in a manufacturing environment. Our results also shown that the
InT interface with MoS2 will most likely have vacancies, due to their thermodynamic
stability at the interface.
Vacancies at the interface in InAs are always energetically favorable when compared
to the other vacancy types. The bulk vacancies in AsT would take a large amount of
energy to form. The bulk vacancies in InT can still spontaneously form but a less likely
to do so than vacancies at the interface. S vacancies are consistently the most difficult
to form in both terminations. The S vacancies also lead to heavy reconstruction of the
interfacial atoms. These results indicate that S vacancies are not probable to form at the
interface, especially before the presence of other vacancies.
The two terminations of the InAs(111)/MoS2 interface naturally result in either a
p-type or n-type semiconductor: p-type in the case of AsT and n-type for InT. This is
consistent with all vacancies except in the case of V acInTB,In,3 where the semiconducting
nature changed. A band gap increase can be obtained in AsT with a surface vacancy
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while a surface vacancy decreases the band gap in InT. Bulk vacancies decrease the band
gap in both cases. Sulfur vacancies in general decrease the band gap by a wide range of
amounts. In some instances of S vacancies, spin polarization effects are seen. There is
also an increase in the hybridization of orbitals in these systems.
These findings can help inform experimental researchers and manufactures working
with this material internationally. Our results offer fundamental insight into the stability
of the two interfaces and the likelihood of different vacancies to form in them. We have
also shown the trends in band gap measurements caused by the different vacancy locations
as well as further understanding of why these vacancy systems are more stable than the
ideal systems.
Appendix A
VASP Files
VASP has many files as input and output. Here I have listed out the different files and
what they are used for.[38]
A.1 Input Files
These are the files that vasp will use as input for a single run. Listed here are the required
files for every run.
INCAR
This contains all of the control tags for VASP. These tags are listed out in more detail in
Appendix B.
POSCAR
This files contains the initial location of the atoms. This can be either in fractional
coordinates or Cartesian. Coordinates are grouped by species.
POTCAR
This file contains the pseudopotentials for each species in a system. The pseudopotentials
are provided with the VASP install and only need to be compiled in the POTCAR file
in the same order the species appear in the POSCAR file.
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KPOINTS
This tells vasp what the distribution of KPOINTS will be for the k-point grid. For our
system we used a 2d grid 5x5x1. Our system does not have symmetry in the z direction
and therefore we do not place k-points in that direction.
A.2 Output Files
These are the VASP output files that I used in this project. There are others but these
are the ones that impacted this work.
OUTCAR
The main output file. This contains the energy of the system, forces on each ion, and
total cell volume to name a few.
CONTCAR
This file has the new ion locations after a VASP job. This can either be viewed as is to
see the effects of a minimization on a system or be used as the POSCAR in a continuation
run. WAVECAR and CHGCAR will not synchronize properly with the initial POSCAR.
DOSCAR
This contains the density of states for the system. Depending on the tags used in the
INCAR file this can be either just the total DOS of the system or include a lm-decomposed
DOS allowing one to plot the DOS for each species in a system.
WAVECAR
This contains all the wave functions from the final iteration in a VASP run. This file
allows for a run to be restarted and continued from the point it last left off. When
continuing a run this speeds up the initialization process immensely however is a very
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large file and therefore not always the best choice to create. INCAR tags allow this to
be created or not.
CHGCAR
This contains the charges on all the ions in a system. This is also a continuation file
and allows vasp to load in charge densities when continuing a job rather than the default
behavior of using a super position of charge densities.
A.3 Auxiliary Files
These are accessory files that were used for running VASP but are not associated with
the VASP program itself.
Run File (vasp.sb)
This contains the job script for running VASP on Comet. I have it named vasp.sb (sb
standing for slurm-batch). It is a batch file that creates a working directory, copies
the input files into that directory, runs VASP, copies the output files from the working
directory to an output location, and then deletes the working directory.
VASP Log (vasp.log)
This is where VASP job information is saved to. Error codes will be saved here as well
as run times.
Appendix B
VASP Control Tags
This is the list of program tags specified in our VASP calculations.[38] There are many
more than what is listed here, and more options within the tags listed. What is discussed
here are the ones used specifically in this research.
B.1 Initialization Tags
These tags determine how to begin a calculation. These are needed when a calculation
finished all the steps it was told to perform but the system is not fully converged. Other
uses include creating a density of states plot. DOS plots need to be made from a DOSCAR
file produced from the CHGCAR is a self consistent VASP run.
ISTART
= 0
Run from scratch
= 1
Continue from a WAVECAR file
ICHARG
= 0
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Initial charge densities are calculated from WAVECAR in a continuation run
= 2
Initial charge density are a super position of atomic charge densities
= 11
Continue from a CHGCAR file
B.2 Algorithm Tags
These tags determine what processes will be used to optimize the orbitals and in turn
minimize the energy of the system.
IALGO
The algorithm used to optimize the orbitals.
= 38
Blocked-Davidson or Kosugi algorithm.
IBRION
= 1
RMM-DIIS which is a quasi-Newton algorithm. The forces and stress tensor are
used to determine the search directions for finding the equilibrium positions, ignor-
ing the total energy.
= 2
A conjugate gradient algorithm is used to relax the ions.
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GGA
= PE
This is the type of generalized-gradient-approximation that will be used. We use
the Perdew-Burke-Ernzerhof approximation, which is abbreviated ”PE” in VASP.
B.3 Tuning Tags
These tags decide the internal settings of the algorithms used.
ISPIN
= 2
Determines if spin will be taken into account. 2 means that spin will be used in the
calculation.
IVDW
= 10
Determines if van der Waals corrections are going to be calculated and how. 10 is
the DFT-D2 method of Grimme.
ISIF
This determines the degrees of freedom in the minimization.
= 2
Allows for only ion positions to relax
= 3
Allows for positions, cell shape, and cell volume to change.
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PREC
= Normal
This defines the precision mode. We use Normal precision as it is the recommended
and default.
POTIM
= 0.4
This is the scaling constant for the step widths in the minimization algorithm.
ENCUT
= Maximum cut-off energy from pseudo-potentials
This is the cutoff energy for the plane waves that are used in the DFT calculations.
By default it is the maximum recommended energy from the pseudo potentials
provided in the VASP code.
ISMEAR
= 0
Gaussian smearing. This determines the partial occupancies for each orbital.
SIGMA
= 0.1
The width of the smearing defined by ISMEAR. This is in eV.
B.4 User Tags
These tags are to be used by the researcher to tell VASP what is wanted overall. Whether
it be how long to run for or what types of files to output.
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LWAVE
This determines if a WAVECAR file will be saved. The WAVECAR file is very large and
is not needed if there are no plans to continue a run from an endpoint
= .TRUE.
WAVECAR will be saved to a file at the completion of a run.
LORBIT
= 11
Produces a lm-decomposed DOSCAR file
NSW
= User specified
This is how many iterations VASP will run through before stopping a run. If the
calculation fully converges before this criteria is met, VASP will stop running.
B.5 System Tags
These tags affect how VASP will be parallelized in the supercomputer cluster. These
were determined from bench marking tests I performed as preliminary steps.
KPAR
= 16
How many groups of cores the k-points are distributed over. Through bench mark-
ing, KPAR= Nodes/2 showed a good balance between speed and used hours.
NCORE
= 24
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This is recommended to be set to the number of cores in a single computer node.
For Comet this is 24. The bench marking tests showed this is the best performing
option bar none.
NPAR
= Default
Determines the number of bands that are treated in parallel. Optimal setting for
this is heavily reliant on the system and we allowed VASP to determine this tag
after benchmarking described in section C.2.
Appendix C
Benchmarking
Benchmarking is the process of systematically characterizing the performance of a par-
ticular program on a specified machine. There are a few reasons benchmarking is impor-
tant. Mainly to understand how the input tags listed in B.5 change VASP’s performance
allowing us to better manipulate the program for specialized runs. Having a strong un-
derstanding of VASP’s performance also allows for more accurate research proposals to
be written since there is data to back up the computational time request.
Benchmarking performance also allows us to predict if we can even complete a run
without needing a break. Comet only allows for 48 hours per request. If we know a
specific run will take longer than 48 we can have the program stop running after 40 hours
that way all the appropriate files will save and we can continue for another 40 hours after
that. If we do not need to run for the full 48 hours, having an accurate performance
benchmark will allow us to request roughly the time a run will need to complete, say 6
hours, freeing up the other 42 hours that would have been blocked off for other researchers
to use the shared resources.
In order to run VASP efficiently for this research I needed to benchmark performance
on SDSC Comet. This was done in a few ways that I will outline here. Once benchmarking
was completed it allowed for the research to be conducted in a timely fashion while also
using resources appropriately. We do not have unlimited time on SDSC Comet of course.
In order to do this I made a 2x2x2 InAs unit cell in Vesta and then performed a
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Nodes Total CPU Time Scaling Factor Total Usage (s)
1 495.538 1.000 11892.912
2 303.647 1.632 14575.056
4 175.048 2.831 16804.608
8 150.863 3.285 29569.148
16 192.057 2.580 73738.368
Table C.1: Results of benchmarking nodes vs. CPU usage. It can be seen that the
Total Usage rapidly increases once nodes are increased to 8. Here, the scaling factor is a
measure of how much faster the run completed when compared to a single node used.
total minimization, limited to two ionic steps to ensure consistency across all runs, and
recorded the time it took. These raw CPU Time was taken from the VASP log file. It
is important to note is that the 2x2x2 cell has 64 atoms 256 valence electrons. After a
benchmarking run I reset the unit cell to it’s unmodified state and then minimized it
again with a singular change to the INCAR tags. In order to use a default value the tag
is not included in the INCAR file, forcing VASP to use whatever default the algorithm
decides to use. These default values are set using very specific parameters based on the
system and can therefore be expected to remain consistent for a particular system.
C.1 Nodes and Cores
The first thing I tested was the optimal number of nodes to run the simulation on. Comet
has 24 cores per node. The results are shown in table C.1. Comet calculates the used
time as the product of CPU time and the number of cores used.[61]
The program ran in the least amount of time using 8 nodes but the total usage time
rose quite a bit. 8 nodes gives us 192 cores which is closest of all the runs to the number
of valence electrons in the system. We decided that it wasn’t worth the extra usage of 8
nodes and we planned to settle for 4 nodes as a balance between run time and used time.
Obviously the entire system we planned to work with is more than 64 atoms so what we
really take away here is that we should use a number of nodes that gives us roughly 2
valence electrons per core.
It may seem strange that the CPU time increased for 16 nodes. The reason is quite
simple. 16 nodes runs slower than 8 nodes because the communication time between
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NCORE/ NPAR Total CPU Time Scaling Factor Total Usage (s)
1/ 4 181.489 1.000 17422.944
1/ 8 202.299 0.897 19450.704
1/ 12 209.541 0.867 20115.936
12/ 4 177.490 1.023 17039.04
24/ 4 177.665 1.022 17055.84
24/ 8 198.765 0.913 19081.44
24/ Default 174.725 1.039 16773.66
96/ 1 853.672 0.213 84952.512
Table C.2: Scaling factor is a measure of performance compared to a reference. A higher
number is better. Using NCORE = 24 and allowing VASP to set the value for NPAR
gave the best results. This is inline with the suggested values from the VASP manual.
cores, when there are 384 of them, becomes quite a bottleneck. One that would get worse
is we went to 32 nodes.
C.2 NCORE and NPAR
Secondly we looked at a tag that would allow modification of VASP’s optimization in
parallel. These are NCORE and NPAR. The VASP manual has suggested values for
these two tags, being
• NCORE = Number of cores per node = 24 for Comet
• NPAR = √number of cores = 9.87 for a 4 node run
but we wanted to make sure those were the best options for Comet. We used 4 nodes
for the benchmarking of these tags as it previously showed the most promise. Results are
seen in table C.2. From this table we can see that the suggested value from the VASP
manual works the best for Comet.
Values for NPAR were chosen by rounding up and down from the value of 9.87 to 8
and 12. NCORE was set to 1 as a start, then half the number of cores per node (12),
then the number of cores per node (24), then the number of cores total in a 4 node run
(96). Enough variations were performed to convince us that the suggested values were
enough for what the project required.
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KPAR/ Nodes Total CPU Time Scaling Factor Total Usage (s)
1/ 4 175.083 1.000 16808.256
2/ 4 160.946 1.088 15450.816
4/ 4 153.116 1.143 14699.136
8/ 4 181.859 0.963 17458.464
1/ 8 149.853 1.168 28771.776
2/ 8 138.020 1.269 26499.84
4/ 8 96.720 1.810 18570.24
8/ 8 102.155 1.714 19613.76
16/ 8 124.984 1.401 23996.928
Table C.3: A larger scaling factor is a measure of greater performance over the reference
row. The best result here is using 8 nodes and setting KPAR to 4.
C.3 KPAR
The KPAR tag, as described in B.5, allows for control over VASP’s parallelization of
KPOINTS across nodes. By using this tag VASP will divide NBANDS and KPOINT
calculations rather than only dividing up band calculations and performing one large
KPOINT group calculation on a single node. It was expected that this will allow for
more nodes to be used efficiently. The VASP manual states that proper use of NCORE
and KPAR will give the best results.
We begin KPAR testing by using 4 nodes then test the hypothesis that KPAR will
allow for additional nodes to be used without a major drawback in total usage. The
results are shown in table C.3.
As expected KPAR gave faster run times up until KPAR was larger than the number
of nodes, then performance decreased. This is because it makes little sense to have more
parallel groups of KPOINTS than nodes to run them on. When moving up to 8 nodes we
see the having KPAR as 4 gives the best results of the entire table. As usual, performance
begins to decrease beyond this cutoff.
C.4 Results
From these tests we have furthered out understanding of how to run VASP efficiently.
Summary of the results can be seen in table C.4. Here we can see how our optimization
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Nodes/ NCORE/ KPAR Total CPU Time Scaling Factor Total Usage (s)
1/ 24/ Default 495.538 1.000 11892.912
4/ 24/ Default 175.048 2.830 16804.608
8/ 24/ Default 150.863 3.285 29569.148
4/ 24/ 4 153.116 3.236 14699.136
8/ 24/ 4 96.720 5.123 18570.24
Table C.4: It is shown that by using the optimal combination of Nodes, NCORE, and
KPAR we have sped up the calculation by over 5 times while only increasing usage by
1.56 times.
has affected run time as a whole.
By using 4 nodes and KPAR as 4 we get the same run time but half the usage
time when compared to using 8 nodes and the default KPAR value. Further, when we
combined the optimal value for KPAR and number of nodes we get the fastest run we
have seen at only 96 seconds. This means we can infact efficiently use an amount of cores
that closely resembles the number of valence electrons in the system so long as KPAR is
set appropriately.
From these tests we have a frame work of how to optimize VASP for our model on
Comet:
• NCORE = 24, the number of cores per node on Comet
• Nodes set in such a way that the number of cores used is roughly equal to the
number of valence electrons, typically 32
• KPAR = half the number of nodes used
Appendix D
Full PDOS Plots
D.1 AsT PDOS
All of the PDOS plots for the AsT interface made in this study. In the order of:
• 1 Ideal interface
• 3 Surface vacancies
• 3 Bulk vacancies
• 4 Sulfur vacancies
The peaks in the zoomed in plot look different because the Density axis is unchanged
while the energy axis scale is changed from (-16,6) eV to (-3,3) eV. This extends the
peaks in the x -direction only.
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D.2 InT PDOS
All of the PDOS plots for the AsT interface made in this study. In the order of:
• 1 Ideal interface
• 3 Surface vacancies
• 3 Bulk vacancies
• 4 Sulfur vacancies
The peaks in the zoomed in plot look different because the Density axis is unchanged
while the energy axis scale is changed from (-16,6) eV to (-3,3) eV. This extends the
peaks in the x -direction only.
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Figure D.1: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.2: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.3: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.4: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.5: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.6: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.7: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.8: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.9: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.10: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.11: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.12: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.13: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.14: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.15: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.16: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.17: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.18: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.19: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.20: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.21: Full PDOS (top), zoomed in on Fermi level (bottom)
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Figure D.22: Full PDOS (top), zoomed in on Fermi level (bottom)
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