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Cover picture concept due to J. Barbour
“From henceforth the planets follow their paths through the ether like the birds
in the air. We must therefore philosophize about these things differently.”
Johannes Kepler (1571–1630)
Abstract
Shape Dynamics (SD) is a new theory of gravity that is based on fewer and
more fundamental first principles than General Relativity (GR). The most im-
portant feature of SD is the replacement of GR’s relativity of simultaneity with
a more tractable gauge symmetry, namely invariance under spatial conformal
transformations. This Tutorial contains both a quick introduction for readers
curious about SD and a detailed walk-through of the historical and concep-
tual motivations for the theory, its logical development from first principles
and an in-depth description of its present status. The Tutorial is sufficiently
self-contained for an undergrad student with some basic background in GR and
Lagrangian/Hamiltonian mechanics. It is intended both as a reference text for
students approaching the subject and as a review for researchers interested in
the theory.
1 Introduction
1.1 Forewords
The main part of the introduction is Sec. 1.3 (Shape Dynamics in a nutshell),
where I attempted to offer a no-nonsense quick entry to the basic ideas of SD.
This serves a dual purpose: on one hand, students interested in SD will have
a brief overview of what the theory is about and what we hope to achieve
with it; on the other, researchers curious about SD will find in Sec. 1.3 a
short description of the theory that is hopefully enough to decide whether
these ideas are worth examining in depth. The minimum of notions needed
to understand the core ideas of SD are outlined with the aim of making the
Section as self-contained as possible. All the concepts are explained in detail in
the rest of this Tutorial, while taking an ‘historico-pedagogical’ perspective and
introducing them at the appropriate points of the story. Sec. 1.3 also includes a
quick outline of basic concepts needed to understand SD, which are not part of
normal undergrad curricula (like constrained Hamiltonian systems and gauge
theories). However the Section is limited to just a few pages to be read quickly
by experts, and the mentioned outline is by no means sufficient to understand
properly those concepts. Its purpose is to give the undergrad readers a taste
of the background knowledge that is necessary to understand SD and get the
overall drift. Everything is exhaustively explained in the body of the text.
Part I shows where SD comes from: we consider it as the most advanced
stage of the relational program, which seeks to eliminate all absolute structures
from physics. Absolute structures meaning anything that determines physical
phenomena but is not determined by them. The chief example is Newton’s
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absolute space and time (or, in modern terms, inertial frames of reference).
The battlefield of Newton’s absolutes has seen giants of science fighting the
absolute-vs-relative debate: Galileo, Descartes, Newton himself, Leibniz, Mach,
Poincare´ and Einstein. Another example is scale, or size: SD tries to eliminate
precisely this absolute structure from physics. One could imagine pushing this
program further in the future: what determines the topology of space? Are the
values of the physical constants a result of immutable laws or of a dynamical
evolution?
In Sec. 2 I explain in detail the fundamental problem of Newtonian dynam-
ics: everything is based on the law of inertia, which in turn relies on the concepts
of rest and uniform motion, but these concepts are not defined by Newton. Sec-
tion 3 makes it clear what the problem with Newton’s construction is. Stating
in a mathematically precise way the defect of Newton’s theory was an incredibly
hard problem; Henri Poincare´ solved it after more than two centuries. How-
ever even Poincare´’s formulation (which we call the ‘Mach–Poincare´ Principle’)
wasn’t recognized for what it is until the work of Barbour and Bertotti in the
1960’s.
Part II deals with relational dynamics in the simpler framework of systems
of point particles. Relational dynamics is a reformulation of dynamics that
satisfies the Mach–Poincare´ Principle, as formulated by Barbour and Bertotti.
It uses specific techniques that were invented on purpose, in particular that of
‘best matching’. These techniques turned out to be equivalent to the modern
formulation, due to Dirac, of gauge theories as constrained Hamiltonian sys-
tems. In Sec. 4 best matching is introduced at an intuitive level, while Sec. 5
details it using the language of Principal Fibre Bundles, which are introduced
to the reader. Sec. 6 describes the Hamiltonian formulation of best matching
and links it to modern gauge theory. The techniques developed by Dirac for
Hamiltonian constrained systems are needed in this Section and are therefore
briefly explained.
Part III deals with the more advanced framework of field theory. Section 7
details (in a modern language) a series of results due to Barbour, O’Murchadha,
Foster, Anderson, and Kelleher. These are striking results: they show that the
principles of relational field theory alone are sufficient to derive GR, the general
and special relativity principles, the universality of the light cone, Maxwell’s
electromagnetism, the gauge principle and Yang–Mills theory. Section 8 con-
tains more background material: it presents York’s method for the solution of
the initial-value problem in GR. This provides an important input for the for-
mulation of SD. Section 9 deals with work I have done together with E. Ander-
son, and finally makes the connection from relational field theory to SD. The
latter is shown to arise from the principles of relational field theory and the
Mach–Poincare´ Principle. The final Section of this Part, number 10, describes
the attempt to build a theory that incorporates the principles of relational
field theory and assumes local scale invariance (also called conformal, or Weyl
invariance) from the beginning (while in my derivation of SD local scale invari-
ance emerges as a consistency requirements in the analysis of the constraints
of the theory). Such a theory would implement both a local notion of duration
(and therefore invariance under local time reparametrization) and conformal
invariance. Interestingly, this theory proves to be inconsistent, leaving us with
Shape Dynamics as the only viable candidate for a theory of evolving conformal
geometry. As SD only has global reparametrization invariance and implies a
preferred notion of simultaneity, we have to conclude that refoliation invariance
and conformal invariance are dual and alternative to each other: they cannot
be kept simultaneously.
In Part IV SD is finally formulated in its current form. I begin with a brief
account of the way the ideas at the basis of SD were developed in Sec. 11, then
in Sec. 12 I proceed to derive the equations of SD from the point I left the
theory in Sec. 9. In Sec. 12.1 I discuss the physical degrees of freedom of SD,
which are the conformally invariant properties of a 3-dimensional manifold, and
their conjugate momenta. In Sec. 12.2 I explain how SD represents a simple
solution to the problem of time of quantum gravity, and how one reconstructs
the familiar 4-dimensional spacetime description of GR from a solution of SD.
Sec. 12.3 deals with the coupling of Shape Dynamics to matter, which was
analized by Gomes and Koslowski, who applied to SD previous results on the
conformal method by Isenberg, Nester, O´ Murchadha and York. In Sec. 12.4
I summarize Koslowski’s work on the emergence of the spacetime description.
This work shows how the 4-dimensional, CMC-foliated line element that one
deduces from a solution of SD is the spacetime that matter degrees of freedom
experience in the limit in which backreaction can be ignored. In Sec. 12.5 I
briefly describe the result by Koslowski and Gomes on the BRST formulation of
SD, and finally in In Sec. I summarize Gomes’ work on a construction principle
for SD along the line of rigidity theorems like that of Hojman, Kucharˇ and
Teitelboim.
The following Section 13 deals with the particular solutions of SD that have
been studied so far. In Sec. 13.1 I study in detail the homogeneous solution
with spherical topology (so-called ‘Bianchi IX’ universes), and show what is
perhaps the most striking consequence of SD: its solutions can be continued
uniquely through the Big Bang singularity. In Sec. 13.3 I study spherically-
symmetric solutions, which are the basis to discuss gravitational collapse and
black holes, and present another striking result: the ADM-in-CMC-foliation
description of a closed universe with collapsing matter fails at some point during
the collapse (presumably when the system generates an event horizon), while
the SD description seems well-defined at that point and after. In Sec. 13.4 I
discuss in which sense one can talk about asymptotic flatness in SD (which is
fundamentally a theory of compact universes), and I critically evaluate past
results obtained in the asymptotically flat case.
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The final Part of the Tutorial contains the appendices, which are divided into
a first, major Appendix, A, with a brief account of the Hamiltonian formulation
of GR due to Arnowitt, Deser and Misner. This is the main tool of Canonical
General Relativity and is the theory we have to compare classical SD to. In
this Appendix I give a standard derivation of this theory starting from GR
and the Einstein–Hilbert action. The same theory can be deduced from the
axioms of relational field theory without presupposing spacetime and without
starting from the Einstein–Hilbert action, as was done in Sec. 7. This derivation
assumes less and should be considered more fundamental than that of Arnowitt,
Deser and Misner. However, I felt that the junior readers should be aware of
the standard derivation. Finally, Appendix B contains a series of results and
derivations that are useful and referenced to throughout the text, but which
are moved to the end of the Tutorial for the sake of clarity of exposition.
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1.2 Notation
In the text we use a notation according to which the Greek indices µ, ν, . . . go
from 0 to 3, while the lowercase Latin indices from the middle of the alphabet
i, j, k, `,m . . . are spatial and go from 1 to 3. We assume a Lorenzian signature
(−,+,+,+). The lowercase Latin indices from the beginning of the alphabet
a, b, c, refer to the particle number and go from 1 to N . Three-dimensional
vectors will be indicated with Latin or Greek bold letters, q,p,θ,ω, . . . , while
three-dimensional matrices will be uppercase Roman or Greek Ω,Θ,U, I, . . . .
The spatial Laplacian gij∇i∇j will be indicated with the symbol ∆, while for
the d’Alembertian gµν∇µ∇ν I’ll use the symbol . The (spatial) conformal
Laplacian 8∆−R will be indicated with the symbol #.
1.3 Shape Dynamics in a nutshell
Shape Dynamics (SD) is a field theory that describes gravity in a different way
than General Relativity (GR). However the differences between the two theories
are subtle: in most situations they are indistinguishable.
SD is a gauge theory of spatial conformal (Weyl) symmetry
SD and GR are two different gauge theories defined in the same phase space,
both of which admit a particular gauge fixing in which they coincide. This does
not guarantee complete equivalence between the two theories: a gauge fixing
is in general not compatible with every solution of a theory, in particular due
to global issues. The equivalence between SD and GR therefore fails in some
situations.
What distinguishes SD from GR as a fundamental theory of gravity is its
different ontology.
First, SD does without spacetime: the existence of a pseudo-Riemannian
4-dimensional manifold with Lorentzian signature is not assumed among the
axioms of the theory. Instead, the primary entities in SD are three-dimensional
geometries that are fitted together by relational principles into a ‘stack’ whose
structural properties can be identified in some but not all cases with those of
a four-dimensional spacetime which satisfies Einstein’s field equations. The
closest agreement with GR occurs if the three-geometries are spatially closed
when the relational principles of SD are fully implemented. However, there is
also interest in partial implementation of SD’s relational principles in the case
in which the three-geometries are asymptotically flat.
Second, the spatial geometries which make the configuration space of SD
are not Riemannian. They are conformal geometries, defined as equivalence
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Figure 1: Conformal transformation of a 2-dimensional sphere. The triangle
defined by the intersection of three curves is transformed in such a way that its
area and the lengths of its three edges are changed, but the three internal angles
(in red) are left invariant.
classes of metrics under position-dependent conformal transformations (some-
times called ‘Weyl trasformations’; the fourth power of φ is chosen to simplify
the transformation law of the scalar curvature R):
{gij ∼ g′ij if g′ij = φ4 gij , φ(x) > 0 ∀x} . (1)
Conformal transformations change lengths and preserve only angles (see Fig. 1).
Therefore a conformal geometry presupposes less than a Riemannian geometry,
for which lengths determined by the metric are considered physical. What is
physical in SD is the conformal structure, which is the angle-determining part
of the metric. Lengths can be changed arbitrarily and locally by a conformal
transformation, which is a gauge transformation for SD.
So SD assumes less structure than GR, but it is in one sense a minimalistic
lifting of assumptions: the next thing in order of simplicity after Riemannian
geometry is conformal geometry. Some other approaches to quantum gravity
are decidedly more radical as regards the amount of structure they assume:
either much more (e.g. string theory) or much less (e.g. causal sets).
SD is based on fewer and more basic kinematical first principles than GR:
Spatial relationalism: the positions and sizes of objects are de-
fined relative to each other. This determines what the physical
configuration space is (see Sec. 3.2). In field theory this principle
translates into conformal and diffeomorphism invariance, and the
requirement of a spatially closed manifold.
Temporal relationalism: the flow of time is solely due to physical
changes (see Sec. 5.1).
The Mach–Poincare´ Principle: a point and a direction (or tan-
gent vector, in its weak form) in the physical configuration space
are sufficient to uniquely specify the solution (see Sec. 3.4).
There is no need for general covariance, the relativity principle, the existence of
spacetime, the existence of measuring rods and clocks. These concepts emerge
from the solutions of SD as characteristic behaviours or useful approximations.
In this sense SD is more fundamental than GR because it achieves the same
with less. See Part III for the full construction of SD starting from its three
first principles.
A common mistake is to regard SD just as a gauge-fixing of General Rela-
tivity. It is easy to see that this is not the case: there are solutions of SD that
are not solutions of GR, and vice-versa. A satisfactory understanding of the
GR solutions which SD excludes and of the SD solutions which GR excludes is
still lacking.
Let’s now have a brief look at what exactly SD looks like.
Gauge theories are constrained Hamiltonian systems
SD is more naturally formulated as a gauge theory in the Hamiltonian language.
Gauge theories are theories with redundancies: one uses more degrees of free-
dom than necessary in order to attain a simpler and local description. In the
Hamiltonian picture, this translates into nonholonomic constraints: functions
of the canonical variables χ = χ(p, q) (with some dependency on the momenta
everywhere on phase space) which need to vanish on the solutions of the the-
ory χ(p, q) ≈ 0.1 A single constraint identifies a codimension-1 hypersurface
in phase space, the constraint surface, on which the solutions of the theory are
localized. For example, if a gauge constraint can be written as χ = p1, where p1
is one of the canonical momenta (as is always possible, thanks to Darboux’s the-
orem [1]) the constraint surface is the hyperplane p1 ≈ 0 shown in Fig. 2. But
p1 also plays the role of the generator of gauge transformations, which happen
to be the translations in the q1 direction: through the Poisson bracket it defines
a vector field on phase space {p1, ·} = ∂∂q1 , which is parallel to the q1 axis (see
Fig. 2). This vector field generates infinitesimal transformations on phase space
(translations in the q1 direction), and its integral curves are the gauge orbits of
the transformations. All the points on these curves are gauge-equivalent (they
are related by gauge transformations: they have different representations but
1With ‘≈’ we mean that the equation holds on the solutions of the constraint equations,
following Dirac’s notation.
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Figure 2: The constraint surface of a gauge constraint χ = p1 is represented in
phase space, where I put p1 and q1 on two axes, and all the other phase-space
variables (qn, pn), n = 2, 3 . . . are represented collectively on the third axis.
On the right, I show the vector field generated by p1 through Poisson-brackets,
{p1, ·} = ∂∂q1 , which points towards the q1 direction. The vector field is parallel
to the constraint surface, and its integral curves (the gauge orbits) lie on it.
the same physical content). Moreover, the vector field ∂∂q1 is parallel to the
constraint surface p1 ≈ 0 by construction, and its integral curves lie on it. The
physical meaning of a gauge constraint χ = p1 is that the q1 coordinate is un-
physical, like the non-gauge-invariant part of the electromagnetic potentials A
and ϕ, or like the coordinates of the centre of mass of the whole Universe.
Since the q1 coordinate is not physical, we can assign it any value along the
solution without changing anything physical. It is often useful (and necessary in
quantum mechanics) to fix the value of q1 by some convention. The standard
way of doing it is by choosing a gauge fixing: we specify the value of q1 as
a function of the other variables, q1 = q1(q2, p2, . . . ). This corresponds to
intersecting the constraint surface p1 ≈ 0 with another surface ξ(p, q) ≈ 0 that
specifies an intersection submanifold {p, q s.t. χ ≈ 0, ξ ≈ 0} (see Fig. 3). The
gauge fixing should specify the gauge without ambiguity: it has to form a proper
intersection with p1 ≈ 0, and therefore cannot be parallel to it where they
intersect. Moreover, at its intersection with the constraint surface χ ≈ 0, the
gauge-fixing surface ξ ≈ 0 cannot ‘run along’ (be tangent to) any of the gauge
orbits: in that case there would be more than one value of q1 that corresponds
to the same value of q2, p2, . . . . These two conditions define a good gauge-fixing
surface. For details on constrained Hamiltonian systems and gauge theories,
see Sec. 6.2.
Figure 3: The concept of gauge-
fixing surface: the variable q1
is unphysical and its value can
be taken arbitrarily, therefore we
might choose a conventional value
for q1, to be determined by the
value of all the other phase-space
variables, q1 = q1(q2, p2, . . . ).
One way to obtain this is to inter-
sect the constraint surface p1 ≈ 0
with another surface, ξ(q, p) ≈ 0,
such that it is never parallel to
p1 ≈ 0 or, at the intersection,
‘runs along’ the gauge orbits (rep-
resented by dashed lines on the
constraint surface).
GR as a constrained Hamiltonian theory
Arnowitt, Deser and Misner (ADM) formulated GR in the Hamiltonian lan-
guage. They foliated spacetime into a stack of spatial hypersurfaces and split
the 4-metric gµν into a spatial part gij and four additional components g0i and
g00. The spatial metric components gij represent the canonical variables, and
their momenta pij are related to the extrinsic curvature of the spatial hypersur-
face with respect to its embedding in spacetime. The g0i and g00 components
(or better some combinations thereof) enter the action without time deriva-
tives, and are therefore Lagrange multipliers. They are associated with four
local constraints (meaning one constraint per spatial point). These constraints
are the so-called ‘superhamiltonian’ H and ‘supermomentum’ Hi constraint.
Here I will call them the ‘Hamiltonian’ and the ‘diffeomorphism’ constraint.
The diffeomorphism constraint admits a simple geometrical interpretation: its
vector flow sends configuration variables into themselves (one says it generates
‘point transformations’ Hi : gij → gij), and there is no doubt about its being a
gauge constraint.
For the Hamiltonian constraint things aren’t that simple: it is quadratic
in the momenta, and its vector flow does not admit the interpretation of a
point transformation (it sends gij ’s into both gij ’s and p
ij ’s). There is a large
literature on the problem of interpreting H. If it is interpreted as a gauge con-
straint, one would end up with the paradoxical conclusion that the dynamical
evolution of GR is just a gauge transformation. There are also huge problems
with the definition of what people call Dirac observables: quantities whose Pois-
son brackets with all the first-class constraints vanish on the constraint surface
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(meaning they must be invariant under the associated gauge transformations).
In GR’s case, that definition would lead to observables which are constants of
motion and don’t evolve (‘perennials’, as Kucharˇ called them [2]). Kucharˇ ad-
vocated a different notion of observables, namely ones which are only required
to be invariant under diffeomorphisms. These would evolve, but they are too
many: they would depend on three polarizations of gravitational waves, while
it is widely agreed that gravitational waves have two physical polarizations.
The fact that H is quadratic in the momenta also causes major problems
in its quantization. It leads to the notorious ‘Wheeler–DeWitt equation’, for
which there are many unsolved difficulties, above all its ‘timelsss’ nature, but
also ordering ambiguities and coincidence limits. The ADM formulation of GR
is detailed in Sec. A, and the problems with this theory which lead to the
introduction of SD are explained at the end of Sec. 7 and in Sec. 8.
As illustrated in Fig. 4, SD is based on the identification of the part of H
which is not associated with a gauge redundancy and takes it as the generator
of the dynamics. The rest of H is interpreted as a gauge-fixing for another
constraint C. This constraint is linear in the momenta and generates genuine
gauge transformations, constraining the physical degrees of freedom to be two
per point.
Not every constraint corresponds to gauge redundancy
That this is the case is pretty obvious: think about a particle constrained on a
sphere or a plane, i.e., a holonomic constraint. Such a constraint obviously has
nothing to do with gauge redundancy. However, there are constraints which
Dirac [3, 4] argued can always be related to gauge symmetries: they are the
so-called ‘first-class’ constraints. Being first-class means that they close an al-
gebra under Poisson brackets with each other and with the Hamiltonian of the
system. If that is the case, Dirac showed that one has freely specifiable variables
in the system, one for each first-class constraint, and changing these variables
does not change the solutions of the theory. But Barbour and Foster [5] have
pointed out that the premises under which Dirac obtained his result do not
hold in the important case in which the canonical Hamiltonian vanishes. In
that case the Hamiltonian is just a linear combination of constraints, but that
doesn’t prevent the theory from having sensible solutions. The solutions will
be curves in phase space, and will still possess one freely specifiable variable
for each constraint. But one of these redundancies will not change the curve
in phase space: it will just change its parametrization. Therefore one of the
first-class constraints of the system will not be related to any gauge redun-
dancy: there is not an associated unphysical ‘q1’ direction, like in the example
above. This counterexample to Dirac’s statement is very important because it
is realized in the theory we care about the most: General Relativity. One of
Figure 4: A schematic representation of the phase space of GR. In it, two
constraints coexist, which are good gauge-fixings for each other and are both
first-class with respect to the diffeomorphism constraint. One is the Hamilto-
nian constraint and the other is the conformal (Weyl) constraint. The Hamil-
tonian constraint is completely gauge-fixed by the conformal constraint except
for a single residual global constraint. It Poisson-commutes with the conformal
constraint and generates a vector flow on the Hamiltonian constraint surface
(represented in the figure), which is parallel to the conformal constraint surface.
This vector flow generates the time evolution of the system in the intersection
between the two surfaces. Any solution can then be represented in an arbi-
trary conformal gauge by lifting it from the intersection to an arbitrary curve
on the conformal constraint surface. All such lifted curves are gauge-equivalent
solutions of a conformal gauge theory with conformally-invariant Hamiltonian.
the (many) constraints of GR should not be associated with gauge redundancy.
The Barbour–Foster argument is explained at the end of Sec. 6.2.
SD reinterprets H as a gauge-fixing of conformal symmetry
Shape Dynamics identifies another constraint surface C ≈ 0 in the phase space of
GR, which is a good gauge-fixing for the Hamiltonian constraint. This gauge-
fixing, though, happens to be also a gauge symmetry generator. It gener-
ates conformal transformations (1) of the spatial metric, with the additional
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condition that these transformations must preserve the total volume of space
V =
∫
d3x
√
g. The constraint C, in addition, happens to close a first-class sys-
tem with the diffeomorphism constraint Hi, therefore it is a matter of opinion
whether it is C that gauge-fixes the system (H,Hi) or it is H which gauge-fixes
(C,Hi). If the real physics only lies in the intersection between C ≈ 0 and H ≈ 0
(which is the big assumption at the basis of SD, and doesn’t hold if spacetime
is assumed as an axiom), then the logic can be reversed and the Hamilto-
nian constraint can be interpreted as a special gauge-fixing for the conformal
constraint. Then gravity can be reinterpreted as a gauge theory of conformal
transformations, which admits a gauge-fixing that is singled out by some spe-
cial properties. These properties, as I will show, have to do with the fact that
it gives a ‘natural’ notion of scale and proper time, which agree (most of the
times) with those measured by physical rods and clocks.
SD’s Hamiltonian constraint
H and C do not entirely gauge-fix each other: there is a single linear combi-
nation of H(x) which is first-class w.r.t. C. This linear combination, Hglobal =∫
d3xNCMC(x)H(x), is a single global constraint whose vector flow is parallel
to both the C ≈ 0 and the H ≈ 0 surfaces on their intersection. This vec-
tor flow generates an evolution in the intersection: it has to be interpreted
as the generator of time evolution. It is the part of our constraints which is
not associated with a gauge redundancy and is instead associated with time
reparametrizations of the solutions of the theory.
The ‘Linking Theory’
SD pays a price for its conceptual simplicity: the generator of the evolution
Hglobal contains the solution to a differential equation, NCMC, and therefore
is a nonlocal expression. But one can recover a local treatment by enlarg-
ing the phase space. SD can in fact be considered as one of the possible
gauge fixings of a first-class theory which is local (its constraints are local)
and lives in a larger phase space than that of GR. This phase space is obtained
from that of GR by adjoining a scalar field φ and its conjugate momentum
pi. The larger theory (called ‘Linking Theory’) is defined by the constraints
of GR, H and Hi, but expressed in terms of (volume-preserving-)conformally-
transformed metrics e4φˆgij and momenta e
−4φˆ
[
pij − 13 (1− e6φˆ)
√
ggij
∫
p/V
]
,
where φˆ = φ − 16 log(
∫
d3x
√
g exp(6φ)/V ) and V =
∫
d3x
√
g. In addition, one
has a modified conformal constraint which includes a term that transforms φ.
The new constraint is Q = 4pi − C and generates simultaneous translations of
φ and (volume-preserving) conformal transformations of pi, so that the combi-
nation e4φˆgij , is left invariant. The constraint Q is now first-class with respect
Figure 5: Scheme of the constraints of GR and of SD. GR’s Hamiltonian
constraint H has been split into the global part Hglobal which is first-class w.r.t.
the conformal constraint C and the part that is purely second class, H(x) −
Hglobal. This second-class system admits two first-class subalgebras: the lower-
left triangle, which constitutes the constraint algebra of GR, and the lower-right
triangle, making the constraint algebra of SD.
to H and Hi. By completely gauge-fixing Q, for example with the condition
φ ≈ 0, one obtains GR. On the other hand, one can use a different gauge-fixing,
namely pi ≈ 0, which is first-class with respect to Q, but gauge-fixes H almost
entirely, leaving only the global part Hglobal untouched.
One can then work with the Linking Theory, where all the equations of
motion and constraints are local (apart from the dependence on the total vol-
ume), and work out the solutions in this framework. As long as the solution is
compatible with the gauge-fixing pi ≈ 0, it’s a legitimate SD solution.
All the details of the SD construction can be found in Sec. 9 and in part IV.
The present status of SD
Shape Dynamics’ greatest hope is to provide a new approach to quantum grav-
ity, based on a sum over histories of conformal 3-geometries. Such an approach
is so far unexplored: 3D conformal symmetry plays a role in some quantum
gravity proposals, e.g. Horˇava–Lifshitz gravity or Causal Dynamical Triangu-
lations, in which there is evidence that the theory admits conformally-invariant
fixed points. However such symmetries are only asymptotic and do not charac-
terize the physically-relevant regimes of these theories. In particular it seems
that a common feature of quantum gravity models is the generation of ad-
ditional dynamical degrees of freedom at the quantum level, e.g. the scalar
mode in Horˇava–Lifshitz gravity. A quantum gravity theory compatible with
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the principles of SD should, presumably, keep only two dynamical degrees of
freedom all the way through its renormalization group orbit. Such a proposal
seems in contradiction with the fact that quantum mechanics introduces a scale
in physics through ~, and therefore break conformal invariance. This, however,
shouldn’t be taken as a sacred fact of nature: the fact that ~ is dimensionful
can be a consequence of the fact that we measure its effects in a subsystem of
the universe, and its scale might admit a relational expression in terms of the
state of the matter in the universe. Indeed in [6] we formulated a toy-model of
scale-invariant non-relativistic quantum mechanics, in which the fundamental
ontology is that of a wavefunction evolving on shape space. The role of ~ is
played by a dimensionless quantity which is related to the ‘spreading’ of the
wavefunction on shape space. Such quantity is intimately related to the particle
equivalent of York time, the dilatational momentum D (in appropriate units ~
and D have the same dimensions). The ~ which we use to describe phenomena
we observe in the laboratory emerges, in such a model, when we concentrate on
subsystems of the universe and model them semiclassically as quantum fluctu-
ations around a classical solution. In this framework, doubling the size of the
universe and simultaneously doubling ~ has no effect.
The chance of exploring an uncharted road to quantum gravity is one of the
main motivations behind Shape Dynamics. However, so far, the work of the
researchers in the field has been (mostly) limited to the classical theory. The
reason for this is that before going quantum, we need to learn from scratch
how to do physics without spacetime and relying only on the 3-dimensional
conformal geometry of space.
The most important conceptual point that should be clarified at the classical
level is whether SD is equivalent or not to GR. This should be investigated in
those situations in which GR develops singularities, or when spacetime ceases
to be CMC-foliable. The first evidence that SD can do better than GR in
singular situation was [7], in which Budd and Koslowski studied homogeneous
cosmological solutions in 2 spatial dimensions with the topology of a torus. In
this case the dynamics is that of the ‘Bianchi I’ model, and inevitably it reaches
‘crushing’ singularities in which det g → 0. In such situations the spacetime
description ceases to make sense. However one can evolve the conformal ge-
ometry of space through those singularities, simply by requiring continuity of
the shape degrees of freedom. This result could have simply been a fluke of
a lower-dimensional toy model, however in the recent [8] we studied the much
more complicated 3-dimensional ‘Bianchi IX’ model of homogeneous cosmology
(this model is described in detail in Sec. 13.1). In [8] we showed that at the
singularity it is only the spatial volume and its conjugate momentum, the York
time, which are singular. The conformal geometry at the singularity is degen-
erate, because it is flattened to a 2-dimensional object, but the shape degrees of
freedom are not singular. The situation is analogue to that of a 3-body model
in which the three particles go collinear: the triangle they describe is degener-
ate and its area is zero, but as shapes, the collinear configurations are perfectly
regular. The shape of freedom can be continued through the singularity in a
unique way just by requiring continuity, and on the other side the dynamics
continues undisturbed, following the Bianchi IX equations of motion. In this
way we end up joining two cosmological solutions of GR at the singularity: each
half is an acceptable solution of GR and can be described as a spacetime, but
the whole solution cannot. In this sense we proved that SD admits solutions
which are not in GR, and it can do better than GR in dealing with singularities.
Another situation in which GR predicts singularities is black holes. More-
over, it is known that CMC foliations have a singularity-avoiding property [9,
10] in Schwarzschild’s spacetime, so one could legitimately conjecture that the
shape-dynamical description of black holes may be different from that of GR.
The first study on the subject was Gomes’ paper [11] studying asymptotically
flat, spherically symmetric vacuum solutions of ADM gravity in maximal slicing.
This solution is derived and discussed in Sec. 13.4. Interestingly, this solution
does not have any singularity: it consists of a ‘wormhole’ geometry with two
asymptotically flat ends, and a ‘throat’, that is, a sphere of minimal area. The
geometry cannot support any concentric sphere (i.e. spheres centred around the
centre of symmetry) of area smaller than the throat. Of course I am now talk-
ing about the Riemannian geometry of spatial slices, which is not an observable
property of Shape Dynamics: all of these geometries are conformally related to
the 3-sphere with two piercings at the antipodes. However, this solution should
be understood as a ‘background’ carrying no dynamical degrees of freedom,
over which matter perturbation can propagate. And the wormhole geometry
should be what these matter perturbations experience in the limit in which
backreaction can be ignored. After [11], Gomes and Herczeg [12] studied ax-
isymmetric vacuum solutions corresponding to a maximal foliation of a portion
of Kerr’s spacetime which, again, does not cover the singularity. This solution
too turned out to be ‘wormhole’-like. Recently Herczeg [13] studied a few more
solutions of ADM in maximal slicing, namely Rindler, Reissner-No¨rdstrom and
Van Stockum–Bonner solutions, and conjectured that the presence of a ‘throat’,
and the corresponding inversion symmetry around it (which exchanges the two
asymptotic ends of the metric while leaving the throat invariant) are general
properties of shape-dynamical black holes.
The series of works [11, 12, 13] on asymptotically flat maximally-sliced solu-
tions did not attack the question whether the assumption of asymptotic flatness
and maximal slicing is compatible with Shape Dynamics. A first problem was
pointed out by me in [14], where I observed that in SD the assumption of spher-
ical symmetry doesn’t lead to a unique solution as in Birkhoff’s theorem. There
is a one-parameter family of solutions which depend on the expansion of matter
at infinity. Only one of those solutions is Lorentz-invariant at the boundary,
and it coincides with the ‘wormhole’ found by Gomes in [11]. The others have
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different properties, and outside of an interval of the parameter, do not pos-
sess a ‘throat’ anymore. I discuss this result in Sec. 13.4. More importantly,
noncompact manifolds cannot be proper solutions of SD: they can at most be
approximations to actual solutions. The solutions found in [11, 12, 13] are ac-
ceptable approximations to physical situations in SD only if they can be shown
to arise as the result of gravitational collapse of matter in a compact universe.
For this reason in [15] we started the study of the gravitational collapse of the
simplest form of matter: thin shells of dust. The solution of [11] can be shown
to emerge as the result of the dynamical evolution of a shell if one assumes
asymptotic flatness and zero expansion at the boundary. But these assump-
tions are still unphysical: one would like to study the actual case of a closed,
spherically symmetric universe with thin shells of dust. This is what I did, to
the best of my present understanding, in [16], which I reproduce (and expand)
in Sec. 13.3. The preliminary conclusion is that there is no evidence that the
solution [11] forms. However I have the simplest dynamically closed model of
gravitational collapse: a compact universe with some ‘spectator’ matter (play-
ing the role of ‘fixed stars’) and a localized matter density which undergoes
gravitational collapse. The solutions I find are exact and take into full account
the back-reaction of matter on the metric degrees of freedom. My model shows,
again, a departure of SD from GR: the ADM description in a CMC foliation
breaks down at some point during the gravitational collapse (presumably when
the system generates an event horizon), but the shape degrees of freedom seem
unaffected by this breakdown, and can be continued smoothly through that
point.
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Part I
Historical motivation
2 Newton’s bucket
2.1 The defects of the law of inertia
Newton based his Principia [17] on the Law of inertia (stated first by Galileo),
which he made into the first of his three laws of motion:
A body continues in its state of rest, or of uniform motion in a right
line, unless it is compelled to change that state by forces impressed
upon it.
Assuming this law as a postulate, without first defining the notions of ‘rest’,
‘uniform motion’ and ‘right (or straight) line’, is inconsistent. In a Universe
that is, in Barbour’s words, like ‘bees swarming in nothing’ [18], how is one to
talk about rest/uniform motion/straight lines? With respect to what?
The problem is that of establishing a notion of equilocality : in an ever-
changing Universe, what does it mean for an object to be at the same place at
different times?
Newton anticipated these criticisms in the Scholium2 at the beginning of
the Principia. He claims that rest/uniform motion/straight lines have to be
defined with respect to absolute space and time:
I. Absolute, true, and mathematical time, of itself, and from its own
nature, flows equably without relation to anything external, and by
another name is called duration: relative, apparent, and common
time, is some sensible and external (whether accurate or unequable)
measure of duration by the means of motion, which is commonly
used instead of true time; such as an hour, a day, a month, a year.
II. Absolute space, in its own nature, without relation to anything
external, remains always similar and immovable. Relative space is
some movable dimension or measure of the absolute spaces; which
our senses determine by its position to bodies; and which is com-
monly taken for immovable space; [. . . ]
2A ‘scholium’ is an explanatory commentary.
These definitions make the Principia a logically consistent system, which how-
ever relies on the scientifically problematic concepts of absolute space and time.
These affect the motion of material bodies in a spectacular way - through the
law of inertia - but aren’t affected by them. Despite these shaky grounds, New-
ton’s Dynamics proved immensely successful over more than two centuries, and
this tended to hide its foundational problems.
2.2 Leibniz’s relationalism
The chief advocate for an alternative in Newton’s time was Leibniz. In a cor-
respondence with Clarke [19] (writing basically on behalf of Newton) he advo-
cated a relational understanding of space, in which only the observable relative
distances between bodies play a role
I will show here how men come to form to themselves the notion
of space. They consider that many things exist at once and they
observe in them a certain order of co-existence [. . . ] This order is
their situation or distance.
We can say that Leibniz lost the argument with Clarke, mainly because he
failed to provide a concrete, viable way of implementing a relational mechanics.
We’ll see that he had no hope of doing that, because much more sophisticated
mathematics is needed than was available at the time.
Leibniz’s main argument against absolute space and time – that they are
not observable – was actually anticipated and countered by Newton in the
Scholium. He claimed one could prove the existence of absolute circular motion
in his famous ‘bucket experiment’ described as follows:
If a vessel, hung by a long cord, is so often turned about that the
cord is strongly twisted, then filled with water, and held at rest
together with the water; after, by the sudden action of another
force, it is whirled about in the contrary way, and while the cord is
untwisting itself, the vessel continues for some time this motion; the
surface of the water will at first be plain, as before the vessel began
to move; but the vessel by gradually communicating its motion to
the water, will make it begin sensibly to revolve, and recede by little
and little, and ascend to the sides of the vessel, forming itself into a
concave figure [. . . ] This ascent of the water shows its endeavour to
recede from the axis of its motion; and the true and absolute circular
motion of the water, which is here directly contrary to the relative,
discovers itself, and may be measured by this endeavour. [. . . ] And
therefore, this endeavour does not depend upon any translation of
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Figure 6: Newton’s bucket experiment: on the left, both the bucket and the
water are at rest with respect to the room. On the right, they are both rotating,
and they have no motion relative to each other. Then to explain the concave
shape of the water in the picture on the right, one has to invoke something
external to the relative motions of water and bucket.
the water in respect to ambient bodies, nor can true circular motion
be defined by such translation.
In this passage Newton was, besides making a serious argument, covertly at-
tacking the philosophy of Descartes [20], who had died in 1650 but whose ideas
were still widely accepted. Descartes had declared position and motion to be
relative and in particular had said that the ‘one true philosophical position’ of
a given body is defined by the matter immediately next to it. In the bucket
experiment, it is obvious that the relative state of the water and the sides of the
bucket is not the cause of the behaviour of the water: both at the beginning
and at the end they are at rest w.r.t. each other, but in one case the surface
of the water is flat and in the other it’s curved. Therefore the curvature of
the water must be caused by something else, which Newton identifies with the
circular motion w.r.t. absolute space. This argument largely settled the issue
in the mind of most scientists until the end of the XIX century.
2.3 The Scholium problem
Newton was aware of the difficulties inherent in his tying the first law of motion
to unobservable entities like absolute space and time. Towards the end of the
Scholium he comments
It is indeed a matter of great difficulty to discover, and effectually to
distinguish, the true motions of particular bodies from the apparent;
because the parts of that immovable space, in which those motions
are performed, do by no means come under the observation of our
senses.
But he believed that experiments like that of the bucket provided a handle on
this problem:
Yet the thing is not altogether desperate; for we have some argu-
ments to guide us, partly from the apparent motions, which are the
differences of the true motions; partly from the forces, which are the
causes and effects of the true motions.
Newton then concludes the Scholium with the grand words
But how we are to obtain the true motions from their causes, ef-
fects, and apparent differences, and the converse, shall be explained
more at large in the following treatise. For to this end it was that I
composed it.
Thus, he considers that deducing the motions in absolute space from the observ-
able relative motions to be the fundamental problem of Dynamics, and claims
that he composed the Principia precisely to provide a solution to it. Remark-
ably, he never mentions this Scholium problem again in the Principia and cer-
tainly doesn’t solve it! What is more, nobody else attempted to for very nearly
200 years.
Further reading: Newton’s “Principia” [17], The Leibniz–Clarke correspon-
dence [19], Barbour’s “The Discovery of Dynamics” [20].
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3 Origins of the Mach–Poincare´ Principle
3.1 Tait’s partial solution of the Scholium problem
In 1884, Tait [21] provided a solution to the Scholium problem in the simplest
case of non-interacting, i.e., inertial, point masses. I give here my personal
account of it.
Say we have N point masses that don’t exert any force upon each other (like
a perfect gas), and we are given only the succession of the relative distances3
between those particles rab, a, b = 1, . . . , N , taken at some unspecified intervals
of time. Those are N(N−1)/2 numbers, but they aren’t all independent of each
other. Newton would say that the absolute space in which they move is three-
dimensional, and this constrains the rab’s to satisfy certain relationships. The
simplest one is the triangle inequality between triplets: r13 ≤ r12 + r23. Then,
if N ≥ 5, there are true equalities they have to satisfy, which reduce their
independent values to just 3N − 6.4 To convince yourselves about that just
consider that if the particles were represented as points in R3 they would have
3N coordinates, but two configurations that are related by a rigid translation of
the whole system (3 degrees of freedom), or a rigid rotation (3 further d.o.f.’s)
would be equivalent, because they would give the same rab’s. So we’re down
to 3N − 6 degrees of freedom.5 This is huge data compression, from something
quadratic in N to something linear. M. Lostaglio [22] convinced me that this
data compression should be taken as an experimental fact, to which our senses
are so used that it has become an intuitive truth. Geometry, in this case
three-dimensional Euclidean geometry, is a synthesis of all those relationships
between observables.
To come back to the Scholium problem, we have to determine the unob-
servable positions in absolute space of the N particles. These will be N vectors
ra ∈ R3 (3N numbers), which must be determined from the 3N−6 independent
observables that can be extracted from rab given as ‘snapshots’ obtained at cer-
tain unspecified times. Following Tait, we assume for the moment an external
scale is given. Tait’s solution exploits the assumption that the particles are
not interacting, and therefore according to Newton’s first law they will move
uniformly in a straight line in absolute space. In a more modern language one
is looking for the determination of an inertial frame of reference,6 in which the
first law holds. By Galilean relativity, there will be infinitely many such inertial
3One could include relativity of scale in the picture. If the whole universe consists only of
those N point particles, there is no external ruler with which we can measure sizes, so there
is absolutely no meaning in concepts like ‘the size of the universe’. Then, in this case, the
only truly observable things in such a universe are rab/rcd, the ratios between rab’s.
43N − 7 if we include relativity of size.
5With rescalings (1 d.o.f.) we go down by a further degree of freedom to 3N − 7.
6In 1885, Lange [23], using a construction principle far more complicated than Tait’s,
frames of reference all related to each other by Galilean transformations. Tait’s
algorithm exploits this freedom and is as follows:
1. Fix the origin at the position of particle 1: then r1 = (0, 0, 0).
2. Fix the origin of time t = 0 at the instant when particle 2 is closest to
particle 1. At that instant, call r12 = a.
3. Orient the axes so that y is parallel to the worldline of particle 2 and x
is orthogonal to it, so that x2 = a and z2 = 0.
4. Set the unit of time with the motion of particle 2: r2 = (a, t, 0) (using the
inertial motion of a particle as a clock is an idea due to Neumann [24]).
5. The motions of the remaining N − 2 particles remain unspecified. All
one knows is that they will move along straight lines uniformly with re-
spect to the time t read by Neumann’s inertial clock. Their trajectories
will therefore be ra = (xa, ya, za) + (ua, va, wa) t, where (xa, ya, za) and
(ua, va, wa) together with a will be 6N − 11 unspecified variables.
The conclusion we can draw is that one needs 6N − 11 observable data to
construct an inertial frame. Each ‘snapshot’ we are given contains only 3N − 7
independent data (3N − 6 independent relative data minus the time at which
each snapshot has been taken, which is unknown). Therefore two snapshots
aren’t enough. They provide only 2(3N − 7) = 6N − 14 data. We’re short of
three numbers in order to fix a, (xa, ya, za) and (ua, va, wa). We need a third
snapshot7 to determine the inertial frame. This is especially puzzling if one
considers that N can be as large as wanted, say a billion, but one would always
need just three additional quantities.8
The additional 3 numbers that we need to specify through a third snapshot
are the direction of the rotation vector of the system (which accounts for 2
degrees of freedom) and the ratio of the relative rotation to the expansion of the
complete system as captured in the two snapshots. The point is that the values
of rab in the two snapshots are unaffected by a rotation of arbitrary magnitude
of one snapshot relative to the other about an arbitrary direction. (Since the
coined the expressions ‘inertial system’, in which bodies left to themselves move rectilinearly,
and ‘inertial time scale’, relative to which they also move uniformly. The two concepts were
later fused into the notion of an inertial frame of reference.
7In fact a fourth as well if N = 3 or 4. With only two particles, nothing can be done.
Relational dynamics requires at least three particles. The Universe certainly meets that
requirement!
8If the scale is not given, then each snapshot carries only 3N − 8 independent data. But
the unspecified variables in this case aren’t as many as before: we are free to fix the scale so
that a = 1, and therefore we only need to find (xa, ya, za) and (ua, va, wa) which are 6N−12.
Two snapshots then fall short of 4 data.
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scale is assumed given and the centroid of the points can be determined in each
snapshot, the overall expansion can be deduced. The difficulty is in the relative
rotation.9
For what follows, the important thing that emerges from Tait’s analysis
is not so much that Newton’s Scholium problem can be solved but the fact
that two ‘snapshots’ are never enough to do it. This, and the number of extra
data needed due to the factors just identified, remains true in the much more
realistic case of, say, N point particles known to be interacting in accordance
with Newtonian gravity.10 Of course, the task is immensely more difficult, but
in principle it is solvable.
3.2 Mach’s critique of Newton
Ernst Mach was a great experimental physicist who was also convinced one
needed to know the history of science in order to make real progress.11 Being
true to that belief, in 1883 he wrote a book on the history of mechanics [25]
which later proved immensely influential in the development of Einstein’s Gen-
eral Relativity (and more recently in that of Shape Dynamics). In this book
Mach criticizes Newton’s absolute space and time.
Mach’s critique of absolute time
It is utterly beyond our power to measure the changes of things by
time. Quite the contrary, time is an abstraction at which we arrive
through the changes of things.
Richard Feynman quipped “Time is what happens when nothing else does.”
Even if meant humourously, this does rather well reflect a deeply-rooted, fun-
damentally Newtonian concept of time that is still widespread today. Mach
would have answered to this: “If nothing happens, how can you say that time
passed?” Feynman’s words express a view that is still unconsciously shared by
theoretical physicists, despite being seriously questioned by GR. According to
this view, in the words of Barbour [26] “in some given interval of true time the
Universe could do infinitely many different things without in any way changing
9In the scale-invariant case, we do not know the direction of the relative rotation vector,
the rotation rate and the expansion rate. These are the four missing quantities. Note that
the particle masses do not enter the law of inertia and can only be deduced in the presence
of interactions.
10In fact, one more datum is needed to determine the ratio of the kinetic to the potential
energy in the system at the initial instant. Also, to determine the mass ratios of the particles,
N − 1 extra data will be needed.
11This is part of the reason why I’m putting so much emphasis on these historical notes
that interval of time.” The Machian point of view is that this is correct only if
one speaks about a subsystem of the Universe, like the Earth or our Solar Sys-
tem. In that case it is true that all the matter on Earth could do many different
things without changing the interval of time. But the whole Universe has to
do something in order for that interval of time to be defined. It is actually the
other way around: an interval of time is defined by the amount of change that
the state of the Universe undergoes.
One has to ask the following question: what do we mean when we say that
one second passed? Thinking about it, it becomes pretty clear that we always
refer to physical things having changed. Be it the hand of a watch that has
ticked once, or the Earth rotated by 1/240th of a degree, we always mean that
something has changed. The modern definition of a second is “9 192 631 770
periods of the radiation corresponding to the transition between the two hy-
perfine levels of the ground state of the caesium 133 atom” [27]. These are a
lot of oscillations. The notion of a second (or, in general, duration) is useful,
but it is obviously not fundamental: one can always do without it and make
direct reference to comparisons of changes in the Universe. Instead of saying
a car “travels a quarter of a mile in 5.78 seconds” one can equivalently say
the car “travels a quarter of a mile as the Earth rotates through 0.024◦”. The
same holds for any other possible measurements of duration. One can imagine
representing the history of the Universe as a curve on some space, each point of
which represents a unique configuration (e.g., one point might represent the car
on the start line and the Earth with the Sun on the Zenith above Indianapolis,
IN, and another point might correspond to the car on the end line, and the
Sun at an angle of 0.024◦ from the Zenith). The Universe passes through all
the points of the curve, which contain information about everything: from the
position of the car to the psychological state of our brains. Then the speed at
which this curve is traversed doesn’t make any difference: in this representa-
tion, if the car covers its quarter mile track twice as fast, also the Earth would
rotate and our brain states will evolve at double the speed. Nothing measur-
able will have changed. What counts is the sequence of states the curve passes
through, not the parametrization of the curve. I have here anticipated the pre-
cise mathematical realization of temporal relationalism that will be advocated
in this Tutorial: the history of the Universe can be represented by a curve in
some configuration space, independently of its parametrization.
We’ll see later that the relationalist approach allows us to completely dis-
pose of Newton’s absolute time, and to describe Newtonian Dynamics as a
reparametrization-invariant theory, where there is no notion of time at all, there
is just a succession of configurations without any notion of duration. Then the
requirement that the equations of motion take the particularly simple form of
Newton’s second law allows us to deduce a notion of time, called ephemeris
time, which is a sort of average over all the changes in the positions of the
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particles in the Universe. This is the realization of Mach’s “abstraction of time
from change”.
Mach’s critique of absolute space
Mach, like Leibniz and the other advocates of relationalism, was opposed to vis-
ible effects admitting an invisible cause. This is why he disagreed with Newton’s
interpretation of the bucket experiment. Being a good experimentalist, Mach’s
intuition told him that the thin bucket wall couldn’t possibly be responsible
for the macroscopic concavity of the water’s surface, it should admit a different
cause. And here came an observation which relied on the knowledge of the
centuries-old practice of astronomers: Newton’s laws had not been verified rel-
ative to absolute space but to the fixed stars, with the rotation of the Earth as a
clock (‘sidereal’ time). Since antiquity astronomers noticed that the fixed stars
(those that, unlike the wandering planets, do not change their observed relative
positions on the sky) provide a reference frame with respect to which all the
motions are simpler. This practice had proved to be fruitful to such an extent
that, when a discrepancy was observed, it was attributed to non-uniformity of
the rotation of the Earth or failure of Newton’s law of gravity as happened in
the 1890s when astronomers observed an anomalous acceleration in the motion
of the Moon.12 The possibility that the fixed stars didn’t identify an inertial
frame of reference was never taken seriously. But this is actually the case, even
if only to a microscopic degree, as we’ll see in a moment.
So Mach, in The Science of Mechanics, claimed that the cause of the con-
cavity of the water’s surface in Newton’s bucket could be due to the distant
stars. This would have remained a rather bizarre claim had it not been for the
incredibly suggestive insight that followed:
No one is competent to say how the experiment would turn out if
the sides of the vessel increased in thickness and mass till they were
ultimately several leagues thick.
It is then clear that Mach had in mind a sort of interaction between distant
massive objects, and the local inertial frames. This observation made a great
impression on several people, most notably Einstein, for whom it represented a
major stimulus towards the formulation of General Relativity.
12One possibility was that the Earth’s rotation speed was decreasing, giving rise to a
spurious apparent acceleration of the Moon. However, it was also suggested that gravity
could be absorbed by matter. Then during eclipses of the Moon the presence of the Earth
between it and the Sun would reduce the gravitational force acting on the Moon and could
explain the discrepancy. This possibility was only ruled out definitively by observations in
1939, which showed that the planets also exhibited the same anomalous acceleration as the
Moon. Meanwhile, the creation of General Relativity in 1915 by Einstein had explained
the longstanding anomalous advance of Mercury’s perihelion as due to failure of Newton’s
gravitational law.
3.3 Hoffman’s experiment
In a 1904 book Wenzel Hoffman proposed a real experiment to test Mach’s
idea.13 In the absence of buckets whose sides are “several leagues thick”, he
proposed to use the Earth as the ‘bucket’, and a Foucault pendulum as the
water (let’s put it at one pole for simplicity (Fig. 7). If Newton is right, the
rotation of the Earth should have no influence on the plane of oscillation of
the pendulum, which should remain fixed with respect to absolute space. But
if Mach is right, the large mass of the Earth should ‘drag’ the inertial frame
of reference of the pendulum, making it rotate with it very slowly. One would
then see that, relative to the stars, the pendulum would not complete a circle
in 24 hours, but would take slightly longer.
This experiment, as it was conceived, had no hope of succeeding. But it
was actually successfully performed in the early 2000’s, in a slightly modified
version. One just needs the longest Earth-bound pendula that humans ever
built: artificial satellites. The Lageos and Gravity probe B satellites did the
job, and they detected a rotation of their orbital plane due to Earth’s ‘frame-
dragging’ effect. After more than a century, Mach has been proved right and
Newton’s absolute space ruled out.
3.4 Poincare´’s principle
The rather vague idea that Mach sketched in his Mechanics was not sufficiently
precise to make an actual principle out of it. It has nonetheless been called
‘Mach’s principle’ (Einstein coined the expression). Einstein, despite being
a strong advocate of Mach’s principle for years, never found a satisfactory
formulation of it, and towards the end of his life even disowned it, claiming
that it had been made obsolete by the advent of field theory.14
In fact, a precise formulation of Mach’s principle had been there in front of
Einstein’s eyes all the time, but nobody recognized it for what it was until Bar-
bour and Bertotti did in 1982 [30]. This formulation is due to Henri Poincare´,
in his Science and Hypothesis (1902). The delay in the identification of this
13In fact, Hofmann’s proposal had been anticipated in 1896 by the brothers Benedict and
Immanuel Friedlaender (see [28]), one of whom actually did experiments with flywheels to
text Mach’s idea. I discuss Hoffmann’s proposal because, more realistically, it uses rotation
of the Earth.
14In his Autobiographical Notes [29], p.27, Einstein declares: “Mach conjectures that in
a truly rational theory inertia would have to depend upon the interaction of the masses,
precisely as was true for Newton’s other forces, a conception that for a long time I considered
in principle the correct one. It presupposes implicitly, however, that the basic theory should
be of the general type of Newton’s mechanics: masses and their interaction as the original
concepts. Such an attempt at a resolution does not fit into a consistent field theory, as will
be immediately recognized.”
14
Figure 7: Hoffman’s proposed experiment: according to Mach’s conjecture, the
plane of oscillation of a Foucault pendulum (for simplicity here at the North
Pole) should be ‘dragged’ by the Earth’s rotation, and consequently should not,
relative to the distant stars, complete a rotation in 24 hours, lagging slightly
behind.
important contribution is due to the fact that Poincare´ himself never thought
of it as a precise formulation of Mach’s principle. In fact, although Poicare´ can
hardly have been unfamiliar with Mach’s work, he did not cite it in Science and
Hypothesis.
What Poincare´ did ask was this: “What precise defect, if any, arises in
Newton’s mechanics from his use of absolute space?”. The answer he gave can
be understood in the light of our discussion of Tait’s note: from observable
initial configurations and their first derivatives alone one cannot predict the
future evolution of the system.
The cause of this is, according to Poincare´, angular momentum. There
is no way one can deduce the total angular momentum of the system one is
considering from the observable initial data rab and their first derivatives alone.
This can be achieved by looking at the second derivatives, as was demonstrated
by Lagrange in 1772 [31] for the 3-body problem, but this remedy is unnatural,
especially for the N -body problem when N is large: one needs only 3 out of
the 3N − 6 second derivatives.
Poincare´ found this situation, in his words, “repugnant”, but had to accept
the observed presence of a total angular momentum of the Solar System, and
renounce to further his critique. Interestingly, it didn’t occur to Poincare´ that
the Solar System isn’t the whole Universe, it is instead a rather small part of
it as was already obvious in 1902.
Barbour and Bertotti therefore proposed what they called Poincare´’s prin-
ciple: The law of the Universe as a whole should be such that for it specification
of initial inter-particle separations rab and their rates of change should deter-
mine the evolution uniquely. There is a natural generalization of this law to
dynamical geometry.
Further reading: Mach’s “The Science of Mechanics” [25], Barbour’s essay
“The nature of time” [26], Poincare´’s “Science and Hypothesis” [32]. The
great conference proceedings “Mach’s Principle: From Newton’s bucket to
quantum gravity” [28].
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Part II
Relational Particle Dynamics
4 Barbour–Bertotti best matching
As I said, Julian Barbour and Bruno Bertotti in 1982 [30] recognized that
Poincare´ had effectively given a mathematically precise formulation of Mach’s
principle and dubbed it the Poincare´ Principle (Barbour now calls it the Mach–
Poincare´ Principle:)
Physical (or relational) initial configurations and their first deriva-
tives alone should determine uniquely the future evolution of the
system.
In the paper [30] Barbour and Bertotti implemented this principle through what
they called the intrinsic derivative and Barbour now calls best matching, which
allows one to establish a notion of equilocality – to say when two points are
at the same position at different instants of time when only relational data are
available.
4.1 Best matching: intuitive approach
The basic idea is this: say that you’re an astronomer who is given two pictures
of three stars, taken some days apart (assume, for simplicity, that the stars
are fixed on a plane orthogonal to the line of sight; one could ascertain that,
for example, by measuring their redshifts). You’re not given any information
regarding the orientation of the camera at the time the two pictures were taken.
The task is to find an intrinsic measure of change between the two pictures
which does not depend on the change in orientation of the camera.
One is obviously only given the relative separations between the stars r12(t),
r23(t), r31(t) at the two instants t = ti, tf . The task is to identify a Cartesian
representation of the three particle positions ra(t) = (xa, ya, za)(t) ∈ R3, a =
1, 2, 3, at t = ti, tf such that
‖ra(ti)− rb(ti)‖ = rab(ti) , ‖ra(tf )− rb(tf )‖ = rab(tf ) , ∀ a, b = 1, 2, 3, (2)
where ‖ra‖ = ‖(xa, ya, za)‖ = |xa|2 + |ya|2 + |za|2.
Now make a tentative choice of Cartesian representation, ra(ti) = r
i
a and
ra(tf ) = r
f
a . Notice that the Cartesian representation of the configuration at
Figure 8: Different notions of equilocality: the two pictures on the left rep-
resent the same triple star system at different times. The relative positions of
the stars have changed, and the astronomers are presented with the challenge of
superposing picture 2 on picture 1 without having any reference background. On
the right two such choices, corresponding to different definitions of equilocality,
are depicted.
any instant consists of three arbitrary vectors of R3, which can be repackaged
into a single vector of R9, because of course R3 × R3 × R3 = R9. So let’s
interpret the configurations at the initial and final instants as two vectors of
R9:
qi =⊕3a=1 ria = (ri1, ri2, ri3) = (xi1, yi1, zi1, xi2, yi2, zi2, xi3, yi3, zi3) ,
qf =⊕3a=1 ria = (rf1 , rf2 , rf3 ) = (xf1 , yf1 , zf1 , xf2 , yf2 , zf2 , xf3 , yf3 , zf3 ) .
(3)
We need a criterion to judge the ‘distance’ between qi and qf . There is a natural
notion of distance on R9 given by the Euclidean distance d : R9×R9 → R which
is just the square root of the sum of the square of the difference between each
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component of the two R9-vectors:
d
(
qi,q
f
)
=
[
9∑
α=1
(qiα − qfα)2
] 1
2
=
(
3∑
a=1
‖ria − rfa‖2
) 1
2
. (4)
This expression depends both on the intrinsic change of configuration between
the two triangles and on the relative placement of picture 2 w.r.t. picture 1. We
can remove the latter dependence by trying all possible placements and finding
the one that minimizes (4). In other words we have to find qBM = ⊕3a=1rBMa
such that
d
(
qi, qBM
)
= inf
q′
d
(
qi, q′
)
, ‖rBMa − rBMb ‖ = rab(tf ) , (5)
(I chose to move the second picture, but obviously I could equivalently have
moved the first one). In other words, we minimize with respect to transfor-
mations of the second triangle that keep its observable properties (the three
rab(tf )) unchanged. Those are the Euclidean transformations Eucl(3) = ISO(3) =
SO(3)nR3, which act on a single particle coordinate-vector as
ra → Ω ra + θ , (6)
if q = r1 ⊕ r2 ⊕ r3, a Euclidean transformation will act identically on all three
particles:
q → T [q] = ⊕3a=1 (Ω ra + θ) (7)
where θ ∈ R3 and Ω ∈ SO(3). We can introduce the auxiliary variables Ω and
θ in order to directly perform the constrained variation to find qBM defined in
(5):
dBM
(
qi, qf
)
= inf
T
d(qi, T [qf ]) = inf
Ω,θ
(
3∑
a=1
‖ria − Ω rfa − θ‖2
) 1
2
. (8)
The result is a notion of distance, called best-matched distance, that depends
only on relational data. The quantity (8) is in fact invariant under Euclidean
transformations of either of the two vectors qi and qf :
dBM
(
T ′[qi] , qf
)
= inf
Ω , θ
(
3∑
a=1
‖Ω′ ria + θ′ − Ω rfa − θ‖2
) 1
2
= inf
Ω , θ
(
3∑
a=1
‖ria − (Ω′)−1Ω rfa − (Ω′)−1(θ − θ′)‖2
) 1
2
= inf
Ω′′ , θ′′
(
3∑
a=1
‖ria − Ω′′ rfa − θ′′‖2
) 1
2
= dBM(q
i , qf ) ,
(9)
and similarly dBM
(
qi , T ′[qf ]
)
= dBM
(
qi , qf
)
.
For the simple problem of three stars the best-matching condition can be
solved explicitly as a variational problem. Start with the translations, and
consider a variation θ → θ+ δθ that leaves the squared distance d2 (qi , T [qf ])
stationary (there’s no need to vary the square-root, as the square root is a
monotonic function)
δ d2
(
qi , T [qf ]
)
δθ
= 2
3∑
a=1
(ria − Ω rfa)− 6θ = 0 , (10)
which gives us the best-matching condition
θBM =
1
3
3∑
a=1
(ria − Ω rfa) , (11)
this condition establishes that to best-match w.r.t. translations we just have
to subtract the barycentric coordinates from both ria and r
f
a . In other words,
we have to make the barycentres of the two triangles coincide:
dBM
(
qi , qf
)
= inf
Ω
(
3∑
a=1
‖∆ria − Ω ∆rfa‖2
) 1
2
, (12)
where ∆ra = ra − 13
∑
a ra are the barycentric coordinates.
Now we need to vary with respect to rotations. Taking Ω→ Ω + δΩ (in the
sense of varying independently all the 9 components of Ω) is wrong, because
we have to make sure the variation keeps the matrix an element of SO(3).
Imposition of this condition,
(Ω + δΩ)(Ω + δΩ)T = I + Ω δΩT + δΩ ΩT = I , (13)
translates into the requirement of antisymmetry of the matrix δΩ ΩT:
δΩ ΩT = − (δΩ ΩT)T . (14)
In 3D any antisymmetric matrix can be written in terms of the ‘vector-product’
operator with a vector δω
δΩ ΩT = δω× , ⇒ δΩ = δω × Ω , (15)
where v× is to be understood as the matrix of components ijkvk. So our
variation takes the form Ω→ (I + δω×) Ω, where δω is an infinitesimal vector
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that is parallel to the rotation axis. Imposing stationarity of (12) w.r.t. δω
variations, we get
3∑
a=1
‖∆ria − (I + δω×)Ω ∆rfa‖2 =
3∑
a=1
‖∆ria − Ω ∆rfa‖2
+2 δω ·
3∑
a=1
(Ω ∆rfa)×
(
∆ria − Ω ∆rfa
)
= 2 δω ·
3∑
a=1
(Ω ∆rfa)×∆ria = 0 .
(16)
The above equation would be hard to solve were it not for a simplification:
three particles always lie on a plane. Therefore the infimum of d
(
qi , T [qf ]
)
will necessarily be found among those choices of Ω that make the two triangles
coplanar. This is easily understood, because all the coplanar positionings of
the two triangles are always local minima of d
(
qi , T [qf ]
)
under variations δω
that break the coplanarity. Say that we choose the axes in such a way that
∆ria lies on the x, y plane and start with an Ω that keeps Ω ∆r
f
a on the same
plane; then the quantity (16) is obviously parallel to the z plane. Therefore the
variations of d
(
qi , T [qf ]
)
in the x and y directions vanish.
So let’s assume that ∆ria = (∆x
i
a,∆y
i
a, 0) and ∆r
f
a = (∆x
f
a ,∆y
f
a , 0), and
take for Ω a rotation in the x, y plane. Eq. (16) becomes
3∑
a=1
[
∆xia
(
cosφ∆yfa + sinφ∆x
f
a
)−∆yia (cosφ∆xfa − sinφ∆yfa)] = 0 , (17)
which simplifies to
3∑
a=1
‖∆ria ×∆rfa‖ cosφ+
3∑
a=1
∆ria ·∆rfa sinφ = 0 , (18)
which is easily solved
φsol = arctan
(∑3
a=1 ‖∆rfa ×∆ria‖∑3
b=1 ∆r
i
b ·∆rfb
)
. (19)
The expression above transforms in a simple way under separate rotations of
∆rfa and ∆r
i
a: one can verify that (left as an exercise) under a rotation Ω(α)
in the x− y plane:
∆ria → Ω(α)∆ria , φsol → φsol − α ,
∆rfa → Ω(α)∆rfa , φsol → φsol + α ,
(20)
which implies that the best-matched distance
dBM
(
qi , qf
)
=
(
3∑
a=1
‖∆ria − Ω(φsol) ∆rfa‖2
) 1
2
, (21)
Figure 9: Horizontal stacking: in the picture a stacking of three-body con-
figurations is represented. The arbitrarily chosen stacking on the left is best
matched (blue arrows) by translations so as to bring the barycentres to coinci-
dence, after which rotational best matching eliminates residual arbitrary relative
rotation.
is invariant under separate rotations and translations of qi or qf .
We have obtained an expression that allows us to measure the amount of
intrinsic change between the two configurations – change that is not due to an
overall translation or rotation. This is the essence of best matching. And it
is deeply connected to the theory of connections on principal fibre bundles: it
defines a horizontal derivative.
Now, the distance dBM we found is not very physical. First of all, it doesn’t
take into account the masses of the particles. If we take two configurations and
move around just one particle, the dBM between the two configurations changes
independently of the mass of the particle even if we move just an atom while the
other particles have stellar masses. This can be easily corrected by weighting
the original Euclidean distances with the masses of the particles:
d
(
qi, qf
)
=
(
3∑
a=1
ma‖ria − rfa‖2
) 1
2
. (22)
Moreover, to introduce forces, as we shall see, we would like to weight different
relative configurations differently, but without giving different weights to con-
figurations that are related by a global translation or rotation. We can do that
by multiplying by a rotation- and translation-invariant function:
d
(
qi, qf
)
=
(
U(rbc)
3∑
a=1
ma‖ria − rfa‖2
) 1
2
. (23)
The idea is now to perform this best-matching procedure for a complete history.
Take a series of snapshots of the kind depicted in Fig. 8, and represent them in
an arbitrary way in Euclidean space, qk = ⊕3a=1rka, k = 1, 2, . . . . Then minimize
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d
(
Tk[q
k], Tk+1[q
k+1]
)
w.r.t. Ωk and θk for all k. What we get is a horizontal
stacking (by the blue arrows in Fig. 9) of all the configurations. In other words,
a notion of equilocality : the dots in the successive snapshots of the third part
of Fig. 9 can all be said ‘to be in the same place’. This notion of position is not
a pre-existing absolute structure but emerges out of the best matching.
Continuum limit
Now consider the continuum limit, in which we parametrize the snapshots with
a continuous parameter s, with each successive snapshot separated by an in-
finitesimal ds:
vk = v(s) , vk+1 = v(s+ ds) , v = ra , Ω , θ , (24)
Then the squared distance between two successive configurations is infinitesi-
mal,
d2
(
Tk[q
k], Tk+1[q
k+1]
)
=
U(rbc)
3∑
a=1
ma‖Ω(s+ ds) ra(s+ ds) + θ(s+ ds)− Ω(s) ra(s)− θ(s)‖2
∼ U(rbc)
3∑
a=1
ma‖Ω dra + dΩ ra + dθ‖2 , dv = ∂v
∂s
ds .
(25)
For dΩ too, we can repeat the argument for obtaining a variation of an SO(3)
matrix that remains within the group, and we get
U(rbc)
3∑
a=1
ma‖Ω dra + dω × Ω ra + dθ‖2 . (26)
We can get rid of the dependence on Ω by exploiting the invariance of the
scalar product under rotations:
‖Ω dra + dω × Ω ra + dθ‖2 = ‖ dra + Ω−1dω × Ω ra + Ω−1dθ‖2 (27)
Here, Ω−1dω×Ω and Ω−1dθ are just the adjoint action of SO(3) on ISO(3).
Minimizing w.r.t. dω and dθ makes this action irrelevant:
dBML2 = inf
dω,dθ
U(rbc)
3∑
a=1
ma‖dra + dω × ra + dθ‖2 . (28)
The last expression can be integrated over a parametrized path ra(s),
∫
dBML = inf
dω,dθ
∫
ds
(
U(rbc)
3∑
a=1
ma
∥∥∥∥drads + dωds × ra + dθds
∥∥∥∥2
) 1
2
. (29)
We obtain a notion of length of the path that measures only the intrinsic,
physical change that occurs along the path. The above expression is in fact
invariant under local (s-dependent) ISO(3) transformations
ra(s)→ Ω(s) ra(s) + θ(s) . (30)
This kind of object is what is needed to define a variational principle for re-
lational physics. It realizes the kind of foundations for dynamics implied by
Leibniz’s criticism of Newton’s concepts of absolute space and time. No won-
der that, at the time, he was unable to make this precise.
Generating dynamics with best-matching
One can use this measure of intrinsic change to assign a numerical value (weight)
to any curve in the ‘extended configuration space’ (the space of Cartesian rep-
resentations of N particles), and thereby define an action to be minimized by
the dynamical solutions. However, such an action principle is only capable of
generating solutions with zero total momentum and angular momentum, as
will be shown below. Therefore such a law cannot be used to describe a general
N -particle system (like billiard balls on a table, or a gas in a box): it should
rather be used to describe a complete universe.
It is in this sense that the novel foundation of dynamics I am describing satis-
fies Mach’s principle and solves the puzzle of Newton’s bucket (in the restricted
case of a universe composed of point particles interacting with instantaneous
potentials): the dynamical law is such that it can only contemplate a universe
with zero total angular momentum. In Newtonian dynamics, on the contrary,
angular momentum is a constant of motion that is freely specifiable through
the initial conditions of our solution. The law that the total angular momen-
tum of the universe must be zero solves the problem of Newton’s bucket in the
following way: one makes a (small) error in assuming that the reference frame
defined by the fixed stars is inertial. If the total angular momentum is zero,
and the Earth is rotating w.r.t. the fixed stars, that reference frame cannot be
inertial. This is due to the fact that the total angular momentum of the rest
of the universe must be equal and opposite to that of the Earth. The reference
frame of the fixed stars must be rotating very slowly (because the stars greatly
overweigh the Earth), and a truly inertial frame would be rotating both w.r.t.
Earth and w.r.t. the fixed stars. Then one would, in principle, see exactly what
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Wenzel Hoffman proposed: the plane of a pendulum at the north pole would
rotate around the axis of the Earth at a slightly slower speed than the Earth
itself. This effect is, of course, impossible to detect as it is too small. But this
illustrates how a relational dynamics dissolves the puzzle of Newton’s bucket.
Further reading: Barbour and Bertotti’s 1982 seminal paper [30].
5 Best matching: technical details
I’ll now make the ideas introduced above slightly more precise. First of all,
we need to specify the various configuration spaces we’re dealing with. The
largest – and simplest – of them all is the extended configuration space, or
Cartesian space QN = R3N .15 It is the space of Cartesian representations of
N bodies, and the mathematical embodiment of Newton’s absolute space. QN
has a Euclidean metric on it, called the kinetic metric:
dL2kin =
N∑
a=1
ma dra · dra . (31)
Then there is the relative configuration space QNR = Q
N/Eucl(3), which is just
the quotient of QN by the Euclidean group of rigid translations and rotations.
Finally, if we insist that only ratios and angles have objective reality, we must
further quotient by scale transformations:
ra → φ ra φ > 0 , (32)
which, together with the Euclidean group, make the similarity group Sim(3) =
R+nEucl(3). We will call this last quotient the shape space of N particles, SN =
QN/Sim(3). However, since gauge-fixing or reducing w.r.t. rotations is hard
except in some simple cases, we also consider the configuration space obtained
by quotienting just w.r.t. translations and dilatations, PSN = QN/R+ n R3.
We call this pre-shape space.
Reduced conf. space G B = QN/G
Relative conf. space Eucl(3) = ISO(3) QNR
Pre-shape space R+ nR3 PSN
Shape space Sim(3) = R+ n ISO(3) SN
Both mathematically and conceptually, it is important that the various re-
duced (quotient) spaces are not subspaces of the space from which they are
obtained by reduction but distinct spaces.
15For this and the other configuration spaces considered below, there is in fact a distinct
space for each set of masses (or, better, mass ratios) of the particles.
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Principal fibre bundles
The groups acting on QN endow it with the structure of a principal G-bundle16
[34] (this actually holds only for the regular configurations in QN , see below).
Let’s call the principal G-bundle P and the group G. The reduced configura-
tion space plays the role of the base space, which in a principal bundle is the
quotient space B = P/G. The fibres are homeomorphic to the group G.17 As
relationists, our prime interest is in the base space B, which we regard as the
space of physically distinct configurations, but it is only defined through the
quotienting process, and this poses problems: for example, B inherits P ’s struc-
ture of a smooth manifold only if the group G acts freely (or transitively) on P ,
which means that there are no points in P that are left invariant by any other
transformation than the identity. But we know that this isn’t the case in QN :
there are symmetric configurations (e.g., collinear states or total collisions) for
which the action is not free. These regions represent special parts of B, akin to
corners or edges, where smoothness fails.18 Continuing a dynamical orbit after
it crosses one of those points poses a challenge, but this is a technical, rather
than conceptual, issue that I won’t go into here.
Intuitively, a fibre bundle is a sort of generalization of a Cartesian product
B ×G where one erects a tower of different representations in QN above every
single relative configuration or shape (see Fig. 10). The difference with a true
Cartesian product is the lack of an origin. Obviously a point in, say, Q3 cannot
be uniquely represented as a point in S3 (a triangle), together with a translation
vector θ, an SO(3) matrix Ω and a dilatation constant φ. This doesn’t make
sense because θ, Ω and φ are transformations that connect different Cartesian
representations of the same triangle. This is where local sections (and ‘trivi-
alizations’) of the bundle enter: they provide a ‘conventional’ choice of origin
for each triangle. This means that a section associates with each triangle in a
neighbourhood of S3 an oriented triangle with a definite size and position in
R3. This is purely conventional: for example I could decide that all triangles
go onto the x, y plane, with their barycentre at the origin, and the most acute
of their three vertices goes on the x-axis at unit distance from the origin. Then
I can represent any other element of Q3 through the transformation that is
needed to bring the ‘reference’ triangle to congruence with the desired one.
One is forced to define those sections/trivializations locally, that is only on a
set of open neighbourhoods, because the sections have to be smooth (continuous
16I believe the first to relate best matching with principal fibre bundles and connections on
configuration space was H. Gomes in [33]
17The fibres and the group are just homeomorphic (meaning equivalent as topological
spaces), not isomorphic, because the fibres lack an identity element, which is an essential
part of the structure of a group. D. Wise alerted me that such a “group that has forgotten
its identity” is called a torsor. See J. Baez’ description of torsors [35].
18B becomes a stratified manifold [36].
Figure 10: The fibre bundle structure of the three-body configuration space
Q3, with structure group Sim(3) and base manifold S3 (the space of triangles).
Vertical motion changes the representation of the triangle in Cartesian space,
while horizontal motion changes the shape of the triangle ( e.g., its internal
angles).
and infinitely differentiable), and unless the bundle is ‘trivial’ no section can be
smooth everywhere.19
Physicists have a name of their own for local sections: gauges.
19For example, the section I defined in the above example fails to be continuous when the
smallest-angle vertex of the triangle changes: at that point I have an abrupt rotation of the
representative triangle in Q3. This might seem a quirk of the particular section that I chose,
but it is instead an obstruction of topological nature: the topology of the Cartesian product
S3 × Sim(3) is different from that of Q3. This is easily seen: Q3 ∼ R9 is simply connected
while the rotation group SO(3) is not, and therefore neither is S3 × Sim(3).
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Figure 11: The G-invariance condition for a connection: if a horizontal curve
through p is transformed by g ∈ G, then the tangent vector at g p to the trans-
formed curve must still be horizontal.
Connections
A principal G-bundle comes equipped with a natural distinction between ver-
tical and horizontal directions. The first are defined as the subspace Vp ⊂ TpP
of tangent vectors to P that are parallel to the orbits of G, and are related to
unphysical, irrelevant or gauge motions. Horizontal directions represent phys-
ical, relevant, or true change (see Fig. 10), and they are just defined as the
vector-space complement to Vp, that is TpP = Vp ⊕ Hp. It’s clear that this
definition is ambiguous: imagine that TpP = R3, and Vp is one-dimensional.
Then any plane that is not parallel to Vp is an equally good choice of Hp. If
one has a metric on TP , then Hp can be defined as the (unique) orthogonal
complement of Vp, but a principal bundle does not always come equipped with
a metric on TpP . This is what connections are introduced for. A connection
on P is a smooth choice of horizontal subspaces in a neighbourhood of P .
A connection on P defines a (conventional) notion of horizontality, and
consequently of horizontal curves: those curves whose tangent vectors are hor-
izontal. This is the precise formalization of best-matched trajectories: they
must be horizontal according to some connection on QN . Moreover a connec-
tion has to satisfy a compatibility condition with the action of the group G,
which basically states that the G-action sends horizontal curves to horizontal
curves (see Fig. 11).
As I said, if we have a metric on TP , then that defines a ‘natural’ notion
of horizontality: Hp = V
⊥
p . In order for this to define a connection, the or-
thogonality condition defined by the metric has to be G-invariant,20 so that a
G-transformation sends curves that are orthogonal to Vp to curves orthogonal
to Vg p. A particularly simple situation is that of a G-invariant metric: in that
case the metric not only defines a connection, but all the horizontal curves are
geodesics of that metric. In [30], Barbour and Bertotti exploited the following
results to define a relational dynamical law, which I formulate in this way:
Theorem: If a metric on P is G-invariant, given a sheet in P
lifted above a single curve in B, all the horizontal curves on that
sheet minimize the free-end point length between the initial and final
orbits. Moreover, all the horizontal curves on that sheet have the
same length according to the G-invariant metric.
The technical terms ‘sheet’ and ‘free-end point’ in this theorem will now be
explained.
The two-stage variational procedure
Now I will describe the variational principle that realizes best-matching. The
goal is to get an action, that is, a rule to associate a real number to each path on
the base manifold P/G, i.e., the reduced configuration space, be it QNR or S
N .
It is pretty clear, at this point, that only the simplest cases can be effectively
worked out on P/G itself [37], since in general our only way to represent that
space is redundantly through P . So what we aim for is an action principle on
P which is G-invariant, so that it associates the same number to all paths that
project to the same path in P/G and correspond therefore to the same physical
solution.21
Stage I: Free-end-point variation
The following pictures illustrate the first stage of variation: our end-points are
two points in P/G, where the physics resides. In P they map to two fibres, the
two red lines in Fig. 12, which are two orbits of G.
20A G-invariant metric associates the same scalar product to the tangent vectors of two
curves that intersect at a point and the corresponding tangent vectors to the curves trans-
formed under G.
21A note of warning is in order here: I am not trivially talking about an action that is
invariant under a ‘global’ translation or rotation of the system. For that purpose the actions
everybody is familiar with from basic physics courses are perfectly good. Here I’m talking
about an action which is invariant under time-dependent transformations. In this sense the
step from elementary action principles is perfectly analogous to that from a global to a local
gauge symmetry in field theory. The only difference is that the ‘locality’ here is only in time,
not in spacetime as in electromagnetism.
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Figure 12: Stage I: Free-end-point variation on a sheet in P . Notice how this
is all done in the bundle, P , and the base space B is abstractly defined as the
collection of all gauge orbits (here represented as red lines).
1. First, take a trial curve in P (in black) between the two (red) fibres ending
anywhere on them. It projects to a trial curve in B.
2. Then lift this curve in P to a sheet (in gray) in P using the group action.
All the curves on this sheet correspond to the same physical curve in B.
3. Consider all the horizontal curves (red dashed) in the sheet with endpoints
anywhere on the two red fibres. If the metric in P is G-invariant, these
curves also minimize the arc-length from the first fibre to the second. This
is obtained through a free-end-point variation (see below).
4. If the metric is G-invariant, all these horizontal curves will have the same
length. We’ll define the value of the action on the curve in B correspond-
ing to the considered sheet as the length of the curve. In this way the
action is G-invariant.
Figure 13: Stage II: Variation of the physical curve in P/G to find the one
(on the right) that realizes the extremum between the fixed end points in P/G.
Stage II: Physical variation
Now we have an action associated with a sheet in P and consequently with a
single path in P/G. We can now evaluate it on every possible path in P/G
between the two endpoints, which means on every possible sheet in P between
the two red fibres:
5 Consider all possible paths in P/G joining the two red fibres. Use the
above rule to assign a value of the action to each of them. If two of
them lie on the same sheet, they have the same action. The action is
G-invariant.
6 Minimizing with respect to this action will identify the physically realized
sheet, and consequently a unique curve in P/G.
On this final sheet there is a dim(G)-parameter family of horizontal curves.
They are distinguished only by their initial positions on the fibre. These curves
are not more physical than the others on the same sheet, but they realize a
reference frame in which the equations of motion take the simplest form. In
this sense they are special (Barbour and Bertotti introduced the notion of
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the distinguished representation). They give a preferred notion of equilocality
(horizontal placement in Fig. 9).
Before showing this technique in action, let me comment on temporal rela-
tionalism.
5.1 Temporal relationalism: Jacobi’s principle
So far, temporal relationalism found less space than spatial relationalism in
this Tutorial. It is time to introduce it. I will show now how to realize Mach’s
aphorism [25] “time is an abstraction at which we arrive through the changes
of things” in a dynamical theory.
The necessary mathematics had actually been created by Jacobi in 1837,
nearly 50 years before Mach wrote that sentence. Jacobi was not thinking
about the abstraction of time from change – he seems to have been happy with
Newton’s concept of time. Rather, his aim was to give a mathematically correct
formulation of Maupertuis’s principle. Ever since its original statement, it had
been assumed, above all by Euler and Lagrange, that all trial curves considered
for comparison must correspond to the same total energy. The problem that
Jacobi solved was the correct mathematical representation of such a condition.
Euler and Lagrange had got the right answer using dubious mathematics.
Jacobi achieved his aim by reformulating Mapertuis’s principle, for systems
with a quadratic kinetic energy, in a ‘timeless’ form. His principle determines
the ‘true’ (in the sense of physically realized) trajectories of a dynamical sys-
tem with one fixed value E of its total energy as geodesics in QN , which are
geometrical loci that do not depend on any particular parametrization.22
Jacobi’s action is (integrating on a finite interval of the parameter s ∈
[si, sf ])
SJ = 2
∫ sf
si
ds
√
(E − U) Tkin , Tkin =
N∑
a=1
ma
2
dra
ds
· dra
ds
, (33)
where E is a constant (the total energy of the orbit we’re interested in but
here is to be regarded as a constant part of the potential, i.e., as part of the
law that governs the system treated as an ‘island universe’), U = U(ra) is the
potential energy and Tkin defined above is the kinetic energy. This expression
is reparametrization-invariant
ds→ ∂s
∂s′
ds′ ,
N∑
a=1
ma
dra
ds
· dra
ds
→
(
∂s′
∂s
)2 N∑
a=1
ma
dra
ds′
· dra
ds′
, (34)
22The same is true of a manifold, which doesn’t depend on any particular coordinate system.
Figure 14: Vertical stacking: the same stacking of three-body configurations as
in Fig. 9 can be moved vertically (red arrow) by a time reparametrization. While
best matching fixes the horizontal stacking, ephemeris time fixes the vertical one.
(for reparametrizations s′ that preserve the end-point value of the parameter,
s′(si) = si and s′(sf ) = sf ) thanks to the square-root form of the action.
Jacobi’s action is closely analogous to the expression for the arc-of-length in a
Riemannian manifold with metric ds2 = gijdxi dxj :∫
dsL =
∫
ds
(
gij
dxi
ds
dxj
ds
) 1
2
, (35)
and is precisely the same thing if our manifold is QN equipped with the metric
dL2 = 4 (E − U)
N∑
a=1
ma
2
dra · dra , (36)
which is conformally related to the kinetic metric by the factor E − U .
In the language of E. Anderson [37] we can rewrite the action in a manifestly
parametrization-irrelevant form,
SJ = 2
∫ rfa
ria
(E − U) 12
(∑ ma
2
dra · dra
) 1
2
, (37)
where now ria = ra(si) and r
f
a = ra(sf ) are the end-points. This is in fact the
form in which Jacobi originally formulated his principle.
The ephemeris time
Jacobi’s action gives rise to the following Euler–Lagrange equations:
ma
d
ds
((
E − U
Tkin
) 1
2 dra
ds
)
= −
(
Tkin
E − U
) 1
2 ∂U
∂ra
, (38)
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which have a complicated form. But, as is always possible, now choose the
parametrization in which
Tkin = E − U, (39)
with the increment of the new parameter given by
dteph = ds
(
Tkin
(E − U)
) 1
2
=
(∑N
a=1madra · dra
2(E − U)
) 1
2
=
dL
2(E − U) . (40)
Following the nomenclature of Edward Anderson, I call (40) the differential of
the instant. It measures the accumulation of a distinguished ‘duration’ from
one instant to another. The meaning of the subscript ‘eph’ will be explained
shortly. In the parametrization (40), the equations of motion take the form
ma
d2ra
dt2eph
= − ∂U
∂ra
, (41)
which is just Newton’s equations for N particles interacting through the po-
tential U . Note that Eq. (39), rewritten as E = Tkin + V , would normally
be interpreted as the expression of energy conservation. But, in a Machian
approach E for the Universe is to be interpreted, as I said, as a universal con-
stant (like Einstein’s cosmological constant), and then it, expressed explicitly
through (40), becomes the definition of time or, better, duration.23
Indeed, Eq. (40) above is the closest thing to Mach’s ideal we could imagine:
an increment of time which is a sum of all the dra in the particles’ positions,
weighted by (twice) the difference between total and potential energy. Out of a
timeless theory like Jacobi’s, a ‘natural’ parametrization emerges, which gives
a notion of duration as a distillation of all the changes in the Universe [38]. In
this time, the particles in the Universe, provided one identifies an inertial frame
of reference (I’ll show how in a moment), will move according to Newton’s laws.
This is the place to explain the subscript ‘eph’ in dteph in (40). As I remarked
above, in the 1890s astronomers found an apparent deviation from Newton’s
laws in an anomalous acceleration in the motion of the Moon [39]. One possible
explanation was that this was nothing to do with a failure of Newton’s laws
but arose from the use of the Earth’s rotation to measure time. This was only
definitively confirmed in 1939, when it was shown that the planets exhibited the
same anomaly. This confirmed that the rotating Earth doesn’t tick a time in
which Newton’s laws are satisfied. The way out was to assume a more flexible
notion of duration, in which the second is defined by an ‘average’ of the motions
of the most prominent (and massive) objects in the solar system in such a way
that Newton’s laws are verified. In practice, to match the increasing accuracy of
23We ask “what’s the time?”, if we want to know which instant of time is it. But we also
ask “How much time do we have?”.
observations it is necessary to include more and more objects in this definition
of time, which is called ‘ephemeris time’.24
What is a clock?
In the physics community, there is a widespread misconception that to define
clocks one needs to make reference to periodic phenomena, which provide a
time standard because of their isochronicity. This tradition finds its origin in
the imitation of Einstein [40], with his clocks made with mirrors and light rays.
But isocronicity of periodic phenomena per se is a circular argument (if you
define the second as one period of a pendulum, then obviously the pendulum
will always complete a period in exactly one second!). A more refined version
of this idea is based on the hypothesis of the homogeneity (in time) of Nature:
two phenomena that take place under identical conditions should take the same
time. But also this is a fallacy: there are no two identical phenomena: “You can
never step into the same river twice” as Heraclitus famously mused. Indeed,
if two phenomena had exactly the same attributes, they would have to be
identified (this Leibniz’s principle of the identity of the indiscernibles).
The relationalist point of view is that the main defining property of good
clocks (both natural and artificial) is that they march in step, and therefore
they are useful for keeping appointments [26]. The fact that we (on Earth) can
usefully make reference to an ever-flowing, ubiquitous notion of time is made
possible by the way the objects in the world behave, with a lot of regularities.
After Einstein and his relativity of simultaneity we cannot easily talk about a
universal notion of a present instant,25 but the huge degree of regularity that
our Universe exhibits is by no means diminished: it just translates into the fact
that we all can usefully make reference to a unique spacetime, and all local
measurements of clocks (and distances, see below) are mutually consistent with
a notion of spacetime. The simplest and prototypical example of a relationalist
clock is Tait’s inertial clock, which is the position of particle 2 in his solution
to the Scholium problem (cfr. Sec. 3.1).
5.2 Best-matching ‘in action’
Stage I: Free-end-point variation
Assume that we have a G-invariant metric (dra,dr
′
b)G =
∑
a,b M
ab dra · dr′b on
TP .26 In accordance with Stage I of the best-matching procedure, we start
24From the Greek ἐφημερίς (ephe¯meris) for “diary”. Ephemerides are tables of the predicted
positions of the celestial bodies over time.
25Here ‘easily’ anticipates that there is a sense in which Shape Dynamics defines a universal
present.
26Here I mean G-invariant in the sense described in footnote 20.
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with a generic path ra(s) : [s1, s2]→ P , then lift it locally along the fibres with
the group action
ra(s)→ O(s) ra(s) , (42)
and look for the horizontal paths. If the metric is G-invariant, those paths will
minimize the length defined by the metric
dLbare =
√
(dra(s),dra(s))G = ‖dra(s)‖G , (43)
so we we only need to vary the group elements:
SBM = inf
O(s)
∫
dL = inf
O(s)
∫
‖d (O(s) ra(s))‖G , (44)
but keeping the end points free. This last requirement is of paramount impor-
tance. One normally takes the variation while keeping the end points fixed,
which makes it possible to discard some boundary terms and obtain the Euler–
Lagrange equations. Here variation of the end points along the fibres corre-
sponds to unphysical motions, so nothing allows us to keep them fixed. The
G-invariance of the metric makes it possible to rewrite the variational principle
as
SBM = inf
O(s)
∫ ∥∥dra +O−1dO ra∥∥
G
. (45)
If O is a matrix representation of a Lie group, the expression d = O−1 dO is the
differential of a representation of the corresponding Lie algebra O(s) = exp (s).
We can therefore replace O(s) by an s-dependent Lie algebra element (s):
SBM = inf
(s)
∫
‖dra + d ra‖G . (46)
The last expression looks like a covariant differential, which we can call the
best-matching differential [37]
Dra = dra + d ra . (47)
The free-end-point Euler–Lagrange equations (see Appendix B.2 for their deriva-
tion) for (46) give
d
(
δdL
δd
)
=
δdL
δ
,
δdL
δd
∣∣∣∣
s=s1
=
δdL
δd
∣∣∣∣
s=s2
= 0 , (48)
but thanks to the G-invariance of the metric the  variable is cyclic, δLδ = 0,
and then the equations, together with the boundary conditions δdLδd
∣∣
s=s1
=
δdL
δd
∣∣
s=s2
= 0, imply
d
(
δdL
δd
)
=
δdL
δ
∣∣∣∣
s=s1
=
δdL
δd
∣∣∣∣
s=s2
= 0 ⇒ δdL
δd
= 0 . (49)
What we have here found are the conditions of horizontality. This procedure
doesn’t work if the metric is not G-invariant because then the ‘Lagrangian’
depends on (s) as well as on d(s).
Notice that the free-end-point variation of a cyclic coordinate is equivalent
to the regular variation of a Lagrange multiplier: if we define λ = d, then the
Lagrangian depends on λ but not on its derivative. Its fixed-end-point variation
gives δdLδλ = 0, which is equivalent to (49).
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Stage II: Noether’s theorem part I
Now, if the metric is G-invariant, the quantities δdLδd are constants of motion
for the paths that minimize the following uncorrected action:
Sbare =
∫
dLbare =
∫
‖dra‖G . (50)
In fact, the action is invariant under global, time-independent G transformations
ra(s)→ exp  ra(s) , (51)
and Noether’s theorem, part I [41] establishes that
d
(
δdLbare( ra(s))
δ
∣∣∣∣
=0
)
= 0 , (52)
which states that the quantities δdLδd of the preceding paragraph are conserved
along the solutions. This is true, in particular, if they have the value zero.
Therefore the solutions of the Euler–Lagrange equations for Sbare are horizontal
if they start horizontal: δdLδd
∣∣
s=s1
= 0.
Thanks to the G-invariance of our bare action, the best-matching condition
reduces to nothing more than an initial condition on the data: it is sufficient
to take the ‘bare’ action Sbare and find the path that minimizes it with initial
conditions given by (49).
The Newtonian N-body problem
Let’s apply the technique of best-matching to Newtonian gravity. I will use
the reparametrization-irrelevant formulation (37) with the variations expressed
27In gauge theory, there are many ‘multipliers’ (like the scalar potential A0 in Maxwellian
electrodynamics) that, dimensionally, are velocities (and hence cyclic coordinates because
no quantities of which they are velocities appear in the Lagrangian). It is therefore strictly
irregular to treat them as multipliers. Free-end-point variation explains why mathematics
that strictly is incorrect gives the right answer.
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with respect to ephemeris time. It is sufficient to take the following metric on
QN :
dL2New = 4 (E − VNew)
N∑
a=1
ma
2
dra · dra , (53)
which is conformally related to the kinetic metric through the positive-definite28
conformal factor E − VNew, where
VNew = −
∑
a<b
mamb
‖ra − rb‖ . (54)
The conformal factor E − VNew is translation- and rotation-invariant, which
allows us to find the horizontal curves by minimizing the action∫
dLNew = 2
∫ (
(E − VNew)
N∑
a=1
ma
2
‖Dra‖2
) 1
2
, (55)
where the best-matching differential here is
Dra = dra + dω × ra + dθ . (56)
Varying w.r.t. dω with free endpoints, I find
δdLNew
δdω
= − 1
dχ
N∑
a=1
maDra × ra = 0 , (57)
where
dχ = (E − VNew)− 12 (
∑
a
ma
2 ‖Dra‖2)
1
2 . (58)
The expression here on the rhs is a sort of precursor of the ephemeris time,
but it is not yet that since it depends on the auxiliary quantities dω and dθ; I
introduce dχ merely to simplify the equations.29 As I commented on Eq. (40),
E. Anderson calls it the differential of the instant [37, 42].
Varying w.r.t. dθ, I get
δdLNew
δdθ
=
1
dχ
N∑
a=1
maDra = 0 . (59)
28E−VNew is actually positive-definite ‘on-shell’, that is, on the physical trajectories, where
it is equal to the positive-definite kinetic energy. Notice that if E < 0, there are forbidden
regions in configuration space: those where the potential energy is smaller than E.
29I use χ for this differential quantity as the initial letter of the Greek word χρόνος (chronos),
referring to a quantitative notion of time (duration).
If we now define the canonical momenta [43, 44] pa as
pa =
δdLNew
δdra
= ma
Dra
dχ
, (60)
then the Euler–Lagrange equations read
dpa =
δdLNew
δra
= −dχ∂VNew
∂ra
− dω × pa , (61)
where the term dω×pa is due to the ra-dependence of Dra. This term can be
reabsorbed into a best-matched differential of the momentum:30
Dpa = dpa + dω × pa , (62)
and then the equations of motion take an almost-Newtonian form:
Dpa
dχ
= ma
D
dχ
(
Dra
dχ
)
= −∂VNew
∂ra
. (63)
As I said, dχ is not an ephemeris time because of its dependence on the
auxiliary quantities dω and dθ. However, if we solve (59) and (57) for dω and
dθ, call the solutions dωBM and dθBM and substitute them into (58), we do
obtain the actual ephemeris time:
dteph = (E − VNew)− 12
(∑
a
ma‖dra + dωBM × ra + dθBM‖2
) 1
2
. (64)
We can call dra + dωBM × ra + dθBM the ‘horizontal’ differential because it
measures the physical variation of ra and contains no part due to a rigid trans-
lation or rotation of the whole universe, and is therefore invariant under Eucl.
The ephemeris time is invariant as well, and it measures a distillation of all the
physical change in the universe.
The best-matching conditions (57), (59) take a very intuitive form if ex-
pressed in terms of the canonical momenta:
L =
N∑
a=1
ra × pa = 0 , P =
N∑
a=1
pa = 0 . (65)
We can now exploit the G-invariance of the metric as a shortcut to stage II
of the best-matching procedure. The paths that minimize the bare action
Sbare = 2
∫ (
(E − VNew)
N∑
a=1
ma
2
‖dra‖2
) 1
2
(66)
30The best-matched differential cannot act in the same way on ra and the momenta: for ex-
ample the latter are translation-invariant. This will be made more precise in the Hamiltonian
formulation.
27
and start with zero total angular and linear momenta,
N∑
a=1
ma dra =
N∑
a=1
ma dra × ra = 0 , (67)
project under QN → QNR to the physical solutions of the best-matched theory
in QNR . Minimizing Sbare with the above initial conditions gives Euler–Lagrange
equations (38) that take a Newtonian form if expressed in terms of the ephemeris
time for which Tkin = E − VNew.
If the energy is zero, E = 0, we see here how this kind of dynamics satisfies
the Mach–Poincare´ Principle. The physical, observable initial data (3N − 6
positions and 3N − 6 differentials) are alone enough to uniquely determine a
physical trajectory. The total angular and linear momenta are set to zero by
the constraints (65) (the angular momentum represents the ‘missing’ 3 data
in Poincare´’s analysis). The dynamics determines by itself an inertial frame
of reference and an intrinsic notion of duration (the ephemeris time) such that
Newton’s equations hold. In this frame, the total angular momentum of the Uni-
verse must be zero, otherwise the Mach–Poincare´ Principle would be violated.
We see that relational dynamics not only provides a deeper and intrinsic foun-
dation for Newton’s dynamics (finding the physical origin of reference frames
and, ultimately, inertia), but it also imposes physical predictions that make
it more restrictive than Newton’s theory. If we could show that our Universe
possesses angular momentum, that would rule out Machian dynamics (linear
momentum wouldn’t be observable anyway due to Galilean invariance).
A nonzero energy is an element of arbitrariness that would imply a (mild)
violation of the Mach–Poincare´ Principle: observable initial data would fail
to be enough to determine the future evolution, by just a single datum, and
an observation of one single second derivative of the relational data would be
enough to fix the value of E. Therefore a nonzero energy, despite being possible
to describe in Machian terms, is disfavoured.
The scale-invariant N-body problem
If we want to incorporate the relativity of scale in a simple way, we might choose
a different metric on QN which is manifestly scale-invariant:
dL2S = −4VS
N∑
a=1
ma
2
dra · dra , VS = VNew
I
1
2
cm
, (68)
where Icm is what I call the ‘centre-of-mass moment of inertia’:
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Icm =
N∑
a=1
ma‖ra − rcm‖2 , (69)
or, written in a more relational way (due to Leibniz),
Icm =
∑
a<b
mamb
mtot
‖ra − rb‖2 . (70)
Notice that I can’t put values of the energy E other than zero in (68) because
that would make the metric non-scale invariant.
The best-matching action is∫
dLS = 2
∫ (
− VS
N∑
a=1
ma
2
‖Dra‖2
) 1
2
, (71)
where in this case
Dra = dra + dω × ra + dφ ra + dθ . (72)
Note the scalar auxiliary variable φ ∈ R+, which corrects for dilatations. The
free-end-point variations of this action are identical in form to the ones of the
previous paragraph. These now include the one related to scale transformations:
δdLS
δdφ
=
1
dχ
N∑
a=1
ma ra · (Dra) = 0 , (73)
which expresses the vanishing of the total dilatational momentum:32
D =
N∑
a=1
ra · pa = 0 . (74)
The equations of motion are
Dpa
dχ
= −∂VS
∂ra
, (75)
where in this case the best-matching differential of the momentum gains a
correction coming from dilatations:
Dpa = dpa + dω × pa − dφpa . (76)
31That object is actually half the trace of the centre-of-mass inertia tensor, defined as
I =
∑
ama (ra − rcm)⊗ (ra − rcm).
32This quantity has the same dimensions as angular momentum, and the name for it was
coined by analogy in [45]. It has not been given a name in the N -body literature and is
usually denoted by J , probably for Jacobi.
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In this case, the bare action,
Sbare = 2
∫ (
− VS
N∑
a=1
ma
2
‖dra‖2
) 1
2
, (77)
also conserves the dilatational momentum, and therefore its Euler–Lagrange
equations give a representation in QN of the physical trajectories if one imposes
the condition (74) on the initial data. The equations of motion for the bare
action in ephemeris time are
dpa
dteph
= ma
d2ra
dt2eph
= −∂VS
∂ra
= −I− 12cm
∂VNew
∂ra
−ma (ra − rcm) I− 32cm VNew . (78)
The dilatational momentum is zero, and this implies that the centre-of-mass
moment of inertia is conserved, because
dIcm
dteph
= 2 D = 0 . (79)
We therefore obtain a theory which is Newtonian gravity with I
1
2
cm playing the
role of a gravitational constant, plus a ‘cosmic’ force parallel to ra − rcm, and
therefore pointing towards (or away from) the centre of mass, which keeps Icm
constant. In a universe made of at least ∼ 1080 particles, this ‘cosmic’ force
would be virtually undetectable through local observations (at the scale of the
solar system or even at the scale of galaxy clusters). In fact, the accelerations of
localized systems due to this force would be almost identical, both in direction
and magnitude, and thus undetectable by virtue of the equivalence principle.
Further reading: Regarding principal fibre bundles, I suggest the book by
Go¨ckler and Schucker [46], the review by Eguchi, Gilkey and Hanson [47],
and Frankel’s book [34]. The masterpieces on the variational principles of
mechanics are Lanczos [43], Goldstein [44] and Arnold [1].
6 Hamiltonian formulation
The Hamiltonian formulation of the kind of systems we’re interested in is non-
trivial. In fact the standard formulation fails to be predictive, precisely because
of the relational nature of our dynamics. There are redundancies in the descrip-
tion, and this means that the usual Legendre transform that is used to define
the Hamiltonian is singular, and the momenta are related to the velocities by
one-to-many mappings. This situation is described through nonholonomic con-
straints (meaning constraints that depend not only on the coordinates, but also
on the momenta).
In fact, after the two-stage procedure described above, best matching leads
to a simple set of constraints on the canonical momenta, namely Eqs. (65), with
the possible addition of (74) if relativity of scale is assumed. There is also a
constraint associated to temporal relationalism, as I will show now.
6.1 The Hamiltonian constraint
Reparametrization-invariant theories are characterized by having a vanishing
Hamiltonian. We can see it in the prototype for these theories: the geodesic-
generating action (35), whose Lagrangian is
L =
(
gij
dxi
ds
dxj
ds
) 1
2
. (80)
Its canonical momenta are
pi =
δL
δx˙i
=
(
gk`
dxk
ds
dx`
ds
)− 12
gij
dxj
ds
, (81)
We see that the momenta, like the geodesic action
∫
dsL from which they are
derived, are themselves reparametrization-invariant: they can be written in the
parametrization-independent form
pi =
(
gk` dxk dx`
)− 12 gij dxj . (82)
The other thing one can observe is that the momenta have the form of N -
dimensional direction cosines, because as a vector they have unit length, so the
following phase-space function vanishes weakly :33
H = gij p
i pj − 1 ≈ 0 , (83)
33Strong (=) and weak (≈) equations will be defined below. Here, the difference is imma-
terial.
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where gij is the inverse metric. We see from (83) that the velocities dxids are
under-determined by the momenta (their norm is not determined by the mo-
menta, which have unit norm). This is what Dirac [4] calls a primary constraint :
an algebraic relation satisfied by the momenta by virtue of their mere definition
and not due to any variation.
By its definition, the canonical Hamiltonian vanishes,
Hcan :=
∑
i
pi
dxi
ds
− L ≡ 0 , (84)
but, as discussed below, the presence of the primary constraint (83) implies
that the true generator of the dynamics is not (84) alone. It is instead (84) plus
a linear combination of the primary constraints, which in our case is just (83):
Htot = Hcan + u
(
gij p
i pj − 1) , (85)
where u = u(s) is an arbitrary time-dependent function (whose conjugate mo-
mentum does not appear in the total Hamiltonian and is assumed to vanish).
Dirac [3] developed a general theory of constrained Hamiltonian systems
and presented it in his beautiful lectures [4]. I will now reformulate everything
according to Dirac’s theory. For the readers who are not familiar with the
subject, I will start with a quick review of the technique.
6.2 A crash course in Dirac’s constraint analysis
Consider a Hamiltonian system which is subject to a set of constraints like (65),
(74) and (83). The constraints will be expressed through a set of phase-space
functions φa = φa(p, q). When all of these functions vanish the constraints are
satisfied. This identifies implicitly a hypersurface in phase space (the constraint
surface). With the notion of constraints comes that of weak equivalences: two
phase-space functions f, g are weakly equivalent if their difference is a linear
combination of the constraints, f ≈ g ⇔ f − g = ∑a ua φa. A function that
is equal to a linear combination of the constraints (which means it is zero on
the constraint surface) will be called weakly vanishing, and an equation that
holds only on the constraint surface will be called a weak equation, as opposed
to strong equations, which hold everywhere in phase space.
Dirac [4] starts by noticing that, in the presence of constraints, Hamil-
ton’s equations do not follow from the minimization of the canonical action
δ
∫
ds
(
pi q˙i −Hcan
)
. In fact, when taking its variation,
δ
∫
ds
(
pi q˙i −Hcan
)
=
∫
ds
[(
q˙i − δHcanδpi
)
δpi −
(
p˙i + δHcanδqi
)
δqi
]
= 0 , (86)
one is not entitled to separately put to zero all the coefficients of δpi and δqi.
This because one cannot take arbitrary variations δpi, δqi: they are constrained
by the conditions φa ≈ 0. The most generic variation one can take is one that
keeps the phase-space vector (δpi, δqi) tangent to the hypersurface φa = 0 (a
variation that keeps you on that hypersurface).
There is no metric on phase space, but there is enough to define orthogo-
nality and parallelism: it’s the symplectic structure. The reader can find more
details in Arnold’s book [1]. For our purposes, it is sufficient to say that, in
the case of a variation constrained to φa = 0, Eq. (86) imposes a weaker set of
conditions, namely
δHcan
δqi
+ p˙i =
∑
a
ua
∂φa
∂qi
,
δHcan
δpi
− q˙i =
∑
a
ua
∂φa
∂pi
, (87)
for any choice of ua. The u
a’s purpose is to generate the whole tangent hy-
perplane to the surface φa = 0 at each point of it. The above equations are
Hamilton’s equation for a generalized Hamiltonian
H∗ = Hcan +
∑
a
ua φa . (88)
The evolution of a phase-space function f under this generalized Hamiltonian
can be written in terms of Poisson brackets
f˙ = {f,H∗} = ∂f
∂qi
∂H∗
∂pi
− ∂f
∂pi
∂H∗
∂qi
. (89)
The equations of motion (89) only make sense if the constraints φa are preserved
by them, for otherwise the evolution brings us out of the constraint surface
φa = 0. So, for consistency, we have to require that
φ˙a = {φa,H∗} = {φa,Hcan}+
∑
b
ub{φa, φb} ≈ 0 . (90)
Recall that Dirac’s weak equality ‘≈ 0’ means that the result of the above
calculation gives a combination of the constraints φa that vanishes when the
on-shell condition φa ≈ 0 is imposed.
Equations (90) are the core of Dirac’s analysis. There are 4 cases:
1. There are a’s for which Eqs. (90) have no solution. Then the system is
not consistent and the equations of motion admit no sensible solution, like
the famous Lagrangian L = q, whose Euler–Lagrange equation is 1 = 0.
2. Some of Eqs. (90) admit a nontrivial solution, and that solution does not
depend on any ua’s. Then all such solutions impose new constraints φ
′
a
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on the pi, qj . Dirac calls the φ
′
a secondary constraints, and they need to
be treated on the same footing as the φa’s. Then one writes down a new
modified Hamiltonian H∗∗ = Hcan +
∑
a u
a φa+
∑
b u
′b φ′b and applies the
procedure again from the start.
3. Some other equations might admit a nontrivial solution which depends
on the ua’s. Each such equation will fix one of the ua’s as a function of
p, q. Dirac calls these equations ‘specifiers’. Each equation of this kind
is associated with a second-class constraint. Second-class constraints are
defined by the fact that their Poisson brackets with at least one other
constraint in the theory are not weakly vanishing.
4. All the equations that do not fall into cases 2 or 3 will simplify to tautolo-
gies of the form 1 = 1. There will be one such equation for each first-class
constraint. First-class constraint are defined by the fact that their Poisson
brackets with every other constraint in the theory are weakly vanishing.
If we never stumble upon case 1, after a few iterations of the procedure all of
the equations will fall into cases 3 or 4 Then the system is well defined, and we
can stop. The evolution will be finally generated by a total Hamiltonian,
Htot = Hcan +
∑
a∈ first-class
ua φa +
∑
b∈ second-class
ub(p, q)φb , (91)
which is the canonical Hamiltonian plus a linear combination of all the leftover
first-class constraints (primary, secondary, . . . ), and a linear combination of the
second-class constraints with the ua = ua(p, q) which have been fixed by the
specifier equations.
Dirac’s theorem
Whenever our algorithm stops (and the system turns out to be consistent), but
some of the ua’s are not specified by any ‘case 3’ condition, then these ua’s are
gauge degrees of freedom (like the position of the centre of mass in relational
systems).
As we said, the ua’s that don’t end up specified are those related to first-class
constraints, meaning that they Poisson-commute with all the other constraints
φa and with Hcan, so that for them Eq. (90) falls into case 4.
The following is referred to by some as ‘Dirac’s theorem’: primary first-class
constraints treated as generating functions of infinitesimal contact transforma-
tions lead to changes that do not affect the physical state.
Consider the simplest case of a non-vanishing canonical Hamiltonian Hcan
and one single first-class constraint φ:
f˙ = {f,Hcan}+ u {f, φ}.
If φ is first-class (so that {φ,Hcan} ≈ 0), then u is not specified by any condition
and is left as arbitrary. This arbitrariness is absent only if one considers phase-
space variables y that are first-class with respect to φ, {y, φ} ≈ 0. Then u does
not appear in the evolution of y. Variables like y are gauge-invariant, and the
absence of any arbitrariness in their evolution signals that they are physical and
are the only candidates for observables. Non-gauge invariant quantities can be
used in the description of the system, but they depend on conventional choices,
or gauges.
Let’s show a simple example to make things concrete. Consider two free
particles on a line, with coordinates q1 and q2. The canonical Hamiltonian is
Hcan = p
2
1
2m1
+
p22
2m2
, (92)
and say we have the constraint
φ = p1 + p2 , (93)
which is obviously first-class as it is the one and only constraint in the model,
and a single constraint will always Poisson-commute with itself. The total
Hamiltonian is Htot = Hcan + uφ, and it generates the time evolution
q˙1 =
p1
m1
+ u , q˙2 =
p2
m2
+ u , , p˙1 = p˙2 = 0 . (94)
The solution to these equations is
qi(s) =
pi
mi
(s− s1) +
∫ s
s1
ds′ u(s′) + qi(s1) , pi(s) = pi(s1) , (95)
and depends on four integration constants, qi(s1), pi(s1), and the arbitrary
parameter u(s). The integration constants set the initial values of the phase-
space variables, at s = s1. The constraint φ ≈ 0 constrains these initial values
to satisfy p1(s1) = −p2(s1).
We see that while the constraint φ ≈ 0 fixed the total canonical momentum
p1 +p2 to be zero, the gauge choice allows us to represent the system in a frame
in which the total quantity m1 q˙1 + m2 q˙2 = mtot u is nonzero. The relative
distance between the two particles q1 − q2 is gauge-invariant {q1 − q2, φ} = 0,
its equations of motion contain no arbitrariness,
q˙1 − q˙2 = p1
m1
− p2
m2
, (96)
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and it is the only gauge-invariant quantity in the system apart from the mo-
menta p1, p2 (which however are constrained to sum to zero, and therefore
have only one independent degree of freedom). Therefore, there are two physi-
cal Hamiltonian degrees of freedom.
Barbour and Foster’s exception to Dirac’s theorem
Julian Barbour and Brendan Foster found a bug in Dirac’s theorem [5] that
relates to the case we’re interested in: when the canonical Hamiltonian vanishes
and the total Hamiltonian is just a linear combination of constraints.
Consider again the case of a single first-class constraint φ, but when the
canonical Hamiltonian vanishes identically:34 Hcan ≡ 0. Then
f˙ =
df
ds
= u {f, φ} , (97)
and now it is true that u is arbitrary, but the effect of changing u is just a
reparametrization. The same equation written as
1
u
df
ds
= {f, φ}
is invariant under s → s′(s), u → u ∂s∂s′ . Therefore this particular φ generates
physical change. If in the example above of the two particles on a line we had
Hcan = 0, then the equations of motion would reduce to
q˙1 = u , q˙2 = u , , p˙1 = p˙2 = 0 . (98)
with solution
qi =
∫ s
s1
ds′ u(s′) + qi(s1) , pi = const . (99)
Now, we cannot say that the constraint generates unphysical change, because
it clearly moves the representative point on a dynamical trajectory. Changing
the function u = u(s) merely amounts to changing the parametrization of the
same dynamical trajectory.
6.3 Application to our systems
Differential almost-Hamiltonian formulation
We will here use the formulation proposed by Edward Anderson [37] as in
Eq. (37). In place of the Lagrange multipliers ua, we use differentials dξa of
34‘Strongly’ in Dirac’s terminology.
which we consider the free-end-point variation.35 This enables us to imple-
ment ‘parametrization irrelevance’ at all stages. The Newtonian best-matching
action (55) is extremalized by a path generated by the ‘differential-almost-
Hamiltonian’ object
dA = dχH + dθ ·P + dω · L , (100)
which is a linear combination (through differentials) of the constraints
L =
N∑
a=1
ra × pa , P =
N∑
a=1
pa , H =
N∑
a=1
pa · pa
2ma
− U . (101)
The evolution of a phase-space function f is generated by Poisson-commuting
f with dA:
df = {dA, f} = dχ {H, f}+ dθ · {P, f}+ dω · {L, , f} , (102)
and therefore the best-matching differential of f is generated by the Hamilto-
nian constraint H ‘smeared’ with dχ,36
Df = dχ {H, f} = df − dθ · {P, f} − dω · {L, f} . (103)
One sees immediately that this definition reproduces the correct action of the
best-matching differential on the coordinates and the momenta:
dqa − {dθ ·P,qa} − {dω · L,qa} = dqa + dθ + dω × qa ,
dpa − {dθ ·P,pa} − {dω · L,pa} = dpa + dω × pa . (104)
The equations of motion are
Dra = dχ {H, ra} = dχ p
a
ma
, Dpa = dχ {H,pa} = dχ ∂U
∂ra
. (105)
The angular and linear momentum constraints close as a first-class system:
{Li,Pj} = ijk Pk , {Pi,Pj} = 0 , (106)
but their Poisson brackets with the Hamiltonian constraint depend on the po-
tential U :
{L,H} =
N∑
a=1
ra × ∂U
∂ra
, {P,H} =
N∑
a=1
∂U
∂ra
. (107)
35As we saw in Sec. 5.2 the free-end-point variation of a cyclic coordinate is equivalent to
the regular variation of a Lagrange multiplier.
36‘Smearings’ are defined below in the Relational Field Theory Part.
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The only way to make the constraints propagate and obtain a consistent
theory is to have a potential that is invariant under global translations and
rotations, so that both of the above commutators vanish strongly.
If we insist on the relativity of scale, we have to add the dilatational mo-
mentum constraint
D =
N∑
a=1
ra · pa , (108)
which is first-class with respect to the momentum constraints, but the same
holds also for the Hamiltonian constraint only for some choices of the potential,
{Li,D} = 0 , {D, Pi} = Pi , {H,D} = −
N∑
a=1
pa · pa
ma
+
N∑
a=1
ra · ∂U
∂ra
, (109)
namely, the energy has to be zero E = 0 and the potential has to be homoge-
neous of degree -2 in order for {H,D} to weakly vanish. This is a consequence
of Euler’s homogeneous function theorem [48].
6.4 A matter of units
Before moving to field theory, I want to make some remarks about dimensional
analysis, which in a relational setting becomes a key – and nontrivial – point.
There is much confusion about the role of units in physics,37 and the relational
point of view highlights the issue and calls for clear thinking. I’ll set the stage
for my argument here, using only relational particle dynamics as my prototype
Machian theory. The starting point is the best-matching action for Newtonian
gravity (55). The particle coordinates will be assumed of course to carry the
dimensions of a length [ra] = `. The masses are usually given dimension,
but they are non-dynamical objects, as they are constant in time and do not
evolve. They are therefore ‘transparent’ under all derivatives, and one can
always remove the mass dimension from any equation. This can be easily
achieved by dividing the action by the 3/2th power of a reference mass, which
is naturally assumed to be the total mass mtot =
∑N
a=1ma. Then the action
only depends on dimensionless ‘geometric’ masses µa = ma/mtot (notice how
I rescaled and changed the units of the energy E′ = E/m2tot which I can do
because it is just a constant):∫
dLNew = 2
∫ (
(E′ − VNew/m2tot)
N∑
a=1
µa
2
‖Dra‖2
) 1
2
.
37The reader might enjoy reading the interesting – and inconclusive – ‘trialogue’ between
Duff, Okun and Veneziano [49] on the number of fundamental constants in nature.
Let’s now talk about Newton’s constant G: in our expression for Newton’s
potential (54) it didn’t feature. In basic physics courses G is introduced as
a conversion factor from mass×length−1 to accelerations. An acceleration is
length×time−2, but in our framework the independent variable is dimensionless:
it is just a parameter on the evolution curve in configuration space, [s] = 1. It
is ephemeris time dteph (64) that plays the role of Newtonian absolute time. Its
dimensions can be read off its expression (in the mass-rescaled case):
dteph = (E
′ − VNew/m2tot)−
1
2
(∑
a
µa‖dra + dωBM × ra + dθBM‖2
) 1
2
.
It is a length3/2, [dteph] = `
3/2. Newton’s law follows from our use of teph for
parametrization and of the best-matched coordinates rBMa = ra+ωBM×ra+θBM,
µa
d2rBMa
dt2eph
=
∑
a<b
µaµb
‖rBMa − rBMb ‖3
(rBMa − rBMb ) , (110)
(notice the appearance of rescaled masses only). The above equation is di-
mensionally consistent without the need for any conversion factor – G simply
doesn’t appear. But what we call Newton constant and denote with G was in
effect measured by Henry Cavendish a bit over 200 years ago, so what is it?
Let’s consider its definition [50]: it is the gravitational force in Newtons
exerted by one mass of 1 kg on another mass of 1 kg placed at a distance of
1 m. This definition is of course very unsatisfactory from a relational point of
view, and we would like to express it as a comparison. But there is another
quantity in particle mechanics which has precisely the same definition, only
with electric charges in place of masses: it is Coulomb’s constant. Its definition
is [51]: the electrostatic force in Newtons exerted by one charge of 1 C on
another charge of 1 C placed at a distance of 1 m. This suggests a different
understanding of Newton’s constant: it is just the (dimensionless!) relative
magnitude between gravitational and other kind of interactions. If I were to
include electrostatic interactions in my relational particle model, I would use a
potential of this form:
VN+C = −
∑
a<b
µaµb
‖ra − rb‖ −
∑
a<b
ab
‖ra − rb‖ , (111)
where a are dimensionless electric charges. If the particles we are considering
are subatomic like the electron or the proton, the a’s are much larger than
the µa’s. In fact, for a given particle, a/µa = (ke/G)
1
2 ea/ma where now ke is
Coulomb’s constant and G is Newton’s constant if ea is expressed in Coulombs
and ma in kg. There’s no such a thing as a universal gravitation constant
or a permittivity of vacuum: there are only (smaller or larger) dimensionless
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coupling constants. The story changes in presence of ‘non-1/r2’ kinds of forces,
like harmonic oscillators or the Lennard–Jones potential. If they are introduced
in a na¨ıve way, e.g.:
VN+C+L-J = −
∑
a<b
µaµb + ab
‖ra − rb‖ − 0
∑
a<b
(
r12m
‖ra − rb‖12 −
2 r6m
‖ra − rb‖6
)
, (112)
those forces clearly require the introduction of truly dimensionful constants, as
the length rm of Eq. (112) where the Lennard-Jones potential has its minumum,
and 0 with dimensions `
−1. A dimensionful constant like rm represents a
conceptual challenge: it gives an absolute scale to the Universe, which doesn’t
make reference to any dynamical quantity in it. In other words, a dimensionful
constant is associated to a length, but what is it the length of?
As a first argument, we have to ask: how do we measure things like rm or 0?
The answer is straightforward: we measure the equilibrium distance between
two atoms which interact through the Lennard-Jones potential. But that dis-
tance is always measured in relation to something else: all measurements are,
by their own nature, relational. If we doubled all the distances in the universe
there should be no visible effect: also rm and 
−1
0 should be doubled. Therefore
we should rather express rm and 
−1
0 as dimensionless constants times some
other distance in the universe, but which one? The problem is that, according
to laboratory experience, rm and 0 are, to a very good approximation, constant
in time, while there are no distances in the universe which are truly constant.
If we want to give an answer that satisfies the experimentalist, we can limit to
a distance which is only approximately constant, within the experimental er-
ror: the natural choice is rm, 
−1
0 ∝
√
Icm, the square root of the centre-of-mass
moment of inertia of the whole universe defined in (70), essentially measuring
the size of the universe. As we remarked in section 5.2 the time dependence
given by rm, 
−1
0 ∝
√
Icm would be very hard to detect in the lab, within human
time frames.
I will now spell out a further argument in favour of rm, 
−1
0 ∝
√
Icm: Van
der Waals or harmonic forces can be considered as effective descriptions of
more fundamental physics which has just 1/r2-type forces, in which one ignores
or ‘coarse-grains’ some degrees of freedom. Think about the electrical dipole
force generated by a pair of oppositely-charged particles: it falls off like 1/r3,
but it is generated by purely 1/r2-type forces. Therefore the dimensionful
constant appearing in the dipole potential must be related to some physical
lengths: it is easy to convince oneself that it is the size of the orbits of the
pair of charges. This means that if every size in the universe was scaled, the
dimensionful constants would scale accordingly. Positing rm, 
−1
0 ∝
√
Icm finds
then a justification in terms of effettive physics (or at least it appears more
physical than having non-relational constants).
The two arguments above might seem convincing, but they ignore quantum
mechanics. For instance, the argument about dipole forces doesn’t make fully
sense at a purely classical level: if we ignore quantum mechanics, the orbits
of different pairs will have a continuum of different orbital element, and these
orbital elements will change continuously due to interactions with the rest of
the universe. It would be unrealistic to assume something like rm, 
−1
0 ∝
√
Icm
where the proportionality factors are (even approximately) constant in time:
in a classical world, these proportionality factors would change rapidly in time.
Quantum mechanics changes the picture: the orbitals of electrons in an atom are
quantized, and they can only jump by discrete quantities. At the deepest level,
it is this discretization that allow us to talk about ‘atoms’, and to attribute to
the dimensionless proportionality factors in rm, 
−1
0 ∝
√
Icm a set of unchanging
discrete values. The issue of the origin of physical scales and units is a deep one,
and requires a more careful discussion, which would go beyond the purposes of
this Tutorial.
Further reading: For constrained systems I suggest Dirac’s ‘Lectures’ [4],
Henneaux-Teitelboim’s book [52], and the book by Regge, Teitelboim [53].
Barbour and Foster’s paper on Dirac’s theorem [5], E. Anderson’s review [37]
for the ‘differential-almost-Hamiltonian’ approach.
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Part III
Relational Field Theory
The ontology of fields
Faraday is credited with the introduction of the concept of field in physics. He
found it extremely useful, in particular for the description of magnetic phenom-
ena, to use the concept of lines of force (1830s) [54]:
3071. A line of magnetic force may be defined as that line which
is described by a very small magnetic needle, when it is so moved
in either direction correspondent to its length, that the needle is
constantly a tangent to the line of motion; [. . . ]
3072. [. . . ] they represent a determinate and unchanging amount
of force. [. . . ] the sum of power contained in any one section of a
given portion of the lines is exactly equal to the sum of power in any
other section of the same lines, however altered in form, or however
convergent or divergent they may be at the second place. [. . . ]
3073.These lines have not merely a determinate direction, [. . . ] but
because they are related to polar or antithetical power, have opposite
qualities in opposite directions; these qualities [. . . ] are manifest to
us, [. . . ] by the position of the ends of the magnetic needle, [. . . ]
He speculated that the concept might be useful beyond magnetic phenomena,
3243. [. . . ] The definition then given had no reference to the phys-
ical nature of the force at the place of action, and will apply with
equal accuracy whatever that may be; [. . . ]
Figure 15: An illustration from Faraday’s book [54] showing his lines of mag-
netic force through diamagnetic (D) and paramagnetic (P) materials.
3251. Three great distinctions at least may be taken among these
cases of the exertion of force at a distance; that of gravitation, where
propagation of the force by physical lines through the intermediate
space is not supposed to exist; that of radiation, where the propaga-
tion does exist, and where the propagating line or ray, once produced,
has existence independent either of its source, or termination; and
that of electricity, where the propagating process has intermediate
existence, like a ray, but at the same time depends upon both ex-
tremities of the line of force [. . . ] Magnetic action at a distance
has to be compared with these. It may be unlike any of them; for
who shall say we are aware of all the physical methods or forms
under which force is communicated? It has been assumed, however,
by some, to be a pure case of force at a distance, and so like that
of gravity; whilst others have considered it as better represented by
the idea of streams of power. The question at presence appears to
be, whether the lines of magnetic force have or have not a physical
existence; and if they have, whether such physical existence has a
static or dynamic form [. . . ].
To Faraday it appeared clear that the issue of retardation was key to determine
whether physical existence should be attributed to the lines of force of a certain
interaction:
3246. There is one question in relation to gravity, which, if we
could ascertain or touch it, would greatly enlighten us. It is, whether
gravitation requires time. If it did, it would show undeniably that a
physical agency existed in the course of the line of force. [. . . ]
3247. When we turn to radiation phænomena, then we obtain the
highest proof, that though nothing ponderable passes, yet the lines
of force have a physical existence independent, in a manner, of the
body radiating, or the body receiving the rays. [. . . ]
It was Maxwell who proved, with a monumental work, the superiority of
the concept of fields for the description of electric and magnetic phenomena.
In his 1855 seminal paper On Faraday’s Lines of Force [55] Maxwell modelled
the field with an incompressible fluid whose velocity defined the field intensity
and whose flux lines coincided with Faraday’s lines of force. This analogy is
particularly suited for forces that fall off as the square of the distance, like the
electric and magnetic ones. Maxwell’s [55] ends with the following lines:
By referring everything to the purely geometrical idea of the motion
of an imaginary fluid, I hope to attain generality and precision, and
to avoid the dangers arising from a premature theory professing to
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explain the cause of the phenomena. If the results of mere specula-
tion which I have collected are found to be of any use to experimental
philosophers, in arranging and interpreting their results, they will
have served their purpose, and a mature theory, in which physical
facts will be physically explained, will be formed by those who by
interrogating Nature herself can obtain the only true solution of the
questions which the mathematical theory suggests.
In his masterpiece, A Dynamical Theory of the Electromagnetic Field [56],
Maxwell deduces the speed of light according to his model from the values
of the electric permittivity and magnetic permeability of air measured by We-
ber and Kohlrausch. He then compares it to the direct measurement of the
speed of light in air due to Fizeau and Foucault, finding good agreement:
The agreement of the results seems to show that light and magnetism
are affections of the same substance, and that light is an electromag-
netic disturbance propagated through the field according to electro-
magnetic laws. [. . . ] Hence electromagnetic science leads to exactly
the same conclusions as optical science with respect to the direction
of the disturbances which can be propagated through the field; both
affirm the propagation of transverse vibrations, and both give the
same velocity of propagation.
James Clerk Maxwell
The origins of Geometrodynamics
Carl Friedrich Gauss in his 1827 Disquisitiones generales circa superficies curvas
(General investigations of curved surfaces) [57] studied parametrized (coordi-
natized) 2d surfaces embedded in 3d Euclidean space. He was interested in
those properties of the surface that are unaffected by a change of the way the
surface is embedded in 3d space (as, for example, bending the surface without
stretching it), or a change in the parametrization of the surface. One natural
such invariant quantity is the length of a curve drawn along the surface. An-
other is the angle between a pair of curves drawn along the surface and meeting
at a common point, or between tangent vectors at the same point of the surface.
A third such quantity is the area of a piece of the surface. The study of these
invariants of a surface led Gauss to introduce the predecessor of the modern
notion of metric tensor. Among the important notions introduced by Gauss,
there is the concept of intrinsic, or Gaussian curvature, for which the famous
“Theorema egregium” holds [57]:
If a curved surface is developed upon any other surface whatever,
the measure of curvature in each point remains unchanged.
Thus, the theorem states that the curvature of a surface can be determined
entirely by measuring angles and distances on the surface, it does not de-
pend on how the surface might be embedded in 3-dimensional space or on
the parametrization of the surface.
In 1854 Bernard Riemann had to give a habilitation lecture at the Uni-
versity of Go¨ttingen and prepared three lectures, two on electricity and one
on geometry. Gauss had to choose one of the three for Riemann to deliver
and chose the lecture on geometry [58]. This lecture revolutionized geometry,
generalizing Gauss’ results to any dimension, opening the possibility that the
3-dimensional space in which we live and do physics might not be Euclidean
and could possess intrinsic curvature [58]. Riemann argued for an empirical
foundation for geometry:
Thus arises the problem, to discover the simplest matters of fact
from which the measure-relations of space may be determined; a
problem which from the nature of the case is not completely deter-
minate, since there may be several systems of matters of fact which
suffice to determine the measure-relations of space - the most im-
portant system for our present purpose being that which Euclid has
laid down as a foundation. These matters of fact are - like all mat-
ters of fact - not necessary, but only of empirical certainty; they are
hypotheses. We may therefore investigate their probability, which
within the limits of observation is of course very great, and inquire
about the justice of their extension beyond the limits of observation,
on the side both of the infinitely great and of the infinitely small.
Riemann’s central concept was that of a metric, which characterizes the
intrinsic geometry of a manifold. The importance of Riemann’s work was so
outstanding that now we talk about Riemannian geometry.
Following that, around the end of the 19th century, Gregorio Ricci-Curbastro
and Tullio Levi-Civita [59] established the modern notions of tensors, as differ-
ential objects which are independent of the coordinate system, laying the basis
of modern differential geometry.
For our purposes, Einstein took the last step in this story by identifying
spacetime with a 4-dimensional manifold with Lorentzian signature, whose cur-
vature was related to the energy–momentum tensor of matter through Einstein’s
equations:
Rµν − 12Rgµν = 8pi Tµν , (113)
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in units where G = c = 1. How this came about is an extremely interesting
story that is recounted in great details elsewhere. My aim in this Tutorial is to
do something different.
An exercise in counterfactual history
Einstein’s discovery was strongly guided by the revolution brought about by
Special Relativity, after which the unity of space and time into a continuum
appeared to be an inevitable property of any future theory of physics. Had, as it
might have happened, the Machian ideas been made precise earlier by someone
like Poincare´, Barbour and Bertotti, the history of physics would probably have
taken a different course. I will now engage in this exercise in counterfactual
history: imagine all I have explained about spatial and temporal relationalism
in the previous Part had been understood in the 19th century, and add all the
insights on the ontology of fields and geometry provided by Faraday, Maxwell,
Gauss, Riemann and Ricci–Levi-Civita. What could a relationalist physicist
have done to extend Mach’s ideas to field theory?
She/he would have started by assuming a 3-dimensional perspective, in
which space is a 3d Riemannian manifold described by a metric tensor gab,
on which other kind of fields live (scalar, vectors...). Then she/he would have
looked for a variational principle producing a dynamics which depended on
the fields and their first derivatives and with a Jacobi-type action. Any ar-
bitrariness in the description, like the coordinate system used to coordinatize
the manifold and write tensors in components, should be made redundant with
best-matching, in analogy to the particle models.
In the following Sec. 7 and 9 I will show how much could have been achieved
with this handful of first principles. One can deduce the Special Relativity
principle, the invariance of the speed of light and the universality of the light-
cone. Moreover the whole of General Relativity can be derived, as well as the
gauge principle, both in its abelian (electromagnetism) and non-abelian (Yang–
Mills theory) form. In addition, the same principles allow for two different
additional kinds of relativity (Galilean Relativity and Carrollian Relativity, or
Strong Gravity) which are relevant in particular regimes of GR. Finally, by
requiring the Mach–Poincare´ Principle to be satisfied by those theories, one
unambiguously obtains the theory which is the main subject of this Tutorial:
Shape Dynamics.
Between Secs. 7 and 9 I have inserted a Section, number 8, on York’s method
for solving the initial-value problem in General Relativity, which is necessary to
understand the following, where I show how implementing the Mach–Poincare´
Principle leads to Shape Dynamics.
The following Sections will stress the fact that Shape Dynamics is logically
independent of General Relativity. It is in fact unnecessary to even know any-
thing about GR to understand these Sections, and all its main features will be
derived independently, from more fundamental first principles. Needless to say,
readers who are familiar with GR, and in particular its Hamiltonian formulation
due to Arnowitt–Deser–Misner will be able to appreciate the following Sections
even more. I devote the whole Appendix A to reviewing the ADM formulation
of GR. Readers unfamiliar with it should read Appendix A either now, before
the next Sections 7-9, or after them, in order to understand the connection with
the spacetime picture. Also many readers who are familiar with ADM gravity
might have never seen the Baierlein–Sharp–Wheeler action, which is the key
link between ADM and the formulations of the next sections, so they might
consider reading Appendix A now.
Nuggets of functional analysis
In this Part I will be working on a 3-dimensional Riemannian manifold Σ,
which is therefore endowed with a Riemannian 3-metric gab and an associated
integration measure
∫
Σ
d3x
√
g. Throughout this Part I will assume the manifold
to be closed (compact without boundary). This will be relaxed in Sec. 13.4 of
the next Part, and in Sec. A.4 of Appendix A .
The fundamental objects of our study will be fields, understood as different
multiplets of functions on Σ. The prototype for our configuration spaces will
be L 2(Σ), the space of square-integrable functions on our spatial manifold Σ.
This is also the configuration space of scalar fields. More complicated fields
like tensors will just be tensor products of L 2(Σ) (one for each component),
with particular transformation laws under diffeomorphisms and under the basic
operations of tensor calculus (if the reader needs an introduction to tensor
calculus I suggest starting with Schutz [60], continue with Go¨ckeler–Schu¨cker
[46], and ending up with Frankel [34]).
L 2(Σ) can be made into an inner product space by defining
( f |h ) =
∫
d3x
√
g f(x)h(x) , (114)
which satisfies all the axioms of an inner product. This inner product can be
extended to dual tensors, e.g.,
(T ij |Sij ) =
∫
d3x
√
g T ij(x)Sij(x) , (115)
and to tensor densities, e.g.,
(T ij |Sij ) =
∫
d3x g
y
2 T ij(x)Sij(x) y = 1− w − z , (116)
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if T ij is a density of weight w and Sij is of weight z.
The constraints in field theory are actually one constraint per space point
and can contain spatial derivatives of the fields. The proper way to understand
field theory constraints is through smearings: I can transform a constraint
χ(x) into a real number by integrating it against a test function (χ | f ). Then
(χ | f ) becomes a linear functional of f(x), of which one can take variations.
For example, if the metric gab is the field we want to take variations of, we have
δ(χ | f ) =
∫
Σ
d3x
δ(χ | f )
δgij(x)
δgij(x) , (117)
where the sum over repeated indices is understood. Here, δ(χ | f )δgij(x) is a distribu-
tion called the functional derivative of (χ | f ) w.r.t. gij(x).
If two fields are canonically conjugate, e.g., q(x) and p(x), then the Poisson
brackets between two functionals F [q, p], G[q, p] on the phase space defined by
q and p is
{F,G} =
∫
Σ
d3x
(
δF
δq(x)
δG
δp(x)
− δF
δp(x)
δG
δq(x)
)
. (118)
Notice that since one single field-theoretical constraint χ(x) is actually one
constraint per spatial point, the Poisson bracket of χ with itself can be nonzero.
One has in fact to smear it with two different smearing functions f and h, and
the Poisson bracket will be
{(χ | f ), (χ |h )} =
∫
Σ
d3x
(
δ(χ | f )
δq(x)
δ(χ |h )
δp(x)
− δ(χ | f )
δp(x)
δ(χ |h )
δq(x)
)
, (119)
which has no reason to vanish, unless χ is ultralocal (it contains no derivatives
of q, p), in which case its variations will be linear in the smearings (with no
derivatives acting on them), and by antisymmetry in f and h the expression
above will vanish.
I will use the following notation for symmetrization and antisymmetrization
of indices:
T [ij] = 12 (T
ij − T ij) , T (ij) = 12 (T ij + T ij) .
The fundamental extended configuration space we will start with is Riem,
the space of Riemannian 3-metrics. It is the geometrodynamical equivalent of
Cartesian space QN = R3N for particle dynamics.
7 Relativity Without Relativity
In a series of papers Julian Barbour, Brendan Foster, and Niall O´ Murchadha
and Edward Anderson and I [61, 62, 63, 64, 42], motivated by the desire to
enforce reparametrization invariance and temporal relationalism, have shown
how powerful the choice of a square-root form of the action is. This approach
makes it possible, without any prior spacetime assumptions, to arrive at General
Relativity, Special Relativity and gauge theory on the basis of relational first
principles. I’ll give here first a simplified account of the original results in the
‘modern’ language I used with E. Anderson in [42], and in Section 9 I’ll get rid
of all the simplifying assumptions made in this Section and repeat the analysis
in full generality (summarizing part of my recent contribution to this program
with Edward Anderson [42]).
Let’s start from the following assumptions:
1. The action is a local functional of the 3-metric gab and its first derivatives.
2. The action is of Jacobi type, that is, the product of the square roots of a
potential and a kinetic term which is quadratic in the velocities dgab.
3. The theory must be free of any redundancy in the description of the fields,
and this independence must be realized locally through best-matching.
Then the simplest Lagrangian ‘line element’ satisfying these assumptions that
one can write is38
dL0 =
∫
d3x
√
g
√
R− 2 Λ
√
(gikgjl − gijgkl) dgij dgkl , (120)
where R is the 3-dimensional Ricci scalar and Λ is a spatially constant pa-
rameter. The relative factor between the two possible ways to contract the
indices of the metric velocities dgab has been put to −1. This is the only work-
ing hypothesis and will be relaxed in the next subsection. It is important to
notice that the above Lagrangian presupposes nothing about spacetime: it is
merely the simplest parametrization-irrelevant and local Jacobi-type expression
one can form from a 3-metric. No spacetime covariance (and no local Lorentz
38Notice that the square root is inside the integral. For this reason, the above action is
not perfectly analogous to a Jacobi action for particle mechanics: in particle models the
analogue of the integral
∫
d3x is a sum over the particle index a and the vector component i:
SJacobi = 2
∫
[(E − U)∑a,i ma2 (dria)2]1/2. This sum is inside the square root and makes the
Jacobi action into a norm for the velocity vector dria. The action
∫
dL0 is not a proper norm,
but putting the integral inside the square root by analogy with SJacobi would spoil the locality
of the action. By locality I mean here that the action can be written as the integral of an
expression that depends only on the values of the fields in a neighborhood of the point. As we
shall see, this requirement of locality of the square root has very far-reaching consequences.
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invariance) has been assumed. I’ll show now how much can be deduced just
from this. Calling the local expression
dχ =
1
2
√
(gikgjl − gijgkl) dgij dgkl
R− 2 Λ , (121)
the field-theoretical version of the differential of the instant, the canonical mo-
menta read
pij =
δdL0
δdgij
=
√
g
2 dχ
(gikgjl − gijgkl) dgkl . (122)
Due to the local square-root form of the action, the momenta satisfy at each
space point the primary constraint
H = 1√g
(
pijpij − 12p2
)−√g (R− 2 Λ) ≈ 0 , (123)
where p = pijgij . The Euler–Lagrange equations are
dpij =
√
g
(
Rgij −Rij +∇i∇j − gij∆) dχ
− 2 Λ√g gij dχ− 2 dχ√
g
(
pikpk
j − 12p pij
)
.
(124)
In order for the theory to be consistent, the constraint (123) must be propagated
by the equations of motion,
dH ≈ 4 dχ√g∇idχ∇jpij + 2 dχ√g∇i∇jpij
=
2
dχ
√
g∇i
(
dχ2∇jpij
)
.
(125)
We see that the Hamiltonian constraint is not propagated unless ∇jpij ≈ 0.
This is not guaranteed and has to be imposed on the initial conditions through
the additional constraint Hi = −2∇jpji. However, doing so doesn’t ensure
that the equations of motion will propagate the condition Hi ≈ 0: it has to be
checked explicitly
dHi = −∇idχH ≈ 0 . (126)
We see that this additional constraint is preserved by the evolution, as its prop-
agation gives a linear combination of Hamiltonian constraints, which therefore
vanishes weakly.
The new constraint we had to introduce is, as I illustrate in Appendix A, the
diffeomorphism constraint, and it acts on the metric as (616). Let’s then realize
diffeomorphism invariance at the level of the action through best matching:
dLdiff =
∫
d3x
√
g
√
R− 2 Λ
√
(gikgjl − gijgkl)Dgij Dgkl , (127)
where the best-matching differential is
Dgij = dgij + £dξgij = dgij +∇idξj +∇jdξi . (128)
The local ‘differential of the instant’ [cf. (40)] and the canonical momenta have
the same structure with the best-matching differential D in place of d:
dχ =
1
2
√
(gikgjl − gijgkl)Dgij Dgkl
R− 2 Λ , (129)
pij =
δdLdiff
δdgij
=
√
g
2 dχ
(gikgjl − gijgkl)Dgkl . (130)
The local square-root form of the action still leads to (123) as a primary Hamil-
tonian constraint. The best-matching condition gives the diffeomorphism con-
straint
δdLdiff
δdξi
= −2∇j
[ √
g
2 dχ
(gikgjl − gijgkl)Dgkl
]
= −2∇jpij = Hi ≈ 0 . (131)
The Euler–Lagrange equations, and in particular the term δdLdiffδgij , are now
changed, due to the dependence of the best-matching differential on the metric.
This leads to the appearance of the term £dξp
ij term in
dpij =
√
g
(
1
2Rg
ij −Rij +∇i∇j − gij∆)dχ
− 2 Λ√g gij dχ− 2 dχ√
g
(
pikpk
j − 12p pij
)
+ £dξp
ij ,
(132)
but this term, as we have already seen in particle models, can be brought to
the left to form a best-matching differential of pij :
Dpij = dpij −£dξpij =√g
(
1
2Rg
ij −Rij +∇i∇j − gij∆) dχ
− 2 Λ√g gij dχ− 2 dχ√
g
(
pikpk
j − 12p pij
)
.
(133)
The same thing happens with the propagation of the Hamiltonian and diffeo-
morphism constraint:
DH ≈ 2
dχ
√
g∇a
(
dχ2∇jpij
)
, DHi = dχ∇iH−∇i(dχH) ≈ 0 , (134)
The Hamiltonian constraint smeared with dχ generates the same equations,
forming Anderson’s ‘differential-almost-Hamiltonian’:
dA = (dχ|H) , Df = {dA, f} , (135)
39
together with the definition of the momenta (which is one of the two Hamilton
equations),
Dgij = {dA, gij} = 2 dχ√
g
(
gikgjl − 12gijgkl
)
pkl . (136)
Rigidity of the choice of the Lagrangian
In [64] the authors tested a somewhat more general ansatz for the potential
term. They first considered an arbitrary power of the Ricci scalar, Rα, and
then a linear combination of the terms R2, RijRij and ∆R, which are the only
scalars with dimensions `−4 that can be built with the metric field alone (R has
dimensions `−2 and no scalars with dimensions `−3 exist). The propagation of
the Hamiltonian constraint, in the words of the authors, “leads to an explosion
of unpleasant non-cancelling terms”, which rapidly end up trivializing the the-
ory if included as new constraints (checking this explicitly is left as an exercise
for the reader).
The Lagrangian (120) is not the most general possibility also in other re-
spects: one could cancel the ‘R’ term, leaving the potential as a constant. Or
one could change the relative factor between the two terms appearing in the
kinetic term. These choices lead to interesting and viable alternatives. There
was a preliminary discussion of them in [64] and in [61], but a thorough anal-
ysis of these cases has only recently been completed by Anderson and myself
in [42]. I give a review of these results in Section 9. For the moment, I’ll just
underline an important detail, which at this level might seem unimportant and
be ignored, but will become very relevant later. The issue regards the relative
factor in the ‘supermetric’: if we generalize the Lagrangian (127) to
dLdiff-2 =
∫
d3x
√
g
√
R− 2 Λ
√
(gikgjl − λ gijgkl)Dgij Dgkl (137)
by adding the coefficient λ in the kinetic term, we get an additional term in the
propagation of the Hamiltonian constraint:
DH = 2
√
g
dχ
∇i
[
dχ2∇jpij − λ−13λ−1 dχ2∇ip
]
. (138)
which, if the diffeomorphism constraint ∇jpij ≈ 0 is already implemented, in-
troduces a new constraint p ≈ const . This is not propagated by the evolution,
but it gives rise to a ‘specifier’ equation (case 3 of Dirac’s analysis) which, in its
turn, leads to a well-defined system with two propagating degrees of freedom
(see Section 9 for the details). The new constraint has a simple geometric in-
terpretation as the generator of position-dependent conformal transformations
gab → φ4 gab , φ(x) > 0 , (139)
(also called Weyl transformations) of the 3-metric. These transformations play
an important role in York’s solution of the initial-value problem of GR, which
I review in Sec. 8, and, as I’ll explain below, are needed to implement the
Mach–Poincare´ Principle. It is striking that one ends up considering the same
constraint p ≈ const in the solution of the initial-value problem and by consid-
ering a generalized supermetric.
Inclusion of a scalar field: Special Relativity
The ansatz for coupling of a scalar field to the metric field is
dLscalar =
∫
d3x
√
g
√
R− 2 Λ + k gij ∇iϕ∇jϕ+ U(ϕ)
·
√
(gikgjl − gijgkl)Dgij Dgkl + (Dϕ)2 ,
(140)
Here, U(ϕ) can be any function of ϕ, andDϕ = dϕ+£dξϕ = dϕ+dξ
i∇iϕ. A
point to note here is that the form of the scalar kinetic term (Dϕ)2 is, if assumed
quadratic, uniquely fixed by best matching, while its coefficient is free because
it can be changed by rescaling of the field. In contrast, the unknown constant
k will then appear multiplying the field propagation term gij ∇iϕ∇jϕ. This
will have consequences, as we will soon see. Meanwhile, we see that the scalar
field, together with the gij field, contributes directly to the local ‘differential of
the instant’,
dχ =
1
2
√
(gikgjl − gijgkl)Dgij Dgkl +Dϕ2
R− 2 Λ + k gij ∇iϕ∇jϕ+ U(ϕ) , (141)
but only indirectly (through dχ) to the metric momenta:
pij =
δdLscalar
δdgij
=
√
g
2 dχ
(gikgjl − gijgkl)Dgkl . (142)
The scalar field has its associated momentum
pi =
δdLscalar
δdϕ
=
√
g
2 dχ
Dϕ , (143)
and the Hamiltonian constraint involves a quadratic combination of both the
metric and the scalar-field momenta
H = √g (R−2 Λ+k gij ∇iϕ∇jϕ+U(ϕ))− 1√g
(
pijpij − 12p2 + pi2
) ≈ 0 . (144)
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The equations of motion are
Dpij =
√
g
(
1
2Rg
ij −Rij +∇i∇j − gij∆)dχ+ k∇iϕ∇jϕ√g dχ
+ (k∇kϕ∇kϕ+ U(ϕ)− 2 Λ)√g gij dχ− 2 dχ√
g
(
pikpk
j − 12p pij
)
,
Dpi =2 k
√
g∇i
(∇iϕdχ)+ δU
δϕ
dχ ,
(145)
and best-matching w.r.t. diffeomorphisms gives
δdLscalar
δdξi
= −2∇jpij + pi∇iϕ = Hi ≈ 0 . (146)
Now I come to the key point: if we try to propagate the Hamiltonian con-
straint (144):
DH = 2
dχ
√
g∇i
(
dχ2∇jpij
)
+ (4 k + 1)
√
g
dχ
∇i (pi∇iϕdχ2)
≈ (4 k + 1)
√
g
dχ
∇i (pi∇iϕdχ2) , (147)
we find an obstruction. The option of introducing a new constraint pi∇iϕ ≈ 0
can be readily excluded, considering the fact that pi∇iϕ is a vector constraint
which would kill 6 phase-space degrees of freedom whereas we introduced only
two with the scalar field. The only remaining possibility is to propagate H
strongly by setting k = − 14 . This result is very significant: we have found that
the scalar field has to respect the same light cone as the metric field, which in
turn implies Special Relativity in small regions of space for small intervals of
time (local Lorentz invariance).
To see this, we treat ϕ as a test field that has no back reaction on the metric
and consider a Euclidean patch, where the coordinates are chosen so that we
can write the metric as a small perturbation around a static Euclidean metric
gij = δij + hab. Since δij is static, dδij = 0 and dgij = dhij . We can put dξ
to zero as it is used to fix the coordinate gauge, and dχ = dt can be used as
definition of the unit of time. The variation of Eq. (142) is
dpij
dt
= 12
√
g(gikgjl − gijgkl) d
2hkl
dt2
+ 12
√
g
(
gij
dhij
dt
+ 2
dhik
dt
gjl − 2 dh
ij
dt
gkl
)
dhkl
dt
.
(148)
The only first-order term is the first one, so
dpij
dt
= 12 (δ
ikδjl − δijδkl) d
2hjl
dt2
+O(h2) . (149)
The other side of the Euler–Lagrange equations is (since we are treating ϕ here
as a test field with no backreaction on the metric, we ignore all the terms that
depend on ϕ in the following equation)
dpij
dt
=
(
∂k∂lhkl δ
ij −Rij)− 12 (δikδjl − δijδkl)dhijdt dhkldt , (150)
where it’s easy to show that
Rij =
1
2
(
∂j∂
khik + ∂i∂
khjk − ∂k∂khij − δkl∂i∂jhkl
)
. (151)
Taken together, the above equations give the equations of motion of linearized
gravity on a flat background. It is well known that these equations represent
spin-2 gravitons propagating, in the coordinates we used, with a speed set to 1
[65].
Now consider the scalar field: the two terms of its Euler–Lagrange equations
are
dpi
dt
= −2 k ∂i∂iϕ+ δU
δϕ
+O(h2) , dpi
dt
= 12
d2ϕ
dt2
, (152)
which combined together give the following equation
d2ϕ
dt2
+ 4 k ∂i∂iϕ− 2 δU
δϕ
= 0 , (153)
which is the equation of motion of a Klein–Gordon field with potential 2U
and propagation speed 4 k. The choice of k that makes the theory consistent,
k = − 14 , is therefore the one that fixes the propagation speed of the scalar field
to 1. Thus, the scalar field respects the same light cone as the metric field.
Moreover, as is shown in [64] and we shall shortly show for a one-form, the
mechanism that underlies this result is universal : it works for all fields coupled
to the metric field.
This result is very striking. It is an independent derivation, from Machian
first principles, of the essence of Special Relativity : constancy of the speed
of light and a common light cone for all fields in nature. What is more, it
implies local Lorentz invariance. Let me stress that General Relativity assumes
the universal light cone and Lorentz invariance among its founding principles,
while this theory deduces them from a smaller set of first principles, which are
therefore arguably more fundamental.
Inclusion of a one-form field: Gauge Theory
The ansatz for inclusion of a one-form field is
dL1-form =
∫
d3x
√
g
√
R− 2 Λ +W (A) + V (gijAiAj)
·
√
(gikgjl − gijgkl)Dgij Dgkl + gijDAiDAj ,
(154)
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where W (A) = α∇iAj∇iAj +β∇iAj∇jAi + γ∇iAi∇jAj , V can be any func-
tion of gijAiAj , and DAi = dAi + £dξAi = dAi + dξ
j∇jAi + ∇idξjAj . The
local differential of the instant is
dχ =
1
2
√
(gikgjl − gijgkl)Dgij Dgkl + gijDAiDAj
R− 2 Λ +W + V , (155)
the metric momenta are
pij =
δdL1-form
δdgij
=
√
g
2 dχ
(gikgjl − gijgkl)Dgkl , (156)
the momentum conjugate to Aa is
Ei =
δdL1-form
δdAi
=
√
g
2 dχ
gij DAj , (157)
and the Hamiltonian constraint is
H = √g (R− 2 Λ +W + V )− 1√g
(
pijpij − 12p2 − gijEiEj
) ≈ 0 . (158)
The equations of motion are
Dpij =
√
g
(
1
2Rg
ij −Rij +∇i∇j − gij∆ + U +W )dχ
+ 2
√
g
(
α∇kAi∇kAj + β∇kAi∇jAk + γ∇(iAj)∇kAk
)
dχ
−√g V ′AiAj dχ− dχ√
g
EiEj − 2 dχ√
g
(
pikpk
j − 12p pij
)
,
DEi =− 2√g [α∇j(∇jAi dχ) + β∇j(∇iAj dχ) + γ∇i (∇jAb dχ)]
+ 2
√
g V ′Ai ,
(159)
while best-matching w.r.t. diffeomorphisms gives
δdL1-form
δdξi
= −2∇jpij + Ej ∇iAj −Ai∇jEj = Hi ≈ 0 . (160)
Propagation of the Hamiltonian constraint gives
DH =
√
g
dχ
∇i
(
2 dχ2∇jpij − dχ2Ej ∇iAj + dχ2Ai∇jEj
)
− 2
√
g
dχ
[
(α+ 14 )∇k(dχ2Ej ∇kAj) + (β − 14 )∇k(dχ2Ej ∇jAk)
]
− γ 2
√
g
dχ
∇k(dχ2Ek∇jAj)−
√
g
dχ
∇k (dχ2∇jEj Ak) .
(161)
Here, the first line vanishes weakly due to the diffeomorphism constraint (160).
In the second and third lines there are three terms that offer us the option of
making them vanish strongly through the choice of the parameters α, β and γ,
otherwise they would imply the additional constraints
Ej ∇kAj ≈ const . , Ej ∇jAk ≈ const . , Ek∇jAj ≈ const . . (162)
None of these propagate, nor does any linear combination of them. Their prop-
agation would thus require the introduction of further tertiary constraints, the
procedure continuing (for any choice of α, β, γ) until we find an inconsistency.
Therefore the only choice is to set α = − 14 , β = 14 and γ = 0. With this choice
of parameters the W term in the potential takes the form
W = 14 (∇iAj∇jAi −∇iAj∇iAj) . (163)
In (161) a further secondary constraint appears, this time without any op-
tion to kill it strongly:
G = ∇iEi ≈ 0 . (164)
This is the ‘Gauss constraint’ of electromagnetism. Let’s propagate it:
DG = 2√g∇i(dχV ′Ai) . (165)
This shows that the only way to make it propagate is to take V ′ = 0, which
means no potential – and, in particular, no mass term for the form field.
The secondary constraint we have found generates gauge transformations of
Ai. Extending the definition of the Poisson brackets to include the form field
and its conjugate momentum {F (E,A), G(E,A)} = ∫ d3x( δFδAi δFδEi − δFδEi δFδAi ),
we get
{Ai, (σ|G)} = −∇iσ . (166)
We can easily implement this symmetry from the start, through best-matching.
Best-matching gauge transformations
The ansatz is
dLgauge =
∫
d3x
√
g
√
R− 2 Λ + 14 (∇iAj∇jAi −∇iAj∇iAj)
·
√
(gikgjl − gijgkl)Dgij Dgkl + gijDAiDAj ,
(167)
with the modified best-matching differential
DAi = dAi + £dξAi +∇idΦ . (168)
With this choice everything is the same as above, except that now the momenta
Ei have the modified definition
Ei =
√
g
2 dχ
gij (dAi + £dξAi +∇idΦ) , (169)
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and we have to best-match with respect to dΦ,
δdLgauge
δdΦ
= −∇iEi . (170)
We already know that the constraint algebra closes. The equations of motion
for the form-field are
DEi = dEi −£dξEi −∇idΦ = 12
√
g∇j(∇jAidχ−∇iAjdχ) . (171)
We see that the form field Ai enters the equations of motion only through the
combination F ij = ∇iAj −∇jAi. We can use the dual vector field density
Bi = 12
ijk∇jAk , (172)
(notice that the contravariant form of the Levi-Civita symbol ijk is a density
of weight 1, while the covariant form ijk has weight -1). Then the equations
of motion take the form
dEi −£dξEi −∇idΦ = √g ijk∇jBk , (173)
but the vector density Bi satisfies a transversality constraint
∇iBi = 0 . (174)
Let’s now consider a flat background gij = δij in Cartesian coordinates dξi = 0,
and use the ephemeris time dχ = dteph. Equations (169), (170), (173) and (174)
now take the form
∇ ·E = 0 , dE
dteph
= −∇×B ,
∇ ·B = 0 , dB
dteph
=∇×E ,
(175)
These are obviously the source-free Maxwell equations. In addition we see that
the definitions of Bi and of Ei in terms of Ai and its space and time derivatives
are nothing more than the standard expressions of the magnetic and electric
fields in terms of the vector potential:
E = 12
(
dA
dteph
+∇dΦ
)
, B = 12∇×A . (176)
Yang–Mills Theory
In [63] Anderson and Barbour considered the case of N 1-form fields cou-
pled to each other in all possible ways compatible with a fairly general ansatz
– namely, that the potential must be at most second order in the space deriva-
tives and at most fourth order in the field variables. For the kinetic term, the
only freedom that was left was to have a symmetric matrix coupling the best-
matched velocities of the different 1-form fields. If Aαi , α = 1, . . . , N, are the
various 1-form fields, propagation of the Hamiltonian constraint requires the
introduction of N Gauss constraints:
Gα = ∇iEiα − Cβαγ Eiβ Aγi ≈ 0 , (177)
and these non-Abelian gauge transformations must be implemented in the best-
matching differential as
DAαi = dA
α
i + £dξA
α
i +∇idΦα + Cαβγ Aβi dΦγ . (178)
The kinetic term is therefore
dL2kin = δαβ gij DAαi DAβj , (179)
the potential term is constrained to be
W = gikgjl δαρ
(
∇[iAαj] + 12Cαβγ Aβi Aγj
)(
∇[kAρl] + 12Cρστ Aσk Aτl
)
, (180)
and the 3-index matrix Cαβγ is constrained to satisfy the Jacobi rules
δαρ (C
α
βγ C
ρ
στ + C
α
βτ C
ρ
σγ + C
α
βγ C
ρ
τσ) = 0 , (181)
which implies, as Gell-Mann and Glashow have shown [66], that the matrix
Cαβγ represents the structure constants of a direct sum of compact simple and
U(1) Lie algebras. What we have found is nothing less than Yang–Mills theory,
thus covering the whole bosonic sector of the Standard Model.
Further generalizations
In addition to the above, one could consider an antisymmetric tensor field
F ij = −F ji (the symmetric case is already included in the treatment of the
metric field), but this turns out to be completely equivalent to treating the
dual 1-form field Bi =
1
2 ijk F
jk, and similarly for the case of N antisymmetric
tensor fields. The proof of these statements is left as an exercise.
The question posed in [63] of whether topological terms µνρσF
µνF ρσ as
proposed by ’t-Hooft can be accommodated in this approach remains to be
answered. Terms of this sort appear to be needed to explain the low-energy
spectrum of QCD [67, 68], although they lead to the so-called ‘strong CP prob-
lem’ [69].
In [61, 62] Anderson extended the analysis to several new cases, for example
Strong Gravity and generalizations thereof, in particular a new class of theories
that can be considered as strong-gravity limits of Brans–Dicke theory. Partic-
ularly interesting (because they are realized in Nature) are spin-1/2 fermions
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of the theories of Dirac, Maxwell–Dirac and Yang–Mills–Dirac. Fermions are
introduced in a somewhat phenomenological fashion, with the introduction of
a spin connection but without a first-order formulation of the gravitational de-
grees of freedom. The kinetic fermionic part of the action is therefore outside
the local square root, and it does not contribute to the differential of the instant.
The potential term, instead, does contribute. A more satisfying treatment in-
volves Palatini’s formulation of GR, which does not have a local square root at
all. A discussion of first-order formulations of gravity in the relational setting
is still missing.
Finally, a paper [42] I recently wrote with E. Anderson completes the anal-
ysis of the metric field in full generality, moreover in a purely Hamiltonian
setting, employing Dirac’s method. These results will be summarized in Sec-
tion 9, where they will be used to justify Shape Dynamics.
Further reading: The complete literature on the ‘Relativity Without Rela-
tivity’ approach is [64, 63, 61, 62, 42].
The problem of many-fingered time
The Machian first principles on which we have based our field theories up
to now have proved to be quite powerful in not only deriving the relativity
principle from a simpler set of axioms, but also in identifying all the kinds
of (classical) fields that are presently thought to be fundamental in nature.
However, these principles fail to realize, in the case of the gravitational field,
what Barbour and Bertotti identified as the only precise formulation of Mach’s
principle: the Mach–Poincare´ Principle. The ‘culprit’ is the local square-root
form of the action, the very thing that plays such a key role in some of the
most interesting results I have shown: the derivation of the universal light
cone and gauge theory. It does this because it leads to local Hamiltonian
constraints, which constrain one degree of freedom at each space point. This
leads to a mismatch. For having identified the diffeomorphism symmetry and
implemented it through best-matching, we attributed to the gravitational field
3 degrees of freedom per space point, which is the dimensionality of Superspace,
gravity’s putative configuration space. But the dynamical laws we found do not
realize the Mach–Poincare´ Principle on Superspace: given two points in it, there
is a whole ‘sheaf’ of curves that extremalize our best-matching action (127).
The variational principle we have, in its most advanced form (the ‘differential-
almost-Hamiltonian’ approach), produces a curve in Superspace given initial
data consisting of a point in Superspace and a transverse momentum, plus a
lapse that depends on both time and space (check appendix A for the definition
of lapse). But then any other lapse is equally good, and produces a different
curve in Superspace which shares only the endpoints with the original one (see
Figure 16: Many-fingered time issue: a single solution to Einstein’s equations
(the slab of spacetime on the left) between two Cauchy hypersurfaces (in purple)
where two initial and final 3-geometries [g1], [g2] (the [ · ] brackets stand for
‘equivalence class under diffeomorphisms’) are specified, does not correspond to
a single curve in superspace (on the right). Instead, for each choice of foliation
of the spacetime on the left that is compatible with the boundary conditions
[g1], [g2] there is a different curve in superspace. Here I have represented two
different choices of foliation in red and a blue.
Fig. 16). The Einstein–Hilbert action assigns the same value to both curves.
The uniqueness required by the Mach–Poincare´ principle is absent. In Fig. 16 I
show graphically what this ambiguity means: each curve in Superspace that can
be generated by a different choice of lapse corresponds to a different foliation
of the same spacetime.
From the Machian point of view, this situation is unacceptable, but the way
out was actually anticipated already in the 1970’s. As we can see from the
counting of the degrees of freedom, the gravitational field has two Lagrangian
degrees of freedom per point (Riem has six per point, the diffeomorphisms
reduce it to Superspace, which has three, and the Hamiltonian constraint fur-
ther reduces them to two). But Superspace has three degrees of freedom per
space point, and therefore it cannot be the physical configuration space of GR.
The Hamiltonian constraint, unlike the diffeomorphism constraint, does not
admit a simple geometrical interpretation in terms of transformations on the
configuration-space variables alone, and therefore cannot be used to quotient
Superspace into the physical configuration space of GR. The orbits of the Hamil-
tonian constraint do not lie on Riem: they mix the metric and the momenta.
In other words, the vector field corresponding to the Hamiltonian constraint is
not a pointwise map of Riem onto Riem: it lives inextricably in phase space,
and the associated phase-space transformation of the metric depends on the
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momenta.39
Moreover, the Barbour–Foster result [5] I sketched at the end of Sec. 6.2
strongly suggests that the Hamiltonian constraint is not exclusively a generator
of gauge transformations. There ought to be a single linear combination of
H(x), some (f |H) = ∫ d3x f(x)H(x) which is associated with genuine evolu-
tion. If not, one would reach the absurd conclusion that dynamical evolution
is a gauge transformation (look at Kucharˇ’s review [2] for a criticism of such
an idea). The particular linear combination of H that generates reparametriza-
tions actually depends on the gauge-fixing we choose for H, which in turn is
related to the way we foliate spacetime. In a patch of spacetime, any positive
function f(x) can be used as a lapse defining a foliation, and the corresponding
linear combination (f |H) would then be our generator of true evolution.
The Hamiltonian constraint must be an admixture of gauge and dynamics,
and, at the first glance, there does not appear to be any obvious way to disen-
tangle the two if one insists that refoliation invariance is sacrosanct. As I said,
a way out of this puzzle was already proposed in the 70’s, mainly thanks to J.
W. York, who built on the work of Y. Choquet-Bruhat and A. Lichnerowicz.
39The Hamiltonian constraint can map curves on Riem to curves on Riem, what it cannot
do is take points onto points without knowledge of the curve to which it belongs. Thanks to
H. Gomes for the observation
8 York’s solution to the initial-value problem
I will now explain the core of York’s work on the initial-value problem of GR.
What York did is highly relevant for both Shape Dynamics and the Machian
program in general: it indicated strongly that the physical degrees of freedom
of GR are conformally invariant, in addition to diffeomorphism invariant, and
it identified a corresponding fully reduced phase space of GR. As I will show, it
allows us to find a solution to the problem of many-fingered time and to formu-
late a theory of geometrodynamics that satisfies the Mach–Poincare´ Principle
and which we call Shape Dynamics.
York found a general method for solving the ‘initial-value problem’, which
means finding phase-space data gij , p
kl on an initial Cauchy hypersurface that
satisfy GR’s Hamiltonian (614) and diffeomorphism constraints (615).
The diffeomorphism constraint merely requires the momentum pij to be a
tensor density whose covariant divergence w.r.t. its conjugate gij vanishes. It is
clearly closely analogous to the Gauss constraint of electrodynamics, which can
also be formulated on a Riemannian manifold (Σ, g) and fixes the divergence of a
vector field to be zero. In electrodynamics one can find an explicit solution of the
Gauss constraint by identifying the longitudinal part of the vector field in terms
of a scalar field that solves Poisson’s equation. Subtraction of the longitudinal
part then solves the problem. All of this is based on a very general result
of differential geometry called the Helmholtz Decomposition Theorem, which
allows one to identify the longitudinal and transverse components of a vector
field on a general Riemannian manifold (see the first Section of Appendix B.4).
Berger and Ebin [70] found an analogue of Helmholtz’s theorem for sym-
metric 2-tensors (later rediscovered by Deser [71]), which allows one to uniquely
determine their ‘transverse’ and ‘longitudinal’ parts (that is, the divergence-free
part and the remainder) in terms of a vector field (analogous to the scalar field
mentioned above) which must satisfy a certain elliptic equation, for which ex-
istence and uniqueness theorems hold. I won’t reproduce this result here, since
it is already contained as a sub-case in York’s treatment of the diffeomorphism
constraint, which I describe in detail in Appendix B.4. So the diffeomorphism
constraint is no problem: it always admits a unique solution, at least on a
compact manifold.40
The problem is the Hamiltonian constraint. With the method sketched
above, I can build any solution I like of the diffeomorphism constraint by start-
ing with a 3-metric gij and an arbitrary symmetric tensor p
ij and extracting
40In the asymptotically flat case, one can find up to a 6-parameter family of solutions
to the diffeomorphism constraint associated with the Killing vectors of flat space (see Ap-
pendix B.4).This is done by using special boundary conditions and is important for the co-
variant definition of momentum and angular momentum of the gravitational field. However,
it does not need to bother us at this stage.
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its transverse part w.r.t. gij by solving an elliptic differential equation. Now
this transverse part will not in general satisfy the Hamiltonian constraint: a
quadratic combination of its components must be proportional to the Ricci
scalar of gij at each point. The constraint is scalar, so I could try to locally
rescale the tensor by a scalar function pij → f(x) pij , adjusting its magnitude
to solve the Hamiltonian constraint at each point, but then I would lose the
transversality with respect to gij . Alternatively, I could consider the Hamilto-
nian constraint as a (nonlinear and very complicated) differential equation for
gij , but the transverse part p
ij
T of p
ij is defined relative to gij itself: p
ij
T depends
nonlocally on gij , and the equation becomes an integro-differential equation.
Lichnerowicz’s partial solution
In 1944 [72] Lichnerowicz had found a way to decouple the Hamiltonian and
diffeomorphism constraint in the case of a maximal Cauchy hypersurface, that
is, one whose extrinsic curvature has a vanishing trace K = Kii = 0. Consider
the two constraints expressed in terms of the extrinsic curvature:
∇b(Kij − gij K) = 0 , KijKij −K2 −R = 0 , (182)
Lichnerowicz’s strategy to find a metric gij and an extrinsic curvature K
ij that
solve the above equations was to start from an arbitrary pair g¯ij , K¯
ij that do
not solve it and make a conformal transformation of the metric
gij = φ
4g¯ij , g
ij = φ−4g¯ij , φ smooth and positive , (183)
and simultaneously of the extrinsic curvature (see Appendix B.4)Kij = φ−10K¯ij
that transform g¯ij , K¯
ij into gij , K
ij which do satisfy the constraints. Then the
problem of satisfying the constraints become that of finding the correct φ. This
is possible by virtue of the maximal slicing condition K = 0 and the ellipticity
of the equation for φ that one finds. Let’s see how this works.
As I show in Eq. (678) in Appendix B.4 below, under the conformal trans-
formation
∇jW ij = ∇j(φ−10W¯ ij) = φ−10∇¯jW¯ ij − 2φ−10 W¯ ∂i log φ , (184)
so, if W ij = Kij − gijK, the diffeomorphism constraint transforms to
∇j(Kij − gij K) = φ−10∇¯jK¯ij + φ10∂i(φ−10 K¯) , (185)
and therefore if K = 0 the transformed diffeomorphism constraint does not
depend on φ. It is this conformal covariance of the diffeomorphism constraint in
the K = 0 case that makes it possible to decouple the two constraint equations
and solve the Hamiltonian one separately just for the ‘conformal factor’ φ. The
scalar curvature transforms according to the formula [72]
R = φ−4 R¯− 8φ−5∆¯φ . (186)
Therefore the two constraints take the following form in the barred variables
∇¯j K¯ij = 0 , φ−12K¯ijK¯ij − φ−4 R¯+ 8φ−5∆¯φ = 0 . (187)
The last equation is strongly elliptic and quasilinear. For equations of this kind
there are well-known theorems of existence and uniqueness of the solutions.
The initial-value problem can be therefore solved with the following procedure:
1. Start with an arbitrary metric g¯ij and an arbitrary traceless K¯
ij .
2. Find the transverse part K¯ijT of K¯
ij with respect to g¯ij .
3. Solve the ‘Lichnerowicz equation’ (187) for φ.
4. Then the ‘physical’ initial-value metric and extrinsic curvature, which
satisfy the constraints, are gij = φ
4g¯ij and K
ij = φ−10K¯ijT .
Lichnerwicz’s method has a serious limitation: on compact manifolds it
works only for Yamabe-positive metrics (see below). The final physical data, in
fact, satisfy the Hamiltonian constraint with K = 0,
KijKij = R , (188)
and the left-hand side is, by construction, non-negative. This implies that the
techinque is only consistent if the scalar curvature on the right-hand side is
non-negative at every point as well. This restricts the conformal equivalence
class41 of the metrics we can take as initial data.
To justify the last statement, I need to introduce a result in pure mathe-
matics: the Yamabe theorem [73, 74], which Yamabe proposed as a conjecture
and believed to have found its proof in 1960. However Trudinger found an
error in Yamabe’s proof in 1968, and later Aubin and Schoen supplied the cor-
rect proof around 1984. The theorem states that every Riemannian metric on
a closed manifold42 (of dimension ≥ 3) can be conformally transformed to a
metric with constant scalar curvature. This constant is obviously not uniquely
determined because one can change the magnitude of the Ricci scalar with a
rescaling (a constant conformal transformation), but its sign is a conformal
invariant. In fact, if the manifold is compact there cannot exist a conformal
transformation mapping a metric gab with R > 0 everywhere to another metric
41The conformal equivalence class, or conformal class for brevity, of a metric gij is defined
as {g˜ij/∃ φ > 0, φ smooth, g˜ij = φ4gij}. The space of conformal classes of metrics is called
conformal superspace, which in this Tutorial we also refer to as shape space S when there
is no risk of confusion with the shape space of the N -body problem. Shape Dynamics takes
conformal superspace to be the reduced, physical configuration space of gravity.
42The analogous statement on noncompact manifolds is wrong, as proved by Jin [75].
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g¯ij with R¯ < 0 everywhere. To see this, take Eq. (186), multiply it by φ
−1 and
integrate it over all of Σ:∫
Σ
√
g Rφ−1 =
∫
Σ
√
g¯ (R¯ φ− 8 ∆¯φ) ≡
∫
Σ
√
g¯ R¯ φ . (189)
The final step in which the Laplacian is cancelled is legitimate only if Σ is
compact. The above equation proves that if R is definite everywhere it cannot
change sign everywhere under a conformal transformation.43 The sign of the
Ricci scalar in the representation in which R is constant is therefore invariant
under conformal transformations.
What is more, we can go further and introduce a real quantity, called the
Yamabe constant, which is a conformal invariant and represents precisely the
value of the Ricci scalar in the conformal gauge where it is a constant, rescaled
by the volume of the manifold so that it’s invariant under constant rescalings
as well:
y[Σ, g] = inf
φ
{∫
d3x
√
g (φ2R− 8φ∆φ)∫
d3x
√
g φ6
}
. (190)
A theorem [77] by Yamabe, Trudinger, Aubin, and Schoen states that within a
conformal equivalence class there exist metrics which realize the minimum, and
they must have constant scalar curvature R = const. Riemannian metrics can
be classified according to the sign of the Yamabe constant, and divided into
Yamabe positive, negative and zero, which means, according to the theorem,
that they can be transformed into a metric with, respectively, positive, negative
or zero constant scalar curvature. In general a manifold can be equipped with
metrics belonging to different Yamabe classes. The following quantity:
Y[Σ] = inf
g
y[Σ, g] , (191)
is a topological invariant of the manifold Σ, and is called the Yamabe invariant.
The Yamabe–Trudinger–Aubin–Schoen theorem states also that no manifold
in dimension 3, 4 or 5 can have a Yamabe invariant larger than that of the
3-sphere:
Y[Σ] ≤ Y[Sn] , n = 3, 4, 5 . (192)
The manifolds themselves can then be classified according to the value of their
Yamabe invariant: Type -1 manifolds only admit negative-curvature constant-
curvature metrics. Yamabe type 0 admit constant-curvature metrics with zero
or negative curvature. Type +1 manifolds admit at least one constant-curvature
metric with positive curvature.
43In the noncompact, asymptotically flat case one cannot discard the boundary value of
∆φ, and it is these boundary conditions that allowed O´ Murchadha and York to define a
mass-at-infinity for the gravitational field in the asymptotically flat case [76].
We now observe that the Lichnerowicz equation (187) is conformally covari-
ant in the sense that if φ is the solution of (187) with data g¯ij , K¯
ij , then for any
smooth and positive θ one has that ω = θ−1φ is the solution of (187) for the
data g˜ij = θ
4g¯ij , K˜
ij = θ−10K¯ij . Thus, one is free to choose the θ such that
θ4g¯ab has Ricci scalar R[θ
4g¯ij ;x) = const with const either = −1,= 0 or = +1
∀x (which exists by Yamabe’s theorem). It is now evident that Lichnerowicz’s
method cannot be used with Yamabe-negative metrics on compact manifolds.
For in that case one would have a conformal transformation (generated by ω)
that maps a metric g˜ij with R = −1 to a metric gab which has an everywhere-
positive R [because by assumption gab has to solve (188)]. The Yamabe zero
case is distinguished: in that case Lichnerowicz’s equation can be solved only
if Kij = 0 at every point, as can be seen from (188). This is a very non-generic
initial condition.
In the noncompact case, Eq. (188) admits a unique solution for any ini-
tial data if the manifold is asymptotically flat [78] (if the initial data include
conditions at infinity).
An observation following the proof of the conformal covariance of Lichnerow-
icz’s method: for practical reasons, one starts by specifying a complete 3-metric
g¯ij (six components) and a complete symmetric 2-tensor K¯
ij (another six com-
ponents), but then the end result, in the form of gab and K
ij , depends only on
the conformally-invariant and diffeo-invariant part of g¯ij , that is, its conformal
class (two degrees of freedom). Moreover, it depends only on the TT-part of
K¯ij , (which are another two degrees of freedom). These would be physical data
that solve the initial-value problem if Lichnerowicz’s solution were general, but
it isn’t. York succeeded in generalizing it to arbitrary Yamabe class, and can
consequently claim to have identified the physical degrees of freedom of the
gravitational field [79].44 Let’s see what he did.
York’s general solution
In a series of papers [80, 79, 78, 81], York and O´ Murchadha made decisive
progress by letting the extrinsic curvature have a spatially constant trace:
Kij = KijTT +
1
3 τ g
ij , τ = const . (193)
Here, τ is a spatial constant but it is time-dependent. In particular, it grows
monotonically whenever York’s method can be applied, and can be used as a
time parameter in its own right. For this reason it is also referred to as the
York time. A tensor such as (193) is automatically transverse with respect to
the metric gij because the covariant divergence of a constant times g
ij is zero
by the metric-compatibility condition. A further assumption of York makes all
44 Subject to a caveat, which we shall mention below.
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the difference. The transformation law of Kij under conformal transformations
is taken to be
Kij = φ−10 K¯ijTT +
1
3 φ
−4τ g¯ij , (194)
so that after a conformal transformation the trace part is still spatially constant:
g¯ij K¯
ij = gij K
ij (195)
If that is the case, then Lichnerowicz’s decoupling of the Hamiltonian and diffeo-
morphism constraints continues to hold: the TT-part is conformally covariant,
as proved in Appendix B.4, while the trace part is assumed to be invariant and
therefore transverse as well:
∇j(τ gij) = 0 , ∇¯j(τ g¯ij) = ∇j(τ g¯ij) + τ g¯kj∆Γijk + τ g¯ik∆Γjjk = 0 , (196)
where ∆Γajk is defined below. Thus when we pass from gij , K
ij to g¯ij , K¯
ij no
term containing a derivative of φ appears in the diffeomorphism constraint to
threaten the transversality condition, which remains independent of φ, so that
the two constraints are still decoupled. But now the conformally transformed
Hamiltonian constraint gains a new term, quadratic in τ :
φ−12 g¯ik g¯jl K¯ijTTK¯
kl
TT − 23τ2 − φ−4 R¯+ 8φ−5∆¯φ = 0 . (197)
Note the different powers of φ in front of the kinetic term and of −τ2, which is
entirely due to York’s assumption of the conformal invariance of τ . Equation
(197) is called the Lichnerowicz–York equation. A solution of it exists and
is unique on arbitrary compact or asymptotically flat manifolds, regardless of
the conformal class of the metric. Let’s see how one studies the solutions of
Eq. (197). In accordance with the theory of quasilinear elliptic equations [82],
Eq. (197) admits a unique solution iff the polynomial
f(z) = 23τ
2 z3 +Rz2 −KK , (198)
(where I called z = φ4 and KK = g¯ik g¯jl K¯
ij
TTK¯
kl
TT) admits a single positive root
at every point.
The function f(z) has its extrema at z = 0 and z = −R/τ2, and its second
derivatives at those points are f ′′(0) = 2R and f ′′(−R/τ2) = −2R. Thus if
R > 0, then z = 0 is a local minumum and z = −R/τ2 a local maximum; if
R > 0, then vice versa. Moreover f(0) = −KK is always negative, and changing
the value of KK just shifts the whole function downwards. Therefore we always
fall into one of the two cases of Fig. 17, where we either have a maximum at
z = 0 and a minimum at z > 0, with a zero to its right (for R < 0), or we have
a maximum at z < 0 and a minimum at z = 0, with a zero to its right (for
R > 0), all of this regardless of the value of KK . If we have R = 0, the zero is
at z = ( 23KK/τ
2)1/3, which is positive as long as KK 6= 0, otherwise it’s zero.
Figure 17: The polynomial (198) admits a single positive root for both signs
of R. The term KK can only push the curve down, moving the root but not
changing its nature.
York’s general solution of the initial-value problem works in a spacetime
neighbourhood of a CMC (constant-mean-extrinsic curvature, meaning with
K = const .) Cauchy hypersurface. Therefore the caveat promised in footnote
44 is that York’s method can only be applied to CMC-foliable spacetimes, which
however are a large class [83] and have nice singularity-avoidance properties.
Further reading: Lichnerowicz’ paper [72], York’s 1971 [80], 1972 [79] and
1973 [78] papers, O´ Murchadha’s ‘readings of the LY equation’ [84], Misner–
Thorne–Wheeler [85], Book on elliptic PDE’s [82].
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9 A derivation of Shape Dynamics
I will now bring to an end this Part’s journey from relational first principles
to Shape Dynamics. I will use the analysis which E. Anderson and I made in
[42], where we considered a pure-geometrodynamics theory in full generality,
without any restriction on the potential term (apart from requiring a second-
order potential which is covariant under diffeomorphisms), and completing the
Dirac analysis of the constraints. The analysis of [42] represents the ‘missing
link’ between the so-called ‘Relativity Without Relativity’ approach and mod-
ern Shape Dynamics. I will postpone to the beginning of the next Section a
review of the actual work that led to the formulation of SD (in particular, the
papers [86, 87]).
The most general Jacobi-like, local square root Lagrangian we can take,
with a lowest-order (dimension `−2) potential term is
dLgeneral =
∫
d3x
√
g
√
aR− 2 Λ
√
(λ1 gikgjl − λ2 gijgkl) dgij dgkl , (199)
where a, Λ, λ1 and λ2 are spatially constant parameters. Since a global rescal-
ing of the action by a constant is irrelevant, it is only the ratio between the
parameters a and Λ that has a physical meaning. For this reason we take
a ∈ {±1, 0}, so that the parameter a only determines the sign of R and whether
the corresponding term is present or not. The parameters λ1, λ2 present in the
kinetic term parametrize the choice in the relative factor between the two pos-
sible ways to contract the indices of the metric velocities (λ1 = λ2 = 1 is the
‘DeWitt value’, which corresponds to General Relativity).
The ‘differential of the instant’ is
dχ =
1
2
√
(λ1gikgjl − λ2 gijgkl) dgij dgkl
aR− 2 Λ . (200)
The canonical momenta are
pij =
δdLgeneral
δdgij
=
√
g
2 dχ
(λ1g
ikgjl − λ2gijgkl) dgkl . (201)
Due to the local-square-root form of the action, they satisfy at each space point
the Hamiltonian constraint
H = √g (aR− 2 Λ)− 1λ1√g
(
pijpij − λ23λ2−λ1 p2
)
= 0 . (202)
Note that λ23λ2−λ1 diverges for λ2 =
1
3 λ1. This singular case requires special
care because for it the momenta satisfy a further primary constraint.
The Euler–Lagrange equations are
dpij =a
√
g
(
1
2Rg
ij −Rij +∇i∇j − gij∆) dχ
− 2 Λ√g gij dχ− 2 dχ
λ1
√
g
(
pikpk
j − λ23λ2−λ1 p pij
)
.
(203)
The same equations are generated by the total ‘differential-almost-Hamiltonian’
object
df = {dA, f} , dA = (dχ|H) . (204)
In order for the theory to admit solutions, the Hamiltonian constraint must be
first-class with respect to itself, which, by virtue of (204), implies dH ≈ 0, i.e.,
that it is propagated by the evolution. This is generated by the Poisson bracket
{(dχ|H), (dσ|H)} ≈ a
λ1
(dχ∇idσ− dσ∇idχ | − 2∇jpji + 2 λ2−λ13λ2−λ1 ∇ip) . (205)
We have a first set of choices here:
I. We can close the constraint algebra strongly by taking a = 0.
II. We can close the constraint algebra strongly by taking λ1 →∞ (with λ2
fixed).
III. We can introduce a new, secondary constraint
Zi = −2∇jpji + 2α∇ip , α = λ2−λ13λ2−λ1 . (206)
The first two possibilities correspond respectively to the removal of R (case I)
and of the kinetic term (case II) from the Hamiltonian constraint.
Case I is known as strong gravity, a theory in which the light cones collapse
to lines: no signal can be transmitted from one point to another, and each
spatial point becomes causally disconnected from the others. This was named
‘Carrollian relativity’45 by Levy-Leblond [88, 89]. Belinsky, Khalatnikov and
Lifshitz conjectured that near a cosmological singularity the contribution of
matter to gravity becomes negligible compared with the self-coupling of gravity,
and the variation of the gravitational field from one point to another can be
neglected [90]. The strong gravity regime would then describe physics near a
singularity according to this BKL conjecture.
Case II corresponds to a non-dynamical metric which is constant in time.
The addition of matter gives rise to a dynamics in which signals are transmitted
instantaneously across a fixed foliation. This is just Galilean relativity, which
is the limit in which the speed of light goes to infinity.
45After Lewis Carroll, whose Red Queen character in Alice in Wonderland says: “Now,
here, you see, it takes all the running you can do, to keep in the same place”.
49
Case III is more complicated, and divides into several sub-cases. First of
all, on introducing a secondary constraint we have to check whether it closes a
first-class system with itself and with the primary constraints.
The self-commutator of Zi is
{(dξi|Zi), (dχj |Zj)} = ([dξ,dχ]i| Zi + (2α− 6α2)∇ip) , (207)
where [dξ,dχ]a is the Lie bracket between the two vector fields dξ and dχ. So
the constraint closes on itself only if 6α2−2α = 0. This equation admits two so-
lutions: α = 0 (corresponding to the DeWitt value λ2 = −λ1) and α = 13 . Both
of the choices that make the constraint Zi first-class w.r.t. itself have a clear ge-
ometrical meaning. The choice α = 1 makes Zi → Hi = −2∇jpij into the gen-
erator of diffeomorphisms, while α = 13 makes Zi → Si = −2
(∇jpij − 13 ∇ip)
into the generator of special diffeomorphisms, or unit-determinant diffeomor-
phisms, which are diffeomorphisms that leave the local volume element
√
g
invariant.
Notice that special diffeomorphisms (strongly) commute with conformal
transformations (generated by pijgij)
{(dξi|Si), (dϕ|p)} = 0 , (208)
where Si corresponds to taking the traceless part of the momentum in the
standard diffeomorphism constraint,
(dξi|Si) = −2
∫
dξi∇j(pij − 13 gij p) , (209)
or the Lie derivative of the unimodular metric g−
1
3 gij ,
(dξi|Si) =
∫
pij
(
£dξgij − 23 gij∇kdξk
)
=
∫
pij g
1
3 £dξ(g
− 13 gij) . (210)
Here £dξ(g
− 13 gij) = ∇idξj +∇jdξi− 23 gij∇kdξk is what York calls the confor-
mal Killing form [78] associated with the vector dξ.
A related concept is that of transverse diffeomorphisms: they are diffeo-
morphisms generated by a transverse vector field ∇iξi = 0. It’s easy to show
that (ξi|Hi) = (ξi|Si) − 23 (∇iξi|p); therefore if a vector field is transverse the
diffeomorphisms it generates are special. The converse, however, is not true:
there are special diffeomorphisms that are generated by vector fields with a
longitudinal component.
Making a coordinate change from λ1, λ2 to α, λ1 the Hamiltonian constraint
takes the form
H = √g (aR− 2 Λ)− 1λ1√g
(
pijpij − 12 (1− α) p2
)
, (211)
Therefore the value α = 1/3 corresponds to
H = √g (aR− 2 Λ)− 1λ1√g
(
pijpij − 13 p2
)
. (212)
Analysis of case III
For any value of α other than 0 and 13 , we are forced to split Za into two
secondary constraints: one is the diffeomorphism constraint Hi, and the other
should be a constraint implying ∇ip = 0.46 A moment’s thought reveals that
the most generic possibility is to have p = 32τ
√
g, where τ is a spatial constant.
The constraint p generates infinitesimal conformal transformations of the three-
metric and its momenta:
{(ϕ|p), gij} = ϕgji , {(ϕ|p), pij} = −ϕpij . (213)
The addition of the constant term τ changes the generated transformations into
volume-preserving conformal transformations (VPCT’s). In fact τ cannot be
just any number: by consistency (if the base manifold Σ is compact, as I am
assuming in this Section) it is forced to be equal to (2 thirds of) the average of
p over the whole space:
τ = 23
∫
d3x p∫
d3x
√
g
≡ 23 〈p〉 , (214)
where the spatial average 〈 · 〉 is defined as
〈ρ〉 :=
∫
d3x ρ∫
d3x
√
g
(215)
for a scalar density ρ. Rewriting the constraint as
C = p− 〈p〉√g , (216)
we recognize its volume-preserving nature:
{gab, (ϕ|C)} = (ϕ− 〈ϕ〉) gij ,
{pij , (ϕ|C)} = −(ϕ− 〈ϕ〉)(pij + 12 〈p〉
√
g gij) .
(217)
The diffeomorphism and conformal constraints close as a first-class system
among themselves:
{(dξi|Hi), (dχj |Hj)} = ([dξ,dχ]i|Hi) ,
{(dξi|Hi), (dϕ|C)} = (£dξdϕ|C) ,
{(dϕ|C), (dρ|C)} = 0 .
(218)
Therefore case III divides into three sub-cases:
46Taking ∇ip = 0 itself as a new constraint would be wrong, as it is highly reducible
(meaning that its components are not linearly independent) and we would be constraining
too many (three) degrees of freedom. An equivalent scalar constraint is sufficient.
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III.a α = 0 Our secondary constraint is first-class w.r.t. itself and generates
regular diffeomorphisms. The diffeomorphism constraintHi is propagated
by H:
{(dχ|H), (dξi|Hi)} = (dχ|£dξH) , (219)
and therefore we end up with a first-class system, which is just ordinary
GR in the ADM formulation.
At this point we discovered our symmetries, so we can encode them back
into the action through best-matching, as we did at the beginning of
Sec. 7:
dLdiff =
∫
d3x
√
g
√
aR− 2 Λ
√
(gikgjl − gijgkl)Dgij Dgkl ,
Dgij =dgij + £dξgij = dgij +∇idξj +∇jdξi ,
(220)
and the diffeomorphism constraint becomes primary, a consequence of the
free-endpoint variation w.r.t. the best-matching field dξi.
III.b α = 1/3 Our secondary constraint is first-class w.r.t. itself and generates
special diffeomorphisms. The propagation of the special diffeomorphism
constraint Si gives
{(dχ|H), (dξi|Si)} ≈ −43a (
√
g(∆−R− 3Λ/a)dχ|∇idξi) . (221)
This falls into case 3 of Dirac’s analysis (see Sec. 6.2): it is a ‘specifier’
equation for the smearing dχ of the Hamiltonian constraint. The system
is second-class, and instead of each constraining two degrees of freedom
per space point (giving a total of four physical dofs), the constraints Si
and H gauge-fix each other and constrain the dofs only down to six per
point in total. The specifier equation is
∇i [a(∆−R− 3Λ/a)dχ] = 0 , ⇒ a (∆−R− 3Λ/a)dχ = const. . (222)
The above equation is of the form ∆f(x)+g(x) f(x)+ const. = 0: it is an
elliptic equation of the kind we have encountered in the preceding Section,
like the Lichnerowicz–York equation (197). It admits a unique solution
for each positive root of the equation g(x) f(x) + const. = 0 (considered
as an equation for f(x) at each point), and there is only a one-parameter
family of zeroes: in fact the constant represents an integration constant.
One can write the equation as (∆−R− 3Λ/a)dχ = 〈(∆−R− 3Λ/a)dχ〉
or, since 〈∆dχ〉 = 0,
∆dχ− (R+ 3Λ/a)dχ+ 〈(R+ 3Λ/a)dχ〉 = 0 . (223)
The last equation is homogeneous in dχ and therefore the overall normal-
ization of dχ is irrelevant. This last one-parameter ambiguity is related
to the fact that we can reparametrize the solution dχ(x) with any time-
dependent, spatially-constant function. It is the leftover reparametriza-
tion invariance of the solutions one obtains once H has been gauge-fixed.
If dχsol is the solution of the equation for dχ, then the generator of this
reparametrization symmetry is
dAglobal = (dχsol|H) ≈ 0 , (224)
which is the last leftover of the Hamiltonian constraint that hasn’t been
gauge-fixed by Sa.
We ended up with a theory with six Hamiltonian degrees of freedom per
point, those constrained by Sa ≈ 0, and a single, global Hamiltonian
constraint dAglobal, which can only be calculated by solving a differen-
tial equation (223). This equation is invariant under the transformations
generated by Sa,
gij → gij + £ζgij − 23 gij∇kζk
pij → pij + £ζpij − 23pij∇kζk − 13 p£ζgij ,
(225)
(the proof of this is left as an exercise), and therefore the global Hamil-
tonian constraint is invariant as well.
Now, if we implement the special diffeomorphisms in the action through
best-matching:
dLSdiff =
∫
d3x
√
g
√
aR− 2 Λ
√(
gikgjl − 13gijgkl
)
Dgij Dgkl ,
Dgij =dgij + £dζgij − 23 gij∇kdζk ,
(226)
the above action can be rewritten as
dLSdiff =
∫
d3x
√
g
√
aR− 2 Λ
√
gikgjlDgij Dgkl ,
Dgij =dgij − 13gijgkldgkl + £dζgij − 23 gij∇kdζk ,
(227)
and the relation between momenta and velocities, pij =
√
g
2 dχ (g
ikgjl −
1
3g
ijgkl)(dgij + £dζgij), is not invertible. Therefore the momenta satisfy
an additional primary constraint: gijp
ij = 0. We are forced anyway to
include conformal transformations: this case therefore reduces to a sub-
case of III.c, which I now discuss.
III.c generic α We have to introduce two separate secondary constraints, the
diffeomorphism constraint Hi and the volume-preserving conformal con-
straint C = p−〈p〉√g. These constraints are first-class among themselves.
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As in the last case, the propagation of C,
{(dχ|H), (dσ|C)} ≈ 2 a(√g(∆−R− 3Λ/a)dχ
− 1−3α2λ1 〈p〉 pdχ−
3
2
dχH | dσ − 〈dσ〉) .
(228)
gives a ‘specifier’ equation for dχ,
2 a (∆−R− 3Λ/a)dχ− 1−3α2λ1 〈p〉2 dχ = const. . (229)
This again is an elliptic equation and admits a unique solution. This so-
lution dχsol, if used to smear the Hamiltonian constraint, (dχsol|H), gives
the part of H that is first-class with respect to the corresponding confor-
mal constraint. This first-class part is a single residual global Hamiltonian
constraint
dAglobal = (dχsol|H) ≈ 0 . (230)
This dAglobal is invariant under VPCT’s (and diffeomorphisms), and there-
fore generates the dynamics in the reduced configuration space.
The theory we obtained satisfies the strong Mach–Poincare´ Principle in
the quotient of Superspace by VPCT’s. The quotient of Superspace by
ordinary conformal transformations is conformal superspace, which we
also call Shape Space S in analogy to the particle models:
S := Superspace/Sim , gij ∼ g′ij iff ∃ φ s.t. gij = e4φg′ij . (231)
The quotient of Superspace by VPCT is just47 the Cartesian product
between S and the real positive line R+, representing the dof associated
with the total volume of space, V =
∫
d3x
√
g.
These results do not depend on the value of α, and therefore they hold
also if α = 0 or 1/3. The sub-cases III.a and III.b are included in this
one. The theory we are dealing with is (generalized) Shape Dynamics. I
call it generalized because proper SD refers just to the case α = 0. It is
not clear, at this point, whether the value of α has physical meaning. This
is because in the shape-dynamical description its value can be reabsorbed
into a rescaling of York time. Should it turn out that α has physical
meaning, then it would have to be considered as a dimensionless coupling
for Shape Dynamics. The chances then are that this coupling would run
under renormalization group flow, and α = 0 would presumably be the IR
value, where equivalence with General Relativity (and with it spacetime
covariance) emerges as a sort of accidental IR symmetry. The α = 1/3
value might then be the UV limit.
47Locally - one has to exclude degenerate metrics and have special care in the case of
metrics with conformal isometries
This table summarizes the different cases we have encountered:
Case Parameter values DOF’s Theory
I a = 0 4-12 p.p. Carroll Relativity
II y = 0 0 Galilean Relativity
III.a α = 0 4 p.p. General Relativity
III.b α = 13 4 p.p.+ 2 global ?
III.c any 4 p.p. + 2 global Shape Dynamics
I have reached the point at which I can finally introduce Shape Dynamics.
As Henneaux and Teitelboim state in their book [52], a second-class system
like that of case III.c can be seen as a gauge-fixing of a first-class system.
Doing this often requires enlargement of the phase space with further redundant
(constrained) degrees of freedom, and this is the case also in Shape Dynamics,
where it is necessary to introduce a scalar field φ and its conjugate momentum
pi. Then one modifies the Hamiltonian, diffeomorphism and VPCT constraints:
H =e
−6φˆ
√
g
(
pab − 13pgij
) (
pij − 13pgij
)− (1− α)e−6φˆ
6
√
g
(
p−√g
(
1− e−6φˆ
)
〈p〉
)2
−√g R e2φ −√g eφ∆eφ ≈ 0 ,
Hi = −2∇jpij + pi∇iφ ≈ 0 , Q = pi − 4 (p− 〈p〉√g) ≈ 0 ,
The above system is first-class. This theory is called the Linking Theory, and
it leads to SD as the following gauge-fixing: pi ≈ 0. That generates the set of
constraints we found in case III.a (for α = 0). A different gauge-fixing, namely
φ ≈ 0, gives instead a first-class system (General Relativity) by killing just the
modified VPCT constraint Q. I’ll define from scratch, and more carefully, the
Linking Theory in Sec. 12 after some historical background.
Further reading: my paper with E. Anderson [42].
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10 Cotton-squared theory
The Cotton tensor, defined as
Cijk = ∇kRij −∇jRik + 14 (∇jRgik −∇kRgij) , (232)
is an object that characterizes the conformal geometry of the metric. It satisfies
the identity C[ijk] = 0 and it is antisymmetric in the last two indices j and
k, and therefore can be considered a vector-valued 2-form. Moreover, all the
contractions of two of its 3 indices with the metric are zero.
It is convenient at this point to introduce the covariant Levi-Civita density
ijk, which is a tensor density of weight +1 of components
ijk =
√
g δ[i1 δ
j
1 δ
k]
3 . (233)
The Levi-Civita density allows to introduce the ‘Hodge-∗’, a linear map from
covariant antisymmetric n-tensors to contravariant 3−n-tensor densities which
does not erase any information about the components of the tensor (it is a
isomorphism, or a pairing). This is because antisymmetric n-tensors have(
3
n
)
independent components, and antisymmetric 3 − n-tensors have the same
number of independent components because
(
3
3−n
)
=
(
3
n
)
. Antisymmetric co-
variant 2-tensors, e.g. Aij = −Aji are mapped to covariant vector densities:
V i = 12
ijkAjk. It is easy to see that Aij has 3 independent components just
like V i, so one loses nothing in the transformation. Antisymmetric covariant
3-tensors, e.g Bijk only have 1 independent component (when all three indices
are different), so they are mapped to scalar densities, like S = 13!
ijkBijk. Cijk
is antisymmetric only in the last two indices, so we may consider it a ‘vector-
valued one-form’, that is, a collection of three antisymmetric 2-tensors. We can
then apply the Hodge-∗ map to its last two component,
Cij =
1
2
i`mC`mj = ∇k
(
Rj` − 14Rgj`
)
k`i , (234)
obtaining the Cotton–York density, first defined by York in [80]. As is easy
to verify, this tensor density is symmetric in the sense that Cij = Cji, and it
is trace-free Cii = 0, a statement that coincides with the identity C[ijk] = 0.
Moreover, as one can verify explicitly, the Cotton–York density is transverse by
construction: ∇iCij = 0. In summary, Cij is a symmetric transverse-traceless
tensor density, which makes it a natural pure-spin-2, conformally invariant ob-
ject.
The Cotton–York density is invariant under conformal transformations of
the metric (the proof is left as an exercise):
Cij [e
4ωg`m;x) = C
i
j [g`m;x) . (235)
One can prove (another exercise for the reader, a full proof can be found in [91])
that local conformal flatness and the vanishing of the Cotton–York density (or,
equivalently, the Cotton tensor) are equivalent:
gij = e
4ω(x)ηij ⇐⇒ Cij [g`m;x) = 0 , (236)
where ηij is the flat metric. Local conformal flatness means that the statement
above holds only in open neighbourhoods. With the Cotton–York density we
can introduce an L1 norm
∫
Σ
√
CijCijd
3x, which is conformally-invariant and
vanishes only if Cij = 0 everywhere. So this norm might be considered as a
distance of the conformal geometry from conformal flatness.
There is clearly an opportunity, here, to introduce a Weyl-invariant Jacobi-
like action by using the Cotton tensor in the potential:
dLWeyl =
∫
d3x
√
CijCji
√
gikgjlDgij Dgkl
=
∫
d3x
√
det g
√
CijkCijk
√
gikgjlDgij Dgkl ,
(237)
where
Dgij = dgij + £dξgij + gij dρ = dgij +∇idξj +∇jdξi + gij dρ . (238)
Notice that there are no free parameters in this action: there is only one way
of contracting the best-matching derivative Dgij with itself, because its trace
gijDgij does not contribute to the physical change and can be reabsorbed into
the Weyl-compensating field ρ. The local ‘differential of the instant’ and the
canonical momenta in this case are:
dχ =
1
2
√
gikgjlDgij Dgkl
CijCji
, pij =
δdLWeyl
δdgij
=
gikgjlDgkl
2 dχ
. (239)
The best-matching conditions give the diffeomorphism and Weyl constraints
δdLWeyl
δdξi
= −2∇j
[
gikgjlDgkl
2 dχ
]
= −2∇jpij = Hi ≈ 0 ,
δdLWeyl
δdρ
= gij
[
gikgjlDgkl
2 dχ
]
= gijp
ij =W ≈ 0 .
(240)
Moreover,the local square-root form of the action leads to the following primary
Hamiltonian constraint:
H = pijpij + CijCji ≈ 0 . (241)
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In [80] York observed how the Cotton–York tensor Cij and a momentum p
i
j
satisfying the constraints (240) together close a system of equations which are
the ‘spin-2 analogue’ of the scalar part of Maxwell’s equations:
∇iCij = 0 , Cii = 0 , ∇ipij = 0 , pii = 0 . (242)
The TT-momentum pij plays the role of the transverse electric field ∇ ·E = 0,
while the Cotton–York tensor is analogue to the magnetic field B, which is
automatically transverse once one introduces the vector potential A. For Cij
the metric gij plays the role of potential, and Equation (232) is analogue to
B = ∇×A, in that it makes Cij automatically transverse-traceless. Just like A
is not gauge-invariant, gij is not diffeo- and Weyl-invariant. Just like B depends
only on the transverse part of A, Cij depents only on the conformodiffeo-
invariant part of gij . The potentials A and gij introduce a representation of
the respective fields which is redundant but local.
The analogy between Maxwell’s equations and the equations of our Cotton-
squared theory unfortunately ends here. The time-dependent Maxwell equa-
tions in vacuum relate the time derivatives of the electric and magnetic fields
with the curl of each other. In the case of the Cotton-squared theory the
Hamiltonian equations of motion are:
Dgij = 2dχpij , Dp
ij(x) = −2
∫
dχ(y)Ck`(y)
δC`k(y)
δgij(x)
d3y , (243)
where the metric variation of the Cotton tensor is
δCij = 
ik`
[
δ (∇kR`j)− 14 (δg`j∇kR+ g`j∇kδR)
]
. (244)
This translates into the following equations for Cij and p
i
j :
DCij = 2
∫
dχ(y)
δC`k(y)
δgij(x)
pk`(y)d
3y ,
Dpij = −2
∫
dχ(y)Ck`(y)
δC`k(y)
δgij(x)
d3y .
(245)
The above equations do look like Maxwell’s vector equations with the curl
replaced by the operator
∫
dχ(y) δC
`
k(y)
δgij(x)
. However this operator doesn’t look
at all like a tensor generalization of the curl.48
48There is a natural generalization of the curl for TT tensors: it is the linear differential
operator Oij = √gkij∇k. A nice analogue of Maxwell’s vector equations could then be
dCjk =
√
gij`∇ip`k , dpjk = √gij`∇iC`k .
These equations preserve the tracelessness of the tensors pij and C
i
j , because they are
The Cotton-squared theory has worse problems than not being completely
analogue to electromagnetism. If we study the constraint algebra, in fact, it
turns out that it is not first-class, because the Hamiltonian constraint does not
close with itself. The Poisson brackets of H with itself give something of the
form
{(H|dχ), (H|dϕ)} =∫
dχ
(
aijk∇i∇j∇kdϕ+ bij∇i∇jdϕ+ ci∇idϕ+ fdϕ
)
d3x ,
(246)
where aijk, bij , ci and f are complicated tensors (or scalars) depending on cur-
vature invariants and (linearly) on the momentum pij . In the paper [92] this
constraint algebra was studied, and it was found that the above Poisson bracket
is zero if the Cotton–York tensor is zero. Adding Cij = 0 as secondary con-
straint would completely trivialize the dynamics. Moreover the operator acting
on dχ in the Poisson brackets is not invertible, therefore the above equation
cannot be interpreted as a ‘specifier’ equation fixing the value of dχ. Therefore
the authors of [92] conclude that this system is inconsistent.49
traceless themselves:
δkjdC
j
k =
√
gik`∇ip`k = 0 , δkjdpjk = √gik`∇iC`k = 0
However the operator Oij does not preserve the transversality property, unlike Maxwell’s
vector equations which maintain this property because the divergence of the curl is zero:
∇jdCjk = √gij`∇j∇ip`k 6= 0 , ∇jdpjk = √gij`∇j∇iC`k 6= 0 .
49The system would not have trivial dynamics, however, if the Lagrangian was defined
with a global square root, i.e.
√∫
d3x
√
CijCjigikgjlDgij Dgkl. Such a system has TT
gravitational dofs but a single global Hamiltonian. It has been studied in detail in [93].
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Part IV
Shape Dynamics
11 Historical Interlude
In Sec. 12, I will present Shape Dynamics as the first-class extension in the
manner of Henneaux and Teitelboim [52] of the theory we studied in case III.c
of last Section, when α = 0. However, that’s not how SD was originally discov-
ered, which I now briefly recount before moving forward.
The stimulus came from Barbour’s desire to create a scale-invariant Machian
theory, first of particle dynamics and then dynamical geometry. The first step
was the derivation in 1999 of a particle-dynamics model (published in 2003 [45])
with dilatational best matching and the Newton gravitational potential VNew (of
degree −1) replaced by the potential I−1/2cm VNew, where Icm is the centre-of-mass
moment of inertia. The dilatational constraint D =
∑
amara ·ra resulting from
the dilatational best matching commutes with this potential, and the resulting
theory defines geodesics on shape space. The strong Mach–Poincare´ Principle
is therefore satisfied.
Barbour and O´ Murchadha then tried to extend the underlying ideas of this
particle model to dynamical geometry in [94] in 1999. This is the first attempt
at a theory of gravity invariant under three-dimensional conformal transforma-
tions. This was expected to define a geodesic theory on conformal superspace
that satisfies the strong Mach–Poincare´ Principle and eliminates a perceived
Machian defect of GR highlighted by York’s work on its initial-value problem.
York had shown that the initial-value problem could be solved by taking the fol-
lowing initial data: a conformal equivalence class of 3-geometries, its variation,
and a single real quantity (the value of York time or, as O´ Murchadha showed
[84], the spatial volume). The necessity for this additional degree of freedom
is quite puzzling. One could completely specify a solution of GR with initial
data on conformal superspace S (two degrees of freedom per point) if it were
not for this additional single global degree of freedom, which is not conformally
invariant. The theory of [94] was a proposal to eliminate this puzzle, by ‘confor-
malizing’ the Baierlein–Sharp–Wheeler action [or rather the action (199) with
a = 1]. This was done by rescaling the metric by a scalar field φ, gij → φ4gij ,
so that the action is invariant under a simultaneous conformal transformation
of the metric and the scalar field:
gij → ω4gij , φ→ φ
ω
. (247)
This is the ‘Stu¨ckelberg trick’ , which normally does not change a theory be-
cause it introduces one field while simultaneously introducing a gauge redun-
dancy which makes the field unphysical. The time derivative of the scalar
field is eliminated from the action by best-matching with respect to conformal
transformations and reabsorbing φ˙ into the best-matching field:
d(φ4gij) + gijdθ = φ
4dgij + gij(4dφ+ dθ) , dθ
′ = 4dφ+ dθ . (248)
Then the field φ is a Lagrange multiplier and extremizing the action w.r.t. φ
gives the analogue of the lapse fixing equation (see below). The local square
root form of the action gives rise to a primary constraint which is the confor-
malized version of the Hamiltonian constraint of GR, that is, the Lichnerowicz
equation. Finally, conformal and diffeomorphism best matching imply that the
momentum is transverse and traceless. To implement the strong form of the
Mach–Poincare´ principle, and eliminate the global ‘additional’ degree of free-
dom from the initial-value problem, O´ Murchadha and Barbour divided the
Lagrangian by the conformalized volume
∫
φ6
√
gd3x. This was justified be-
cause it ensures that φ = 0 does not minimize the action. The resulting theory
is modification of GR which involves a nonlocal coupling between the volume
V of spatial slices and the local gravitational degrees of freedom. The theory
has a major shortcoming, however: it lacks the York time term in the Hamilto-
nian constraint, and therefore is only valid when Lichnerowicz’ method can be
applied, i.e. when the metric belongs to the Yamabe-negative class. Moreover,
the global modifications to the dynamics of GR that this theory imply are hard
to reconcile with cosmological observations.
The work on this theory was interrupted by the successes of the Relativity
Without Relativity approach but then explored further by Barbour, Foster, O´
Murchadha, Anderson and Kelleher. The main breakthrough, in this phase,
was represented by the observation, due to B. Foster, that volume-preserving
conformal transformations can be implemented in the following way:
gij → e4φˆgij , φˆ(x) := φ(x)− 16 log 〈
√
g e6φ〉 , (249)
in which φ is subject to no restriction except φ > 0 and would implement an un-
restricted conformal transformation were it not for the correction− 16 log 〈
√
g e6φ〉,
which restores the total volume to the value it had before the transformation im-
plemented by the unrestricted first term. This device led to the papers [95, 96],
which are attempts at creating a VPCT-invariant theory of gravity. These at-
tempts were flawed, because the authors did without the trick, used in [94], of
disposing of the time derivative of φ by best-matching with respect to conformal
transformations. They rather tried to use φ itself as a sort of best-matching
field, which means that the resulting action depends on both φ and its time
derivative, and therefore extremizing it w.r.t. φ leads to the Euler–Lagrange
equations, which involve second time derivatives of φ and make it dynamical.
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In [95, 96] the authors affirm that by considering the free-end-point variation
of the action w.r.t. the field φ this problem is resolved, because this particular
form of variation implies that the momentum conjugate to φ is bound to vanish
throughout the solution. In Appendix B.2 I show the correct way of treating
free-end-point variations: the momentum conjugate to φ is bound to vanish
only at the boundary of the integration interval: in between it takes the values
that are imposed by the Euler–Lagrange equations. The authors of [95, 96] con-
clude that the whole package of York’s method, namely, the Lichnerowicz–York
equation with York time, the lapse-fixing equation, and the CMC constraint
can be derived by a single variational principle from a BSW-type action which
involves a single scalar field φ. This conclusion is erroneous due to their mis-
understanding of the meaning of free-end-point variation.
Nevertheless, [95, 96] represent an important step in understanding the un-
derlying 3D conformally-invariant dynamics of GR, and setting the stage for
the development of Shape Dynamics. In particular [95, 96] patched a worrisome
flaw in York’s method: When attributing a constant trace (times
√
g) to the
momentum:
gijp
ij =
√
g τ , (250)
York did it in a particular conformal frame, which was not the one in which the
metric and the momenta satisfy the Hamiltonian constraint. But when mak-
ing connection to that frame, York assumed that the trace of the momentum
transforms like
√
g under conformal transformations, that is, he assumed the
York time τ to be invariant! York did not give a satisfactory justification of
this assumption in his work, while [95] clarifies what is behind what the authors
call ‘York scaling’: first, York’s ‘CMC’ condition should be understood as the
nonlocal expression:
gijp
ij(x) =
√
g(x) 〈p〉 =
√
g(x)
∫
d3y p(y)∫
d3z
√
g(z)
; (251)
second, the conformal transformations to the frame in which the scalar con-
straint is satisfied should only be volume-preserving and implemented as in
(249). Those transformations then have a nontrivial action on the canonical
momenta:
pij → e−4 φˆ
[
pij − 13 (1− e6φˆ)〈gklpkl〉
√
g gij
]
. (252)
It was several years before the next step was taken. To this I now turn.
12 Shape Dynamics and the Linking Theory
In [86, 87], Gomes, Gryb and Koslowski formulated Shape Dynamics the way
we understand it now, and they sharpened the idea of intersecting constraint
surfaces with a global flow in the intersection which I illustrated in Fig. 4. In the
formulation of [86, 87] Shape Dynamics is founded on GR, and on the realization
that in the same phase space of ADM two first-class systems of constraints
coexist which are dual to each other in the sense that they represent good gauge-
fixings of each other. In the original papers the theory was defined as a ‘dual’
formulation of GR, and is logically dependent on it. In this TutorialI would like
to found SD on a set of first principles that make it logically independent of
GR. My proposal is to tie it to the discussion of Sec. 9, where it is shown that
the CMC constraint of York’s method emerges as a secondary constraint by
performing the Dirac analysis on the most general Jacobi-like local square root
Lagrangian for geometrodynamics. The so-called ‘Linking Theory’, introduced
in [86, 87], is a first-class extension of the second-class system of case III.c,
when α = 0.
The most elegant way to introduce the Linking Theory is to keep explicit
equivalence with GR at every stage. So we start with the ADM system:
H = 1√
g
(
pijpij − 12p2
)−√g R ,
Hi = −2∇j pij ≈ 0 .
(253)
Then we trivially extend the phase space (the cotangent bundle to Riem(Σ))
with a scalar field φ and its conjugate momentum pi. We also add a further
constraint:
Q = pi ≈ 0 , (254)
which makes φ into a gauge degree of freedom. This constraint is trivially first-
class with respect to the other ones (253). So we have a first-class system which
has the same number of degrees of freedom as ADM gravity and is trivially
equivalent to it: ADM gravity can be recovered with the gauge fixing φ ≈ 0.
Now we perform a canonical transformation with a type-2 generating func-
tional:
F =
∫
d3x
(
gij P
ij + φΠ + gij(e
4 φˆ − 1)P ij
)
,
φˆ(x) := φ(x)− 16 log 〈
√
g e6φ〉 .
(255)
The transformation rules are
δF
δgij
= e4 φˆ P ij + 13 (e
6φˆ − 1)〈e4 φˆ gklP kl〉g√g gij , δF
δΠij
= e4 φˆ gij ,
δF
δφ
= Π + 4
(
e4 φˆ gij P
ij − 〈e4 φˆ gij P ij〉g√g e6 φˆ
)
,
δF
δΠ
= φ ,
(256)
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which translate into (gij , φ; p
ij , pi)→ (Gij ,Φ;P ij ,Π), where
P ij = e−4 φˆ
[
pij − 13 (1− e6φˆ)〈p〉
√
g gij
]
, Gij = e
4 φˆ gij ,
Π = pi − 4 (p− 〈p〉√g) , Φ = φ .
(257)
Now express the Hamiltonian, diffeomorphism and Q constraints in terms of
the transformed variables [this calculation is left as an exercise – don’t forget
that the covariant derivative of a tensor density of weight w = 1 is ∇kpij =
∂kp
ij+Γiklp
lj+Γjklp
il−Γlklpij and that the Christoffel symbols transform under
conformal transformations gij → e4φgij as Γijk → Γijk + 2(δij∂kφ + δik∂jφ −
gjkg
il∂lφ)], and obtain
Hφˆ =
e−6φˆ√
g
(
pijpij +
1
3
√
g
(
1− e6φˆ
)
〈p〉 p− 1
6
g
(
1− e6φˆ
)2
〈p〉2 − p
2
2
)
−√g
(
Re2 φˆ − 8 eφˆ∆eφˆ
)
≈ 0 ,
Hi
φˆ
=− 2 e−4φˆ [∇jpij − 2 (p−√g 〈p〉)∇iφ] ≈ 0 ,
Qφˆ =pi − 4 (p− 〈p〉
√
g) ≈ 0 ,
(258)
which are equivalent to (another exercise for the reader)
Hφˆ =
e−6φˆ√
g
(
pij − 13pgij
) (
pij − 13pgij
)− e−6φˆ
6
√
g
(pi
4
+ e6φˆ
√
g 〈p〉
)2
−√g
(
Re2 φˆ − 8 eφˆ∆eφˆ
)
≈ 0 ,
Hi
φˆ
= −2∇jpij + pi∇iφ ≈ 0 , Qφˆ = pi − 4 (p− 〈p〉
√
g) ≈ 0 ,
(259)
where we recognize the Lie derivative of the scalar field in the smeared version
of the diffeomorphism constraint (Hi
φˆ
|ξi) =
∫
d3x
(
piij£ξgij + pi£ξφ
)
.
The equations of motion of the Linking Theory
Let’s find the equations of motion generated by the total Hamiltonian of
the Linking theory,
Htot = (H|N) + (Q|ρ) + (Hi|ξi) , (260)
they are, after application of the constraints,
g˙ij =4(〈ρ〉 − ρ) gij + £ξgij + 2 e
−6φˆN√
g
(
pij − 13pgij
)
(261)
− 13
〈
N e6φˆ
√
g
〉
〈p〉 gij ,
p˙ij =− 4(〈ρ〉 − ρ) (σij − 16√g〈p〉gij)+ £ξpij + 112e6φˆ√g 〈p〉2N gij (262)
− 2N e−6φˆ
(
1√
g
σikσ
kj + 13 〈p〉σij
)
+ e2 φˆ
√
g
(
1
2RN −∆N − 2N ∆φˆ
)
gij
+ e2 φˆ
√
g
(
∇i∇jN −Rij N − 4N ∇iφˆ∇j φˆ− 4∇(iφˆ∇j)N + 2N ∇i∇j φˆ
)
+ 13 〈p〉
(
pij − 12
√
g〈p〉gij) 〈e6φˆN〉+ 112 〈δ(Hφ|N)
δφˆ
〉(
e6φˆ − 1
)√
g gij(x) ,
where σij = pij − 13 p gij is the traceless part of the momenta. The derivation
is again left as an exercise.
The GR gauge
General Relativity is obtained by the gauge fixing φ ≈ 0, which is second-
class only with respect to Qφ[φ, pi;x):
{φ(x), (Qφˆ|ρ)} = ρ(x) . (263)
This fixes ρ ≈ 0, which in turn eliminates φ and pi from the theory, giving the
ADM constraints.
The SD gauge
Shape Dynamics follows from the gauge fixing pi ≈ 0, which has a single
non-vanishing Poisson bracket50
{(Hφˆ|N), pi(x)} =
δ(Hφˆ|N)
δφˆ(x)
−
〈
δ(Hφˆ|N)
δφˆ
〉
e6φˆ(x)
√
g(x) , (264)
where (after applying the constraint Hφ ≈ 0)
δ(Hφˆ|N)
δφˆ(x)
≈ √g eφˆ
[
56N ∆eφˆ + 8 ∆(eφˆN)− 2N
(
4Reφˆ + e5φˆ〈p〉2
)]
, (265)
Define now the conformal Laplacian # = 8 ∆ − R, which is covariant under
conformal transformations, in the sense that if gab = e
4λg¯ab, #f = e−4λ#¯(eλf),
50The Poisson bracket {(Hi
φˆ
|ξi), pi(x)} = 2∇i
[
(p− 〈p〉√g) ξi
]
vanishes on the gauge-fixing
surface: if pi ≈ 0 then Qφˆ ≈ 0 implies p ≈ 〈p〉
√
g.
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so that when it is applied to (f eφˆ) for any scalar f it is invariant under the
transformations generated by Qφˆ. We can then rewrite the expression above as
follows
δ(Hφˆ|N)
δφˆ(x)
≈ √g eφˆ
[
7N # eφˆ +#(eφˆN)− 2N e5φˆ〈p〉2] , (266)
which is an explicitly conformally-invariant expression. This is the Lapse Fixing
Equation. It can be solved for N and admits a one-parameter set of solutions, all
related by a constant rescaling. Let’s call a solution Nsol. Then Hgl = (Hφˆ|Nsol)
is the part of the Hamiltonian constraint that is first-class with respect to the
gauge fixing pi and therefore survives it.
The general solution of Eq. (264) consists of a linear combination of the two
solutions N1, N2 of the homogeneous equation (265) plus a particular solution
N0 of the following nonhomogeneous equation:
δ(Hφˆ|N)
δφˆ(x)
= e6φˆ(x)
√
g(x) . (267)
The complete solution is then
Nsol = c1N1 + c2N2 + wN0 , (268)
where c1 and c2 are spatial (but not necessarily temporal) constants, and w is
defined as
w =
〈
δ(Hφˆ|N)
δφˆ
〉
. (269)
Plugging the above solution into (264), we get
{(Hφˆ|Nsol), pi(x)} = w
[
1−
〈
e6φˆ
√
g
〉]
e6φˆ(x)
√
g(x) . (270)
This is a secondary constraint, for which w plays the role of a Lagrange multi-
plier. We can write this constraint as
Hgl =
∫
d3x
√
g
(
e6φˆ − 1
)
≈ 0 . (271)
The above constraint is not trivial: in the constraints of the Linking Theory
there is nothing ensuring that φˆ is actually volume-preserving. If one were to
solve the constraint Hφˆ ≈ 0 for φˆ, the solution φˆ[g, p;x) would not in general
be volume-preserving. Since Hφˆ ≈ 0 completely fixes φˆ, the condition that∫
d3x
√
g(e6φˆ − 1) = 0 must be considered as an equation for gij , pij . We
have therefore identified the leftover global constraint. In Eq. (271), φˆ must
be considered as the solution φˆ[g, p;x) of the LY equation (259), and Eq. (271)
must be treated as a constraint for the metric and metric momenta. It is obvious
that Hgl commutes with the conformal constraint Qφˆ.
So, reducing phase space by integrating away φ and pi, the final set of
constraints we get is
Hgl =
∫
d3x
√
g
(
e6φˆ[g,p;x) − 1
)
, Hi = −2∇jpij , Q = 4(p− 〈p〉√g) ,
(272)
where e6φˆ[g,p;x) is the solution of the LY equation. We recognise here the
volume-preserving conformal constraintQ together with a conformally-invariant
global Hamiltonian constraint Hgl that generates the evolution and is a nonlo-
cal functional of the dynamical degrees of freedom gij and p
ij . The proof that
Hgl is both conformally and diffeo-invariant is left as an exercise, and it implies
that the above system is first-class.
12.1 The degrees of freedom of Shape Dynamics
As I said in Sec. 9, the reduced configuration space of SD can be clearly iden-
tified: it is the quotient of Superspace by volume-preserving conformal trans-
formations, that is S × R+, conformal superspace plus volume. SD has the
structure of a theory that satisfies the strong form of the Mach–Poincare´ prin-
ciple on S×R+. It satisfies the strong and not the weak form of this principle
because of the reparametrization constraint Hgl: one needs just a point and a
direction in S × R+: we only need the increment in S, not the one in R+ to
determine the dynamical orbit – thanks to Hgl.
This state of things might look a bit unnatural: there is just a single, global
degree of freedom that does not belong to S and yet is necessary for the dy-
namics. York, noticing this fact, wrote [79]:
The picture of dynamics that emerges is of the time-dependent ge-
ometry of shape (‘transverse modes’) interacting with the changing
scale of space (‘longitudinal mode’).
With ‘transverse modes’ he referred to the conformally-invariant degrees of
freedom. Notice the singular in ‘scale of space’ and ‘longitudinal mode’: he
didn’t refer to the local scales
√
g(x) but to the single, global one V .
But the reparametrization invariance of SD, expressed by the global con-
straint Hgl, suggests that this ‘heterogeneous’ degree of freedom V is not as
physical as the conformally invariant ones living in S. The other ingredient to
understand what’s going on here is due to N. O´ Murchadha and J. Barbour, who
noticed [97] that in the initial-value problem, the choice of the initial volume V
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is purely conventional: it is just a matter of units of lengths. There is an ‘acci-
dental’ symmetry in the equations of Shape Dynamics which implies that V and
the York time τ are not genuine physical degrees of freedom. We call this sym-
metry dynamical similarity, by analogy with a similar symmetry in Newtonian
gravity [98, 6]. This symmetry can be expressed as (pijTT, τ) → (α4pijTT, α−2τ),
where pijTT is the transverse-traceless part of the momenta, α is a constant (in
space and time) and all the other dynamical degrees of freedom are left in-
variant. The transformation I wrote connects a solution in S × R+ to another
solution, but if we project these solutions down to S they both project to the
same curve. The two solutions are just related by a change of length units,
which cannot have physical significance.
So the punchline is: if, justified by the consideration that a single global
unit of length is unphysical, we project the solutions down to S, we end up
with a theory satisfying the weak Poincare´ principle in S.
12.2 The solution to the Problem of Time in SD
In [98] J. Barbour, T. Koslowski and I noticed how Shape Dynamics moti-
vates a simple solution of the notorious problem of time of quantum gravity,
mentioned in Appendix A. The problem of time in GR consists of two lev-
els: first there is the problem of many-fingered time, discussed at the end of
Sec. 7. For each choice of the lapse function N(x, t) one obtains a solution of
ADM gravity which is differently represented in Superspace but corresponds to
the same spacetime, just foliated in another way. This is part of the reason
why, upon naˆıve quantization, one obtains a Wheeler–DeWitt equation that is
time-independent (static) (see Sec. A.2). This problem is absent in SD because
the refoliation ambiguity is removed by the VPCT constraint: SD is compat-
ible with only one particular foliation of spacetime, that with constant trace
of pij . However the theory is still reparametrization-invariant, even within
that particular foliation. Reparametrization-invariant theories have vanishing
quantum Hamiltonians, and their quantization gives a static wavefunction(-al)
which does not evolve. One strategy to circumvent this issue which has at-
tracted interest in the literature is to accept that the Universe is described by
a static wavefunctional and claim that our perception of time is the result of
two factors: the wavefunctional being peaked around some semiclassical, high
quantum number state, and us having access only to partial information about
it [99]. Then the result of our measurements are comparisons of expectation
values of partial observables, and these evolve only with respect to each other,
in a limited sense. To understand this, imagine a 2d quantum harmonic os-
cillator described through a Hamiltonian constraint like those we encountered
in Sec. 6. And imagine that the energy constant E in the Hamiltonian con-
straint H = T − V − E ≈ 0 is equal to the energy of some high quantum
Figure 18: Probability density function for an eigenstate of the 2d quantum
harmonic oscillator with high quantum number. The horizontal axes represent
the two oscillator coordinates. One can ‘cut’ the wavefunction along one axis,
and obtain a marginal probability distribution for the other variable. Changing
the location of the cut, one obtains a ‘time evolution’ for the marginal distribu-
tion. However, the total probability is not conserved by this evolution. Moreover
the evolution cannot be continued indefinitely because, sooner or later, near a
‘turning point’ for the variable that is being used as internal clock, this inter-
pretation will break down altogether (figure concept: [99]).
number state, 12~(n1 + n2) with n1 and n2 large enough. Then the solution of
the time-independent Schro¨dinger equation looks like Fig. 18: a volcano-shaped
Probability Density Function. One can, within a certain interval, use one of
the two oscillators as an ‘internal clock’ with respect to which the wavefunction
of the other oscillator is seen to evolve. This can be kept up as long as the
chosen clock evolves monotonically: as soon as its value approaches a turning
point where it inverts its motion, this description becomes untenable. Then a
‘grasshopper’ strategy is adopted, in which one jumps from one internal clock
to the other, exploiting the intervals in which they evolve monotonically. This
strategy can be called Tempus Post Quantum, in the sense that one seeks a
physical definition of time in the observables of the Universe after quantizing.
There are two problems with this: first, nothing ensures that the wavefunc-
tion of the Universe will ‘oblige’, and get into a semiclassical state. One would
like to have a mechanism for which this happens.51 Second, the ‘grasshopper’
strategy is problematic. As soon as one uses an internal clock, even far from
the ‘turning points’, there will be violations of unitarity: one can easily see,
for example, that in Fig. 18 the area of the ‘cross-section’ of the PDF is not
conserved.
The strategy we adopted in [98] is the opposite: ‘Tempus Ante Quantum’. If
we identify our ‘internal clock’ before quantizing, we will have a time-dependent
Schro¨dinger equation. This is a desirable situation, but the problem with it is
51We think that our approach provides such a mechanism: read below and ref. [100].
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that it is not clear what should provide a good universal internal clock. It should
be a quantity that grows monotonically in every solution (no ‘turning points’)
and depends equally on every different part of space, in accordance with some
measure). A priori, the search for such a quantity might look as hopeless as
Kuchar’s search for ‘unicorns’ [2]. The advance that Shape Dynamics introduces
is to single out such variable: I’m talking about τ = 23 〈p〉, the York time. In
addition to the good properties for a universal internal time that I already
mentioned, York time is geometrically distinguished: it’s the only non-shape
degree of freedom that plays a dynamical role in SD. τ is clearly monotonic:
this can be seen by writing its equations of motion in the Linking Theory and
then applying all the constraints and the pi ≈ 0 gauge fixing [98]. To use it as
an internal clock at the classical level, one has to ‘deparametrize’ the theory.
Deparametrization: non-autonomous description on S
Deparametrization is a simple idea: take a reparametrization-invariant the-
ory with a Hamiltonian constraint H(q1, p1, q2, p2, . . . ) ≈ 0. Say you want to
use the variable q1, in the interval in which it’s monotonic, as an internal clock.
Then p1, which is conjugate to q1 and generates q1-translations, will play the
role of a ‘Hamiltonian’ that generates evolution in the ‘time’ q1. Then we have
to solve the Hamiltonian constraint w.r.t. p1: p1 = f(q1, q2, p
2, . . . ) to obtain
H(q1, f(q1, q2, p2, . . . ), q2, p2, . . . ) ≈ 0. Then f(q1, q2, p2, . . . ) will generate the
evolution of all the other variables, q2, p
2, . . . with respect to q1:
dqi
dq1
= {f(q1, q2, p2, . . . ), qi} , dp
i
dq1
= {f(q1, q2, p2, . . . ), pi} , (273)
where i = 2, 3, . . . .
The variable conjugate to York time is the volume V =
∫
d3x
√
g,
{τ, V } = 32{〈p〉, V } = 〈
√
g〉 = 1 . (274)
Therefore to deparametrize SD with respect to τ , we have to solve the global
Hamiltonian constraint for V . The reparametrization constraint of SD is Hgl
in Eq. (272):
Hgl =
∫
d3x
√
g e6 φˆ[gij ,p
kl,τ ;x) − V , (275)
where φˆ[gij , p
kl, τ ;x) is the solution of the LY equation (259), written in the
form
e−6φˆ√
g
(
pij− 13pgij
) (
pij− 13pgij
)−3
8
√
g e6φˆτ2−√g
(
Re2 φˆ−eφˆ∆eφˆ
)
=0 . (276)
Now notice that the LY equation is covariant under conformal transformations
of the form gij → λgij , pij → λ pij , φˆ→ φˆ− log λ and τ → τ , where λ = λ(x) >
0. Therefore
√
g e6 φˆ[gij ,p
ij ,τ ;x) is fully conformally invariant: it cannot depend
on the volume V . Deparametrizing with respect to τ is then immediate: the
solution of Hgl ≈ 0 for V is simply
V =
∫
d3x
√
g e6 φˆ[gij ,p
ij ,τ ;x) , (277)
and the Hamiltonian generating evolution in τ -time is (see [101], but essentially
the same Hamiltonian has been written by York)
HSD =
∫
d3x
√
g e6φˆ[gij ,p
kl,τ ;x) . (278)
The above Hamiltonian depends on τ , which we now take as the independent
variable. Hamilton’s equations are consequently not autonomous (meaning that
they depend explicitly on the independent variable) and they are not invari-
ant under τ -translations. This means that among the initial data needed to
specify a solution we have to include a value of τ . The initial-value problem is
completely specified by local shape initial data (a conformal equivalence class
and TT momenta) plus τ . However, one can rewrite this system as an equiv-
alent one which is autonomous, at the cost of having ‘friction’ terms which
make the equations of motion non-Hamiltonian [6]. The key to do this is to do
some dimensional analysis: initial data on shape space should be dimensionless,
however the metric momenta are dimensionful. One can obtain dimensionless
momenta and equations of motion by multiplying pij by an appropriate power of
τ , and reparametrize τ to log τ , but then the new momenta won’t satisfy Hamil-
ton’s equations (the difference will just be a dissipative term proportional to pij
in the equation for dpij/d log τ). Using log τ as independent variables allows us
only to describe half of each solution: the half in which τ is positive. The other
half can be described as a different solution of the same dissipative system. So
each solution is split into two half at the instant when τ = 0. This description
is suggestive: one can do the same in the Newtonian N-body problem, where
the role of τ is played by the dilatational momentum D. The dissipative na-
ture of the equations of motion imply an irreversible growth of a scale-invariant
quantity (a function of shape space) which measures the degree of complexity
of the shape of the universe. This defines a previously unnoticed arrow of time
that points from the simplest and more homogeneous to the more complex and
clustered states. In [6] we conjectured that an analogous arrow of time can be
identified in geometrodynamics, and may be a better way to think about the
evolution of our Universe.
Construction of spacetime
A solution of Shape Dynamics is a curve in conformal superspace, parametrized
with York time τ . A way to represent it is witha conformal gauge, for expample
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the unimodular gauge:
g˜ij(x, t) =
gij
det g1/3
, (279)
from the tangent vector to the curve dg˜cddτ we can build CMC momenta as
p˜ij =
(
g˜ikg˜jl − 12 g˜ij g˜kl
)(dg˜kl
dτ
+ £ξ g˜kl
)
+ 29 τ g˜
ij , (280)
notice that, since g˜ij is unimodular,
(
g˜ikg˜jl − 12 g˜ij g˜kl
) (
dg˜kl
dτ + £ξ g˜kl
)
is au-
tomatically zero-trace. Then we can solve the diffeomorphism constraint for
ξi[g˜kl, p˜
kl;x) and make p˜ij transverse: ∇˜j p˜ij = 0 (as remarked in York, such an
equation for ξi is elliptic and admits a unique solution on a compact manifold).
At this point we have everything that’s necessary to solve the Lichnerowicz–
York equation and get a scale factor φ[g˜ij , p˜
ij ; τ, x) which can be used to define
a proper Riemannian 3-metric as gij = φ
4 g˜ij defining local scales (it is not uni-
modular). Finally, we can take the last step of solving the Lapse-fixing equation
and get a lapse N [φ, g˜ij , p˜
ij ; τ, x), with which we can define a 4-dimensional
Lorentzian metric:
gµν =
 −N2 + φ4 g˜ab ξa ξb φ4g˜ac ξc
φ4g˜bc ξ
c φ4g˜ab
 . (281)
Notice that nothing ensures that det gµν 6= 0. The above metric can be degen-
erate and won’t globally define, in general, a spacetime.
The emergence of rods and clocks
In [29] Einstein remarked, about his theory of Relativity:
It is striking that the theory (except for four-dimensional space)
introduces two kinds of physical things, i.e. (1) measuring rods and
clocks, (2) all other things, e.g., the electromagnetic field, material
point, etc. This, in a certain sense, is inconsistent; strictly speak-
ing measuring rods and clocks would have to be represented as solu-
tions of the basic equations... not, as it were, as theoretically self-
sufficient entities. The procedure justifies itself, however, because it
was clear from the very beginning that the postulates of the theory
are not strong enough to deduce from them equations for physical
events sufficiently complete and sufficiently free from arbitrariness
in order to base upon such a foundation a theory of measuring rods
and clocks. If one did not wish to forego a physical interpretation of
the coordinates in general (something that, in itself, would be possi-
ble), it was better to permit such inconsistency - with the obligation,
however, of eliminating it at a later stage of the theory.
The construction of a spacetime metric from a solution of SD I showed before is
a first step in the direction sought by Einstein:from scale-invariant and timeless
shape-dynamic first principles, one creates, as opposed to simply postulating, a
structure in which length and duration (proper time) are ‘there’ to be measured.
But this is only the first step. We must show how the basic equations of the
theory lead to the formation of structures which serve as rods and clocks that
measure the dynamically created lengths and durations. We know that this
happens in the actual Universe. Sufficiently isolated subsystems move along
the geodesics of this metric, and the proper time,
ds2 =
(
φ4g˜ij ξ
iξj −N2) dτ2 + 2 ξi dxi dτ + φ4g˜ij dxi dxj , (282)
turns out to be the time ticked along their worldline by natural clocks belonging
to sufficiently isolated and light subsystems, like for example the rotating Earth.
Isolated/light subsystems also provide natural rods, for example, rocks on the
surface of the Earth, as their sizes can be compared with each other.
The challenge of the “emergence of rods and clocks” program is to prove
that, for suitable operational definitions of rods and clocks from material sys-
tems(e.g. isolated enough galaxies, which have both a characteristic size and
a rotation time), they will behave as is simply postulated in the spacetime de-
scription. Namely, rods will stay mutually congruent when brought close to
each other and compared (apart from Lorentz contraction if they are in relative
motion), and clocks will all approximate proper time along their trajectories
(which will all be geodesics of the same spacetime metric). In brief, all good
rods and clocks will provide mutually consistent data that conspire to form a
unique spacetime manifold all observers will agree on.
If this gets well understood, then the cases in which it fails (e.g. black
holes, the early universe) will become particularly interesting, and we will have
a whole new perspective on them that would not be available if the existence
of spacetime is taken as the fundamental postulate. The point is that Shape
Dynamics is capable of describing situations that cannot be described as a
(single, smooth) spacetime manifold, and these are likely to be very relevant
for cosmology and astrophysics (not to speak of quantum gravity, where the
spacetime ‘prejudice’ might have severely hampered progress).
12.3 Coupling to Matter and uniqueness
In [102] H. Gomes and T. Koslowski studied the coupling of SD to matter. A
question immediately arises: what is the transformation law of matter fields
under conformal transformations? In general, one could have
gij → e4 φˆgij , ψA → enA φˆψA , (283)
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for a generic field ψA, where nA is a real constant. Or the transformation law
of ψA could be even more complicated, for example involving derivatives of φˆ.
This issue has been discussed by J. Isenberg, N. O´ Murchadha and J. York
[103] in the context of York’s method for solving the initial-value problem of
GR, and in subsequent works by Isenberg and J. Nester [104, 105]. The result of
these studies were that, at least in the case of physically-realized fields (Yang–
Mills, scalars, Dirac fermions) York’s decomposition is still useful if we simply
assume that all matter fields are conformally invariant, nA = 0 ∀ A.
In SD there is a simple argument for which gauge fields should be confor-
mally invariant. If a Yang–Mills or Maxwell field transform under conformal
transformation then the conformal constraint Q must be supplemented with
a term proportional to EiαA
α
i which is not gauge-invariant. The conformal
constraint and the gauge constraint then would be second-class, ruining the
structure of the theory.
In SD the matter Hamiltonian has to satisfy a bound. This bound is a
consequence of the requirement that the conformal constraint p completely
gauge-fixes the Hamiltonian constraintH (so that the CMC constraint p−〈p〉√g
leaves just one single degree of freedom unfixed). The linear differential operator
∆GF obtained by taking the Poisson bracket between the two constraints:
∆GFN = {p(x), (H|N)} (284)
has to be invertible. If we assume that all the matter fields have zero conformal
weight, and the Hamiltonian constraint has the form
1√
g
(
pijpij − 12p2
)−√g R+Hmatter ≈ 0 , (285)
then the operator (284) reads (on shell - that is, after applying the constraints):
∆GF ≈ 2 ∆− 16 〈p〉2 −
(
p− 13g trp
)2
g
+ 1√g
(
δHmatter
δgij
gij − 12 Hmatter
)
, (286)
where I used the index-free notation
(
p− 13g trp
)2
=
(
pij − 13gij p
) (
pij − 13gij p
)
.
The Laplacian is a positive operator, therefore ∆GF has an empty kernel if
− 16 〈p〉2 −
(
p− 13g trp
)2
g
+ 1√g
(
δHmatter
δgij
gij − 12 Hmatter
)
≤ 0 , (287)
which translates into a stronger bound on the matter Hamiltonian
δHmatter
δgij
gij − 12 Hmatter ≤ 0 . (288)
The standard Hamiltonian for Yang–Mills and massless scalar fields satisfies the
above bound. Interestingly, a massive scalar field plus a cosmological constant:
Hmatter = 12
pi2√
g
+ 12
√
g
(∇iϕ∇iϕ+m2 ϕ2)+ 2Λ√g , (289)
respects the bound only if
δHmatter
δgij
gij − 12 Hmatter = −
pi2√
g
+
√
g
(
1
2m
2ϕ2 + 2 Λ
) ≤ 0 . (290)
The physical consequences of this limit have not been investigated in detail yet.
12.4 Experienced spacetime
With the possibility of coupling SD to matter field, we can now give an op-
erational meaning to the 4-dimensional line element, following what has been
done in [106] and updating/simplifying the exposition. Let’s start with a back-
ground solution of SD, which we may represent in ADM gauge as a 3-metric
gij and CMC-momenta p
ij that satisfy the Hamiltonian and diffeomorphism
constraints of ADM gravity. We want to add to it some weak matter fields that
we may use as probes. The simplest choice is a single component scalar field ϕ
with conjugate momentum pi. We want the scalar field and its momentum to
be small perturbations. So we introduce a formal infinitesimal parameter  and
we multiply each occurrence of ϕ and pi by
√
. So if the matter Hamiltonian
is that of a free massive scalar as in Eq. (289) (without cosmological constant),
it is quadratic in the field and its momentum and therefore it is linear in .
We can calculate the first-order perturbation to the solution of the Lichnero-
wicz–York equation. To do that we perturb the conformal factor of the metric:
gij → (1 +  φ1)gij and insert this ansatz into the Hamiltonian constraint with
matter sources:
1
g
(
pijpij − 12p2
)−R+ ∆GFφ1 + H1 +O(2) = 0 , (291)
where
H1 = 12
pi2
g
+ 12
(
gij∇iϕ∇jϕ+m2ϕ2
)
, (292)
and
∆GF = 8∆−R− 56 (〈p〉2 − 12Λ)− 7g
(
pij − 13gij trp
) (
pij − 13gij trp
)
, (293)
is an elliptic differential operator which depends only on the background metric.
The zeroth-order term of Eq. (291) is automatically zero (because gij and p
ij
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are a solution of the Hamiltonian constraint), so we can solve the first-order
w.r.t. φ1:
φ1 =
∫
d3yK(x, y)H1(y) , (294)
where K(x, y) is the integral kernel ∆xGFK(x, y) = δ
(3)(x− y). Now we want to
insert the first-order correction to the LY factor into the SD Hamiltonian (278)
HSD = 6
∫
d3x
√
g φ1 +O(2)
= 6
∫
d3xd3y
√
g(x)K(x, y)H1(y) +O(2) .
(295)
The above can be reorganized into the Hamiltonian (292) for a free scalar
propagating on the background gij , smeared with an effective lapse function
Neff = 6
∫
d3xd3y
√
g(x)K(x, y) . (296)
Now, the SD Hamiltonian will evolve the scalar field degrees of freedom, at first
order in , as
ϕ˙ = {ϕ,HSD}+O() , p˙i = {pi,HSD}+O() . (297)
Once we integrate away the momenta pi, turn into the following equations of
motion for ϕ:
ϕ¨−N2eff∆ϕ+N2effm2ϕ+ ϕ˙∂τ
(
log Neff√g
)
+ gijNeff∇iNeff∇jϕ = 0 . (298)
T. Kolsowski in [106] now suggests a formal way of recovering the 4D line
element that is experienced by the scalar field fluctuations:
1. observe that the first-order equations of motion (298) do not contain any
mixed space-time derivative term, and therefore one does not need to
implement a shift in the coordinate system when evolving in York time.
2. Deduce the light cone by studying the propagation of wave packets. There
is a standard strategy to do this: one starts with a compact perturbation
of an otherwise everywhere-zero ϕ, and observes how the support of the
perturbation expands. There will be arbitrarily-high frequency modes (of
arbitrarily-low amplitudes), which will travel at speeds that are arbitrarily
close to the speed of light. These modes will only feel the principal symbol
of the differential operator acting on ϕ in (298), which is ∂2τ −N2effgij∂i∂j ,
because the non-quadratic terms will be suppressed by the frequency of
the modes. Then we know that the experienced line element will be
conformal to:
ds2conf = −dτ2 +N−2eff gijdxidxj . (299)
This is a consequence of Malament’s theorem [107], which states that
the light-cone structure completely determines the conformal structure of
spacetime.
3. To single out a particular spacetime metric out of the conformal class,
we need to exploit the scale that is introduced by the nonzero mass m of
the scalar field (a massless field can only probe the conformal structure
of spacetime). The strategy is to compare the propagation of waves of
different wavelengths, which due to the mass have different local propaga-
tion speeds. Koslowski [106] suggests to consider an infinitesimal spatial
region, and define the wavelengths of the modes as integer fractions of the
size of the region. Then, by observing the evolution of such a superposi-
tion of waves for an infinitesimal interval of York time, Eq. (298) implies
that the interference patter of the field would change as if the mass was
Neffm. This implies that we have to reparametrize time using the lapse
Neff in order to use everywhere the unit of time in which c = 1. This
implies that we have to multiply metric (299) by the conformal factor
N2eff. The experienced 4D line element is therefore:
ds2exp = −N2effdτ2 + gijdxidxj . (300)
12.5 ‘Symmetry doubling’: BRST formulation of SD
In [108] Gomes and Koslowski studied the BRST (Becchi–Rouet–Stora–Tyutin)
formulation of ADM gravity in maximal-slicing gauge.The BRST formalism is
an approach to the quantization of gauge theories which makes mathematical
sense of Faddeev–Popov ghosts and their exclusion from physical asymptotic
states. Faddeev–Popov ghosts are unphysical fields with the statistics opposite
to that predicted by the spin-statistics relation, which have to be introduced in
perturbative calculations in quantum gauge theory in order to preserve gauge
invariance at the perturbative level (in particular to ensure anomaly cancella-
tion and unitarity). The path integral formulation of QFT in fact overcounts
gauge-related configurations, which are physically equivalent, and it is therefore
necessary to introduce a gauge-fixing that intersects gauge orbits only once in
order to get finite results for scattering amplitudes. However the gauge-fixing
procedure is not as straightforward as in classical gauge theory: in Feynman’s
path integral there is an integration measure over all of phase space, which
gives a geometric factor when it is restricted over a gauge-fixing surface (i.e.
the determinant of the Jacobian of the transformation to coordinates on the
gauge-fixing surface. This Jacobian is the same that one gets when integrat-
ing over a delta-function in curvilinear coordinates). The Jacobian determi-
nant of Faddeev and Popov can be written as a functional Gaussian integrated
over ‘dummy’ fields, but these fields need to have wrong statistics (i.e. they
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need to be Grassmannian even though they are scalars or vectors) in order to
give the correct form of the determinant. One integrates over these so-called
‘ghost’ fields in the path integral, but they should not appear in boundary
states, because they are unphysical, they are just a calculational tool without
which gauge invariant would be spoiled. In perturbation theory this means
that ghost fields only appear in internal legs of Feynman diagrams, never in
external legs. The role of these fields in perturbation theory is to compen-
sate for unphysical/gauge-non-invariant modes, e.g. the longitudinal mode of
the gauge potential: each internal leg of a Feynman diagram which involves a
longitudinally-polarized gauge boson is cancelled by a leg of the corresponding
ghost. BRST symmetry is a kind of ‘supersymmetry’ that characterizes the
Lagrangian of a gauge-fixed gauge theory with Faddeev–Popov ghosts. This
symmetry exchanges ghost fields with the other fields in the theory, which have
opposite statistics. The operator generating this symmetry, Q, is nilpotent
(Q2 = 0) and induces a grading on the extended Hilbert space of the theory,
because its action on states raises the ghost number by one. Therefore Q in-
troduces what is known as a cochain complex describing a cohomology. This
allows to identify the physical Hilbert space (the space of asymptotic states)
as the elements of its cohomology of the operator Q. The requirement that
ghost do not enter external legs now has a precise topological expression. The
existence of the operator Q is sufficient to guarantee the consistency of the
quantum gauge theory (at least if the gauge group is compact).
The crash-introduction to BRST given above is by no means supposed to
be exhaustive, and I divert the reader to further readings (as [109]) for more
details on this method. My hope is that it is sufficient to get the gist of the
results of [108]. In this paper the authors first observe that pure constraint
theories, i.e. theories in which the Hamiltonian vanishes on-shell, like ADM
gravity, have a gauge-fixed BRST Hamiltonian which takes the form of a pure
bracket. If χa are a set of first-class constraints which close a Poisson algebra
{χa, χb} = U cabχc where U cab are, in general, structure functions (functions of
phase space), the BRST generator is defined as
Ω = ηaχa − 1
2
ηbηaU cabPc , (301)
where ηa are the ghosts associated to the constraint transformations, and Pb
the canonically conjugate ghost momenta. The gauge-fixed Hamiltonian is
constructed by choosing a ghost number −1 fermion, called the gauge-fixing
fermion,
Ψ˜ = σ˜aPa , (302)
where σ˜a is a set of proper gauge fixing conditions (whose definition I won’t
get into). Denoting the BRST invariant extension of the on-shell Hamiltonian
(where all constraints are set to vanish) by Ho, the general gauge fixed BRST-
Hamiltonian is written as
HΨ˜ = Ho + η
aVa
bPb + {Ω, Ψ˜} , (303)
where {Ho, χa} = Vabχb and the bracket is extended to include the conjugate
ghost variables. The gauge fixing changes the dynamics of ghosts and other
non-BRST invariant functions, but maintains evolution of all BRST-invariant
functions. The crux of the BRST-formalism is that the gauge-fixed Hamiltonian
HΨ˜ commutes strongly with the BRST generator Ω. Although gauge symmetry
is completely encoded in the BRST transformation s := {Ω, .}, and we have
fixed the gauge, the system retains a notion of gauge-invariance through BRST
symmetry.
Applying this to a system with vanishing on-shell Hamiltonian Ho ≈ 0, we
find that the gauge-fixed BRST-Hamiltonian takes the form
HΨ˜ = {Ω, Ψ˜} . (304)
Suppose now that σa is both a classical gauge fixing for χα, and also a first
class set of constraints:
{σa, σb} = Cabc σc . (305)
We can then construct a nilpotent gauge-fixing Ψ with the same form as the
BRST charge related to the system σa, the only difference being that ghosts
and antighosts are swapped. This gauge-fixing fermion takes the form:
Ψ = σaPa − 1
2
PbPaC
ab
c η
c . (306)
Using this gauge-fixing fermion implies that the BRST extended gauge-fixed
Hamiltonian would be invariant under two BRST transformations
s1 := {Ω, . } , s2 := { . ,Ψ} , (307)
which follows directly from the super-Jacobi identity and nilpotency of both Ω
and Ψ. In [108] identified σa with the maximal-slicing constraint gijp
ij ≈ 0,
together with a conformal-harmonic gauge
(
gijδk`+ 13g
ikδj`
) (
Γ`ij − Γ¯`ij
) ≈ 0
(where Γ`ij and Γ¯
`
ij are the Christhoffel symbols associated to, respectively, the
metric gij and a background metric g¯ij) which gauge-fixes diffeomorphisms but
is first-class with respect to gijp
ij . This proves the existence of the two BRST
invariances in ADM gravity.
The consequences of this ‘doubling’ of BRST symmetry for quantum gravity
still has to be explored. Moreover the connection to Shape Dynamics has to be
established by generalizing this result to CMC slicing gijp
ij −√g〈gijpij〉 ≈ 0.
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12.6 ‘Conformal geometrodynamics regained’
The result on ‘symmetry doubling’ described in the last Section inspired Gomes
to conjecture that the existence of two symmetries which gauge-fix each other
might be taken as a ‘construction principle’ for gravity. This idea is closely
related, in spirit, to the work of Hojman, Kucharˇ and Teitelboim [110]. In
that paper ADM gravity was uniquely derived by assuming the form of the
‘hypersurface deformation algebra’, which we built (piece by piece) in Sec. 9:
{(dξi|Hi), (dχj |Hj)} ≈ ([dξ,dχ]j |Hj) ,
{(dξi|Hi), (dϕ|H)} ≈ (£dξdϕ|H) ,
{(dϕ|H), (dσ|H)} ≈ (dϕ∇idσ − dσ∇idϕ |Hi) ,
(308)
these relations realize, in an algebraic way, the closure of a set of vector fields
embedded in a foliated 4-dimensional spacetime. In particular, the first relation
just means that the commutator of two spatial diffeomorphisms is identical to
the diffeomorphism generated by the Lie bracket between the two smearing vec-
tor fields. The second relation means that the evolution of two infinitesimally-
close points from one spatial hypersurface to the next one in the foliation, give
two points which are on the same hypersurface. The last relation, similarly,
implies that if we evolve the same point in two steps by the same two amounts,
the final point will be on the same hypersurface (but not necessarily the same)
no matter what the order in which we perform these steps. These relations are
pictorically represented in Fig. 19. Hojman–Kucharˇ–Teitelboim assumed the
relations (308) to signify that the evolving 3-geometry described by the theory
generates a consistent Lorentzian 4-geometry, and asked: ‘what are the possi-
ble forms that four constraints, functionals of gij and p
ij , can take and close
the Poisson algebra (308)?’. Their answer was that, with a few caveats, the
most generic set of constraint on the ADM phase space which satisfy the rela-
tions (308) are the ADM Hamiltonian and diffeomorphism constraint. They
titled their paper ‘Geometrodynamics Regained’, clarifying their intention of
finding a construction principle for ADM gravity which does not depend on
General Relativity as its starting point. They write (p. 89):
We start by looking back instead of forward-looking back on how
Einstein’s law of gravitation was discovered and then placed on a
pedestal of first principles (Section 1) and Iooking back on how ge-
ometrodynamics was derived from the Einstein law of gravitation in
the late fifties (Section 2). After that we build a new pedestal. Its
base is the set of deformations of a spacelike hypersurface embedded
in an arbitrary Riemannian spacetime (Section 3). or rather a set
of vector fields that generate those deformations.
Figure 19: Pictorical representation of the hypersurface deformation algebra
(originally appeared in my paper [42] with E. Anderson).
In [111], eloquently titled ‘Conformal Geometrodynamics Regained’, H.
Gomes showed that the constraints of ADM gravity in maximal slicing can
be uniquely derived (again, modulo a few caveats) from the assumption of
‘symmetry doubling’. He assumed spatial diffeomorphisms as the fundamental
symmetry, and asked ‘what is the most general pair of constraints χ1, χ2 which
separately close two first-class systems with the diffeomorphism constraint Hi,
and are proper gauge-fixing of each other (i.e. they are completely second-class,
up to a finite number of degrees of freedom)?’
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It turns out the requirements of (i) being first class w.r.t. the diffeomorphism
constraint and (ii) gauge-fix each other up to a finite-dimensional kernel are
not sufficiently strong to uniquely fix the form of χ1 and χ2. But most of the
constraint pairs that satisfy conditions (i) and (ii) do not have any dependence
on the trace-free degrees of freedom of the momenta. This means that the
dynamics generated by an eventual reparametrization constraint (leftover from
either element of the dual pair) will evolve spatial geometry only through a
changing volume form. On the grounds that we are looking for a theory that
has two dynamical, propagating metric degrees of freedom, one should exclude
pairs that have in them only the potential for a dynamical scale factor. We
therefore add the requirement (iii) that the set of constraint represent a theory
with the correct number of physical dynamical propagating degrees of freedom
for gravity (transverse-traceless modes). With requirement (iii), modulo a few
assumptions that are necessary in order to get a definite result, one obtains
only two possible solutions.
The first simplifying assumption is that the constraints are local (finite
number of derivatives), and they are polynomial in the metric gij , its inverse
gij , the square root of its determinant
√
g and the momenta pij . This is a
somewhat reasonable assumption that is often made in this sort of discussions,
however I should point out that it excludes many non-analytic expressions which
could represent perfectly legitimate constraints.
The second assumption is that the constraints contain spatial derivatives
∂j up to fourth order, and momenta p
ij up to second order, and mixed terms
up to second order in spatial derivatives and first order in momenta. In order
to make the constraints first-class w.r.t. diffeomorphisms they will have to be
polynomials in the Ricci tensor Rij (the Riemann tensor R
i
jk` in 3D is just a
function of the Ricci tensor52), the momenta and the metric and its inverse,
and it will have to be homogeneous of degree one in the momenta and
√
g, so
that it is a density of weight 1. The most generic expression which satisfies all
these conditions is:
χ[α, β, ~µ,Λ, j, k, l, a, b, c) :=
(
α RijRij + β ∇2R+
∑
n
µn R
n − 2Λ
)
√
g
+j ∇2p+ k Rijpij + l R p+ a p
ijpij + b p
2
√
g
+ c p .
(309)
Note that the term ∇i∇jpij does not appear due to the diffeomorphism con-
straint, and the contracted derivatives of the Ricci tensor don’t appear, since
52This is due to the Ricci decomposition: Rijk` = − R(n−1)(n−2)
(
gikgj` − gi`gjk
)
+
1
n−2
(
Rikgj` +Rj`gik −Ri`gjk −Rjkgi`
)
+ Wijk`, where n is the dimension and Wijk` is
the Weyl tensor, which vanishes identically in 3D.
∇i∇jRij = 12∇2R by the Bianchi identity. The first main result of [111] then is
thatχ weakly commutes with itself for the following (non-exclusive) five families
of coefficients:
family α β µ2 µ1 Λ j k l a b c
I α β µ2 µ1 Λ 0 0 0 0 0 0
II 0 0 0 0 Λ 0 0 0 a b c
III α 3α+ 8µ2 µ2 µ1 Λ 0 0 0 0 b c
IV 0 0 0 µ1 Λ 0 0 0 a −a/2 c
V 0 0 0 0 0 j 0 −8j 0 0 0
The second, and central, result of [111] consists in the proof that there are
only two possible pairs of constraints χ1, χ2 belonging to the families above
which gauge-fix each other. One is χ1 ∈ IV and χ2 ∈ II (with a = b = 0):{
χ1 = (µ1R− 2Λ)√g + a√g
(
pijpij − 12 p2
)
+ c p
χ2 = c
′ p− 2Λ′√g
, (310)
and the other is χ1 ∈ IV and χ2 ∈ V:{
χ1 = (µ1R− 2Λ)√g + a√g
(
pijpij − 12 p2
)
+ c p
χ2 = j
′ (∇2 − 8R) p . (311)
The solution (310) corresponds to ADM in CMC gauge with a possible
additional term linear in the trace of the momentum (which we can exclude if
we add the requirement of parity- or time-reversal-invariance of χ1. In fact the
constraints can always be rescaled by a constant factor, which removes two of
the parameters:{
χ1 = (R− 2Λ)√g + x√g
(
pijpij − 12 p2
)
+ y p
χ2 = p− 〈p〉√g
, (312)
and the parameter x can be reabsorbed into a definition of the speed of light,
which is a pure convention.
Solution (310) corresponds to ADM in a gauge where the Hubble parameter
is a conformal harmonic function. In many cases, such as if the metric is of
positive Yamabe class, it reduces to maximal slicing gauge. In fact, due to the
discrete distribution of eigenvalues of the usual Laplacian, this gauge is also
just maximal slicing for a generic metric of Yamabe type strictly negative.
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13 Solutions of Shape Dynamics
I now turn to some examples of solutions of SD. For practical purposes, instead
of working at the level of the Linking Theory, it is convenient to simply work
in the conformal gauge in which SD is equivalent to GR in CMC gauge. We
will therefore be studying solutions of Arnowitt–Deser–Misner gravity in CMC
foliation. When such solutions exist, they are both solutions of GR and SD.
However there are situations in which such solutions do not correspond to a
well-defined solution of Einstein’s equations, in particular at the Big-Bang sin-
gularity and around collapsed matter. However, by looking at the conformally-
invariant degrees of freedom, one can check whether, as solutions of SD, they
still make sense and can be continued past such breakdown points. My strat-
egy is clear: I want to work with ADM gravity in CMC gauge as long as it is
possible, and then focus on the shape degrees of freedom when my solutions
evolve into something that cannot be described in GR.
The difficulty of solving the LY equation to define the SD Hamiltonian (272)
is in general enormous, and some simplifying assumptions are necessary. How-
ever, if the these assumptions are too strong one risks to completely trivialize
the model into something with no genuine shape degrees of freedom. This is
the case, for example, of a maximally symmetric spatial manifold, like the 3-
sphere. The 3-sphere is but a point in shape space: the point corresponding to
locally conformally flat manifolds. The only degree of freedom that the 3-sphere
has is its volume, which is not an SD observable, because it is not conformally
invariant. This degree of freedom is however volume-preserving conformally
invariant, and it plays the role of SD Hamiltonian, generating evolution in
York time. Such Hamiltonian is completely trivial, because there are no shape
degrees of freedom to evolve.53
The simplest generalizations of the maximally-symmetric case involve either
reducing the degree of symmetry until some genuine shape degrees of freedom
appear, or adding matter sources which contain some physical degrees of free-
dom. I will examine the first case in the next Section, 13.1. By assuming
only homogeneity while relaxing the isotropy assumption, we obtain a two-
parameter family of conformal geometries. These are known as ‘Bianchi IX
universes’, from the classification of homogeneous 3-geometries due to Luigi
53However such a trivial solution makes sense as a background over which small fluctua-
tions of geometric (gravitational waves) and matter degrees of freedom propagate, without
disturbing too much the background geometry. This is analogous to homothetic collapse in
the N-body problem: the shape of the N -body system never changes, so there is no objective
change in the sense that the solution is a mere point in shape space. But we can use such
a solution as a background solution to the (N +m)-body problem, in which m particles are
much lighter than the remaining N . The N particles fall homothetically to the centre, and
the other m particles evolve over this background, perturbing it only slightly. Then there are
shape degrees of freedom that undergo genuine change.
Bianchi [112]. In particular, Bianchi IX universes include all possible homoge-
neous geometries with S3 topology, and for this reason they represent the most
general background around which to expand cosmological solutions of SD with
that topology (which is also the simplest closed topology in 3D). This model is
studied in detail in the next Sec. 13.1.
By renouncing homogeneity but not isotropy one gets a spherically-symmetric
space, which is left invariant by an SO(3) group of rotations, and has at least
one pole that is stabilized by the group. If the space is compact, as we ought
to assume, and with S3 topology, the stabilizing poles are two.54
Interestingly, renouncing homogeneity is not enough to introduce shape de-
grees of freedom: every spherically-symmetric 3-manifold is locally conformally
flat, which means that a conformal transformation can make the metric diffeo-
morphic to that of the 3-sphere (in the neighbourhood of any point). Therefore
if the topology is assumed to be S3, the conformal geometry is always confor-
mally flat and equivalent to that of S3 (this is proven in Sec. 13.3 below). We
are then forced to introduce some matter degrees of freedom in order to obtain
meaningful shapes. The simplest possibility is pressureless dust: a large num-
ber of vanishingly small particles, distributed in a spherically-symmetric way,
all with equal radially-pointing momenta. One can choose the radial profile
of such a distribution, and the simplest possibility is to have an infinitely thin
‘shell’, which can be represented as distribution-valued sources for the Hamilto-
nian and diffeomorphism constraints. I will study this dynamical system to the
extent that is possible analytically, without resorting to numerics, in Sec. 13.3.
13.1 Homogeneous solutions: Bianchi IX
The most generic homogeneous metric on the 3-sphere can be written as
gij =
3∑
a,b=1
qab σ
a
i σ
b
j , (313)
using the translation-invariant one forms [85]
σx = sin r dθ − cos r sin θ dφ ,
σy = cos r dθ + sin r sin θ dφ ,
σz = −dr − cos θ dφ ,
(314)
54Curiously such a geometry has been anticipated (or should we say invented?) by Dante in
his Divine Comedy. Dante describes a universe which has two poles, one centred on Jerusalem
and the other on God, and any straight line emanating from one pole in any direction will
necessarily end up at the other pole. The interpretation of Dante’s cosmology in the Comedy
as a hypersphere has originally been proposed By Andreas Speiser in 1925 ([113], pag. 53–54).
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which define an involutive distribution (an integrable system) because dσa =
1
2
abcσb ∧ σc. Notice that
det g = sin2 θ det q . (315)
The vector fields dual to σai are
χx = cos r cot θ
∂
∂r
+ sin r
∂
∂θ
− cos r csc θ ∂
∂φ
,
χy = − sin r cot θ ∂
∂r
+ csc θ
(
cos r
∂
∂θ
+ sin r
∂
∂φ
)
,
χz = − ∂
∂r
.
(316)
and can be used to define the momenta conjugate to gij :
pij = |σx ∧ σy ∧ σz|
3∑
a,b=1
pab χia χ
j
b . (317)
The pre-symplectic potential is canonical (except it gives double weight to
off-diagonal terms),
Θ =
∫
drdθdφ pij δgij = 4pi
2
3∑
a=1
pab δqab , (318)
and the Hamiltonian constraint of the Arnowitt–Deser–Misner formulation of
GR, smeared with a translationally-invariant (and therefore spatially constant)
lapse N , reads
(H|N) =N
∫
drdθdφ
[√
g R− 1√g
(
pijpij − 12p2
)]
=
4pi2N√|det q| [pabqbcpcdqda − 12 (pabqab)2 + trq2 − 12 (trq)2] .
(319)
The diffeomorphism constraint needs to be smeared with a left-invariant shift,
which can be generically written as the linear combination N i = ξa χia, where
ξa are three real numbers. Then we have
(Hi|N i) = −2
∫
drdθdφ
(
pij ∇iξj
)
= 4pi2ab
cξapbdqdc , (320)
the three independent constraints implied by varying with respect to ξa can be
simply rewritten as
1
2 [p, q]
a
b = 0 , (321)
that is, the p and q matrices have to commute. A gauge-fixing of (321) is to
impose that qab is diagonal: qxy = qyz = qxz = 0: its Poisson brackets with
(321) give
{[p, q]yz, qxy} = −qxz ≈ 0 , {[p, q]xz, qxy} = −qyz ≈ 0 ,
{[p, q]xy, qyz} = qxz ≈ 0, {[p, q]xz, qyz} = −qxy ≈ 0 ,
{[p, q]xy, qxz} = −qyz ≈ 0 , {[p, q]yz, qxz} = qxy ≈ 0 ,
(322)
and
{[p, q]xy, qxy} = (qxx − qyy) ,
{[p, q]yz, qyz} = (qyy − qzz) ,
{[p, q]xz, qxz} = (qxx − qzz) ,
(323)
we can see that this gauge-fixing is good only away from the hyperplanes (qxx =
qyy), (qxx = qzz) and (qyy = qzz).
Diagonal model
We can now introduce the Ashtekar–Henderson–Sloan variables [114] as
pab = diag(Px/Cx, Py/Cy, Pz/Cz) , qab = diag(Cx, Cy, Cz) , (324)
then the symplectic form and the Hamiltonian constraint look like (after a
trivial rescaling, and introducing P =
∑
a Pa, C =
∑
a Ca):
Θ =
3∑
a=1
Pa δCa
Ca
,
3∑
a=1
(Pa)
2 − 12P 2 +
3∑
a=1
C2a − 12C2 = 0 . (325)
We can make a coordinate transformation that simultaneously diagonalizes
the kinetic energy and symplectic form and separates scale and shape degrees
of freedom. This is based on Jacobi coordinates for the Pa variables and for the
log of the Ca variables (we can take their square roots and their logs because
Ca > 0 ∀a),
p1 =
√
2
3
(
Pz − Py−Px2
)
, p2 =
Py−Px√
2
, D =
Px+Py+Pz
3 ,
q1 =
√
2
3
log
(
Cz√
CyCx
)
, q2 =
1√
2
log
(
Cy
Cx
)
, α = (CxCyCz)
1
3 ,
(326)
we see that the a and b variables are scale-invariant, while α is not. The inverses
of the above relations are:
Px = − p2√
2
− p1√
6
+D , Py =
p2√
2
− p1√
6
+D , Pz =
√
2
3
p1 +D ,
Cx = α e
−q2/√2−q1/√6 , Cy = α eq
2/
√
2−q1/√6 , Cz = α e
√
2
3 q
1
.
(327)
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Figure 20: Shape potential of Bianchi IX. The curve in white is where the
potential is zero. Inside it it is positive (and it reaches its absolute maximum
at C(0, 0) = 3/2), and outside it is negative.
The symplectic potential now takes the following form:
Θ = p1 δq
1 + p2 δq
2 +
3D δα
α
, (328)
and the Hamiltonian constraint (choosing a lapse N =
√|det q|/4pi2):
H = 32D2 −
(
p21 + p
2
2
)
+ α2 C(q1, q2) , (329)
where the ‘shape potential’ C(~q) (where ~q = (qq, q2)) is
C(~q) := F (2q1) + F (
√
3q2 − q1) + F (−
√
3q2 − q1) ,
F (x) := e−x/
√
6 − 12e2x/
√
6 .
(330)
In Fig. 20 we plot the potential, highlighting its triangular symmetry. It is
convenient to make the symplectic form diagonal, by introducing the York
time, which is conjugate to the volume v = α3/2, and it is therefore equal to
τ = 2Dv , because 3D
δα
α = 2
D
v δv. Then one can rewrite everything as
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Θ = p1 δq
1 + p2 δq
2 + τ δv , H = 38v2 τ2 −
(
p21 + p
2
2
)
+ v4/3 C(~q) . (331)
The potential is exponentially steep. This means that if we start from a
point in phase space where it is comparable to the kinetic energy (p21 + p
2
2) and
move ‘downhill’, it will become very quickly vanishingly small compared to the
kinetic energy. This implies that the motion is, during most of the orbit, that
of a free particle in the (q1, q2)-plane. This free motion corresponds to a Kasner
solution, in which, as the total volume shrinks, the metric is always growing in
in one direction but contracting in the other two [114]. Only when the particle
climbs up enough in the potential well, it will feel again the force and will bounce
quite sharply against the potential walls [85], and the Kasner exponents will
be shuffled. Belinsky–Khalatnikov–Lifshitz [115] call these transitions Kasner
epochs. The resulting behaviour is similar to that of a billiard ball in a triangular
pool table. However, the potential is time-dependent, because its coupling is the
monotonically-decreasing quantity v4/3. So the bounces of the particle against
the potential walls are not elastic: the particle loses some kinetic energy with
each bounce.
I will now show what is known of the dynamics of this system in the usual
language, which regards the volume and York time as dynamical variables on
the same footing as the shape degrees of freedom. After that I will show how
one can completely describe the system by referring only to shape space.
Kasner regime
Consider now the dynamics of the system far from the potential wells, in the
Kasner regime. In this situation the term v4/3VS in the Hamiltonian can be
ignored, and, using the Ashtekar–Henderson–Sloan variables, we can write
3∑
a=1
(Pa)
2 − 12P 2 ' 0 . (332)
The term
∑
a(Pa)
2− 12P 2 is non-positive. Now, the region
∑
a(Pa)
2− 12P 2 ≤ 0
is entirely contained in the two octants in which all three Pa’s have the same
sign, because it is bounded by a cone with axis of symmetry parallel to (1, 1, 1),
which is inscribed in the boundaries of the two octants. So either all the Pa’s are
positive or they are all negative. The two cases are equivalent: one corresponds
to an expanding universe and the other to a contracting one, and they are
trivially related by time-reversal. So, without loss of generality, we can choose
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Figure 21: Surface
∑
a(Pa)
2 − 12P 2 = 0 in the (Px, Py, Pz) space, in yellow.
The surface is inscribed within the all-positive and the all-negative octants. The
region
∑
a(Pa)
2 − 12P 2 < 0 is bounded by the yellow surface.
a sign for the Pa’s, for example the positive one. The equations of motion,
in Ashtekar–Henderson–Sloan variables, read
C˙a = −Ca(P − 2Pa) , P˙a = Ca(C − 2Ca) , (333)
and since we are far from the potential barriers, we can ignore the term Ca(C−
2Ca) so that P˙a ' 0. Now, calling:
pa = 1− 2Pa
P
, (334)
the solution of these equations are pa = const, Ca = e
−P pa(t−t0), so the metric
is
gij =
3∑
a=1
e−P pa(t−t0) σai σ
a
j , (335)
and, after a choice of sign for the Pa’s, as P > 0, we see how the sign of pa
determines whether the corresponding direction is contracting or expanding.
In the variables pa the Hamiltonian constraint becomes
55Notice that one can include a cosmological constant by adding a term −2 v2 Λ to H.
Figure 22: Intersection (in red) between the Kasner sphere
∑
a p
2
a = 1 − p2φ
(white) and the Kasner plane
∑
a pa = 1 (yellow). The px = 0, py = 0 and
pz = 0 planes are represented in transparent blue. The intersection is always
outside of the region px, py, pz > 0, so one of the pa’s has to be negative.
3∑
a=1
p2a ' 1 , (336)
which identifies a unit sphere in the space (px, py, pz), and the variables pa
satisfy the further constraint
3∑
a=1
pa = 1 . (337)
which identifies a plane. The solution of the two constraints is therefore a circle,
as can be seen in Fig. 22. As can be seen in the Figure, this circle lies in the three
octants that share one face with the all-positive octant, and this implies that
there is always one negative and two positive pa’s. Therefore, inspection of the
metric (335) reveals that there are always two contracting and one expanding
directions. Similarly, in the time-reversed case, one of the direction is always
contracting while the other two are expanding.
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In the Kasner regime the motion in the shape plane (a, b) is linear, like that
of a free particle on the plane. During this phase, the dynamics of the volume
too can be solved exactly:
v˙ =
∂H
∂τ
= 34 v
2 τ , τ˙ = −∂H
∂v
' − 34 v τ2 , (338)
the quantity D = v τ is conserved, D(t) = D0, while the log-orthogonal variable
W = vτ follows the equation
W˙ = 32 v
2 = 32 D0W , ⇒ W = W0 e
3
2 D0 t , (339)
and inverting the definitions of D and W we get
v = v0 e
3
4 D0 (t−t0) , τ = τ0 e−
3
4 D0 (t−t0) , (340)
so we see that the volume evolves exponentially in parameter time. Assuming,
without loss of generality, that D0 > 0, we notice that if the Kasner behaviour
continued indefinitely as t → −∞ without any bounces, the volume would
shrink to zero into a singularity. This would however take an infinite parameter
time t. This is not the case, though, if we consider proper time. Recall that
the lapse corresponding to parameter time is N =
√|det q|/(4pi2) (we used it
to write the Bianchi IX Hamiltonian as in (329) and following equations), then
N = v4pi2 and the 4-dimensional line element reads
ds2 = −v
2dt2
16pi4
+
3∑
a=1
e−P pa(t−t0) σai σ
a
j , (341)
now consider a timelike spacetime curve, e.g. ψ = θ = φ = const., going from
t = −∞ to some finite t = t1. The proper time measured on such curve is
∆s =
∫ t1
−∞
√
v2dt2
16pi4
=
v0
4pi2
∫ t1
−∞
e
3
4 D0 (t−t0)dt =
e
3
4 D0 (t1−t0)
3 τ0 pi2
<∞ . (342)
We conclude that, if the Kasner behaviour continued indefinitely without bounces
up to the singularity, it would take a finite proper time to reach the singularity
v → 0. The actual solutions of Bianchi IX do not look like a single Kasner
evolution up to the singularity, because of the bounces. I will consider, in the
next part, the dynamics of a bounce, under some simplifying approximations
which are very good in the vast majority of phase space (namely, when we are
more than a few units away from the origin of shape space q1 = q2 = 0). I will
analyze a single bounce against one of the potential walls, and find an exact
solution to the approximate equations of motion. The solution tends to two dif-
ferent Kasner epochs in the two asymptotic ends, away from the bounce. After
that I will study the dynamics of the volume, and find that the bounce does
not change the fact that it takes a finite proper time to reach the singularity.
Figure 23: The Bianchi IX shape potential is symmetric under rotations of
120◦ of the (q1, q2) space. These rotations correspond to discrete transforma-
tions of the manifold which exchange two of the axes. Shape space can thus
be divided into three symmetric regions, and one can work in one of the three
regions without loss of generality (except the particular case of the boundaries
between the regions, indicated by the dashed red lines in the figure). Here I
highlighted the region where Cz > Cx, Cy.
Taub transitions.
Assume now that Px > Py > Pz ≥ 0 (which we can do without loss of gen-
erality) and that Cz > Cx, Cz > Cy (that is,
√
2/3 q1 > −q2/√2 − q1/√6,√
2/3 q1 > q2/
√
2− q1/√6). The last condition just means that we are in one
of the three regions in which shape space is divided by the three-fold symmetry
of the shape potential (namely in the bottom one), see Fig. 23. Then, unless we
are infinitesimally close to the boundaries Cz = Cx or Cz = Cy, the variable Cz
is much larger than Cx and Cz – because, as can be seen in the definitions (327),
they go like the exponentials of, respectively,
√
2/3 q1, −q2/√2 − q1/√6 and
q2/
√
2− q1√6. Thus Cx and Cy can be neglected in the right-hand-side of the
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Figure 24: Solution of the Bianchi IX dynamics in the Taub approximation
Cx ∼ 0, Cy ∼ 0.
equations of motion (333), which reduce to
C˙z = −Cz(P − 2Pz) , P˙z ∼ −C2z , P˙x ∼ P˙y ∼ 0 , Cx ∼ Cy ∼ 0 . (343)
These equations can be solved exactly,
Pz = Py+Px+
√
(Py+Px)2+c
(
(Py+Px)
2+c−e2(t−t0)
√
(Py+Px)2+c
(Py+Px)2+c+e
2(t−t0)
√
(Py+Px)2+c
)
,
Cz =
2
(
(Py+Px)
2+c
)
e(t−t0)
√
(Py+Px)2+c
e2(t−t0)
√
(Py+Px)2+c+(Py+Px)2+c
,
(344)
now, the integration constant c can be fixed by imposing the constraint
∑
a(Pa)
2−
1
2P
2 ' 0 asymptotically, for example when t → −∞. Then c = −(Py − Px)2,
and
Pz = Py + Px +
√
4PyPx
(
4PyPx − e2(t−t0)
√
4PyPx
4PyPx + e
2(t−t0)
√
4PyPx
)
,
Cz =
2 (4PyPx) e
(t−t0)
√
4PyPx
e2(t−t0)
√
4PyPx + 4PyPx
,
(345)
so Cz → 0 at both asymptotic ends, while the asymptotic values of Pz are
Pz(−∞) = Py + Px +
√
4PyPx , Pz(+∞) = Py + Px −
√
4PyPx . (346)
The two asymptotic values of Pz correspond to the two values of pz on the
intersection circle (red curve in Fig. 22) where it intersects with the plane
(1− py)/Py = (1− px)/Px.
We conclude that during a Taub transition Pz switches from being the
largest of the Pa’s to a smaller value, while Py and Px do not change signifi-
cantly. The shape kinetic energy then changes as
∆(p21 + p
2
2) = −2
(√
PxPy (Px + Py + Pz) + PxPy
)
, (347)
which is a negative quantity. As anticipated, the shape kinetic energy decreases
after each bounce, because the potential is monotonically decreasing.
The Px and Py variables are conserved during the transition, but Cx and
Cy are not. Their evolution however can be explicitly obtained by integrating
their equations of motion:
C˙x = −Cx(−Px + Py + Pz) , C˙y = −Cy(Px − Py + Pz) , (348)
where only Pz has a time dependence given by Eq. (345). The solution of the
above equations is
Cx = C
0
x e
−2(t−t0)(
√
PxPy+Py)
(
e4(t−t0)
√
PxPy + 4PxPy
)
,
Cy = C
0
y e
−2(t−t0)(
√
PxPy+Px)
(
e4(t−t0)
√
PxPy + 4PxPy
)
.
(349)
We now have the dynamics of the volume during a Taub transition:
v =
√
CxCyCz = e
−(
√
PxPy+Px+Py)(t−t0)
√
e4
√
PxPy(t−t0) + 4PxPy , (350)
the above expression goes to zero as t→∞ and diverges as t→ −∞. It is easy
to see that v is monotonic (its t-derivative is negative-definite). Moreover the
proper time to reach the singularity is, again, finite, because
∫∞
t1
v dt <∞. This
proves that any solution of Bianchi IX will, at one time end, reach a singularity
in an infinite interval of parameter time t, but a finite interval of proper time.
This is often taken as an indicator that the singularity is physical: proper time
normally coincides with the passage of time experienced by a comoving observer.
However proper time is not fundamental in Shape Dynamics: time is always an
‘abstraction at which we arrive through the changes of things’. So, rather than
proper time, what we should check is whether the singularity is approached
after a finite amount of physical change, that is, of change in shape space. We
can reformulate the question ‘is the singularity in the finite past?’ as ‘does it
take a finite amount of change in shape to go back to the singularity?’. The
answer is, as it turns out, no. In fact every Bianchi IX solution goes through
an infinite amount of bounces before reaching the singularity. I will prove that
in the following.
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Volume-time description on shape space
The Hamiltonian (331) describes a point particle in the Euclidean plane under
the influence of a potential, v4/3 C, whose ‘coupling constant’ v4/3 is dynamical.
The equations of motion of the volume v and its conjugate momentum, the York
time τ , are
v˙ = {v,H} = 34v2 τ ,
τ˙ = {τ,H} = − 34v τ2 − 43v1/3 C ≈ − 14v τ2 − 43
(
p21 + p
2
2
)
v−1 < 0 ,
(351)
since the volume is non-negative v ≥ 0, the right-hand-side of τ˙ is negative-
definite, and therefore τ is monotonically decreasing. The volume, on the other
hand, is piecewise monotonic whenever τ 6= 0:
˙(v−1) = − v˙
v2
= − 34 τ . (352)
The York time, being a monotonic function, can at most have one zero, which
corresponds to maximal expansion/recollapse (because v−1 has a minimum
there: ¨(v−1) = − 34 τ˙ > 0 and therefore v has a maximum). So the volume
is either always monotonic, or, in case there is a recollapse, it is monotonic
before and after maximal expansion.
Determining the SD Hamiltonian is an algebraic problem: it is the volume
v = v(τ, q1, q2, p1, p2) that solves the Hamiltonian constraint (331), which can
be turned into a third-order equation in v2/3. The solution of a third-order
differential equation can be written analytically, but it is a somewhat awkward
expression, and moreover one has to take only the positive real roots.56 The SD
Hamiltonian is a generator of evolution in York time, but we are not married
to that particular parametrization: any dynamics that gives a curve in shape
space is equally acceptable for SD, because the curve is all that is observable,
regardless of the parametrization used. In this particular case we can take
advantage of the fact that the volume is monotonic too (except for a single point
of maximal expansion, possibly), and use v as a parameter. The Hamiltonian
that generates evolution in v is the solution of Eq. (331) w.r.t. τ :
Hvol =
√
8
3
√
v−2 (p21 + p
2
2)− v−2/3 C , (353)
where I chose the positive root, but any choice is equally valid as it corresponds
to an arbitrary choice of time-direction. The above Hamiltonian generates a
56By Descartes’ rule of signs, if C < 0 there is one and only one real positive root, while if
C > 0 there are either two or zero positive real roots.
shape-space curve q1 = q1(v), q2 = q2(v), parametrized by v. The correspond-
ing non-autonomous equations of motion are
d~q
dv
=
√
8
3
v−2~p√
v−2 (p21 + p
2
2)− v−2/3 C
,
d~p
dv
= −
√
2
3
v−2/3 ~∇C√
v−2 (k2a + k2b )− v−2/3 C
,
(354)
where ~∇C = (∂q1C, ∂q2C). The above description is still not entirely free of
ambiguities: although the canonical variables (q1, q2) are dimensionless, the
conjugate momenta (p1, p2) carry dimensions, as well as the parameter v. We
can get rid of this by reparametrizing to a logarithmic time ζ = log v/v0 (where
we need to introduce a reference volume v0, which makes the arbitrariness
intrinsic in the dimensionful description explicit), and rescaling the momenta
by an appropriate factor of v−2/3 which makes them dimensionless: ~pi = v−2/3~p.
Any dimensionless quantity then nicely drops out of the equations of motion,
which in turn become autonomous,
d~q
dζ
=
√
8
3
~pi√
pi21 + pi
2
2 − C
,
d~pi
dζ
= − 23~pi −
√
2
3
~∇C√
pi21 + pi
2
2 − C
,
(355)
and the above equations can be thought of as non-conservative equations
d~q
dζ
=
∂Haut
∂~pi
,
d~pi
dζ
= − 23~pi −
∂Haut
∂~q
, (356)
whose Hamiltonian part is generated by
Haut =
√
8
3
√
pi21 + pi
2
2 − C(~q) . (357)
The bounces never end
Consider again the Kasner regime, in between two bounces: the shape potential
energy is much smaller than the kinetic energy, C  pi21 +pi22 , and the equations
of motion (356) can be approximated as
d~q
dζ
'
√
8
3
~pi√
pi21 + pi
2
2
,
d~pi
dζ
' − 23~pi , (358)
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Figure 25: The exponents in the Bianchi IX shape potential during a Kasner
epoch, as functions of the direction ϕ0.
and admit the following solution
(pi1(ζ), pi2(ζ)) = pi0 (cosϕ0, sinϕ0) e
− 23 ζ ,
(q1(ζ), q2(ζ)) = (q10 , q
2
0) +
√
8
3 (cosϕ0, sinϕ0) ζ ,
(359)
where the integration constants pi0 and ϕ0 determine, respectively, the initial
magnitude of the shape momentum and its direction. q10 and q
2
0 determine the
initial position of the point in shape space at ζ = 0. After sufficient volume-
time ζ q10 and q
2
0 become irrelevant and can be ignored. Now we can study the
growth of the shape potential energy C[~q(ζ)] (in which we ignore q10 and q
2
0) in
comparison to the shape kinetic energy (pi21 + pi
2
2) during one Kasner epoch,
pi21 + pi
2
2 ' pi20 e−
4
3 ζ , C[~q(ζ)] '
3∑
µ=1
(
eσµ(ϕ0) ζ − 1
2
eχµ(ϕ0) ζ
)
, (360)
where
σ1 = − 43 cosϕ0, χ1 = 83 cosϕ0,
σ2 =
2
3
(
cosϕ0 −
√
3 sinϕ0
)
, χ2 =
4
3
(√
3 cosϕ0 − sinϕ0
)
,
σ3 =
2
3
(√
3 sinϕ0 + cosϕ0
)
, χ3 = − 43
(√
3 sinϕ0 + cosϕ0
)
.
(361)
The six functions above are plotted in Fig. 25. We can compare the potential
and the kinetic energy at different values of ζ, from ζ = 0 to ζ → −∞, which
Figure 26: The ratio between (minus) the shape potential energy C(~q) and the
kinetic energy pi21 + pi
2
2 in a Kasner epoch, as a function of the direction of the
motion of the particle ϕ0, for different log-volume-times ζ. As the singularity
is approached ζ → −∞, the potential is larger than the kinetic energy almost
everywhere.
corresponds to the singularity. In Fig. 26 we see the ratio between C(~q(ζ))
and pi21 + pi
2
2 at different ζ’s. One can clearly see how the values of ϕ0 for
which this ratio is smaller than 1 reduce to three point as ζ → −∞, the points
ϕ0 =
2
3pi,
4
3pi, 2pi. We then proved that during a Kasner epoch, whatever the
direction ϕ0 of the motion
57, sooner or later the shape potential will grow larger
than the shape kinetic energy, and a bounce will take place. We conclude
that an infinite amount of bounces take place before the singularity is reached.
Even though it takes a finite amount of proper time to reach the singularity,
any measure of time based on change of physical (shape) observables will be
infinite, pushing the singularity into the infinite past (check [8] for a discussion
of this issue).
Quiescence
So far we considered an empty universe. As it turns out, there is a particular
kind of matter which changes qualitatively the behaviour of the solutions: this
57Except if the motion is along one of the three axes ϕ0 =
2
3
pi, 4
3
pi, 2pi, but this is a measure-
zero set of solutions.
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is the case of a massless scalar field, which modifies the Hamiltonian as
H = 38v2 τ2 −
(
p21 + p
2
2 +
1
2pi
2
φ
)
+ v4/3 C − 12
√
g gij∇iφ∇jφ , (362)
if the scalar field is homogeneous the derivative term 12
√
g gij∇iφ∇jφ is zero.
One is then left just with a spatially constant kinetic term pi2φ, which by its
equations of motion is also constant in time. In presence of the scalar field, the
solution during a Kasner epoch of Eq. (355) is
(pi1, pi2) = pi0 (cosϕ0, sinϕ0) e
− 23 ζ
(q1, q2) = (q10 , q
2
0) + Ξ
√
8
3 (cosϕ0, sinϕ0) ζ ,
(363)
where
Ξ =
√
pi20
pi20 +
1
2pi
2
φ
≤ 1 . (364)
Now, during one Kasner epoch, all our functions σµ(ϕ0) and χµ(ϕ0) in Eq. (361)
will be multiplied by a factor Ξ. This factor changes the potential in Eq. (360)
so that the minimum value (among the choices of ϕ0) of the exponents in the
terms eσµ(ϕ0)ζ and eχµ(ϕ0)ζ is not e−
8
3 ζ anymore, but it is e−
8
3 Ξ ζ instead, where
Ξ < 1 unless piφ = 0. This enlarges, at a given value of ζ, the intervals in which
the kinetic energy is larger than the potential energy. If Ξ reaches the value 12
or less, then the smallest exponent is smaller than e−
4
3 ζ , and therefore it cannot
compete with the kinetic energy: the ratio C(~q)/(pi21 + pi
2
2) always goes to zero
as ζ → −∞ for any value of ϕ.
Now, Ξ is a constant of motion during the Kasner epochs, because so are
pi20 = p
2
1 + p
2
2 and pi
2
φ. But during a Taub transition the momentum ~p change,
while piφ is always conserved. As we saw above during the discussion of Taub
transitions, the shape kinetic energy p21 + p
2
2 always decreases after each tran-
sition. This means that the system will bounce against the potential only a
finite number of times, until Ξ reaches the value 12 . At this point the potential
decreases too fast with respect to the kinetic energy, and the system stabilizes
around one Kasner solution which goes on until the boundary of shape space
q21 + q
2
2 →∞ is reached. The singularity coincides with the instant the system
hits the boundary of shape space, and it is now reached after a finite amount
of change. This behaviour is known as quiescence: the chaotic ‘mixmaster’
behaviour of Bianchi IX is ‘tamed’ by the presence of the massless scalar field.
Orientation and the Shape Sphere
The variables (313) we used to define the metric are a particular case of triads,
or vielbeins. These are a way to represent a Riemannian metric in a redundant
Figure 27: −C(~q)/(pi2a +pi2b ) in a Kasner epoch, as a function of the direction
of the motion of the particle ϕ0, for different log-volume-times ζ, and with
a scalar field whose kinetic energy is such that Ξ =
√
pi20/(pi
2
0 +
1
2pi
2
φ) = 0.6.
Notice how three ‘gaps’ open around the symmetry axes ϕ0 =
2
3pi,
4
3pi, 2pi.
way, by using three 1-forms (covector fields) ea, a = 1, 2, 3, with an internal
SO(3) gauge symmetry associated to the possibility of rotating the three forms
into each other e′a = Mabeb. The metric is written as
gij = δab e
a
i e
b
j . (365)
The variables (313) can be expressed in the basis of the σa forms as eai = E
a
b σ
b
i,
and then the matrix qab = δcdE
c
aE
d
b is essentially the ‘square’ of the matrix E
a
b .
This representation is certainly redundant, as it introduces additional degrees of
freedom and an associated gauge freedom, but it also contains more information
than a Riemannian metric. In fact the determinant of Eab is in principle allowed
to take negative values, while the determinant of gij , just like that of qab, is
proportional to det2E. If we want to take into account both orientations, we
end up with a double cover of shape space. We can choose an internal gauge in
which Eab is diagonal, and then the squares of the diagonal components of E
a
b
can be coordinatized as
(Exx)
2 = v
2
3 e
− a√
2
− b√
6 , (Eyy )
2 = v
2
3 e
a√
2
− b√
6 , (Ezz )
2 = v
2
3 e
√
2
3 b , (366)
It is convenient to represent this double cover with the single cover of a
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Figure 28: Spherical representation of shape space, with round S3 geome-
tries on the poles and degenerate geometries at the equator. The dashed lines
represent geometries with an additional symmetry between two directions, and
correspond to α = pi/6, pi/2, 5pi/6. The two hemisphere correspond to opposite
orientations. The shape potential C(α, β) is represented as a colour plot on the
sphere with equipotential lines in white.
compact manifold. If we use the following 2-to-1 map:
q1 = | tanβ| cosα , q2 = | tanβ| sinα , α ∈ [0, 2pi) , β ∈ [0, pi] , (367)
we are mapping the shape plane onto an hemisphere (half of S2). Moreover if
we add the condition
detE =
tanβ
| tanβ| , (368)
we map each hemisphere to one of the two leaves of the double cover of shape
space. We just described the shape sphere (see Fig. 28): each hemisphere
corresponds to all the shapes that our manifold can have for a given orientation.
The equator β = pi/2 is the border of the fixed-orientation shape space. There
the shape coordinates a and b diverge, and corresponds to degenerate shapes
in which one or two of the directions are infinitely larger than the other(s).
We soldered the two hemispheres at the equator, and in doing so we chose
a particular topology for shape space, in which two degenerate shapes with
opposite orientation but same ratio a/b coincide. Moreover this topology has a
notion of continuity such that great circles in the shape sphere are continuous
across the equator: this gives us a well-defined prescription to continue functions
across the equator.
The shapes on the equator are much like collinear configurations in the 3-
body problem: they are degenerate triangles of zero area, but as shapes they
are perfectly acceptable. From what we discussed above, it is clear that the
BIanchi IX system can only reach the Big Bang with a shape that belong to
the equator. Then we have an intrinsic notion of big bang which is entirely
expressed in shape space: the big bang singularity happens when the shape of
the spatial slice is degenerate and therefore cannot support a nonzero volume.
13.2 Continuation through the singularity
In [8] we proved that the dynamics of the Bianchi IX system can be continued
uniquely past the singularity. The equations of motion (333) with the addition
of the scalar field φ, piφ take the form
~˙q = 2 ~p , ~˙p = v4/3 ~∇C(~q) ,
v˙ = − 34v2τ , τ˙ = 43v1/3C(~q) + 34vτ2 ,
φ˙ = piφ , p˙iφ = 0 ,
(369)
where ~∇C =
(
∂C
∂q1 ,
∂C
∂q2
)
. As should be obvious after the previous discussion,
Eqs. (369) reach the singularity in an infinite parameter time t (the one cor-
responding to the “ ˙ ” derivatives). If τ > 0, v → 0 as t → +∞. I will show
below that one can glue one such solution to a solution with τ < 0 that comes
back from v = 0 at t = −∞.
We want to decouple the evolution of the dimensionless relational degrees
of freedom for the scale. To do that we need to find five dimensionless combi-
nations of the variables q1, q2, p1, p2, v and τ such that they are well-defined
and they tend to a finite value at the singularity (which, in the compact polar
representation, corresponds to β = pi2 ). In the quiescent regime, in which the
potential terms ~∇C(~q) and C(~q) can be ignored, Eqs. (369) admit the solutions q1(t)
q2(t)
 = (2 p0 t+ a0)
 cosϕ0
sinϕ0
+ b0
 − sinϕ0
cosϕ0
 , (370)
 p1(t)
p2(t)
 = p0
 cosϕ0
sinϕ0
 , (371)
v(t) = v0 e
− 34 v0 τ0 t , τ(t) = τ0 e
3
4v0 τ0 t , (372)
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Figure 29: Bianchi I-type solution (in green) on the Bianchi IX shape space.
The curve in yellow is the natural continuation of the solution past the Big
Bang (at the equator).
φ(t) = pi0 t+ φ0 , piφ(t) = pi0 , (373)
where p0, a0, ϕ0, b0, v0, τ0, pi0 and φ0 are integration constants. The Hamil-
tonian constraint (362) imposes a relationship between these integration con-
stants:
3
8
v20τ
2
0 − p20 − 12pi2φ ≈ 0 , (374)
where we ignored the potential term v4/3C(~q).
The solution above traces a straight line in the (q1, q2) plane as t goes from
−∞ to +∞. In the ‘shape sphere’ of Fig. 28 this shows as a great circle. In
fact it is easy to prove that√
(q1(t))2 + (q2(t))2 sin
[
arctan
(
q2(t)/q1(t)
)− ϕ0] = b0 , (375)
and since (q1)2 +(q2)2 = tan2 β, arctan
(
q2/q1
)
= α, the equation above is that
of a great circle on the upper hemisphere of the shape sphere.58 In fact, em-
bedding the unit sphere S2 in R3, the great circles are obtained by intersection
with the planes through the origin:
a x+ b y + c z = 0 , x2 + y2 + z2 = 1 . (376)
58This because the equation is | tanβ| sin(α−ϕ0) = b0, with an absolute value around the
tanβ, which is not differentiable at the equator β = pi
2
(and corresponds to two mirror images
of the same semicircle on the two hemisphere, with a cusp at the equator). The equation for
a complete, regular great circle is tanβ sin(α− ϕ0) = b0.
The equation on the left has a 1-parameter redundance (it can be multiplied by
a nonzero constant without changing the plane it identifies), and can therefore
be parametrized by two parameters. Call a = − sinϕ0, b = cosϕ0 and c√a2+b2 =
−b0, and the equations (376), written in spherical coordinates x = r sinβ cosα,
y = r sinβ sinα, x = r cosβ, are equivalent to (375).
There is one unique natural continuation of each great semicircle through
the equator: it consists of completing the semicircle into a great circle. We
can do that monotonically by gluing a solution with τ0 > 0 (which reaches the
singularity at t = +∞) with another solution that has identical integration
constants except that all momenta (~p, τ , piφ) are inverted. In this way, as t
grows, the first solution flows towards the singularity and the second solution
flows away from it. We can glue the two solutions into one by extending the time
parameter t beyond +∞ via an infinite reparametrization that compactifies it:
t = tan θ. Then t −−−−−→
θ→(pi2 )−
+∞, t −−−−−→
θ→(pi2 )+
−∞, and dtdθ > 0 in a neighbourhood
of θ = pi2 . The complete solution then can be written q1(θ)
q2(θ)
 = (2 s p0 tan θ + a0)
 cosϕ0
sinϕ0
+ s b0
 − sinϕ0
cosϕ0
 , (377)
 p1(θ)
p2(θ)
 = s p0
 cosϕ0
sinϕ0
 , (378)
v(θ) = v0 e
−s 34 v0 τ0 tan θ , τ(θ) = s τ0 es
3
4v0 τ0 tan θ , (379)
φ(θ) = s pi0 tan θ + φ0 , piφ(θ) = s pi0 , (380)
where s = sign(sin θ) ≡ sign(cosβ). One might ask why we have to put the ‘s’
in front of the term s b0 (− sinϕ0, cosϕ0) in
(
q1(θ), q2(θ)
)
. The reason is that
this is the only choice that guarantees the continuity of the curve α = α(β)
and all its derivatives d
nα
dβn . In fact notice that the equation for a great circle in
spherical coordinates is
tanβ sin(α− ϕ0) = b0 , (381)
and solving the above equation w.r.t. α we get:
α(β) = ϕ0 + arcsin
(
b0
tanβ
)
, (382)
which is regular at the equator β = pi2 . Now we can calculate the derivatives of
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α w.r.t. β up to the fourth order, and show that
α(β) −−−−→
β→pi2 −
ϕ0 ←−−−−
β→pi2 +
α(β) ,
dα(β)
dβ −−−−→
β→pi2 −
−b0 ←−−−−
β→pi2 +
dα(β)
dβ ,
d2α(β)
dβ2 −−−−→
β→pi2 −
0 ←−−−−
β→pi2 +
d2α(β)
dβ2 ,
d3α(β)
dβ3 −−−−→
β→pi2 −
−b0(2 + b20) ←−−−−
β→pi2 +
d3α(β)
dβ3 ,
d4α(β)
dβ4 −−−−→
β→pi2 −
0 ←−−−−
β→pi2 +
d4α(β)
dβ4 .
(383)
We can do the same with Eqs. (377), inserted inside the expression of the
coordinates on the shape sphere as functions of q1 and q2:
β = ( 1−s2 )pi + s arctan
√
(q1)2 + (q2)2 , α = arctan
(
q2
q1
)
, (384)
where now s = sign(cosβ). By using the relation
dnα
dβn
=
1
∂θβ
∂
∂θ
(
. . .
1
∂θβ
∂
∂θ
(
∂θα
∂θβ
)
. . .
)
, (385)
where ∂θα = ∂θα[q
1(θ), q2(θ)] and ∂θβ = ∂θβ[q
1(θ), q2(θ)]. Calculating the left-
and right-limit θ → pi2 for the expressions (385) we get the same results as in
Eq. (383), while if we didn’t put the ‘s’ in front of b0 in Eq. (377) we would
have had a different sign for the two limits in each expression.
Now we would like to find a set of variables that are dimensionless and
admit a well-defined value at the singularity. One can immediately verify that
the definitions (384) have the same left- and right-limit:
β[q1(θ), q2(θ)] −−−−→
θ→pi2 −
pi
2
←−−−−
θ→pi2 +
β[q1(θ), q2(θ)] , (386)
and
α[q1(θ), q2(θ)] −−−−→
θ→pi2 −
ϕ0 ←−−−−
θ→pi2 +
α[q1(θ), q2(θ)] , (387)
so the spherical coordinates on shape space are two such variables.
As a further variable, the direction of the shape momentum arctan (p2/p1) is
not good because it tends to ϕ0 +(s−1)pi2 , and so it is not truly independent. A
genuinely independent degree of freedom must measure the integration constant
b0, which is the impact parameter of the curve in shape space (the closest
distance from the origin that the curve reaches). The impact parameter of
an inertial particle in the plane is measured by the ratio between the angular
momentum ~q × ~p = (q1 p2 − q2p1) and the norm of the momentum |~p|:
γ =
~q × ~p
p
, (388)
which tends to −b0 from both directions:
γ[~q(θ), ~p(θ)] −−−−→
θ→pi2 −
−b0 ←−−−−
θ→pi2 +
γ[~q(θ), ~p(θ)] . (389)
We can still form three independent dimensionless combinations out of the
dimensionful quantities v, τ , p =
√
(p1)2 + (p2)2 and piφ. The simplest which
are also parity-invariant are:
ξ =
|piφ|
p
, σ =
v |τ |
p
, κ =
v2/3
p
. (390)
All these quantities admit finite limits at the singularities:
ξ2[piφ(θ), ~p(θ)] −−−−→
θ→pi2 −
pi20
p20
←−−−−
θ→pi2 +
ξ2[piφ(θ), ~p(θ)] , (391)
σ[v(θ), τ(θ), ~p(θ)] −−−−→
θ→pi2 −
v0τ0
p20
←−−−−
θ→pi2 +
σ[v(θ), τ(θ), ~p(θ)] , (392)
κ2[v(θ), ~p(θ)] −−−−→
θ→pi2 −
0←−−−−
θ→pi2 +
κ2[v(θ), ~p(θ)] . (393)
The variable κ does not tend to an arbitrary value: it is constrained to vanish
at the singularity, when v → 0. Now look at the Hamiltonian constraint (362)
in the new variables:
H = 38p2 σ2 − p2
(
1 + 12ξ
2
)
+ p2 κ2 C(~q) ≈ 0 , (394)
p2 factorizes, and what remains is a constraint between the variables σ, ξ and
κ. At the equator κ2 C(~q) vanishes (if the solution is quiescent, otherwise it
can never reach the equator), and therefore σ and ξ are not independent:
1 + 12ξ
2 − 38σ2 −−−→β→pi2
0 . (395)
Solution-determining data
The dimensionless variables I considered so far (α, β, λ, σ and κ) are not
enough to uniquely specify a curve in shape space. I would like to have five
dimensionless variables whose asymptotic value at the equator completely fixes
the initial-value problem (from now on I will call these ‘solution-determining
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data’). A Bianchi I curve on shape space like Eq. (377) is uniquely fixed by
specifying the integration constants ϕ0 and b0. The magnitude of the momen-
tum p0 and the integration constant a0 only determine, respectively, the speed
at which the same path is crossed by the representative point on shape space,
and the position on the path of the point at t = 0. Moreover the integration
constants v0 and τ0 don’t affect the path on shape space at all, as the shape and
volume/York time variables decouple in the Bianchi I limit. Therefore in this
limit there are only two solution-determining data. However the full Bianchi
IX solutions have more solution-determining data: the volume and York time
couple to the shape degrees of freedom through the shape potential C(~q), and
the same asymptotic Bianchi I curve can have a different evolution away from
the equator, if the value of the three independent dimensionless combinations
of the integration constants a0, p0, v0 and τ0 are different (only dimensionless
combinations can affect the dimensionless curve on shape space. This is a con-
sequence of the property of dynamical similarity, which I described in Sec. 12.1
above). Three dimensionless combinations are, e.g., a0, p0v
−3/2
0 and
√
p0τ0.
Of these, only two are truly independent, because the solution curve (377) is
invariant under time translation t→ t+ c (or tan θ → tan θ + c), which can be
reabsorbed into the following transformation of the integration constants:
a0 → a0 + 2 s p0 c ,
v0 → e− 34 sv0τ0 tan θv0 ,
τ0 → e 34 sv0τ0 tan θτ0 .
(396)
Any choice of integration constants a0, v0, τ0 that lie on the same orbit of
the transformation (396) generates the same solution curve. Therefore our
independent solution-determining data need to be invariants of the transforma-
tion (396). There are two such independent invariants which are also dimen-
sionless:
v0τ0
p0
, a0 −
2p0 log
(
v20τ
6
0
)
3 v0τ0
. (397)
The first invariant is obviously the value of σ = vτ/p throughout a Bianchi I
orbit, or the asymptotic value of σ at the equator in a Bianchi IX orbit. The
second invariant is the asymptotic value of a more complicated variable, which
can be found by observing that the ‘dilatational shape momentum’ ~q · ~p in a
Bianchi I solution (377) takes the value
~q · ~p = sp0 (2 s p0 tan θ + a0) , (398)
while the combination
2p log(v2τ6)
3 vτ on the same solution takes the value
2p log
(
v2τ6
)
3 vτ
= 2 p0 tan θ + s
2p0 log
(
v20τ
6
0
)
3 v0τ0
, (399)
(notice the placement of the s factors). So the difference between the first
quantity divided by p and the second quantity is time-independent:
~q · ~p
p
− 2p log
(
v2τ6
)
3 vτ
= s
[
a0 −
2p0 log
(
v20τ
6
0
)
3 v0τ0
]
. (400)
If we want to have a quantity that takes the same asymptotic value on both
sides of the equator, we need to multiply the above by s = sign(tanβ). This
will be the definition of our new variable:
ω = s
[
~q · ~p
p
− 2p log
(
v2τ6
)
3 vτ
]
, (401)
with this definition ω tends to the same value at the equator from both sides:
ω[~q(θ), ~p(θ)] −−−−−→
θ→(pi2 )−
[
a0 −
2p0 log
(
v20τ
6
0
)
3 v0τ0
]
←−−−−−
θ→(pi2 )+
ω[~q(θ), ~p(θ)] . (402)
From the asymptotic values of the dimensionless quantities α, β, γ, ω and σ we
can identify uniquely a solution curve in shape space. A solution in the ADM
phase space is uniquely determined once we specify the values of these five
fields, plus a conventional dimensionful unit: the value of the magnitude of the
momentum p = |~p| at a point on the curve (for example, we could choose the
asymptotic value p0 at the equator, where p is a conserved quantity). The ADM
phase space is six-dimensional, so these six data are sufficient to determine a
solution. Changing the value of p0 changes the solution curve in the ADM phase
space, but leaves its projection on shape space unchanged: the one-parameter
family of solutions spanned by the values of p0 is entirely redundant: all these
solutions are physically equivalent. This will be made very explicit in the next
Section (and it will be used to obtain the main result), where I will show that
the equations of motion for α, β, γ, ω and σ completely decouple from p.
Our system has more degrees of freedom than the geometrodynamical ones:
there is a scalar field φ. Since φ is homogeneous and has no potential, it only
interacts with the other fields through its kinetic energy 12pi
2
φ which gravitates.
The scalar field kinetic energy influences the shape-dynamics of the system
through the dimensionless quantity ξ = |piφ|/p, but not in such a way to change
the counting of solution-determining data: this is due to the Hamiltonian con-
straint (362), which constrains the dimensionless quantities as in Eq. (394): the
constraint determines ξ2 as a function of σ, C(~q) and κ2 = σ2e−
1
2σ(
~q·~p
p −ω):
ξ2 ≈ 2σ2
[
3
8 + e
− 12σ( ~q·~pp −ω) C(~q)
]
− 2 ≈ 0 . (403)
ξ changes radically the behaviour of the system by the fact that it is not zero:
as I showed above (and will re-derive below in the new language I am using in
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this Section), if ξ = 0 the solution never reaches the equator, while any nonzero
value of ξ induces quiescence. However, once we know that it is not zero, the
particular value of ξ does not enter the count of solution-determining data if
we already specified α, β, γ, ω and σ , because it is dynamically locked to
the other quantities through the constraint (403). Alternatively, we could have
taken ξ as one of the solution-determining data, but one of the other ones, e.g.
σ, would then be determined by the constraint.
There is a last degree of freedom that is left to discuss: the value φ of
the homogeneous part of the scalar field. φ has no physically measurable con-
sequences: it could be, for example, the phase of the Higgs field:59 a global
change in direction of the Higgs expectation value cannot be measured. This
is not the case for local changes in direction: inhomogeneities of φ gravitate
through the potential term 12
√
g gij∇iφ∇jφ , in the ADM Hamiltonian (362).
Due to its equations of motion (369), φ˙ = piφ, p˙iφ = 0, the field φ evolves by
growing linearly in parameter time t = tan θ. If φ was the phase of the Higgs
field, it would rotate an infinite amount of times before reaching the equator.
It is clear then that φ does not admit a well-defined asymptotic value at the
equator, just like the limit lim
x→0
sin(1/x) is not well-defined. If we had to include
φ among the solution-determining data we would be in trouble: just like in the
non-quiescent case, some of the physically-relevant degrees of freedom would
not admit a well-defined value at the singularity, and therefore a continuation
through the equator would not be meaningful.
The above discussion holds true for a completely homogeneous solution. If
we were to include inhomogeneities in the picture, we would have to count the
inhomogeneous modes of φ among the shape degrees of freedom (notice that
in out convention φ is dimensionless). These, however, are suppressed near the
singularity thanks to the BKL behaviour: as the volume approaches zero all
spatial-derivative terms are suppressed w.r.t. the other degrees of freedom by
some vanishing factor depending on the volume (or, rather, on κ). It remains
to be seen what is the specific dynamics that these degrees of freedom tend to
in the decoupling limit, and if one can find well-defined asymptotic values for
them which are solution-determining data.
Asymptotic perennials
Before moving on to the central proof, I would like to remark that the quantities
γ, ω, σ, ξ and p are Kucharˇ perennials (see Sec. 1.3) for the Bianchi I system.
In fact they are all conserved quantities, as one can explicitly check by showing
59The phase of the Higgs field is the direction, in the internal field space, where the potential
is flat, and therefore has identical equations of motion and an identical contribution to the
Hamiltonian constraint as our field φ.
that they Poisson-commute with the Bianchi I Hamiltonian HBI = 38v2 τ2 −(
p2 + 12pi
2
φ
)
. We can add one more conserved quantity which measures the
angle α at the equator (ϕ0 in the solution 377), for example:
ϕ = arctan
[ |~p|2 q2 + s(q × ~p)p1
|~p|2 q1 − s(q × ~p)p2
]
, (404)
where s = sign(tanβ), and we would have a complete set of perennials that
entirely determine the Bianchi I solution curve: ϕ, γ, ω, σ, ξ and p. The
system admits a maximal set of conserved quantities: it is integrable [1].
Now, the Bianchi IX system is the exact opposite of integrable: due to its
triangular pool table-shaped potential it is a chaotic system [44]. However,
in presence of a massless scalar field, it exhibits quiescence, and its equations
tend, near the equator, to those of Bianchi I. Therefore the quantities ϕ, γ,
ω, σ, ξ and p, which are not conserved along a generic Bianchi IX solution,
are asymptotically conserved. We talk about asymptotic perennials: quantities
that are perennials only at one point on each solution curve. If the point where
the asymptotic perennials are conserved is a well-defined submanifold of phase
space, as is our case (it is simply the equator of the shape sphere), we can
talk about a Janus surface [6, 116, 117, 118], if each solution is qualitatively
symmetric around the point where it intersects the surface. The quiescent
Bianchi IX system is precisely an example of a Janus system (just like the N-
body problem [118, 117]), which allows to define an arrow of time based on
the structure of the set of solution curves on shape space. The identification
of asymptotic perennials is key to this construction, because it allows to prove
that the space of physically-distinct solutions is isomorphic to the projective
cotangent bundle to shape space [6, 116, 117, 118]. In our case the situation is
more subtle: the space of physically-distinct solution is parametrized by a set
of five asymptotic perennial, which only involve the specification of a point on
a submanifold of shape space (the equator).
Intrinsic dynamics of dimensionless shape degrees of freedom
It is time to express the dynamics of the system in terms of the variables
α, β, γ, ω, σ and ξ, relegating all the dimensions to the magnitude of the
momentum, p. This will allow us to show that, once we choose an intrinsic
parametrization on shape space (we will use first the arc-length parametriza-
tion d` =
√
(dq1)2 + (dq2)2 and, later, the β-parametrization), the variable
p completely decouples from the others, proving that it does not affect the
solution curve on shape space.
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Let’s start by collecting the definitions of our variables:
α = arctan(q2/q1) , β = ( 1−s2 )pi + s arctan
√
(q1)2 + (q2)2 ,
γ =
~q × ~p
p
, ξ =
|piφ|
p
, σ =
v |τ |
p
, ω = s
[
~q · ~p
p
− 2p log
(
v2τ6
)
3 vτ
]
.
(405)
The above relations can be inverted,
q1 = | tanβ| cosα , q2 = | tanβ| sinα ,
p1 = sp cos
[
α+ arcsin
(
γ
tanβ
)]
, p2 = sp sin
[
α+ arcsin
(
γ
tanβ
)]
,
τ = s(p σ)−
1
2 e
3
8σ
(√
tan2 β−γ2−ω
)
, v = (p σ)
3
2 e
− 38σ
(√
tan2 β−γ2−ω
)
piφ = s ξ p .
(406)
Now we can write the equations of motion, Eqs. (369), which I reproduce here
for convenience:
~˙q = 2 ~p , ~˙p = v4/3 ~∇C(~q) ,
v˙ = − 34v2τ , τ˙ = 43v1/3C(~q) + 34vτ2 ,
φ˙ = piφ , p˙iφ = 0 ,
(407)
in terms of the variables α, β, γ, ω, σ, ξ and p, simply by replacing the defini-
tions (406) into Eqs. (407), and solving for the first derivatives α˙, β˙, γ˙, ω˙, σ˙, ξ˙
and p˙:
α˙ = 2 p γ cot2β, β˙ = 2 p cos2β
√
1− γ
2
tan2β
,
γ˙ = p σ2
√
1− γ
2
tan2β
(√
1− γ
2
tan2β
∂C
∂α
−γcos2β ∂C
∂β
)
e
σ
2
(
ω−
√
tan2β−γ2
)
,
ω˙ =
{
4
3
s p
[
σ
(√
tan2β−γ2−ω
)
−4
]
C(α,β)
+p σ2 |cosβ|3
[(
2γ2−tan2β)+ω√tan2β−γ2]∂C
∂β
+
p γ σ2
tan2β
(
2
√
tan2β−γ2−ω
)
∂C
∂α
}
e
σ
2
(
ω−
√
tan2β−γ2
)
,
σ˙ = p σ2
[
− σ
tanβ
(
γ
tanβ
∂C
∂α
+s cos2β
√
tan2β−γ2 ∂C
∂β
)
4
3s C(α,β)
]
e
σ
2
(
ω−
√
tan2β−γ2
)
,
p˙ =
p2
tan2β
(
γ
∂C
∂α
+s sin(2β)
√
tan2β−γ2 ∂C
∂β
)
e
σ
2
(
ω−
√
tan2β−γ2
)
.
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The equation for ξ˙ is redundant: ξ˙ = −p˙ ξ/p, and in any case ξ can be calcu-
lated as a function of the other dimensionless quantities using the Hamiltonian
constraint, Eq. (403), so we don’t need to include it in the equations.
The first thing that catches the eye of Eqs. (408) is that the rhs of all
equations except p˙ are homogeneous in p. This means that if we chose any
intrinsic parametrization on shape space, the new time parameter will be ho-
mogeneous of degree one in p, and the latter will drop out of all equations
except the one for p. For example, using the kinematic arclength on shape
space d` =
√
(dq1)2 + (dq2)2, the equation of motion of ` in t parametrization
is ˙` = 2p, and therefore, calling f ′ := df/d`, the equations of motion take the
form
α′ = γ cot2β, β′ = cos2β
√
1− γ
2
tan2β
,
γ′ =
σ2
2
√
1− γ
2
tan2β
(√
1− γ
2
tan2β
∂C
∂α
−γcos2β ∂C
∂β
)
e
σ
2
(
ω−
√
tan2β−γ2
)
,
ω′ =
1
2
{
4
3
s
[
σ
(√
tan2β−γ2−ω
)
−4
]
C(α,β)
+σ2 |cosβ|3
[(
2γ2−tan2β)+ω√tan2β−γ2]∂C
∂β
+
γ σ2
tan2β
(
2
√
tan2β−γ2−ω
)
∂C
∂α
}
e
σ
2
(
ω−
√
tan2β−γ2
)
,
σ′ =
σ2
2
[
− σ
tanβ
(
γ
tanβ
∂C
∂α
+s cos2β
√
tan2β−γ2 ∂C
∂β
)
4
3s C(α,β)
]
e
σ
2
(
ω−
√
tan2β−γ2
)
.
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Ephemeris time and scale
Equations (409) do not contain any information regarding scale or duration.
Units of scale and time need to be fixed once and for all at a point on a solution,
and they are completely immaterial. What is not a matter of convention,
however, is their subsequent evolution. This evolution is entirely determined
by the shape degrees of freedom, and it can be calculated using two ‘ephemeris’
equations determining the evolution of p and the scale v. They are just the
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equations of motion of p and v in arclength parametrization:
d log p
d`
=
e
σ
2
(
ω−
√
tan2 β−γ2
)
2 tan2 β
(
γ
∂C
∂α
+ s sin(2β)
√
tan2 β − γ2 ∂C
∂β
)
.
d log v
d`
=− 3
8
s σ ,
(410)
The above equations have the same characteristics, which make them ‘ephemeris’
equations: the unknown variables p and v do not appear on the right-hand-side,
so they ‘parasite’ on the evolution of the shape variables. Moreover the equa-
tions only determine the logarithms of p and v, and therefore their solution are
defined modulo a constant rescaling: this is the arbitrariness in fixing units at
one point on the solution.
To reach the singularity v = 0 from any finite point in shape space, either the
rhs of the ephemeris scale equation diverges (which requires extra symmetry)
or an infinite distance of kinematic arc-length is reached. The second condition
is generic and states that the singularity is reached whenever the curve in shape
space reaches the equator, since each point on the equator has infinite kinematic
arc-length distance from any other point. We thus find the singularity condition
β(`) = pi2 , where, in the spacetime description, the Big Bang occurs.
Crossing of the singularity
To study the crossing of β = pi2 we parametrize (409) by β, which is achieved
by dividing the right-hand sides by β′ = cos2 β
√
1− γ2tan2 β ).
dα
dβ
=
γ
sin2β
√
1− γ2tan2β
,
dγ
dβ
=
σ2
2cos2β
(√
1− γ
2
tan2β
∂C
∂α
−γcos2β ∂C
∂β
)
e
σ
2
(
ω−
√
tan2β−γ2
)
,
dω
dβ
=
1
2
{
4
3
s
[
σ
(√
tan2β−γ2−ω
)
−4
]
C(α,β)
cos2β
+σ2 |cosβ|
[(
2γ2−tan2β)+ω√tan2β−γ2]∂C
∂β
+
γ σ2
sin2β
(
2
√
tan2β−γ2−ω
)
∂C
∂α
}
e
σ
2
(
ω−
√
tan2β−γ2
)
√
1− γ2tan2β
,
dσ
dβ
=
σ2
2
[
− σ
tanβ
(
γ
tanβ
∂C
∂α
+s cos2β
√
tan2β−γ2 ∂C
∂β
)
4
3s C(α,β)
]
e
σ
2
(
ω−
√
tan2β−γ2
)
cos2β
√
1− γ2tan2β
.
(411)
This form of the equations holds whenever β is monotonic in arc-length parametriza-
tion. This is in particular the case when the potential terms can be neglected.
In this limit, the equations turn into Bianchi I equations (Kasner regime), whose
solutions are straight lines in the qi plane, and the variables γ, ω and σ become
conserved:
dα
dβ
=
γ
sin2 β
√
1− γ2tan2 β
,
dγ
dβ
=
dω
dβ
=
dσ
dβ
= 0 . (412)
The general solution to the above equation is just Eq. (382),
α = arcsin
( −s γ
tanβ
)
+ const. , γ = const. , ω = const. , σ = const. (413)
which represents a great circle on the shape sphere, which evolves smoothly
through the equator.
The ephemeris time/scale equations in this regime are, in β-parametrization:
d log p
dβ
= 0 ,
d log v
dβ
= −3
8
s
σ
cos2 β
√
1− γ2tan2 β
, (414)
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whose solution is
p = const. , v = vref e
− 38 s σ
√
1− γ2
tan2 β
tan β
= vref e
− 38 σ
√
1− γ2
tan2 β
| tan β|
, (415)
where vref is a reference scale chosen anywhere on the solution (except β =
pi
2 ).
Continuing any quiescent Bianchi IX solution through the singularity
So far I have shown that the equations evolve through β = pi2 when the potential
can be neglected (Bianchi I regime). To investigate the quiescent Bianchi IX
regime we need to find out what the conditions for the onset of ‘quiescence’ are.
The Hamiltonian constraint in the new variables is (394), which I rewrite here
using the variable ω in place of κ:
1 +
1
2
ξ2 − σ2
[
3
8
+ e
−σ2
(√
tan2 β−γ2−ω
)
C(α, β)
]
≈ 0 (416)
assuming quiescence, in the β → pi2 limit the constraint above becomes:
σ2 −−−→
β→pi2
8
3
(
1 +
1
2
ξ2
)
, (417)
so if the scalar field is not zero σ can take a continuous interval of values, while
it is constrained if the scalar field is zero. In any case it has to respect the
following bound (recall that σ is positive definite):
σ ≥
√
8
3
. (418)
with the inequality only saturated when there is no scalar.
Bound on σ from quiescence
The ‘quiescence’ bound on σ comes from the requirement that the quantities
e−
σ
2
√
tan2 β−γ2C(α, β) , e−
σ
2
√
tan2 β−γ2 ∂C
∂α
, e−
σ
2
√
tan2 β−γ2 ∂C
∂β
, (419)
tend to zero as β → pi2 , where the shape potential (330) can be written as
C(α, β) =
6∑
j=1
cje
χj(α)| tan β| ,
cj =
(
1, 1, 1,− 12 ,− 12 ,− 12
)
,
χj(α) =
(
− 2 sinα√
6
,−
√
3 cosα−sinα√
6
,−−
√
3 cosα−sinα√
6
,
2 2 sinα√
6
, 2
√
3 cosα−sinα√
6
, 2−
√
3 cosα−sinα√
6
)
.
(420)
We can extract the leading exponent from C by taking
χmax(α) = max{χj(α), j = 1, . . . 6} , (421)
and then rewrite C as
C(α, β) = eχmax| tan β|
cmax + ∑
j 6=max
cje
[χj(α)−χmax(α)]| tan β|
 , (422)
then all the exponents χj(α)−χmax(α) will be negative (this easily generalizes
to the α’s such that two exponents are identical). Then
e−
σ
2
√
tan2 β−γ2C
= eχmax| tan β|−
σ
2
√
tan2 β−γ2
cmax + ∑
j 6=max
cje
[χj(α)−χmax(α)]| tan β|

−−−→
β→pi2
e(χmax−
σ
2 )| tan β|
cmax + ∑
j 6=max
cje
[χj(α)−χmax(α)]| tan β|
 ,
(423)
and the condition for convergence of the above is simply that the exponent of
the prefactor is negative in the β → pi2 limit:
2χmax(α)− σ < 0 . (424)
The above can be written as
σ>2χmax(α)≡
√
8
3 maxα∈(0,2pi]
(
2sinα,
√
3cosα− sinα,−
√
3cosα− sinα
)
. (425)
in Fig. 30 I show a plot of the bound.
As a double-check, we can verify the following fact:
| cosβ| log |C(α, β)| −−−→
β→pi2
χmax(α) , (426)
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Figure 30: Plot of the max of the coefficients χj(α).
which of course implies the bound (424). Plotting | cosβ| log |C(α, β)| vs. α
for a number of values of β that approach pi/2 it can be seen that the function
approaches χmax(α). This is shown in Fig. 31. In the plot I highlighted (dashed
line) the bound given by the Hamiltonian constraint σ/2 ≥ √2/3. In absence
of the scalar field σ/2 =
√
2/3 (dashed line), and there are only three points
where the quiescent bound is respected. This proves the “no quiescence without
massless scalar field” theorem: without scalar field you can achieve quiescence
only if you stick on the three symmetry axes.
Continuation through the Big Bang
Now I am ready to prove the main thesis of this Section: Equations (411)
evolve uniquely through the equator β = pi/2. To prove this I appeal to the
Picard-Lindelo¨f theorem [119], which states that a system of ordinary differen-
tial equation like Eqs. (411) admits a unique solution in an neughbourhood of a
point if, in that neighborhood, the rhs is uniformly Lipschitz continuous in the
dependent variables (α, γ, ω and σ) and continuous in the independent vari-
able (β).60 We can do more than that: we can prove that the rhs of Eqs. (411)
is differentiable in a neighbourhood of any point on the equator. To do this
60Similarly we could use the theorem to prove that the arc-length parametrized equa-
tions (409) admit a unique solution in a neighbourhood of a point on the equator by showing
that rhs is uniformly Lipschitz continuous in the dependent variables (in this case α, β, γ, ω
and σ) and continuous in the independent variable, which in this case is `.
Figure 31: Plot of cosβ log |C(α, β)| vs. α for a series of values of β. It is
apparent how the function approaches χmax(α) as β → pi2 .
we first take the left- and right-limit β → pi/2 of the rhs, and show that they
coincide:
dα
dβ
−−−−→
β→pi2 −
γ ←−−−−
β→pi2 +
dα
dβ
,
dγ
dβ
−−−−→
β→pi2 −
0←−−−−
β→pi2 +
dγ
dβ
,
dω
dβ
−−−−→
β→pi2 −
0←−−−−
β→pi2 +
dω
dβ
,
dσ
dβ
−−−−→
β→pi2 −
0←−−−−
β→pi2 +
dσ
dβ
.
(427)
84
Then we do the same for the left- and right- limit of the derivatives w.r.t. α,
β, γ, ω and σ:
∂
∂α
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
−−−−→
β→pi2 −
(0,0,0,0) ←−−−−
β→pi2 +
∂
∂α
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
,
∂
∂β
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
−−−−→
β→pi2 −
(0,0,0,0) ←−−−−
β→pi2 +
∂
∂β
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
,
∂
∂γ
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
−−−−→
β→pi2 −
(1,0,0,0) ←−−−−
β→pi2 +
∂
∂γ
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
,
∂
∂ω
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
−−−−→
β→pi2 −
(0,0,0,0) ←−−−−
β→pi2 +
∂
∂ω
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
,
∂
∂σ
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
−−−−→
β→pi2 −
(0,0,0,0) ←−−−−
β→pi2 +
∂
∂σ
(
dα
dβ
,
dγ
dβ
,
dω
dβ
,
dσ
dβ
)
.
(428)
The proof above can easily be completed by hand, by observing that the
potential terms (419) all go to zero (if quiescence is achieved, meaning that the
bound (424) is respected) like exp(−const.| tanβ|). Then all these terms, and
their derivatives w.r.t. α, β, γ, ω and σ all vanish at the equator. Then one is
left with the Bianchi I terms, which are easily proved to be differentiable at the
equator. Lipschitz continuity and continuity are weaker than differentiability,
and therefore we have a proof of the main statement: each and every quiescent
Bianchi IX solution can be continued uniquely through the singularity.
13.3 Spherically Symmetric Solutions
As a warmup, let’s start by writing the round metric on the 3-sphere S3:
ds2 = dr2 + sin2 r
(
dθ2 + sin2 θdφ2
)
, (429)
where I used spherical coordinates r ∈ [0, pi], θ ∈ [0, pi], φ ∈ [0, 2pi). Such a
metric admits six killing vectors which close an SO(4) algebra (verification left
as an exercise). If we restrict to the killing vectors which leave invariant the two
poles of the sphere, r = 0 and r = pi, we find an SO(3) subalgebra61. These are
the Killing vectors corresponding to 3D spherical symmetries. A spherically-
symmetric tensor is defined as one whose Lie derivatives with respect to these
three vectors vanish. As it turns out, the most general spherically-symmetric
covariant 2-tensor which is symmetric in its two indices takes the form
Tij = diag
{
T1(r), T2(r), T2(r) sin
2 θ
}
, (430)
depending on only two arbitrary functions of the radial coordinate r. Similarly,
a contravariant symmetric tensor takes the form
Sij = diag
{
S1(r), S2(r), S2(r) sin
−2 θ
}
, (431)
while a contravariant symmetric tensor density gains an overall factor of sin θ,
necessary to compensate the Jacobian of SO(3) transformations when integrat-
ing over it:
Zij = diag
{
S1(r), S2(r), S2(r) sin
−2 θ
}
sin θ . (432)
Finally, a contravariant vector field will only have one component, the radial
one (verifying the last three statements is left as an exercise to the reader):
Xi = diag {X1(r), 0, 0} . (433)
For this reason we can take the following ansatz for the metric gij , the momenta
pij and the shift vector ξi:
gij = diag
{
µ2, σ, σ sin2 θ
}
, (434)
pij = diag
{
f
µ
, 12s,
1
2s sin
−2 θ
}
sin θ , (435)
ξi = (ξ, 0, 0) , (436)
where µ, σ, f , s and ξ are functions of r and, possibly, time (and, obviously,
µ2 > 0 and σ > 0).
61This is called the isotropy subgroup, or stabilizer of SO(4) with respect to the point r = 0.
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Notice that the above coordinate system can be defined on a compact or
noncompact interval of r. The natural choice for the compact case is r ∈ [0, pi],
such that the round metric on S3 takes the form (429), while in the noncompact
case r ∈ [0,∞), as one assumes in the case of the flat metric on R3,
ds2 = dr2 + dθ2 + sin2 θdφ2 . (437)
Such choice is pure convenience and does not determine the metric topology
(i.e. whether the metric makes the manifold compact). This is determined by
the falloff conditions of the metric at the borders of the coordinate patch, which
in turn are the borders of the interval on which r is defined.
In order to have a compact metric topology, the metric has to satisfy the
following regularity conditions at the two poles r = ra, a = S,N (in addition to
the ordinary ones gij <∞, gij <∞):
grr(ra) 6= 0 , g′rr, gθθ, gφφ, g′θθ, g′φφ, −−−→
r→ra
0 , (438)
where the symbol ′ indicates the partial derivative with respect to r. The
momentum tensor has to satisfy similar regularity conditions:
pij <∞, (prr)′, pθθ, pφφ, (pθθ)′, (pφφ)′ −−−→
r→ra
0 , (439)
the regularity conditions for a vector field are the easiest to understand:
ξi <∞, ξr(ra) = (ξr)′(ra) = 0 , (440)
these in fact ensure that the vector field is continuous and with continuous
derivative in a neighbourhood of the pole.
Every spherically symmetric metric is locally conformally flat
The round metric on S3 (429) is locally conformally flat. In fact we can map it to
the flat R3 metric times a conformal factor with the following diffeomorphism:
dr = sin rdy ⇒ y = log tan r2 , r = 2 arctan ey , (441)
then (429) transforms into
ds2 =
1
cosh2 y
(
dy2 + dθ2 + sin2 θdφ2
)
. (442)
This proves that the S3 metric is conformal to the R3 flat metric, but this
relation holds only locally. In particular it holds on any region that does not
include the poles. In fact the diffeomorphism y = log tan r2 is not regular at the
poles r = 0 and r = pi.
Similarly, we can find a diffeomorphism that puts a generic spherically-
symmetric metric (434) into the form of a conformal factor times the round
metric, by defining
µ(r)√
σ(r)
dr =
dy
sin y
, (443)
so that the metric reads
ds2 = sin2 y σ(r(y))
[
dy2 + sin2 y
(
dθ2 + sin2 θdφ2
)]
. (444)
The coordinate transformation from r to y is not always well-defined (one says
that this diffeomorphism gauge choice is not always attainable), depending on
the properties of the functions µ and σ. It is obvious, then, that any spherically-
symmetric metric is locally conformally flat (or conformally spherical). We
reach the same conclusion if we calculate the Cotton tensor (232) (introduced
in Sec 10) of the metric (434): it is identically zero (another exercise for the
reader).
A conformally flat geometry is but a point in shape space, so a vacuum
spherically symmetric solution has no physical degrees of freedom. If we want
a nontrivial dynamical model we have to add some form of matter. This is
what I did in [16] (and its precursors [15, 14]), which I will explain below. To
begin, I need to study the vacuum solutions of the ADM constraints in a CMC
foliation.
Vacuum spherically symmetric solution of the ADM-CMC constraints
The vacuum62 ADM constraints are
H = 1√
g
(
pijpij − 1
2
p2
)
+
√
g(2Λ−R) ,
Hi = −2∇jpji ,
(445)
after replacing the spherically-symmetric ansatz, they turn into
− 1
6σµ2
[
σ2µs2 + 4f2µ3 − 4fσµ2s+ 12σµσ′′ − 12σσ′µ′ − 3µ(σ′)2
−12σµ3 − (〈p〉2 − 12Λ)σ2µ3] = 0 ,
µf ′ − 12sσ′ = 0 ,
(446)
while the CMC constraint p = 〈p〉√g reads
µf + sσ = 〈p〉µσ . (447)
62These constraints are not strictly the vacuum case: I included a cosmological constant,
which doesn’t complicate any calculation, and may be needed to ensure the existence and
uniqueness of the solution to the constraints.
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The last constraint can be solved algebraically, for example for s:
s = 〈p〉µ− µ
σ
f ; (448)
and, after replacing (448) in (446), it is easy to see that the diffeomorphism
constraint can be written as a total derivative:
µ√
σ
(
f
√
σ − 13 〈p〉σ
3
2
)′
= 0 . (449)
The solution of the last equation is
f = 13 〈p〉σ +
A√
σ
, (450)
where A is an integration constant (meaning that it is spatially constant but
can, in principle, still be a function of time. Finally, with a little work one can
check that the Hamiltonian constraint can be rewritten as
− σ
1
2µ
σ′
∂
∂r
[(
σ′
σ
1
4µ
)2
− 4√σ − f
2
√
σ
+ 43Λσ
3
2
]
=
2 f µ
σ′
(
f ′ + 12 f
σ′
σ
− 12 〈p〉σ′
)
,
(451)
where the term
(
f ′ + 12 f
σ′
σ − 12 〈p〉σ′
)
is identical to the diffeomorphism con-
straint and therefore vanishes on-shell. The remaining term is a total derivative,
and we can solve the equation by introducing a new integration constant m,
(σ′)2√
σµ2
− 4√σ − f
2
√
σ
+ 43Λσ
3
2 = −8m. (452)
Replacing the solution (450), and ordering terms by powers of
√
σ:
(σ′)2√
σµ2
− A
2
σ
3
2
+
(
8m− 23 〈p〉A
)− 4√σ + 19 (12 Λ− 〈p〉2)σ 32 = 0 . (453)
the above equation is a relation between σ and µ, and since the latter appears
without derivatives, the easiest thing is to solve with respect to µ:
µ2 =
(σ′)2
A2
σ +
(
2
3 〈p〉A− 8m
)√
σ + 4σ − 19 (12 Λ− 〈p〉2)σ2
. (454)
We found a solution to all our constraints which apparently holds for any choice
of the remaining free function σ(r). This is a reflection of radial diffeomorphism
invariance. In fact notice how grr = µ
2 is homogeneous of degree two in σ′:
the expression µ2dr2 ∝ (σ′dr)2 appearing in the metric is explicitly invariant
under changes of radial coordinate. However the choice of σ(r) is not com-
pletely arbitrary. If we require regularity of the conformal geometry, there are
obstructions to the values that σ can take. In fact, by inspecting (454) we can
see how the right-hand side is not guaranteed to be positive. All depends on
the following sixth-order polynomial of z =
√
σ/m:
P(z) = C2 +
(
1
3 τ C − 2 sign(m)
)
z3 + z4 − 136
(
12λ− τ2) z6 , (455)
where I made all parameters dimensionless by multiplying by the appropriate
power of m:
C =
A
2m2
, τ = m 〈p〉 , λ = m2 Λ . (456)
Notice how the denominator of Eq. (454) coincides with 4m
4
σ P
(√
σ
m
)
. The
polynomial (455) may admit up to three real positive roots (because of Descartes’
rule of signs: there are three possible sign-changes between coefficients). This
means that, depending on the values of the coefficients C2,
(
1
3 τ C ± 2
)
and
1
36
(
12λ− τ2) there may be intervals of values of σ where the polynomial is
negative. Such a situation is not problematic in GR: in those cases µ2 is nega-
tive and the 3-metric is Lorentzian. This just means that our CMC slices have
turned timelike, and therefore the spatial metric changes its signature form Eu-
clidean to Lorentzian somewhere. Here we see a core difference between SD and
GR: in SD a signature change of the metric is a discontinuity of the conformal
geometry, because the signature is a conformal invariant. Therefore in SD we
have to assume that σ is valued within the region(s) where the polynomial (455)
is positive. σ might reach the boundary of such region(s), where the polynomial
has a zero, but regularity of µ2 then demands that σ reaches the boundary with
zero derivative, in such a way that
lim
r→r˜
P(
√
σ/m) = 0 ⇒ lim
r→r˜
(
σ (σ′)2
P(
√
σ/m)
)
<∞ . (457)
In Fig. 32 I give an example of allowed choices of σ(r) whenP has three zeroes.
Since σ has to be continuous, and can only have extrema at the boundaries of the
regionsP > 0, it has to be monotonic in each interval between two consecutive
extrema. This allows us to classify the possible behaviours of the metric at the
poles.
Looking at the boundary conditions for the metric at the poles (438) we see
that we have to have σ(ra) = 0. Fortunately the polynomial is always positive
at σ = 0 because the constant term C2 > 0, so one of the positive intervals
always include σ = 0. A second condition from Eq. (438) is that σ′(ra) = 0.
But now look at Eq. (454): if σ(ra) = σ
′(ra) = 0 then the behaviour of µ at
r = ra depends on the value of A
2. If A 6= 0, then µ(ra) = 0. This violates
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Figure 32: On the right-hand side I show a possible shape for the polynomial
P versus
√
σ/m on the vertical axis. In parallel, on the left, I plotted two
possible choices of σ as a function of r. The intervals in which P > 0 from
the left-hand side plot are projected onto the vertical axis of this last diagram,
so that we one can see that σ is confined within these intervals, and approaches
their boundaries with zero derivative. Notice how in the upper interval, which
is bounded from above and below, one can fit an arbitrary number of extrema of
σ(r), which can be made to ‘bounce’ between these bounds an arbitrary number
of times. In the case of the lower interval which is only bounded from above, σ
can have only one extremum: a maximum, and otherwise has to go to zero.
one of the conditions (438), which states that µ has to be nonzero at the poles.
So if we want a compact and regular metric around the poles we need to have
A = 0. In that case
µ ' (σ
′)2
−8m√σ , (458)
and µ(ra) might be made nonzero with an appropriate choice of σ(r) (namely,
that σ′ goes to zero as fast as σ
1
4 ), but its sign is decided exclusively by the
sign of m. If m > 0 then µ(ra) < 0, which is unacceptable. So m has to be
negative. Then we can get a finite µ(ra) if we assume σ ∼ a2 (r − ra)4/3 + . . .
for small (r − ra). For µ2 we get
µ2 ∼ −2
9
(
a3
m
+
a4(r − ra) 23
2m2
+ . . .
)
, (459)
this implies
µ2(ra) ∼ 4 a
3
9m
, ∂rµ
2(ra)→ −∞ . (460)
Therefore m < 0, A = 0 is not acceptable either, because it violates the con-
dition (grr)
′(ra) = 0. We conclude that in order to have regular poles, both
integration constants A and m have to be zero. If we don’t want to be confined
to the completely trivial case of (Anti-)de Sitter spacetime, we have to couple
the geometry to some matter degrees of freedom. Before doing that, I’ll study
the ADM equations of motion in vacuum, which will be necessary anyway also
in the case with matter (because they will hold wherever the matter density is
zero).
Equations of motion
The ADM equations of motion require previous calculation of the CMC lapse,
which is given by the following equation(
8∆− 2R+ 12Λ− 〈p〉2)N − 6N
g
(
p− 13g trp
)2
= 〈√g lhs〉 . (461)
Under the assumption of spherical symmetry (which for a scalar function like
the lapse is just N = N(r)), the lapse-fixing equation reduces to(
4fs
µσ
− 4f
2
σ2
− 4µ
′σ′
µ3σ
+
4σ′′
µ2σ
− (σ
′)2
µ2σ2
− 4
σ
− s
2
µ2
)
N+
(
12Λ− 〈p〉2)N − (8µ′
µ3
+
8σ′
µ2σ
)
N ′ +
8N ′′
µ2
= 〈√g lhs〉 .
(462)
The above equation is of the form a(r)N(r) + b(r)N ′(r) + c(r)N ′′(r) = w.
The solution is a linear combination of the two linearly independent solutions
of the homogeneous equation a(r)N(r) + b(r)N ′(r) + c(r)N ′′(r) = 0 plus a
particular solution of the inhomogeneous one, which includes the constant term
w =
〈√
g lhs
〉
. We can look for a reformulation of Eq. (462) of the form
F (r)
(
G(r) (H(r)N)
′)′ ≈ w , (463)
where the weak equality symbol ≈ indicates that the above equation is supposed
to hold modulo the Hamiltonian, diffeomorphism and CMC constraints. As is
easy to verify, the homogeneous part of Eq. (463) is formally solved by the
linearly independent equations
N1 =
1
H(r)
, N2 =
1
H(r)
∫
1
G(r)
dr , (464)
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while for the particular solution of the inhomogeneous equation, we may use
the ansatz
N3 =
1
H(r)
∫
T (r)
G(r)
dr , (465)
which turns the equation into
F (r)T ′(r) ≈ w ⇒ T (r) = w
∫
1
F (r)
dr . (466)
Plugging the ansatz (463) into Eq. (462), we get that
H(r) =
2µ
√
σ
σ′
, G(r) =
(σ′)2
µ3
, F (r) =
4
σ′σ1/2
. (467)
Then the formal solution can be written
N =
σ′
2µ
√
σ
(
c1 + c2−
∫
µ3
(σ′)2
dr +
w
6
−
∫
σ3/2µ3
(σ′)2
dr
)
, (468)
where c1 and c2 are the integration constants of the two solutions of the homo-
geneous equation. The symbol −
∫
refers to the principal value integral, which is
needed because its arguments contain the term
µ3
(σ′)2
=
|σ′|(
A2
σ +
(
2
3 〈p〉A− 8m
)√
σ + 4σ − 19 (12 Λ− 〈p〉2)σ2
)3/2 , (469)
which diverges when σ approaches a zero of P (which is an extremum of σ).
This divergence has opposite sign on the two sides of the extremum (the left-
and right- limite are opposite), and the degree of divergence is the same, so
that the following quantity is finite:
−
∫ r2
r1
µ3
(σ′)2
dr = lim
→0
(∫ r˜−
r1
µ3
(σ′)2
dr +
∫ r2
r˜+
µ3
(σ′)2
dr
)
, r1 < r˜ < r2 , (470)
where r˜ is the point where σ has its extremum.
Once we have the lapse we can calculate the equations of motion for the
metric
g˙ij =
2N√
g
(
pij − 12gijp
)
+∇iξj +∇jξi , (471)
using the spherical symmetry ansatz we get that the g˙θθ and g˙φφ equations
completely fix the shift vector:
ξi = δ
r
i (f N + σ˙) /σ
′ . (472)
Replacing the above solution of ξi in the g˙rr equation (as well as the solutions
of the ADM constraints), we find that it depend nontrivially on the lapse.
Fortunately, replacing the solution of the lapse fixing equation (468), we find
that the two principal-value integrals never appear explicitly, they always have
an r-derivative acting on them, and we can use the fact that
∂r−
∫
µ3
(σ′)2
dr =
µ3
(σ′)2
, ∂r−
∫
σ3/2µ3
(σ′)2
dr =
σ3/2µ3
(σ′)2
, (473)
to simplify the expression. The equation then reduces to (with ˙〈p〉 I mean ∂t〈p〉,
that is, the derivative taken after the spatial average)(
〈p〉(4A˙+ 2c2) +A(4 ˙〈p〉+ w)− 96 m˙
)
σ3/2
+
〈p〉
3
(
4 ˙〈p〉+ w
)
σ3 + 6A
(
2A˙+ c2
)
= 0 .
(474)
In order for the above equation to hold for any choice of σ(r) the only possibility
is that
c2 = −2 A˙ , w = −4 ˙〈p〉 , m˙ = 0 . (475)
We fixed two of the three integration constant present in the lapse, c2 and w
(the third cannot be fixed because the system is reparametrization-invariant
and one always has the freedom to specify the value of the lapse at a point).
Moreover, we discovered a conserved quantity: the integration constant m.
This quantity has the significance of ‘mass-energy’, and it is conserved because
the system is spherically symmetric, so it cannot radiate its energy away in
the form of gravitational waves, and a form of conservation of energy similar
to what holds in field theory on Minkowsi spacetime holds. The quantity m
is actually what the Misner–Sharp mass reduces to in vacuum. This concept
of quasi-local mass, introduced in 1964 [120], tries to capture this idea that in
a spherically symmetric situation the only way mass-energy can escape from a
sphere is by a physical flow of matter through the surface of the sphere. The
Misner–Sharp mass is defined as
MMS =
√
σ
2
(
1− (4)gµν∂µ(
√
σ)∂ν(
√
σ)
)
, (476)
where
√
σ = gθθ is the aeral radius coordinate of a spherically-symmetric
metric. Using the definition of the ADM 4-metric, (4)g00 = −N2 + gijξiξj ,
(4)g0i = gijξ
j , (4)gij = gij , we get
MMS =
√
σ
2
[
1− 1
4σ
(
(σ′)2
µ2
− (σ˙ − ξσ
′)2
N2
)]
, (477)
and, using Eq. (472) to replace ξ, and the maximal-slicing condition s = −µf/σ,
MMS =
√
σ
2
− (σ
′)2
8
√
σµ2
+
f2
8
√
σ
= m, (478)
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we get that MMS coincides with the expression (452) defining the integration
constant m.
The equations of motion for the momenta are
p˙ij =
N
2
√
g
gij
(
pk`pk` − 12p2
)− 2N√
g
(
pikpk
j − 12p pij
)
−N√g (Rij − 12gijR+ Λgij)
+∇k(pijξk)− pik∇kξj − pkj∇kξi +√g
(∇i∇jN − gij∆N) ,
(479)
these equations are identically satisfied if one imposes the conditions (475),
and therefore add no further information. We have been able to solve exactly
the spherically symmetric ADM-CMC equations in vacuum (plus, possibly, a
cosmological constant). This is a significant result that can be exploited to
build dynamically meaningful solutions of Shape Dynamics, for example by
using some localized spherically symmetric distribution of matter, which leaves
most of space empty.
Discussion of the roots of P
I here reproduce Eq. (455), rewriting it in a more convenient way:
P(z) = C2 +
(
1
3 τ C − 2 sign(m)
)
z3 + z4 − 136
(
12λ− τ2) z6
= 136
(
6C + τz3
)2 − 13 (2 sign(m) z3 + λ z6)+ z4 , (480)
this equation shows the polynomialP as a function of the dimensionless mass-
weighted areal radius z =
√
σ/m, and of the dimensionless parameters C =
A
2m2 , τ = m 〈p〉, λ = m2 Λ.
We can immediately see that there is a situation in which the polynomial
is always positive: when both the cosmological constant and the Misner–Sharp
mass are negative, λ < 0 and sign(m) = −1 (of course z is assumed positive).
In this case the areal radius
√
σ is allowed to take any value. In all the other
cases, the condition P(z) > 0 gives the interval of values that
√
σ is allowed
to take, expressed in units of m. This condition defines a region in the space
z =
√
σ/m, C and τ which we can plot.
In Fig. 33, 34 and 35 I show the surface P(z) = 0 for a set of values of
λ (positive, zero and negative), and for positive Misner–Sharp mass m > 0.
In Fig. 35 I deal with the negative Misner–Sharp mass case, m < 0. The
axes of the three figures are compactified by taking the arctangent of the three
dimensionless parameters, z, τ and C.
Notice that the surface P(z) = 0 is not invariant under York-time reversal
τ → −τ , but instead it is invariant under simultaneous reversal of τ and C. In
fact C plays the role of a momentum, and momenta change sign upon time-
reversal.
λ < 0 , m > 0
Figure 33: The surface P(z) = 0 for positive Misner–Sharp mass and
two choices of negative cosmological constant.
The situation is different if the Misner–Sharp mass m is zero, because we
cannot use it to make everything dimensionless. In that case, however, we
have a different quantity that is constant in time and we can use to rescale
everything: the cosmological constant Λ. We then introduce u =
√|Λ|√σ,
D = |Λ|A/2, t = 〈p〉/√|Λ| and the polynomial now takes the form
P0(u) = D
2 + 13 tD u
3 + u4 − 136
(
12 sign(Λ)− t2) u6 , (481)
where again we see that if Λ < 0 then P0(u) > 0 for any value of u, D and
t. Therefore we are only left with the case sign(Λ) = +1 to plot, in Fig. 36.
There would be a last case to consider, that of Λ = m = 0, but in this case the
polynomial takes the form
m4P
(√
σ
m
)
= 136
(
3A+ 〈p〉σ 32
)2
+ σ2 , (482)
and is therefore always positive.
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λ ≥ 0 , m > 0
Figure 34: The surface P(z) = 0 for positive Misner–Sharp mass and
four choices of zero or positive cosmological constant. The part of the
surface where τ2 < 12Λ is in yellow, while the part τ2 > 12Λ is in red.
Coupling a thin shell of dust
Above I observed how, in order to have regular poles and a compact manifold,
the integration constants A and m needed to be both zero, which completely
trivializes the system. If we want a nontrivial dynamics we need to introduce
λ > 0 , m < 0
Figure 35: The surface P(z) = 0 for negative Misner–Sharp mass and
four choices of positive cosmological constant. The cases of negative or
zero cosmological constant are not included because the polynomial is always
positive.
some matter degrees of freedom. The simplest form of matter is a point particle,
but a single one would break spherical symmetry, further complicating things.
I will instead consider a collection of point particles, distributed on the surface
of a sphere, with momenta which are identical in norm and pointing radially.
91
Figure 36: The surface P(z) = 0 for zero Misner–Sharp mass and posi-
tive cosmological constant.
In the limit of infinite, infinitesimally small-mass particles, one obtains a thin
spherical shell of pressureless dust. This is the system we are interested in.
We are going to deduce the appropriate contribution of a thin shell of dust
to the constraints of Shape Dynamics from that of a point particle. The Hamil-
tonian and diffeomorphism constraints of ADM gravity coupled to a massive
point particle are
1√
g
(
pijpij − 1
2
p2
)
+
√
g(2Λ−R) + δ(3)(xi − yi)
√
gij pi pj +m20 ,
− 2∇jpji = δ(3)(xi − yi) pi ,
(483)
where yi are the coordinates of the particle, pi its momentum and m0 its rest
mass. The above constraints can be derived from the standard Einstein–Hilbert
action coupled to a point particle, as shown in Appendix B.5. Note that pi is
included as a cotangent vector, and this arises from minimal coupling. It is not
hard to show that the constraints above are first-class.
Now take a uniform distribution of point particles on the surface of a sphere,
and take the continuum limit. The constraints become
1√
g
(
pijpij − 12p2
)
+
√
g(2Λ−R) = −
√
h ρ(R) δ(r −R)
√
grr p2r +m
2
0 ,
− 2∇jpji = δri
√
h ρ(R) δ(r −R) pr ,
(484)
where hab is the metric induced on the sphere by gij , and ρ(R) is a scalar func-
tion to be determined [without weight: the additional weight 1/3 is provided
by the delta function δ(r −R)].
To determine the function ρ(R) we have to ask that changing the radius of
the sphere does not change the number of particles n:∫
dθdφdr
√
h ρ(R) δ(r −R) =
∫
dθdφ
√
h(R, θ, φ) ρ(R) = 4pi n , (485)
then we have
ρ(R) =
4pi n∫
dθdφ
√
h(R, θ, φ)
. (486)
now we can rescale the momentum n pr = P , and the mass nm0 = M of the
single particle into the momentum and the mass of the whole shell, so that n
drops out of the equations. Now we can integrate over
∫
dθdφ,∫
H dθdφ = −4pi δ(r −R)
√
grr P 2 +M2 ,∫
Hi dθdφ = 4pi δriδ(r −R)P ,
(487)
and the three constraints, after assuming the spherically symmetric ansatz, look
− 1
6σµ2
[
σ2µs2 + 4f2µ3 − 4fσµ2s+ 12σµσ′′ − 12σσ′µ′ − 3µ(σ′)2
−12σµ3 − (〈p〉2 − 12Λ)σ2µ3] = δ(r −R)√P 2
µ2
+M2 ,
(488)
µf ′ − 12sσ′ = −
P
2
δ(r −R) , (489)
µf + sσ = 〈p〉µσ , (490)
after solving the CMC constraint w.r.t. s, s = 〈p〉µ − µσf we can rewrite the
second constraint as
µ√
σ
(
f
√
σ − 13 〈p〉σ
)′
= − 12Pδ(r −R) . (491)
The above equation has the form
F ′(r) = G(r) δ(r − r0) ≡ G(r0) δ(r − r0) , (492)
in any open set which does not include r0 the solution to such an equation
is F (r) = const. But because of the delta function on the right-hand side we
cannot assume the continuity of F . In fact, integrating the equation from r = 0
to r one gets
F (r)− F (0) = G(r0) Θ(r − r0) + const. , (493)
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where Θ(x) =
{
0 , x < 0
1 , x > 0
is the Heaviside distribution. Alternatively we can
write
F (r) = F−Θ(r0 − r) + F+ Θ(r − r0) , F+ − F− = G(r0) . (494)
So (491) is solved by
f(r) = 13 〈p〉σ +
A−√
σ
Θ(R− r) + A+√
σ
Θ(r −R) , (495)
with the ‘jump condition’
A+ −A− = −σ
1
2 (R)
2µ(R)
P . (496)
The Hamiltonian constraint can be written as
− σ
1
2µ
σ′
∂
∂r
[(
σ′
σ
1
4µ
)2
− 4√σ − f
2
√
σ
+ 43Λσ
3
2
]
=
2 f µ
σ′
(
f ′ + 12 f
σ′
σ
− 12 〈p〉σ′
)
+ δ(r −R)
√
P 2
µ2
+M2 ,
(497)
according to the diffeomorphism constraint µ
(
f ′ + 12f
σ′
σ − 12σ′〈p〉
)
= −P2 δ(r−
R), so we may replace the second term above, getting[(
σ′
σ
1
4µ
)2
− 4√σ − f
2
√
σ
+ 43Λσ
3
2
]′
= δ(r −R)
f P − σ′
√
P 2
µ2 +M
2
σ
1
2µ
 , (498)
which, again, is in the form (494), and admits the solution (the −8 factor is
there to identify m± with the Misner-Sharp masses of the respective regions)
−
(
σ′
σ
1
4µ
)2
− 4√σ − f
2
√
σ
+ 43Λσ
3
2 = −8m−Θ(R− r)− 8m+Θ(r−R) . (499)
The jump condition, however, in this case is less trivial to determine, because
in the right-hand side of Eq. (498) the discontinuous function f is multiplying
a Dirac delta, which is an expression we cannot make sense of (that equation
should be taken as valid only outside of a neighbourhood of r = R). It is better
to go back to the form (488) of the Hamiltonian constraint,
− 1
6σµ2
[
σ2µs2 + 4f2µ3 − 4fσµ2s+ 12σµσ′′ − 12σσ′µ′ − 3µ(σ′)2
−12σµ3 − (〈p〉2 − 12Λ)σ2µ3] = δ(r −R)√P 2
µ2
+M2 ,
and check which terms in the left-hand side can be divergent at r = R. f
and s are not derived, and therefore they can contribute at most with a theta
function, but not give any Dirac delta. µ and σ have to be continuous because
they are components of the metric. Therefore their first derivatives µ′ and
σ′ can be at most discontinuous but not divergent, like f and s. The second
derivatives µ′′ and σ′′, however, can be divergent, if the first derivatives are
discontinuous. The only second derivative that appears is that of σ, so we can
write
singular part of
(
2σ′′
µ
)
= −δ(r −R)
√
P 2
µ2
+M2 . (500)
So we have to assume that σ is continuous, its first derivative has a jump,
and its second derivative produces a Dirac delta term. The prototype of one
such function is
y(r) = y1(r) + (y2(r)− y2(R))Θ(r −R) , (501)
where y1(r) and y2(r) are continuous functions. Taking its second derivative:
y′′ = y′′1 + y
′′
2 Θ(r −R) + 2y′2δ(r −R) + (y2 − y2(R))δ′(r −R) , (502)
a distribution of the form z(r)δ′(r − R) is not simply z(R)δ′(r − R): with a
smearing it is easy to show that it is equivalent to the distribution −z′(r)δ(r−
R) + z(R)δ′(r −R), and in our case z(R) = limr→R(y2(r)− y2(R)) = 0. Then
the above equation reads
y′′(r) = y′′1 (r) + y
′′
2 (r)Θ(r −R) + y′2(R)δ(r −R) . (503)
In terms of y, it is easy to see that the divergent term in y′′(r) can be written
as y′2(R)δ(r − R) = (limr→R+ y′(r)− limr→R− y′(r)) δ(r − R). Then the jump
condition for σ′′ can be written as
σ′′ =
(
lim
r→R+
σ′(r)− lim
r→R−
σ′(r)
)
δ(r −R) + regular part . (504)
This (times 2/µ) is the only divergent part of Eq. (500), and therefore we can
identify it with the right-hand side:
lim
r→R+
σ′(r)− lim
r→R−
σ′(r) = − 12
√
P 2 +M2µ2(R) , (505)
to produce our second jump condition.
It is convenient, at this point, to define some quantities which will appear
in all the jump conditions below:
lim
r→R+
σ′(r) = γ , lim
r→R−
σ′(r) = κ , σ(R) = ρ2 , (506)
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whatever diffeomorphism gauge we choose, around r = R, σ(r) can be written
as
σ(r) ' ρ2 + γ (r −R)Θ(r −R) + κ (r −R)Θ(R− r) +O ((r −R)2) , (507)
then, from the expression above, it is easy also to deduce that
lim
r→R+
σ˙(r) = 2ρρ˙− γR˙ , lim
r→R−
σ˙(r) = 2ρρ˙− κR˙ , (508)
this relation will be useful later.
We are now in position to demand the continuity of µ. Its expressions inside
and outside of the shell do not coincide:
µ(r) =

|σ′|√
A2−
σ +
(
2
3 〈p〉A−−8m−
)√
σ+4σ− 19 (12 Λ−〈p〉2)σ2
r < R
|σ′|√
A2
+
σ +
(
2
3 〈p〉A+−8m+
)√
σ+4σ− 19 (12 Λ−〈p〉2)σ2
r > R
(509)
and we have to demand that the left and right limit of µ coincide:
lim
r→R+
µ(r) = lim
r→R−
µ(r) , (510)
that is,
|κ|√(
A−+ 13 〈p〉ρ3
2ρ2
)2
− 2m−ρ +1−Λρ
2
3
=
|γ|√(
A++
1
3 〈p〉ρ3
2ρ2
)2
− 2m+ρ +1−Λρ
2
3
, (511)
which is a new equation we have to take into account, together with the jump
conditions above, which, in the new notation, can be written as
γ − κ = − 12
√
P 2 +M2µ2(R) . (512)
Symplectic structure
In order to discuss the dynamics of the system, we need to know which of the
reduced-phase-space variables are canonically conjugate to each other. In other
words, we need to calculate the symplectic form. By definition, the conjugate
variables of the extended phase space are gij and p
ij , as well as R and P .
Therefore the pre-symplectic potential is
θ =
∫
S3
drdθdφ pij δgij + 4pi PδR , (513)
restricting it through spherical symmetry and integrating in dθdφ we get
θ = 4pi
∫ pi
0
dr (2f δµ+ s δσ) + 4pi PδR . (514)
Now we may impose the CMC constraint µ f = µ 〈p〉σ − s σ, and the solution
to the diffeomorphism constraint (495),
θ = 4pi
∫ pi
0
dr
(
2f δµ− µ f
σ
δσ + 〈p〉µ δσ
)
+ 4pi PδR
= −4pi
∫ pi
0
dr
2µ√
σ
δ(f
√
σ) + 〈p〉4pi
∫ pi
0
drµδσ + 4pi PδR
= −8pi
3
∫ pi
0
dr σ µ δ〈p〉+ 4pi PδR
− 8pi
∫ pi
0
µ√
σ
δ [A−Θ(R− r) +A+ Θ(r −R)] .
(515)
now, using Eq. (496) we observe that
−8pi
∫ pi
0
µ√
σ
δ [A−Θ(R− r) +A+ Θ(r −R)]
= −8pi
[
δA−
∫ R
0
dr
µ√
σ
+ δA+
∫ pi
R
dr
µ√
σ
]
+8pi
[
(A+ −A−) µ(R)√
σ(R)
δR
]
= −8pi
[
δA−
∫ R
0
dr
µ√
σ
+ δA+
∫ pi
R
dr
µ√
σ
]
− 4pi P δR ,
(516)
and therefore the symplectic potential reduces to
θ = −2
3
V δ〈p〉 − 8pi
[
δA−
∫ R
0
dr
µ√
σ
+ δA+
∫ pi
R
dr
µ√
σ
]
, (517)
where V = 4pi
∫ pi
0
dr σ µ is the on-shell volume.
Now, in isotropic gauge µ =
√
σ/ sin r, (517) becomes
θ = −2
3
V δ〈p〉+ 8pi(δA+ − δA−) log
(
tan
R
2
)
, (518)
and, recalling Eq. (496), A+ −A− = − 12P sinR, we get
θ = −2
3
V δ〈p〉 − 4pi log
(
tan
R
2
)
δ (P sinR) , (519)
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which, modulo an exact form, is identical to
θ = −2
3
V δ〈p〉 − 4piRδP . (520)
Everything I said so far applies identically to more than one shell. For example,
the symplectic potential in isotropic gauge with many shells turns into θ =
− 23V δ〈p〉 − 4pi
∑
aRaδPa.
At this point, we need to stop a moment to think about the consequences
of having a single shell of dust in an otherwise empty universe. If we want a
compact manifold, both A and m have to be zero at both poles, which with only
one shell means A− = A+ = m− = m+ = 0. Then from the jump condition
associated to the diffeomorphism constraint (496) we deduce that P = 0: the
shell cannot have a nonzero momentum. This in fact completely trivializes the
dynamics of the shell, which has to be in static equilibrium throughout the
whole solution. Such a solution, however trivial, is nevertheless a solution and
should therefore be considered. For this reason, before generalizing the system,
I will now analyze this case.
Single shell in static equilibrium
If we include only one shell of dust, the manifold is divided into two regions
(we will call them ‘+’ and ‘−’) which include a pole. Therefore the integration
constants A and m are zero in both regions, A− = A+ = m− = m+ = 0. Using
this in the solution of the constraints, Eq. (454),
µ2(r) =
(σ′)
4σ − 19 (12Λ− 〈p〉2)σ2
∀r < R , r > R . (521)
Then the continuity of µ across the shell imposes that | lim
r→R+
σ′(r)| = | lim
r→R−
σ′(r)|.
Now, Eq. (512) imposes that
lim
r→R+
σ′(r)− lim
r→R−
σ′(r) = − 12
√
P 2 +M2µ2(R) , (522)
while the first sets P ≈ 0, because A+ = A− = 0. So, unless M = 0, the left
and right limits of σ′ must be equal in magnitude but opposite in sign:
lim
r→R+
σ′(r) = − lim
r→R−
σ′(r) = − 14
√
P 2 +M2µ2(R) ≈ − 14Mµ(R) . (523)
Assuming A− = A+ = m− = m+ = 0 we can calculate explicitly the metric
in isotropic coordinates, such that ds2 = µ2(r)
[
dr2 + sin2 r
(
dθ2 + sin2 θdφ2
)]
,
which implies σ = sin2 r µ2. This last condition can be considered as a differ-
ential equation for σ:
(σ′)2
4σ − 19 (12 Λ− 〈p〉2)σ2
=
σ
sin2 r
, (524)
Figure 37: The ‘single shell’ universe: the spatial manifold has the topology
of the sphere S3 and contains one thin shell which divides the manifold into the
N and S polar regions. Both regions have to have A+ = A− = m+ = m− = 0
in order for the geometry to be regular at the poles. The shell is characterized
by a coordinate-radius degree of freedom R and a radial-momentum degree of
freedom P , which are related to the jump in the integration constants A, m and
k. Since A+ = A− = 0, the momentum of the shell, P is forced to vanish.
which is solved by
σ =
36
12Λ− 〈p〉2
[
1−
(
1− k2 tan2 r2
1 + k2 tan2 r2
)2]
. (525)
In order for the solution above to be positive, we should assume k real if 12Λ−
〈p〉2, and imaginary otherwise. In other words, the quantity k2/(12Λ− 〈p〉2) is
always positive.
As stated in Eq. (523) the function σ(r) needs to flip sign of its derivative
at r = R. If we call k−(k+) the value of the integration constant k at the left
(right) of the shell, we can impose
lim
r→R−
σ′(k−, r) = − lim
r→R+
σ′(k+, r) , (526)
such an equation admits the following solution:
k+ =
cot2 R2
k−
, (527)
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Figure 38: Plot of the solution of Eq. (528) for a particular choice of R for
various values of k.
which implies that the full expression of σ(r) at each side of the shell is
σ = 3612Λ−〈p〉2 ×
 1−
(
1−k2 tan2 r2
1+k2 tan2 r2
)2
for r < R
1−
(
k2−cot4 R2 tan2 r2
k2+cot4 R2 tan
2 r
2
)2
for r > R
, (528)
in Fig. 38 I plot the function σ of Eq. (528), divided by 12Λ−〈p〉
2
36 for a range
of values of k and for a particular choice of R. We then have a 1-parameter
family of metrics which are exact solutions of the local parts of the constraints.
All that is left over to solve are the jump conditions. The diffeomorphism one
simply reduces to the constraint P ≈ 0, while the Hamiltonian one takes a more
complicated functional form:
h(k,R, 〈p〉) = lim
r→R+
σ′(r)− lim
r→R−
σ′(r) + 12
√
P 2 +M2σ(R) sin−2R
=
8 k2 cos
(
R
2
) [
k2 − cot2 (R2 )]
sin3
(
R
2
) [
k2 + cot2
(
R
2
)]3 + 12√P 2 +M2σ(R) sin−2R ≈ 0 .
(529)
We are left with a 4-dimensional phase space, (R,P, k, 〈p〉) and two constraints:
P ≈ 0, h ≈ 0. We need to perform a Dirac analysis and check whether the
constraints are first- or second-class. To do so we need to calculate the sym-
plectic form. Recall from the previous Section that the symplectic potential in
isotropic gauge is θ = − 23V δ〈p〉 − 4piRδP . The volume V is a function of R, k
and 〈p〉:
V = 4pi
∫
drσµ = 8pi
∫ σ(R)
0
σdσ√
4σ − 19 (12 Λ− 〈p〉2)σ2
= 1728pi
(12Λ−〈p〉2)3/2
{
tan−1
[
k tan
(
R
2
)]− k tan(R2 )(1−k2 tan2(R2 ))
(k2 tan2(R2 )+1)
2
}
.
(530)
The variation of the volume takes a simple form:
δV =
8k2 sin2R(sinRδk + k δR)
(1 + k2 + (1− k2) cosR)3 , (531)
so the symplectic potential is simply
ω = δθ = −2
3
w(R, k) (sinRδk ∧ δ〈p〉+ k δR ∧ δ〈p〉)− 4piδR ∧ δP , (532)
where w(R, k) = 8k
2 sin2 R
(1+k2+(1−k2) cosR)3 . Now, the Poisson brackets between any
two phase-space functions are given by the inverse of the symplectic form:
{f, g} = ∂if (ω−1)ij ∂jg , (533)
and since
ωij =
1
2

0 − 23w sinR 0 0
2
3w sinR 0
2
3w k 0
0 − 23w k 0 −4pi
0 0 4pi 0
 , (534)
(where i, j = (k, 〈p〉, R, P ), the inverse can be shown to be
(ω−1)ij =

0 3w sinR 0 − 12pi ksinR
− 3w sinR 0 0 0
0 0 0 12pi
1
2pi
k
sinR 0 − 12pi 0
 . (535)
Then the Poisson brackets take the following explicit form:
{f, g} = 1w sinR
[
3
(
∂f
∂k
∂g
∂〈p〉 − ∂f∂〈p〉 ∂g∂k
)
− 12piw k
(
∂f
∂k
∂g
∂P − ∂f∂P ∂g∂k
)]
+ 12pi
(
∂f
∂R
∂g
∂P − ∂f∂P ∂g∂R
)
.
(536)
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The Poisson brackets between h(k,R, 〈p〉) and P then is:
{h, P} = − 1
2pi
k
sinR
∂h
∂k
+
1
2pi
∂h
∂R
, (537)
and an explicit calculation reveals that
{h, P} ≈ −cotR
2pi
h ≈ 0 , (538)
so the two constraints are first-class.
We have a four-dimensional phase space with two first-class constraints.
One linear combination of the constraints can be interpreted as generating
gauge transformations and indicating an unphysical degree of freedom, but the
other linearly independent one cannot (see Sec. 6.2), because it plays the role
of Hamiltonian constraint generating the dynamics. It is convenient to take
P ≈ 0 as the gauge constraint, which can be gauge-fixed with
χ = R− R¯ ≈ 0 , (539)
where R¯ ∈ (0, pi) is any function of time (the simplest choice is a constant).
χ is trivially first-class with respect to h and second-class with respect to P .
Replacing the gauge constraint P ≈ 0 and the gauge fixing χ ≈ 0 in the leftover
Hamiltonian constraint h ≈ 0 we get
h ∝ M√
2 cos4 R¯2
(
k2 tan2 R¯2 + 1
)2 −
√
36 k2
12Λ− 〈p〉2
8 cos R¯2
(
k2 − cot2 R¯2
)
sin3 R¯2
(
k2 + cot2 R¯2
)3 ≈ 0 ,
(540)
Assuming that 12Λ > 〈p〉2, we can take k real and positive, and the above
equation is equivalent to the following sixth-order polynomial in k:(
k2 + cot2 R¯2
)(
k4m− 96k3 cot R¯2 + 2k2m cot2 R¯2 + 96k cot3 R¯2 +m cot4 R¯2
)
= 0 ,
(541)
where m = M
√
12Λ− 〈p〉2.
We can assume that k2 6= − cot2 R¯2 because k ∈ R (otherwise σ would be
negative), so Eq. (541) is equivalent to a fourth-order equation. Its discriminant
is proportional to
m2
(
m2 − 576)2 sin20(R¯) csc8( R¯
2
)
,
which is always positive. Therefore there are either four or zero real roots.
The former case holds only if both
(
m2 − 1728) sin4 ( R¯2 ) sin2(R¯) < 0 and
(
m2 − 576) sin8 ( R¯2 ) sin4(R¯) < 0. So, in order for real roots to exist, we have
to have m2 < 576, that is,
M2 <
242
12Λ− 〈p〉2 . (542)
In summary, we found that the dynamics of the single-shell universe is com-
pletely trivial: the radial coordinate of the shell, R is unphysical (even in
isotropic gauge), because its conjugate momentum P is a first-class constraint.
All we can do is to impose P ≈ 0 in h(k,R, 〈p〉) ≈ 0 and we get a functional
relation between k and 〈p〉. For a given value of the rest mass M this com-
pletely fixes the CMC metric as a function of the York time 〈p〉. In Fig. 39 I
plot σ(R) and the volume V from Eq. (530) as functions of York time 〈p〉, for
a set of choices of M between 0 and the maximum 24/
√
12Λ− 〈p〉2.
We were able to solve analytically the single-shell universe, because in this
case the isotropic gauge condition leads to an equation for σ, (524), that can
be solved exactly. However this will be a luxury that we cannot afford in the
following section, and we need to be prepared to study the dynamics even when
an explicit solution of the Hamiltonian constraint in isotropic gauge is not avail-
able. For this reason, in preparation to the next section, I here calculate again
the symplectic potential without assuming any particular radial gauge. I will
instead try to exploit as much as I can all the gauge-independent information
we have about the form of the solution of the constraints. To do so, I need to
make only reference to the variables ρ =
√
σ(R) (the areal radius of the shell),
A+ and A−, which do not depend on the radial gauge (as opposed to R and
P , which, being related to a coordinate system, take a meaning only when a
radial gauge is fixed).
Let’s begin with the form (518) for the pre-symplectic potential:
θ = −2
3
V δ〈p〉 − 8pi
[
δA−
∫ R
0
dr
µ√
σ
+ δA+
∫ pi
R
dr
µ√
σ
]
, (543)
introducing the theta functions
Θ+(r) = Θ(r −R) , Θ−(r) = Θ(R− r) , (544)
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Figure 39: Plot of σ(R) (left) and V (right) as functions of York time 〈p〉
for a set of values of the rest mass. The vertical axis has been compactified by
taking the arctan. As we can see, for each choice of the dimentionless param-
eter M
√
12Λ there are two conjugate solutions: one which goes from infinite
volume/areal radius at the shell (at 〈p〉 = −√12Λ) to a finite minimum (at
〈p〉 = 0) and back to infinity (at 〈p〉 = +√12Λ). Another one that goes from a
finite volume/areal radius (at 〈p〉 = ±√12Λ) to a finite maximim (at 〈p〉 = 0).
In the zero-rest-mass limit the first kind of solutions tend to an acceptable re-
sult: two compact patches of de Sitter universe glued at their border, which is
delimited by a lightlike shell. The second kind stops making sense as M → 0:
both the areal radius σ(R) and the volume are zero throughout the solution. In
the opposite limit, M → 24√
12Λ
, the solution ceases to be smooth, because the first
and second kind of solutions meet at a point at 〈p〉 = 0, and dσ(R)/d〈p〉 has a
discontinuity at that point. This is a signal that at that point the ‘cosmological
horizon scale’ associated to the cosmological constant and the ‘Schwarzschild
horizon scale’ associated to the mass-energy of the shell coincide. The physics
of this family of solutions that I uncovered will be investigated in future works.
we can write the potential as
∑
β∈{+,−}
∫ pi
0
(
1
3σ
3/2(r) δ〈p〉+ δAβ
)
Θβ(r) |σ′|dr√
A2β +
(
2
3 〈p〉Aβ − 8mβ
)
σ3/2 + 4σ2 − 19 (12 Λ− 〈p〉2)σ3
=−
∫ σ(R)
0
(
∂F−[A−, 〈p〉, σ]
∂〈p〉 δ〈p〉+
∂F−[A−, 〈p〉, σ]
∂A−
δA−
)
dσ
−
∫ σ(R)
0
(
∂F+[A+, 〈p〉, σ]
∂〈p〉 δ〈p〉+
∂F+[A+, 〈p〉, σ]
∂A+
δA+
)
dσ ,
(545)
where
Fβ=log
(
Aβ+
1
3 〈p〉σ3/2
√
A2β+
(
2
3 〈p〉Aβ−8mβ
)
σ3/2+4σ2− 19 (12Λ−〈p〉2)σ3
)
.
(546)
Then the symplectic form is
ω =δθ = −8pi
(
∂F−[A−, 〈p〉, σ(R)]
∂〈p〉 δ〈p〉+
∂F−[A−, 〈p〉, σ(R)]
∂A−
δA−
+
∂F+[A+, 〈p〉, σ(R)]
∂〈p〉 δ〈p〉+
∂F+[A+, 〈p〉, σ(R)]
∂A+
δA+
)
∧ δσ(R) .
(547)
applying A± = m± = 0
ω = −16pi
3
 σ3/2(R)√
4σ2(R)− 19 (12 Λ− 〈p〉2)σ3(R)
 δ〈p〉 ∧ δσ(R) . (548)
The above equation is essentially stating that the variables σ(R) and 〈p〉 are
canonically conjugate.
Let’s now discuss the constraints imposed by the jump conditions. The
diffeomorphism jump condition [Eq. (496)] is now just a definition of P , which is
not a dynamical variable anymore. The Hamiltonian jump condition [Eq. (512)]
can be written in a way that depends only on ρ, A+ and A−. In fact, define
κ = limr→R− σ′(r) and γ = limr→R− σ′(r). Using Eq. (496) into the second
one:
γ − κ = − 12
√
4 (A+−A−)
2
ρ2 µ
2(R) +M2µ2(R) , (549)
and dividing by |µ(R)|
γ
|µ(R)| −
κ
|µ(R)| = −
1
2
√
4 (A+−A−)
2
ρ2 +M
2 , (550)
we can square the above equation and reorder
γ2
µ2(R)
+
κ2
µ2(R)
− (A+ −A−)
2
ρ2
− 14M2 = 2
γ κ
µ2(R)
, (551)
and taking another square(
γ2
µ2(R)
+
κ2
µ2(R)
− (A+ −A−)
2
ρ2
− 14M2
)2
= 2
γ2
µ2(R)
κ2
µ2(R)
, (552)
the equation only depends on γ
2
µ2(R) =
(limr→R− σ
′(r))
2
µ2(R) and
κ2
µ2(R) =
(limr→R+ σ
′(r))
2
µ2(R) .
Now we can use the left- and right- limits of Eq. (454) to get rid of κ/µ2(R)
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and γ/µ2(R):
γ2
µ2(R)
=
A2−
ρ
+
(
2
3 〈p〉A− − 8m−
)
ρ+ 4ρ2 − 19
(
12Λ− 〈p〉2) ρ4 ,
κ2
µ2(R)
=
A2+
ρ
+
(
2
3 〈p〉A+ − 8m+
)
ρ+ 4ρ2 − 19
(
12Λ− 〈p〉2) ρ4 , (553)
and we have our contraint purely in terms of ρ, A+ and A−. Now we can
use the boundary conditions at the poles, A± = m± = 0, and the constraint
simplifies to:
M2
16
+ 19
(
12Λ− 〈p〉2) ρ4 − 4ρ2 = 0 . (554)
The above constraint admits a real positive ρ only when M2(12Λ−〈p〉2) < 242,
which is the same upper bound on the mass that we found above. Moreover, if
we plot the solutions of (554) w.r.t. ρ2 as functions of 〈p〉 we obtain the same
diagram as the left one in Fig. 39. We were therefore able to extract the same
amount of information as before, but without having to fix the radial gauge.
We were able to solve every aspect of the ‘single-shell universe’ analytically.
The result is a system whose dynamics is completely trivial: the coordinate
position of the shell R is a gauge degree of freedom (the diffeomorphism con-
straint reduces to P ≈ 0 which implies that the conjugate variable, R, is a
gauge direction). The gauge-invariant degrees of freedom are all completely
constrained: once we specify the rest mass of the shell M in units of the cosmo-
logical constant Λ the evolution is completely fixed and admits no integration
constants: there are no adjustable parameters that we can choose to set initial
data. The space of solutions is just a point. This system is, therefore, too
trivial for our purposes. We need to add degrees of freedom in order to have a
nontrivial solution space.
The next thing in order of simplicity that we can do is to add a concentric
shell, which adds a pair of canonical degrees of freedom and makes the system
nontrivial.
Twin shell universe
Let’s call the two shells N (‘northern’) and S (‘southern’). Their canonical
variables will be RN, RS, PN and PS. The two shells divide the 3-sphere in three
regions: N and S (the ‘north’ and ‘south’ polar caps), and B, the ‘belt’ region
between the two shells. The associated integration constants will be called AN,
mN, AB, mB, AS and mS.
These integration constants will satisfy, at each shell, the same jump con-
ditions we found above. The three A integration constant will satisfy two
Figure 40: The ‘twin-shell’ universe: the spatial manifold has the topology
of the sphere S3 and two concentric thin shells, which divide the manifold into
three regions: the north and south polar regions indicated with N and S, and the
‘belt’ region in between, indicated with a B. The shell closer to the north pole
will be indicated as the N shell, and the other will be the S shell. Each region
will have different values of the integration constants A and m, but regularity
demands that these constants both vanish in the two polar regions. Moreover
the two shells will come equipped with a coordinate-radius degree of freedom RS,
RN and with a radial-momentum degree of freedom PS, PN. These degree of
freedom will be related to the jump in the integration constants A and m.
conditions like Eq. (496):
AB −AS = −
√
σ(RS)
2µ(RS)
PS , AN −AB = −
√
σ(RN)
2µ(RN)
PN . (555)
Now, calling σ(RS) = ρ
2
S, σ(RN) = ρ
2
S, and
γS,N = lim
r→R+S,N
σ′(r) , κS,N = lim
r→R−S,N
σ′(r) , (556)
the conditions that ensure the continuity of µ at the two shell are the same as
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Eq. (511),
|κS|√(
AS+
1
3
〈p〉ρ3
S
2ρ2
S
)2
− 2mSρS +1−
Λρ2
S
3
=
|γS|√(
AB+
1
3 〈p〉ρ3B
2ρ2B
)2
− 2mBρB +1−
Λρ2B
3
,
|κN|√(
AB+
1
3
〈p〉ρ3
B
2ρ2
B
)2
− 2mBρB +1−
Λρ2
B
3
=
|γN|√(
AN+
1
3 〈p〉ρ3N
2ρ2N
)2
− 2mNρN +1−
Λρ2N
3
.
(557)
Finally, the jump condition that ensures that the Hamiltonian constraint holds
are two copies of Eq. (512):
γS − κS = − 12
√
P 2S +M
2
S µ
2(RS) , γN − κN = − 12
√
P 2N +M
2
Nµ
2(RN) . (558)
Using Eq. (555) into Eqs. (558)
κS
|µ(RS)| −
γS
|µ(RS)| =
√
(AS−AB)2
ρ2S
+ 14M
2
S ,
κN
|µ(RS)| −
γN
|µ(RN)| =
√
(AB−AN)2
ρ2N
+ 14M
2
N .
(559)
by taking twice the square of the above equations, we can make them indepen-
dent of the signs of κS,N and γS,N,(
κ2S
µ2(RS)
+
γ2S
µ2(RS)
− (AS−AB)2
ρ2S
− 14M2S
)2
= 4
κ2S
µ2(RS)
γ2S
µ2(RS)
,(
κ2N
µ2(RS)
+
γ2N
µ2(RN)
− (AB−AN)2
ρ2N
+ 14M
2
N
)2
= 4
κ2N
µ2(RS)
γ2N
µ2(RN)
.
(560)
now, using the definition of µ(r) at r = RS and r = RS,
γ2S
µ2(RS)
=
(
AS+
1
3 〈p〉ρ3S
ρS
)2
− 8mS ρS + 4ρ2S − 4Λρ
4
S
3 ,
κ2S
µ2(RS)
=
(
AB+
1
3 〈p〉ρ3S
ρS
)2
− 8mB ρS + 4ρ2S − 4Λρ
4
S
3 ,
γN2
µ2(RN)
=
(
AB+
1
3 〈p〉ρ3N
ρN
)2
− 8mB ρN + 4ρ2N − 4Λρ
4
N
3 ,
κ2N
µ2(RS)
=
(
AN+
1
3 〈p〉ρ3N
ρN
)2
− 8mN ρN + 4ρ2N − 4Λρ
4
N
3 ,
(561)
and recalling that, in order to keep the poles compact and smooth we need to
have AS = AN = 0 and mS = mN = 0,
63 we end up with the following two
on-shell conditions:
M4S
16
+ 4A2B
(
Tρ2S − 4
)
+M2S ρS
(
Tρ3S − 4ρS − 2X
)
+ 16X2ρ2S = 0 ,
M4N
16
+ 4A2B
(
Tρ2N − 4
)
+M2NρN
(
Tρ3N − 4ρN − 2X
)
+ 16X2ρ2N = 0 .
(562)
63See the discussion on page 88.
where T = 19
(
12Λ− 〈p〉2) and X = 16 〈p〉AB − 2mB. Conditions (562) are
two identical equations involving the same AB and two different areal radii
ρa = (ρS, ρN) and rest-masses Ma = (MS,MN). By rescaling both equations
with appropriate powers of mB we can make them dimensionless. This requires
introducing dimensionless variables analogue to those of Eq. (456):
C =
AB
2m2B
, τ = |mB| 〈p〉 , λ = m2B Λ , za =
ρa
mB
, Ma = |mB|µa . (563)
Then the two Equations (562) can be written
µ4a
16
=µ2aza
[
2
3Cτ+
1
9z
3
a
(
τ2−12λ)+4za∓4]− 643 [C2(λz2a−3)+3z2a∓Cτz2a], (564)
where in ∓ we choose the sign − if mB is positive, or + if it is negative. The
above equation gives, for each choice of constants λ and µa, and sign of mB, a
surface in the 3D space za, τ , C, which is the same as that of Fig. 33, 34, 35,
and 36, which represented the regions which are excluded by the existence of
a solution of the Hamiltonian constraint. We need to combine those diagrams
with a plot of the on-shell surfaces (564) to check whether they intersect the
forbidden region. To do this I will choose, for each choice of signs of λ and mB,
one particular choice of λ, together with four on-shell surfaces corresponding
to four representative choices of µa. The following Figures 41, 42, 43 and 44
show explicitly that the on-shell surface never crosses the forbidden region.
After that, in Fig. 45 and 46 I will show two further cases, which were not
included in Fig. 33, 34, 35 and 36, because in these cases there is no forbidden
region. These are when the cosmological constant is negative and the Misner–
Sharp mass is negative or zero. The forbidden region is absent, but the on-shell
surface is still there.
100
λ < 0 , m > 0
Figure 41: The surfaceP(za) = 0 of Fig. 33 for mB > 0, λ = −10 (in yellow),
together with the on-shell surface (in transparent green), for four choices of the
ratio Ma/mB. Some constant-τ curves on the on-shell surface are represented
in blue to help localize the surface.
λ > 0 , m > 0
Figure 42: The surface P(za) = 0 of Fig. 34 for mB > 0, λ = 0.1 > 0 (in
yellow/red), together with the on-shell surface (in transparent green), for four
choices of the ratio Ma/mB.
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λ > 0 , m < 0
Figure 43: The surface P(za) = 0 of Fig. 35 for mB < 0, λ = 10 > 0 (in
yellow/red), together with the on-shell surface (in transparent green), for four
choices of the ratio Ma/mB.
λ > 0 , m = 0
Figure 44: The surface P(za) = 0 of Fig. 36 for mB = 0 (in yellow/red),
together with the on-shell surface (in transparent green), for four choices of the
ratio Ma/λ.
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λ < 0 , m < 0
Figure 45: On-shell surface for negative λ and mB, for four choices of the
ratio Ma/mB. In this case there is no excluded region because for this choice of
signs of λ and mB all values of the parameters are admissible.
λ < 0 , m = 0
Figure 46: On-shell surface for negative λ and mB = 0, for four choices of the
ratio Ma/|λ|. In this case too there is no excluded region because with mB = 0
and for this choice of signs of λ all values of the parameters are admissible.
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What one would like to do now is to solve all equations and identify the
minimal core of dynamical variables that are needed for a description of the
system, i.e., find the reduced phase space. This cannot be done in isotropic
gauge as was done in the case of a single shell. However we can repeat what was
done at the end of that section, and concentrate on gauge-independent variables
(ρS, ρN, AS, AB, AN) and try to calculate the symplectic form in terms of those
variables alone. This turns out to be possible also in the ‘twin-shell’ case.
Symplectic form
The generalization of the pre-symplectic potential (518) to the case of two shells
is:
θ = −8pi
∑
β∈{S,B,N}
∫ pi
0
Θβ(r)
[
1
3
µσ δ〈p〉+ µ√
σ
δAβ
]
dr , (565)
where
Θβ(r) =

Θ(RS − r) β = S ,
Θ(r −RS)Θ(RN − r) β = B ,
Θ(r −RN) β = N .
(566)
We can write
θ=−8pi
∑
β∈{S,B,N}
∫ 0
pi
(
1
3σ
3/2(r)δ〈p〉+δAβ
)
Θβ(r)|σ′|dr√
A2β+
(
2
3 〈p〉Aβ−8mβ
)
σ3/2+4σ2− 19 (12Λ−〈p〉2)σ3
=−8pi
∑
β∈{S,B,N}
∫ pi
0
(
∂Fβ [Aβ ,〈p〉,σ]
∂〈p〉 δ〈p〉+
∂Fβ [Aβ ,〈p〉,σ]
∂Aβ
δAβ
)
|σ′|dr,
(567)
where
Fβ = log
(√
A2β+
(
2
3 〈p〉Aβ−8mβ
)
σ3/2+4σ2− 19 (12Λ−〈p〉2)σ3+Aβ+ 13 〈p〉σ3/2
)
.
(568)
The boundary conditions force σ to be zero at the poles, and rise monoton-
ically away from the poles up to the location of the two shells, RS and RN. In
the ‘belt’ region, σ has to be piecewise monotonic except when its value reaches
a zero of the polynomial A2B +
(
2
3 〈p〉AB − 8mB
)
σ
3
2 + 4σ2 − 19
(
12 Λ− 〈p〉2)σ3.
A situation of particular interest is when Λ > 0 and 〈p〉2 < 12 Λ, so that there
is a maximal positive root of the polynomial whose value is dominated by Λ
(a cosmological curvature scale). Then a consistent choice is to have σ grow
monotonically from RS to rmax, the location of its absolute maximum, and then
decrease monotonically from rmax to RN (see Fig. 47). This means that our
pre-symplectic potential can be written
θ=−8pi
[∫ ρ2S
0
(
∂FS
∂〈p〉δ〈p〉+
∂FS
∂AS
δAS
)
dσ+
∫ ρ2max
ρ2S
(
∂FB
∂〈p〉δ〈p〉+
∂FB
∂AB
δAB
)
dσ+
∫ ρ2max
ρ2N
(
∂FB
∂〈p〉δ〈p〉+
∂FB
∂AB
δAB
)
dσ+
∫ ρ2N
0
(
∂FN
∂〈p〉δ〈p〉+
∂FN
∂AN
δAN
)
dσ
]
,
(569)
and since
∂Fβ [Aβ , 〈p〉, σ]
∂〈p〉 =
1
3
σ3/2
∂Fβ [Aβ , 〈p〉, σ]
∂Aβ
, (570)
we can write
θ = −8pi
[ ∫ ρ2S
0
∂FS
∂AS
(
1
3σ
3
2 δ〈p〉+ δAS
)
dσ +
∫ ρ2max
ρ2S
∂FB
∂AB
(
1
3σ
3
2 δ〈p〉+ δAB
)
dσ+
∫ ρ2max
ρ2N
∂FB
∂AB
(
1
3σ
3
2 δ〈p〉+ δAB
)
dσ +
∫ ρ2N
0
∂FN
∂AN
(
1
3σ
3
2 δ〈p〉+ δAN
)
dσ
]
.
(571)
The symplectic form is then
δθ=−8pi
[
∂FS[σ=ρ
2
S]
AS
δρ2S∧
(
1
3ρ
3
Sδ〈p〉+δAS
)−∂FB[σ=ρ2S]
AB
δρ2S∧
(
1
3ρ
3
Sδ〈p〉+δAB
)]
−16pi∂FB[σ=ρ
2
max]
AB
δρ2max∧
(
1
3ρ
3
maxδ〈p〉+δAB
)
−8pi
[
∂FN[σ=ρ
2
N]
AN
δρ2N∧
(
1
3ρ
3
Nδ〈p〉+δAN
)−∂FB[σ=ρ2N]
AB
δρ2N∧
(
1
3ρ
3
Nδ〈p〉+δAB
)]
.
(572)
We can prove that ρ2max completely disappears from the symplectic form. In
fact ρ2max is a solution of the equation
A2B +
(
2
3 〈p〉AB − 8mB
)
ρ3max + 4 ρ
4
max − 19
(
12 Λ− 〈p〉2) ρ6max = 0 . (573)
Varying the above equation w.r.t. ρmax, AB and 〈p〉 we get an identity for δρmax:
δρ2max = f [ρmax, AB, 〈p〉]
(
1
3ρ
3
maxδ〈p〉+ δAB
)
, (574)
and therefore the only term containing ρmax vanishes:
−16pi∂FB[σ=ρ
2
max]
AB
δρ2max∧
(
1
3ρ
3
maxδ〈p〉+δAB
)
=−16pi∂FB[σ=ρ
2
max]
AB
f [ρmax,AB,〈p〉]
(
1
3ρ
3
maxδ〈p〉+δAB
)∧( 13ρ3maxδ〈p〉+δAB)=0.
(575)
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We can finally use the boundary conditions at the poles, AS = mS = AN =
mN = 0, and we get the following nondegenerate 2-form (ω = δθ):
ω∝
8pi
3 ρ
3
Sδρ
2
S∧δ〈p〉+3δρ2S∧δAB√
A2B+
(
2
3 〈p〉AB−8mB
)
ρ3S+4ρ
4
S− 19 (12Λ−〈p〉2)ρ6S
−
8pi
3 ρ
3
Sδρ
2
S∧δ〈p〉√
4ρ4S− 19 (12Λ−〈p〉2)ρ6S
+
ρ3Nδρ
2
N∧δ〈p〉+3δρ2N∧δAB√
A2B+
(
2
3 〈p〉AB−8mB
)
ρ3N+4ρ
4
N− 19 (12Λ−〈p〉2)ρ6N
−
8pi
3 ρ
3
Nδρ
2
N∧δ〈p〉√
4ρ4N− 19 (12Λ−〈p〉2)ρ6N
,
(576)
The above 2-form is nondegenerate in the 4-dimensional phase space coordi-
natized by 〈p〉, AB, ρS and ρN. To reach the above expression we used every
constraint that was at our disposal (the solution of the Hamiltonian, diffeomor-
phism and conformal constraint, and the two diffeomorphism jump conditions),
except the two jump conditions associated to the Hamiltonian constraint. No-
tice that we didn’t need to use a diffeomorphism gauge fixing to get a nonde-
generate symplectic form, because we were able to recast the pre-symplectic
form in a reparametrization-invariant form. In other terms, we avoided having
to completely gauge fix our constraints by expressing the symplectic form in
terms of a maximal system of gauge-invariant quantities.
Breakdown of the ADM description
In this section I will discuss the conditions under which the ADM description
of the system breaks down. To do this, I need first to show how the on-shell
relations (564) are to be used to provide boundary conditions for the metric in
a context with two shells. Consider a constant-York-time slice τ = const.. In
Fig. 47 I plot the ‘forbidden’ regionP < 0 in red in the plane (C, z). In green I
show a series of on-shell curves, solutions of (564) for different values of the rest-
mass (normalized by |mB|): M/|mB|. Among these, two curves will correspond
to the rest mass of the two shells, MN and MS. I plot those in black. If we choose
a value of AB, through Eq. (564) we are also fixing the value of the areal radii of
the two shells, ρS and ρN, which can be read in the diagram as the ordinates of
the corresponding points on the two black on-shell curves. This is like fixing the
total energy of a one-dimensional system; the relation between position (areal
radius) and momentum (given by A) is thereafter completely determined. The
constraints of the system do not allow for independent behaviour of the two
shells: they are ‘interlocked’. Moreover, if λ > 0, we also fix a maximum areal
radius ρmax that the metric can support, which is essentially determined by
the cosmological constant (in Fig. 47 it is the border of the top disconnected
component of the red forbidden region). Given all this data, we can determine
an attainable form for the θθ component of the metric (σ(r), the areal radius
squared): it will monotonically interpolate σ = 0 with σ = ρ2S (resp. ρ
2
N)
from r = 0 (resp. pi) to r = RS (resp. RN). Then its derivative will have,
at r = RS (resp. r = RN) a certain jump determined by Eqs. (558). In the
region in between (the ‘belt’ region) σ will go from σ(RS) = ρ
2
S to a maximum
σ(rmax) = ρ
2
max and then down to σ(RN) = ρ
2
N. Away from r = rmax, σ will be
monotonic. All of this is illustrated by the Cartesian diagram on the right of
Fig. 47. Notice that, while interpolating in the belt region from one shell to
the other, we could have alternatively avoided having the areal radius reach the
maximum value ρ2max and bounce back. This is an acceptable choice if ρN 6= ρS,
because the areal radius could monotonically interpolate between ρS and ρN.
But as we can see in the diagram above, the two black on-shell curves intersect
Figure 47: A plot of the on-shell curves at a fixed York time τ = 0.46 for a set
of values of the rest mass Ma/mB (between 0 and 20), and for λ = 0.1, mB > 0.
The excluded region P < 0 is in red. Given the values of the rest masses of the
two shells (in the figure MS = 2.5mB and MN = 20mB), specifying the value of
the integration constant AB in the belt completely fixes ρS, ρN and ρmax. Then
the interval of values of the areal radius coordinate σ(r) of the metric in the belt
is fixed (light-blue strip). σ will go from ρN to a maximum given by the border
of the excluded region (where σ′ is allowed to vanish), and then will go down
until it reaches ρS. A choice of
√
σ(r) compatible with the boundary conditions
imposed by the values of ρS, ρN and ρmax is showed on the right.
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at a point, which means that there exists a value of AB such that ρN = ρS even
though MN 6= MS. Then in this case we are forced to have the areal radius grow
up to ρ2max and back, otherwise it could not possibly be interpolating between
ρN and ρS while being monotonic. I conclude that the only consistent choice is
that σ always bounces off the value ρ2max, even when ρN 6= ρS.
I am now ready to present the issue. Consider the diagram of Fig. 48. Now
the chosen value of AB is such that the forbidden region crosses the line that
connects ρS with ρN. In this situation there is no acceptable solution to the
constraint equations! In fact, the areal radius of the metric
√
σ cannot take
all the values that are included in the interval (ρS, ρN), because a section of
this interval is excluded. There exists no metric that solves the Lichnerowicz–
York equation in this situation. In the shape-dynamical interpretation of this
system the spatial metric is not itself physical, only its shape degrees of freedom
are, and they live in a reduced shape-phase space, which is represented by the
green on-shell surface, which never crosses the forbidden region and seems to be
globally well-defined. On the other hand, in the ADM interpretation the spatial
Figure 48: Same plot as above, but with a value of AB such that the C =
AB
2mB
line crosses the bottom forbidden region (in red). The two points at which this
crossing happens have z = ρ1mB and z =
ρ2
mB
.
metric is the pull-back of the spacetime metric on a CMC hypersurface, and the
fact that it is not well-defined implies that there is no spacetime metric, and the
solution is not an acceptable solution of Einstein’s equation. We identified a
new point of departure between Shape Dynamics and GR: when the dynamical
solution enters this region where the areal radius should interpolate between
values that surround the forbidden region, the SD description is well-defined,
while the GR one is not.
Notice that, as can be seen from the diagrams in this Section, the only case
in which this departure is possible is that with positive Misner–Sharp mass
mB > 0 and positive but small cosmological constant λ > 0, λ  1. The
other choices of mB and λ do not give rise to a ‘concave’ allowed region where
the on-shell surfaces of the two shells are separated by the forbidden region.
Interestingly, the mB > 0, 0 < λ 1 case is particularly physically relevant, as
it seems to match our universe more closely.
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13.4 Asymptotically flat Shape Dynamics
Shape Dynamics makes sense primarily as a description of a spatially closed
Universe. However any successful theory of gravity also has to describe localized
subsystems correctly. The simplest model is the asymptotically flat one, in
which Σ is open and the inferred 4-metric tends to Minkowski’s metric at
infinity. This is supposed to model a small empty region of the Universe which
is isolated by a vast empty region. In Fig. 49 I schematically show the size of
the empty space surrounding our Solar System, as opposed to the size of the
orbits of the planets and of the Sun itself, which concentrates the vast majority
of the mass present in that region. This is what I have in mind with a situation
that is well-described by asymptotic flatness: an empty bubble, surrounded by
a vast universe with a lot of faraway masses in it, at the centre of which there
might be a concentration of mass (i.e. the solar system). The dynamics of this
concentration of mass is well described by an asymptotically flat background.
Now Σ is open. A noncompact space does not go along very well with CMC
foliations: the volume of space is not a well-defined concept (it is infinite), and
therefore the meaning of York time τ = 23 〈p〉, which would be its conjugate
variable in the compact case, is not clear. A consistent choice is to put 〈p〉 to
zero. This foliation is called maximal slicing. It makes sense as an approxima-
tion of a localized region of both space and time, in a time interval so short
that the expansion of the Universe is negligible.
Moreover, stop for a second considering the spherically-symmetric solu-
tions of ADM gravity in CMC foliation that we found in the previous section:
Eq. (454) gives, for the radial component of the metric,
µ2 =
(σ′)2
A2
σ +
(
2
3 〈p〉A− 8m
)√
σ + 4σ − 19 (12 Λ− 〈p〉2)σ2
. (577)
unless 12 Λ − 〈p〉2 = 0, as the areal radius √σ goes to infinity, µ2 either goes
to zero or becomes imaginary, signalling that there is a maximal radius. The
only option to generically have a spatially asymptotically flat metric is that
both Λ = 0 and 〈p〉 = 0. This should be physically understood in the following
way: we are interested in scales which are much larger than the support of the
matter fields we want to describe (e.g. the solar system in Fig. 49, but are much
smaller than the cosmological radius of curvature. So the interval of areal radii
we are interested in is such that the term 〈p〉2σ2 is much smaller than A2σ and
m
√
σ.
Figure 49: The closest stars to the Solar System (within a radius of 13.1 light
years). Magnifying 10 000 times the region of the Solar System, we can see the
approximate size of the Kuiper Belt and the orbits of the outer planets. The
solar system could be considered mostly empty itself, as more than 99.8% of its
mass is concentrated in the Sun, which is ∼6 000 times smaller than Neptune’s
orbit. The region of the Oort cloud is a very large void (∼ 1 ly = 6 300 AU)
containing less than 5 earth masses of matter. The interstellar voids between
the Oort cloud and the nearest neighbouring star systems are even more rarefied.
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Having an open manifold, we cannot solve the constraints and equations of
motion without boundary conditions for all of the fields. These, in the case
of a manifold with an asymptotic infinity, are codified into falloff conditions
of the fields at infinity. In the GR literature, it is customary to assume the
following falloff conditions for metric, the momentum, the lapse and the shift
(see Appendix A.4 for their standard derivation in GR):
gij → δij +O(r−1) , pij → O(r−2) ,
N → 1 +O(r−1) , ξi → O(1) . (578)
These conditions should capture the effect of the rest of the Universe on the
local system: they provide a reference frame, scale, and time unit. Eqs. (578)
are obtained from the Schwarzschild spacetime, which is the prototype of the
asymptotically flat spacetime. Behind this assumption lies a very powerful
result in GR: Birkhoff’s theorem, which states that any vacuum-spherically
symmetric solution of Einstein’s equations must be static and asymptotically
flat. This in turn implies that if the all the matter in a spherically symmetric
solution is concentrated inside a compact region, then the exterior solution is
necessarily isometric to Schwarzschild’s spacetime.
Now I reproduce the discussion of the state of Birkhoff’s theorem in Shape
Dynamics which I first published in [14].
Birkhoff’s Theorem
In Sec. 13.3 I found the general solution of the ADM-CMC equations under the
assumptions (434), (435) and (436) of spherical symmetry:
gij = diag
{
µ2, σ, σ sin2 θ
}
, pij = diag
{
f
µ ,
1
2s,
1
2s sin
−2 θ
}
sin θ ,
ξi = (ξ, 0, 0) .
(579)
The solution can be found in Eq. (448), (450), (454), (475), (468), which I
reproduce here in the Λ = 〈p〉 = 0 case we’re interested in now:
s = −µ
σ
f , f =
A√
σ
,
µ2 =
(σ′)2
A2
σ − 8m
√
σ + 4σ
, N =
σ′
2µ
√
σ
(
c1 + c2−
∫
µ3
(σ′)2
dr
)
,
(580)
while the equations of motion are identically solved if ξ = (f N + σ˙) /σ′, c2 =
−2 A˙, and m˙ = 0 [from Eq. (472) and (475)].
It’s easy to see that the metric gij is asymptotically Euclidean: taking the
areal radius as radial coordinate, σ = r2, Eq. (580) implies that grr −−−→
r→∞ 1.
Moreover, in this radial gauge, the falloff behaviour of the fields is
gij → δij + δriδrj 2m
r
+O(r−2) , pij → δirδjrA
r
+O(r−2) ,
N → const.
(
1− m
r
)
+O(r−2) , ξi → const. A
2r2
+O(r−3) .
(581)
we see that, if A 6= 0, the falloff conditions (578) are violated by prr. This is
a potentially alarming feature, but before setting blindly A to zero to comply
with (578), we should ask: what is the precise reason for conditions (578)? The
answer can be found in a 1987 paper by Beig and O´ Murchadha [121], who
studied the Poincare´ invariance of the falloff conditions for asymptotically flat
metrics.
Beig and O´ Murchadha asked whether a given falloff behaviour for the met-
ric and momenta gij → r−nij , pij → r−mij , is preserved under infinitesimal
Poincare´ transformations, in the sense that the transformed metric too is such
that g′ij → r−nij , p′ij → r−mij . To act with an infinitesimal Poincare´ transfor-
mation on the canonical fields one needs to smear the total Hamiltonian
Htot =
∫
d3x
(
N H+ ξiHi
)
, (582)
with appropriate lapse N and shift ξi fields that implement the wanted trans-
formation. It is easy to convince oneself that the following lapse:
N = α0 + (βx sin θ cosφ+ βz sin θ sinφ+ βy cosφ) , (583)
implements, at the boundary, a time translation with parameter α0, and a boost
with rapidity vector βA = (βx, βy, βz).64 The following shift:
ξi = αA ξiA + ω
B χiA , (584)
where
~ξx =
(
sin θ cosφ, cos θ cosφr ,− csc θ sinφr
)
, ~χx = (0, sinφ, cot θ cosφ) ,
~ξy =
(
sin θ sinφ, cos θ sinφr ,
csc θ cosφ
r
)
, ~χy = (0,− cosφ, cot θ sinφ) ,
~ξz =
(
cos θ,− sin θr , 0
)
, ~χz = (0, 0, 1) .
(585)
implements spatial translations with parameter αA = (αx, αy, αz) and rotations
with parameter ωA = (ωx, ωy, ωz).65 These smearings generate every possible
64This lapse has been written in spherical coordinates. In cartesian coordinates it takes
the more familiar form N = α0 + βAxA/|x|.
65In cartesian coordinates these vector fields take the form
ξx = ∂x , ξy = ∂y , ξz = ∂z , (translations)
χx = y∂z − z∂y , χy = z∂x − x∂z , χz = x∂y − y∂x . (rotations)
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Poincare´ transformation at infinity. The action of such transformations on the
metric and momenta is given by the Poisson brackets with the total Hamilto-
nian, smeared with the lapse and the shift introduced here. If these Poisson
brackets do not generate a higher-order term in r, then the falloff conditions
are preserved by Poincare´ transformations. For this calculation, it is important
to notice that the falloff conditions written above in cartesian coordinates are
different in spherical coordinates:
grr = 1 +O( 1r ) , grθ = grφsin2 θ = r2 +O(1) , gθθ = gθφ = gφφ = O(r) ,
prr = O( 1r ) , prθ = prφ = O( 1r
2
) , pθθ = pθφ = pφφ = O( 1r
3
) .
(586)
The Poisson brackets with the momenta preserve the falloff conditions:
{prr, Htot} = O(1/r) , {prθ, Htot} = {prφ, Htot} = O(1/r2)
{pθθ, Htot} = {pθφ, Htot} = {pφφ, Htot} = O(1/r3) ,
(587)
but the ones with the metric do not:
{grr, Htot} = 2A (βx sin θ cosφ+ βy sin θ sinφ+ βz cos θ) +O(1/r) ,
{grθ, Htot} = O(1/r) , {grφ, Htot} = O(1/r)
{gθθ, Htot} = O(r) , {gθφ, Htot} = O(r) , {gφφ, Htot} = O(r) ,
(588)
in particular, it is the A integration constant that makes the system not
asymptotically invariant under boost. Any boost in any direction will break
the falloff conditions. If the A integration constant is set to zero, then, as is
shown in [121], the falloff conditions are invariant. To prove that the falloff
conditions are invariant under spacetime translations and space rotations it is
not sufficient to show that they are preserved by these transformations. One
has also to show that the parity of the leading-order components gij ∼ δij +
1
r δgij(θ, φ) +O(r−2) and pij ∼ Ar δpij(θ, φ) +O(r−2) is preserved, in the sense
that also {gij(θ, φ)Htot} and {pij(θ, φ)Htot} have the same parity at leading
order. In particular, under a parity transformation θ → pi − θ, φ→ φ+ pi, grθ,
prθ, gφθ and p
φθ are odd, and all the other components are even. An explicit
calculation confirms that the parity of both the metric and the momenta are
preserved at leading order.
A 6= 0 makes the boundary conditions not boost-invariant, but it is still in-
variant under Euclidean transformations (translations and rotations) and time
translations. These are the symmetries of a universe which is homogeneous,
isotropic and static. In fact, this is more than a coincidence: I intend to link
the symmetry properties of the boundary conditions directly to those of the
surrounding universe. The idea is the following: an asymptotically flat solu-
tion has to be interpreted as an approximation to a region of a spatially closed
cosmological solution which is mostly empty, and the geometry in this region
tends to that of a Euclidean metric at the boundary in the limit in which the
finite size of the region is ignored, if the rest of the universe is approximately
homogeneous and isotropic.
The metric (580) has six approximate Killing vectors, which satisfy the
Killing equation only at the border.66 These vectors are those pf Eq. (585).
Each one of them is associated to a boundary term (a charge) that is needed
to make the diffeomorphism constraint differentiable (i.e. well-defined under
functional variation, see Appendix A.4). The boundary charges associated to
our Killing fields are the linear momentum is [121]:
PA = 2
∫
∂Σ
ξiA pij dS
i
= lim
r→∞
A
r
∫
sin θ (sin θ cosφ, sin θ sinφ, cos θ)
A
dθdφ = 0,
(589)
where dSi = δirdθdφ, and the angular momentum:
LA = 2
∫
∂Σ
χiA pij dS
i = 2
∫
∂Σ
χrA prr dθdφ = 0 . (590)
They are both zero.
One can also calculate the boundary charges associated to the conformal
Killing vectors, which together with the regular Killing vector close an SO(4, 1)
algebra. These are the dilatation vector field ϕi = xi, and the three special
conformal transformation vectors fields, κiA = 2x
ixA− δiAxixj . Or, in spherical
coordinates, ~ϕ = (r, 0, 0), ~κx =
(
r2 cosφ sin θ,−r cos θ cosφ, r csc θ sinφ), ~κy =(
r2 sin θ sinφ,−r cos θ sinφ,−r cosφ csc θ) and ~κz = (r2 cos θ, r sin θ, 0),
D = 2
∫
∂Σ
ϕi pij dS
i = 4pi A , KA = 2
∫
∂Σ
κiA pij dS
i = 0 . (591)
We see that the integration constant A is proportional to the dilatation charge.
This is the physical interpretation of A that we have been looking for: it is
associated to the dilatational momentum of the rest of the universe which lies
outside of the boundary of our region. If the universe is compact, the total
dilatational momentum has to be zero (we saw it in the previous section with
the dilatational momenta of the two shells, which are equal and opposite), so
this coincides with the momentum of our region. A nonzero A signals that the
region we are considering is collapsing or expanding with respect to the rest.
66Only rotations are Killing vectors for the complete metric, translations satisfy the Killing
equation only in the limit r →∞.
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In conclusion, as I first observed in [14], in the asymptotically flat case one
simply doesn’t have enough informations to fix the boundary conditions with
the assumption of asymptotic flatness. We need to know whether the region of
the universe we are considering is expanding or collapsing. In General Relativ-
ity, instead, the additional condition we need is provided by the assumption of
Lorentz invariance of the boundary. I must observe, however, that if we con-
struct a 4-metric with the solution (580), then it is isometric to Schwarzschild,
as can be proved by calculating all its Riemannian invariants (left to the reader
as an exercise). This means that, whatever choice of A we make, we are just
considering different foliations of Schwarzschild’s spacetime, at least in the vac-
uum region. A choice of foliation is unphysical in GR, but in SD it has a
physical meaning, as it is a theory with a preferred foliation.
In the rest of this Section I will describe solutions that have been studied
in the past in the case A = 0.
The ‘wormhole’ solution of Gomes
In [11] H. Gomes assumed the standard ADM asymptotically flat falloff con-
ditions (578) in a spherically symmetric vacuum context. This corresponds to
assuming A = 0 in (580). In this case we can solve explicitly all equations in a
‘isotropic’ gauge σ = µ2r2, and we get the following 3-metric and momentum:
ds2 =
(
1 + m4r
)4 [
dr2 + r2
(
dθ2 + sin2 θdφ2
)]
, pij = 0 , (592)
moreover the lapse and shift which solve the equations of motion are
N =
4r −m
4r +m
, ξi = 0 . (593)
Notice that the metric (592) is invariant under inversions r → m216r (check left
to the reader). This implies that it has two asymptotically flat ends, one at
r =∞ and the other at r = 0, and a ‘throat’, that is, it cannot support spheres
of surface smaller than the one at r = m4 (the area of that sphere is 4pim
2).
The lapse function (593) vanishes at the throat, and is negative in the interior
region r < m4 . This ‘wormhole’ solution is a maximal foliation of a region
of the Kruskal extension of Schwarzschild’s spacetime. The region is the left-
and right-quadrants of the Kruskal extension, those which do not contain the
singularity (see Fig. 51). For this reason the paper [11] caused some excitement,
because it looked like the black hole solution of shape dynamics avoided the
Schwarzschild singularity and predicted, instead, the formation of a wormhole.
However it is hard to interpret this solution as a physical wormhole: if the
trajectory of matter particles is traced ignoring backreaction, they will just
reach the horizon in an infinite ‘maximal slicing’ time (since the lapse vanishes
at the throat, if we ignore backreaction we can only see test matter freeze at
the throat). There is no reason why they should continue past the horizon, or
even ‘jump’ to the other quadrant after crossing the horizon, as was suggested
in [122]. The litmus test for the wormhole nature of this solution would be the
study of the motion of matter on this background while taking backreaction
into account. However, before doing this, we need to convince ourselves that
this solution is physical. The most important thing is to check whether this
solution can arise from the gravitational collapse of matter.
The ‘breather’ solution
In [15], with H. Gomes, T. Koslowski and A. Napoletano, we studied an asymp-
totically flat model with matter, in order to check whether the ‘wormhole’ solu-
tion is left as a result of gravitational collapse of matter. It is a less sophisticated
version of the analysis of [16] (and the previous Section) with a single shell of
matter, in which both the cosmological constant Λ and the York time 〈p〉 are
set to zero. Moreover A was set to zero outside of the shell was put to zero as
in [11], so that the falloff conditions (578) would be respected. Of course the
jump conditions (496) would then generically set the value of A inside the shell
to a nonzero value, and this is incompatible with compactness of the metric in
that region. To make it compact we have to assume the existence of further
matter surrounding the pole, which can ‘cap off’ our manifold. For example,
we could be dealing with two shells, like in an asymptotically flat version of the
‘twin shell universe’ studied above, but we are focusing on the dynamics of one
of the two shells and the region of space that surrounds it.
In the present case we have to set A+ = 0 (the dilatational momentum
outside of the shell), but m+ 6= 0, because the Misner–Sharp mass in the
asymptotically flat case coincides with the ADM mass and should not be set to
zero. Then Eq. (454) in isotropic gauge µ2 = r−2σ becomes
(σ′)2
A2+
σ − 8m+
√
σ + 4σ
=
σ
r2
, (594)
whose solution is
σ =
m2+
4
[(
k+ r
2m+
) 1
2
+
(
2m+
k+ r
) 1
2
]4
. (595)
The areal radius has a minimum at r = 2m+/k+ where its value is σ = 4m
2
+,
which is where
√
σ/m+ reaches the only zero of the polynomial P(
√
σ/m+).
This minimum plays the same role as the ‘throat’ of the ‘wormhole’ solution.
The on-shell condition (554) is, in isotropic gauge,[
4(m+ +m−)ρ− 4ρ2 + 18M2
]2
=
(
4ρ2 − 8m+ρ
)(
R2P 2
4ρ2 − 8m−ρ+ 4ρ2
)
. (596)
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The equation above depends on R through ρ =
√
σ(R), and has also a depen-
dence on m−, the Misner–Sharp mass inside the shell, which we don’t know
anything about (because we decided to remain agnostic regarding the matter
content inside the shell), except that it’s dynamically conserved. Expressing
everything in units of m+:
R = m+ Y , P = m+X , m− = m+ α , M = m+ Z , (597)
then Eq. (596) becomes
Z4
64 +
(2Y+1)4
r2
(
(α− 1)2 − Z2 (4Y
2−4αY+1)
16(2Y+1)2
)
= (1−2Y )
2Y 2
(2Y+1)2 Y
2 , (598)
In Fig. 50 I show the on-shell curves Y vs. X, for any possible choice of rest-
mass Z, and for a set of choices of α. Notice that the constant α, on physical
grounds, should be smaller than one (and larger than zero), as the ADM mass
inside the shell should be smaller than outside.
A study of the Hamiltonian vector flow in the reduced phase-space (R,P )
can tell us the speed at which the dynamics in maximal slicing time crosses
the on-shell curves. Consider Eq. (596) as a condition on m+: if we take into
account the definition of ρ =
√
σ(R), it turns into an eight-order equation
for m+. Let us write it as F (m+, R, P ;M,m−) = 0. Its solution gives the
ADM energy m+ as a function of the dynamical variables R and P (as well
as the constant parameters m− and M). This is the Hamiltonian generator of
evolution in maximal-slicing time. If all we are interested in are the equations of
motion of R and P in this time variable, we can avoid having to explicitly solve
F = 0. We can instead differentiate F w.r.t. all of the dynamical variables:
∂F
∂m+
dm+ +
∂F
∂RdR+
∂F
∂P dP = 0, which implies that
∂m+
∂R = − ∂F∂R/ ∂F∂m+
∣∣∣
F=0
and
∂m+
∂P = − ∂F∂P / ∂F∂P+
∣∣∣
F=0
. Then the Hamiltonian equations of motion generated
by m+ are
R˙ = − ∂F∂P
(
∂F
∂P+
)−1∣∣∣∣
F=0
, P˙ = ∂F∂R
(
∂F
∂m+
)−1∣∣∣∣
F=0
, (599)
which, before replacing the solution F = 0, are two perfectly tractable functions
of R, P and m+.
Eq. (599) allows us to study the Hamiltonian vector flow in phase space.
In particular we can check its behaviour at the ‘throat’ R → m+/2 without
having to solve F = 0. It turns out that the vector flow vanishes at the throat:
R˙ −−−−−−→
R→m+/2
0 , P˙ −−−−−−→
R→m+/2
0 . (600)
The limits before are the same irrespective of the direction they are taken from.
so, as expected, in maximal-slicing time the shell ‘freezes’ at the throat. One
Figure 50: Plots of the on-shell surface (598) in the space X ∈ (−∞,∞), Y ∈
[0,∞), Z ∈ [0,∞), and for certain fixed values of α = m−/m+ ∈ [0, 1). The
three variables X, Y and Z have been compactified by taking their arctan. The
red curves represent the constant-Z cross-sections, which are on-shell curves in
the phase space X, Y . Notice how all the curves ‘bounce’ on the X = ±∞
boundary of phase space at Y = 1/2.
can also prove that it takes an infinite amount of maximal-slicing time for the
shell to reach the throat, by explicitly integrating the vector flow. Keep in
mind that Maximal-slicing time has no intrinsic physical meaning: one of the
fundamental relational underpinnings of SD is that time should be abstracted
from the change of physical (i.e. shape) degrees of freedom. In this sense
maximal slicing time is a useful approximation to the change in the DOFs of a
clock far away from the origin.
We can now give at least partial answers to the question we set forth at
the beginning: does the ‘wormhole’-like line element found in [11] emerge from
the gravitational collapse of spherically symmetric matter? Under the same as-
sumptions of asymptotically flat boundary conditions (i.e. pij → r−2 ⇒ A+ =
0) at infinity the answer is clearly positive. The line element given by the areal
radius (595) outside of the shell when k+ = 4 is identical to that of ref. [11], so,
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as it collapses, the shell leaves in its wake the ‘wormhole’ line element.
The ‘on-shell’ relation (598) produces, for any value of µ = Mm+ and α =
m−
m+
a curve in the P -R space, which reaches the boundary of phase space P → ±∞
at R = 12 , that is, R =
m+
2 . This value of R coincides with the throat of the
wormhole line element with mass m+. This result implies that the collapsing
shell does not reach the throat in a finite maximal-slicing time. This time pa-
rameter coincides with the experienced reading of a clock of an inertial observer
at infinity. The preliminary conclusion is that the shell ‘freezes’ at the throat
and cannot be observed to cross it. However, as we know, maximal-slicing time
can at best be an infinitely-thin layer of York time (the time parameter of CMC
slicings).
If we focus on the intrinsic features the on-shell curves of (598), we observe
that they continue past the point R = 12 where they reach the boundary of phase
space. The solution curves fall into two topologically-distinct kinds: the closed
and the open ones. The former are closed loops which touch the boundary of
phase space at two points. They correspond to the cases in which the shell
does not have enough kinetic energy to reach infinity, and recollapses back.
Interestingly, this behaviour is observed on both sides of the throat R = 12 ,
so the shell recollapses also when it is in the region beyond the throat. The
other kind of curves are the open ones, which reach the asymptotic boundary
R→∞, and the other asymptotic infinity at R→ 0.
Back to the ‘wormhole’ solution
Once we established that the ‘wormhole’ solution emerges as the result of the
gravitational collapse of ordinary matter, it remains to be established whether
it can be considered an approximation to a proper solution of Shape Dynamics,
i.e., a compact solution. In fact it is clear that one cannot simply put AB = 0 in
the ‘twin-shell’ models studied in the previous Section, because the integration
constant AB is a fundamental dynamical part of the system which cannot be
ignored: it is associated to the radial momentum of matter, and there can be
no gravitational collapse without radial motion. Looking at the diagrams in
Fig. 41, 42, 43, 44, 45 and 46, we can see that there are some intervals of values
of AB and 〈p〉 in which the ‘forbidden region’ prevents the existence of spheres
of surface smaller than a minimum value (e.g. Fig. 42). This is exactly the same
mechanism that is responsible for the existence of a throat in [11]. However this
is not a generic feature of the system considered there, and in particular one
can even see how most of the on-shell surfaces (representing the kinematically
allowed values of the dynamical variables of the shells) reach the ρ = 0 plane,
which represents a zero-area shell. This puts the conjecture of the formation of
a wormhole in serious doubt.
Figure 51: Regions of Kruskal’s extension of Schwarzschild which is occupied
by the ‘wormhole’ solution, together with a representation of the maximal slices.
In [12] Gomes and Herczeg studied an axially-symmetric solution which
appears to be the rotating equivalent of the solution studied in [11]. Here, too,
one only covers with maximal slices a part of the Kruskal extension of Kerr
spacetime.
Well-posedness of the asymptotically-flat variational principle
In view of the problems of the ‘wormhole’ solution(s), in [14] I critically re-
assessed the boundary conditions assumed in [11], which are the common as-
sumption of [11, 12, 15], and arguably their most determining one. Their use
in GR is justified by the requirement of Poincare´ invariance of the falloff con-
ditions [121], but in SD one is only authorized to assume symmetries of the
spatial slices at infinity, not of the spacetime metric. As I showed at the be-
ginning of this Section, the integration constant A, which is set to zero by the
boundary conditions assumed in [11], breaks the invariance under asymptotic
Lorentz transformations of the falloff conditions. The asymptotic invariance
under spatial rotations and translations, and under time translations is still
respected when A 6= 0. Lorentz invariance of the boundary is not a legitimate
request for an asymptotically flat solution of Shape Dynamics: it is only the
spatial slices which have to develop the isometries of Euclidean space at the
boundary. So the parameter A cannot be put to zero in the same way as in
GR, and has to be taken to remain as an arbitrary spatially-constant function
of time. However, as can be deduced from the analysis of [123] by H. Gomes,
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the condition A = 0 seems to be required in order that more general spatial
asymptotic rotations be associated with finite charges. In [123] it was shown
that the standard asymptotically flat falloff conditions of GR (which imply
A = 0) are necessary in order to ensure the well-posedness of the variational
problem. In other words, if we relax the assumption of spherical symmetry,
falloff conditions that allow A 6= 0 will attribute infinite values to some of the
boundary charges (like angular momentum), which means that one cannot de-
fine counterterms that make the action differentiable. As soon as we depart
from perfect spherical symmetry, asymptotically flat SD with A 6= 0 is not a
well-defined dynamical system. This seems to be a powerful argument in favour
of fixing A = 0, however the analysis of the previous Section proves, in a closed
universe this argument doesn’t hold (there are no boundary charges and the
variational problem is always well-posed), and the integration constant A may
admit values other than zero (it is determined by the state of motion of matter
and setting it to zero ‘by hand’ is inconsistent). Therefore, if asymptotically flat
SD with A 6= 0 turns out to be inconsistent, it cannot be a good approximate
description of a nearly-empty region in a larger closed universe. The issue of
what is the right noncompact model of such a situation remains to be studied.
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Part V
Appendices
A Arnowitt–Deser–Misner Gravity
A.1 The Arnowitt–Deser–Misner (ADM) formalism
To write GR in Hamiltonian form, we need a notion of time. Therefore assume
that spacetime M is globally hyperbolic, then choose a foliation by spacelike
hypersurfaces Σt, where t will be a monotonic label for the leaves.
Now consider on M a system of coordinates adapted to the foliation: on
each hypersurface Σt, introduce some coordinate system (x1, x2, x3). If it varies
smoothly between neighboring hypersurfaces, then (x1, x2, x3, t) constitutes a
well-behaved coordinate system onM. The theory of foliations tells us that in
such a coordinate system the 4-metric (4)gµν(x, t) can be decomposed into the
induced metric on the leaves gij(x, t) plus a scalar N(x, t), called the lapse, and
a three-vector Na :M→ T (Σt), called the shift. Then
(4)g00 = −N2 + gij N iN j , (4)g0i = gij N j , (4)gij = gij , (601)
and the inverse metric (4)g
µν
(x, t) is
(4)g
00
= −1/N2 (4)g0i = N i/N2 , (4)gij = gij −N iN j/N2 . (602)
Let nµ(x, t) be a unit timelike 4-vector field, gµνn
µnν = −1, normal to the
three-dimensional hypersurfaces. Its components are
nµ =
(
1/N,−N i/N) . (603)
This equation clarifies the meaning of the lapse N and the shift N i. The lapse
N(x, t) expresses the proper time elapsed between the point (x, t) ∈ Σt and
the point (x′, t + δt) on the following infinitesimally close hypersurface Σt+δt
towards which nµ points. Starting from the point (x′, t+ δt), one has to move
‘horizontally’, on the spatial hypersurface, by an amount N i(x′, t+ δt) to reach
the point with coordinates (x, t+ δt) (see Fig. 52).
To decompose the Einstein–Hilbert action (plus cosmological constant Λ),
SEH =
∫
d4x
√
−(4)g
(
(4)R− 2 Λ
)
, (604)
Figure 52: Graphical representation (in 2+1 dimensions) of the meaning of
the lapse and the shift.
into its spatial components according to the chosen foliation, we need an ex-
pression for the determinant of the 4-metric, which is readily obtained from
Eq. (602), √
−(4)g = N √g . (605)
We also need the decomposition, named after Gauss and Codazzi (see [34] sec.
8.5a pag. 229), of the 4D Ricci scalar (4)R into the 3D intrinsic scalar curvature
R and the extrinsic curvature,
Kij =
1
2N
(
£ ~Ngij −
dgij
dt
)
=
1
2N
(
∇iNj +∇jNi − dgij
dt
)
, (606)
of the leaves (£ ~N is the Lie derivative w.r.t. the 3-vector field N
i). We get
(4)R = R+Kij K
ij −K2 − 2∇µ (Knµ)− 2
N
∇i∇iN . (607)
The Einstein–Hilbert action (604) then reads
SEH =
∫
d4x
√
g
{
N
(
R− 2 Λ +Kij Kij −K2
)
−2N ∇µ (Knµ)− 2∇i∇iN
}
,
(608)
where the next-to-last term is obviously a 4-divergence,
− 2
∫
d4x
√
g N ∇µ (Knµ) = −2
∫
d4x
√
−(4)g∇µ (Knµ) = 0 , (609)
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while the last term is a 3-divergence:
− 2
∫
d4x
√
g∇i∇iN = −2
∫
dt
∫
d3x∇i
(∇iN) = 0 . (610)
Thus the final form of the 3+1 decomposition of the Einstein–Hilbert action is
SEH =
∫
d4x
√
g N
(
R− 2 Λ +Kij Kij −K2
)
. (611)
Let’s write this in the Hamiltonian language. The coordinates are the 3-
metric gij , the lapse N and the shift Ni (the same number of degrees of freedom,
10, as there were in the original 4-metric). The only time derivatives that appear
are those of gij , through the extrinsic curvature (606), and in particular we have
no time derivatives of N and Ni, which therefore are just Lagrange multipliers.
The momenta conjugate to gij are
pij =
δLEH
δg˙ij
=
√
g
(
K gij −Kij) , (612)
(notice the
√
g factor: pij is a symmetric tensor density of weight 1).
The canonical Hamiltonian is given by the Legendre transform HADM =∫
d3x
(
pij g˙ij − LEH
)
and (with some boundary terms discarded) is equivalent
to
HADM =
∫
d3x
(
N H+NiHi
)
, (613)
where (with the trace p = gijp
ij)
H = 1√
g
(
pijp
ij − 1
2
p2
)
+
√
g (2 Λ−R) ≈ 0 , (614)
is called the Hamiltonian, or quadratic constraint, and
Hi = −2∇jpij ≈ 0 , (615)
is the diffeomorphism, or momentum constraint. The ADM Hamiltonian is a
linear combination of constraints with N and Ni playing the role of Lagrange
multipliers. It therefore vanishes, and there is no preferred notion of time.
This is an expression of the reparametrization invariance of GR, and leads to
the ‘problem of time’.
Notice the minus sign of p2/2 in the kinetic term pijp
ij − 12p2 of (614).
It is related to the Gauss–Codazzi equations, and has nothing to do with the
Lorentzian signature of spacetime. The Lorentzian signature can be read off
the sign in front of R, which is negative, and would take the opposite sign if
spacetime were Euclidean.
A comment on the interpretation of the constraint (615). I said it generates
3-diffeomorphisms. In fact, if it is smeared with a vector field ξi, (ξi|Hi) =∫
d3x ξi(x)Hi(x) and the Poisson brackets with the metric are taken,{
gij(x), (ξk|Hk)
}
= ∇iξj +∇jξi = £ξgij . (616)
then the metric transforms as gij → gij + £ξgij . The Lie derivative [34, 124]
£ξ is the way an infinitesimal diffeomorphism like x′i = xi + ξi acts on tensor
fields of any kind. See appendix B.3 for details.
Further reading: ADM’s review of their original papers [125], and the more
recent review [126]. Misner, Thorne, and Wheeler’s Gravitation [85], Frankel’s
book on the geometry of physics [34] and Schutz’s Geometrical Methods of
Mathematical Physics [60].
A.2 The Wheeler–DeWitt equation
The quantization of the ADM representation of Einstein’s theory can be un-
derstood – only formally – in the language of the Schro¨dinger functional Ψ :
Riem → C, where Riem is the space of Riemannian three-metrics. The ADM
constraints (614) and (615) translate into operator equations on the wave func-
tional Ψ[g]. The one associated with the quadratic constraint is called the
Wheeler–DeWitt equation and, ignoring operator ordering issues, is
HˆΨ = 0 , Hˆ = 1
g
(
gik gjl − 1
2
gij gkl
)
δ
δgij
δ
δgkl
−R+ 2 Λ . (617)
This equation is the functional analogue of a time-independent Schro¨dinger
equation67 for the Hamiltonian Hˆ with eigenvalue 2Λ. The other equation is:
Hˆi Ψ = 0 , Hˆi = ∇j δ
δgij
, (618)
which enforces invariance of the wave functional Ψ[g] under diffeomorphisms.
The puzzling feature of the Wheeler–DeWitt equation is that it is completely
static: its solutions, whatever they are, will be ‘frozen’ wave-functionals on
Riem, analogous to the solutions of the time-independent Schro¨dinger equation,
which only represents the eigenstates of a Hamiltonian but no dynamics. This
issue is usually referred to as the problem of time.
67As a differential equation, it is closer to a Klein–Gordon equation, being a hyperbolic
functional differential equation (due to the minus sign in the kinetic term), whereas in non-
relativistic quantum mechanics the time-independent Schro¨dinger equation is elliptic.
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A.3 The Baierlein–Sharp–Wheeler action
In 1962 Baierlein, Sharp and Wheeler [127] found an action for GR which is
of Jacobi type, explicitly enforcing reparametrization invariance. Consider the
Einstein–Hilbert action in ADM Lagrangian variables (with the explicit metric
velocities g˙ij in place of the extrinsic curvature). The action has an interesting
dependence on the lapse N :
SEH =
∫
d3x dt
√
g
[
N(R− 2 Λ) + 14N−1 T
]
, (619)
where the kinetic term T is
T = (gikgjl − gijgkl)
[
dgij
dt
−£ ~Ngij
] [
dgkl
dt
−£ ~Ngkl
]
. (620)
Varying the action w.r.t. N ,
− 14N−2 T +R− 2 Λ = 0 , (621)
we can solve the resulting equation for N ,
N = 12
√
T
R− 2 Λ , (622)
and, substituting last expression in the action, eliminate the lapse from it:
SBSW =
∫
d3x dt
√
g
√
R− 2 Λ
√
T . (623)
This is the BSW action. We got this action from ADM, let’s show that we can
do the converse. The canonical momenta are
pij =
δL
δg˙ij
=
√
g(R− 2 Λ)
T
(gikgjl − 12gijgkl)
(
dgkl
dt
−£ ~Ngkl
)
. (624)
As usual in Jacobi-type actions, there is a primary constraint involving the
momenta that comes from the square-root form of the action. In this case, the
constraint is just the ADM quadratic constraint (614).
The vector field Ni appears without any time derivative, and is therefore
a Lagrange multiplier. This implies a primary constraint stating that the mo-
mentum conjugate to Ni vanishes:
piN =
δL
δN˙i
= 0 . (625)
From the Euler–Lagrange equations for Na, we get a secondary constraint,
saying that the variation of the action with respect to Na vanishes. This is the
ADM diffeomorphism constraint:
δL
δNi
= 2∇jpij = 0 . (626)
If we calculate the Hamiltonian, through a Legendre transformation, we get
HBSW =
∫
d3x
(
pij g˙ij − LBSW
)
=
∫
d3x
√
g
√
T
(
pij p
ij − p2/2√
R− 2 Λ + p
ij £ ~Ngij −
√
(R− 2 Λ)T
)
.
(627)
If now we define N =
√
T
4(R−2 Λ) and integrate by parts p
ij £ ~Ngij :
HBSW = HADM =
∫
d3x
√
g
(
N H+NiHi
)
, (628)
we see that the theory is equivalent to GR in the ADM formulation.
A.4 Asymptotically flat ADM
The ADM hamiltonian (613), which I reproduce here:
HADM =
∫
Σ
d3x
(
N H+NiHi
)
,
does not generate Einstein’s equations if Σ is not compact. In fact one has
to take into account the boundary terms I discarded in (609) and (610). To
calculate the necessary modifications to the Hamiltonian, we can vary (613)
and pay attention to each integration by parts
δHADM =
∫
Σ
d3x
{
Aij δgij +Bij δp
ij
}
+
∫
Σ
d3x
√
g∇k
(
Nk pij δgij − 2N i pjk δgij − 2Nj δpjk
)
+
∫
Σ
d3x
√
g∇j (∇iN δgij −N ∇iδgij)
+
∫
Σ
d3x
√
g∇j (N gkl∇iδgkl −∇iN gkl δgkl) .
(629)
Instead of considering this problem in full generality, I will specialize to the
asymptotically flat case. The boundary conditions are these: the 4-metric has
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to reduce to Schwarzschild at spatial infinity, which in Cartesian coordinates
reads
ds2 −−−→
r→∞ −
(
1− m
8pi r
)
dt2 +
(
δij +
m
8pi
xixj
r3
)
dxidxj +O(r−2) . (630)
Therefore the spatial metric in a generic spacelike hypersurface goes to the
Euclidean one like gij − δij ∼ r−1, and its derivatives gij,k ∼ r−2. The lapse
and the shift can be read off (601) and go like N − 1 ∼ r−1 and N i ∼ r−1.
Their derivatives will go like N,i ∼ r−2 and N i,j ∼ r−2. The momenta, defined
as (612) and (606), have to go like pij ∼ r−2. Now, considering the boundary
terms in (629), the only ones that contribute are those that go like r−2, because
the surface integrals go like r2. The only compatible terms belong to the last
two lines, which contribute with the following leading order:∫
∂Σ
d2σi
(
gkl ∂iδgkl − ∂jδgij
)
= −δE[gij ] ,
E[gij ] =
∫
∂Σ
d2σj
(
gik0 ∂kgij − gkl0 ∂jgkl
)
,
(631)
where gij0 is the flat metric on the boundary (δ
ij in Cartesian coordinates). We
have found a local boundary integral that can be added to the ADM Hamilto-
nian to give a well-defined variational principle:
δ (HADM + E[gij ]) =
∫
Σ
d3x
{
Aij δgij +Bij δp
ij
}
. (632)
Remarkably, we end up with a generator of the dynamics which is not pure
constraint: it is a true Hamiltonian, which doesn’t vanish on the solutions of
the equations of motion. Rather it takes the value E[gij ], which depends on the
leading order of the metric at infinity. Moreover, E[gij ] is a conserved quantity:
in fact the equations of motion are exactly identical to the compact case where
E[gij ] = 0 (a boundary term does not affect the equations of motion), and
therefore HADM alone is conserved and always identical to zero on any solution.
Then, since the total Hamiltonian is conserved by definition (because it is time-
independent), the boundary term is conserved.
The boundary conditions we have considered for the shift (N i ∼ r−1) are
too restrictive. In fact the most generic ones are N i ∼ ξi + r−1 where ξi is a
vector which is tangential to the boundary and ξi ∼ r because of Killing vectors
at infinity. The new contribution to the variation is∫
∂Σ
d2σk
(


ξkpijδgij − 2ξipjkδgij − 2ξjδpjk
)
(633)
where the first term vanishes because ξi is parallel to the boundary and therefore
d2σkξ
k = 0. The remaining terms can be written as a total variation
− 2
∫
∂Σ
d2σk
(
ξi δ(pjk gij)
)
= −2 δ
∫
∂Σ
d2σk
(
ξj p
jk
)
. (634)
So we get the boundary terms
B[gij , ξk] = 2
∫
∂Σ
d2σk
(
ξj p
jk
)
, (635)
which are such that the variational problem is well-posed:
δ (HADM + E[gij ] +B[gij , ξk]) =
∫
Σ
d3x
{
Aij δgij +Bij δp
ij
}
. (636)
In the pure Schwarzschild case we have gij = δij +
m
8pi
xixj
r3 , and therefore
∂kgij =
m
8pi r3
(
δik xj + δjk xi − 3 xixjxkr2
)
, δij∂kgij = −mxk8pi r3 and therefore (since
dσi is parallel to xi and is normalized so that its integral on a sphere of radius
R is 4pi R2,
ESchw =
m
4pi
∫
S2
d cos θ dφ = m, (637)
the boundary energy coincides with the Schwarzschild mass.
117
B Other Appendices
B.1 The case for closed spacelike hypersurfaces
It is well known that on a compact space the total electric charge must be zero.
This is a consequence of the Gauss constraint: ∇ · E = ρ. Defining a region
Ω ∈ Σ with a well-defined boundary ∂Ω, and calling the total charge inside
that region Q(Ω) =
∫
Ω
d3x
√
g ρ, we can prove that Q(Ω) = −Q(Σ \ Ω) which
implies that the total charge in Σ, Q(Σ) = Q(Ω) + Q(Σ \ Ω) = 0. The proof
makes use of the Gauss law:
Q(Ω) =
∫
Ω
d3x
√
g∇ ·E =
∫
∂Ω
dσ ·E
Q(Σ \ Ω) =
∫
Σ\Ω
d3x
√
g∇ ·E = −
∫
∂Ω
dσ ·E
⇒ Q(Σ) = 0 . (638)
In the case of a 3-metric gab with a Killing vector ξa, defined by the Killing
equation £ξgab = ∇aξb+∇bξa = 0, we can prove that an analogous result holds
as a consequence of the diffeomorphism constraint:
− 2∇jpij = ji , (639)
where ja is the contribution to the diffeomorphism constraint due to matter
fields. For example ji = −pi∇iϕ for a scalar field and ji = Ej∇iAj − Ai∇jEj
for an electromagnetic field. Now, the Killing equation and the diffeomorphism
constraint imply that the projection of ji along the ξi direction, j
i ξi, is a
divergence:
− 2∇j(pijξi) = ji ξi . (640)
Therefore, by the same argument for electric charge,
∫
Σ
d3x ji ξi = 0 on a closed
Σ. Depending on the isometries of gij , the quantity j
i ξi might either represent
some components of the linear or angular momentum of matter. Therefore, if
the metric has isometries, one finds that the Machian constraints (vanishing to-
tal linear and angular momentum) arise just as a consequence of the closedness
of space.
This argument makes use of Killing vectors, but the generic solution is not
guaranteed to possess isometries. This is related to the fact that in the generic
case the gravitational field will carry some angular and linear momentum (for
example in the form of gravitational waves), and one cannot limit consideration
to the matter contribution. The way to properly take into account the gravita-
tional contribution requires a much more subtle treatment which I will not go
into here.
Assuming we have an analogous result for the generic case, the consequences
of the observation reported here are clear: a closed spatial manifold is Machian,
while manifolds with a boundary or open manifolds are subject to boundary
conditions that spoil the self-contained nature of the theory. They cannot
be descriptions of the whole Universe, because for example they admit the
presence of a nonzero angular momentum. They might be at most descriptions
of subsystems of the Universe, which do not take into account what is going on
outside. In the case of a compact manifold with a boundary this seems pretty
obvious, but in the noncompact case it is not. In fact the most popular choice
that theoreticians make of the spatial manifold and related boundary conditions
is asymptotically flat. This choice is particularly non-Machian, as it requires
one to specify the value of an external angular momentum and energy at infinity,
which are by necessity externally given and not fixed by the dynamical degrees
of freedom inside the Universe. Asymptotically flat spaces are still very useful
to describe isolated regions of space, but they shouldn’t be used as models for
the whole Universe!
B.2 Free-end-point variation
Let S be an action I wish to extremalize over a principal G-bundle, q be the
canonical coordinates (the particle coordinates, or the metric and matter fields)
and φ the compensating coordinates that move us on the fibre,
S =
∫ s2
s1
dsL(q, q˙, φ, φ˙) . (641)
My aim is to extremalize the action given boundary values for the fields q at the
endpoints of the trial curve, q(s1) and q(s2), but I want to leave the endpoint
values of the compensating fields free, so that I actually just specify an initial
and final gauge orbit. Taking the variation of the action w.r.t. φ and φ˙, I am
led to the condition
δS =
∫ s2
s1
ds
{
δL
δφ
− d
ds
(
δL
δφ˙
)}
δφ+
δL
δφ˙
δφ
∣∣∣∣s2
s=s1
. (642)
Now, the action has to be stationary with respect to all variations δφ around
the extremalizing trajectory φ(t). So it has to be stationary also under fixed-
endpoint variations {δφ s.t. δφ(s1) = δφ(s2) = 0}. This implies that the
extremalizing trajectory has to satisfy the Euler–Lagrange equations
δL
δφ
− d
ds
(
δL
δφ˙
)
= 0 , (643)
but the extremalizing trajectory must also make the action stationary, δS = 0,
and therefore the only possibility is that it is at the same time such that
δL
δφ˙
∣∣∣∣
s=s1
=
δL
δφ˙
∣∣∣∣
s=s2
= 0 . (644)
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Both boundary terms must vanish because the action has to be stationary with
respect to variations with one fixed endpoint and one free endpoint as well.
B.3 Lie derivative
The Lie derivative is a map from any kind of tensor and a vector field to a
tensor of the same kind. Here I will only give the definition and some useful
properties.
The Lie derivative of a tensor with respect to a vector field ξc is the direc-
tional derivative in the direction of ξc. Associated with ξ there is a vector flow
that induces a one-parameter family of diffeomorphisms φs:
dφs(x)
i
ds
= ξi .
Calling φ∗t the pullback [34] of the diffeomorphism on tensor fields, we have that
φ∗sT
i1...im
j1...jn
(φs(x))
is the value of T i1...imj1...jn at φs(x) pulled back to the point x. Then the Lie
derivative of T i1...imj1...jn w.r.t. ξ at x is
£ξT
i1...im
j1...jn
= lim
s→0
(
φ∗sT
i1...im
j1...jn
(φs(x))− T i1...imj1...jn (x)
s
)
. (645)
It is clear then how the Lie derivative represents the action of an infinitesimal
diffeomorphism generated by the vector field ξ on an arbitrary tensor field.
Coordinate expression
If T i1...imj1...jn is a m,n-tensor density of weight w, its Lie derivative with respect
to a vector field ξi is
£ξT
i1...im
j1...jn
= ξk∂kT
i1...im
j1...jn
+ w ∂kξ
k T i1...imj1...jn
− ∂kξi1 T k...imj1...jn · · · − ∂kξim T i1...kj1...jn
+ ∂j1ξ
k T i1...imk...jn + · · ·+ ∂jnξk T i1...imj1...k .
(646)
Notice that, although not obvious at first sight, the expression on the right-
hand side is covariant; in fact we can replace all the partial derivatives ∂c with
covariant derivatives ∇c, and the Christoffel symbols cancel:
£ξT
i1...im
j1...jn
= ξk∇kT i1...imj1...jn + w∇kξk T i1...imj1...jn
−∇kξi1 T k...imj1...jn · · · − ∇kξim T i1...kj1...jn
+∇j1ξk T i1...imk...jn + · · ·+∇jnξk T i1...imj1...k .
(647)
The Lie derivative obeys the Leibniz rule with respect to both the inner and
the tensor product, meaning that
£ξ
(
δ...... T
i1...im
j1...jn
Sk1...krl1...ls
)
= δ...... £ξT
i1...im
j1...jn
Sk1...krl1...ls
+ δ...... T
i1...im
j1...jn
£ξS
k1...kr
l1...ls
,
(648)
where δ...... denotes any combination of Kronecker deltas, as for example δ
k6
i3δ
j3
k2δ
j7
k1 .
Unlike the covariant derivative, the Lie derivative does not depend on the
metric. For this reason, when one takes metric variations of expressions con-
taining the Lie derivative, the variation commutes with it:
δ
δgij
(
T i1...imj1...jn £ξS
k1...kr
l1...ls
)
=
δ
δgij
T i1...imj1...jn £ξS
k1...kr
l1...ls
+T i1...imj1...jn £ξ
(
δ
δgij
Sk1...krl1...ls
)
.
Examples
The Lie derivative of the metric field is
£ξgij = ∇iξj +∇jξi , (649)
(note that the right-hand side depends on the metric, but only because the
metric appears in the first place on the left-hand side). As can be deduced
from the expression (645), the Lie derivative respects also the symmetry of
the tensors it acts on. For example, its action on a covariant (meaning with
downstairs indices) symmetric tensor like the extrinsic curvature is
£ξKij = ξ
k∇kKij +∇iξkKkj . (650)
If the tensor is contravariant (meaning with upstairs indices) and a tensor den-
sity of weight w = 1 like the metric momentum, then its Lie derivative is
£ξp
ij = ξk∇kpij +∇kξk pij −∇kξi pkj −∇kξj pik . (651)
B.4 TT decomposition of tensors
Helmholtz Decomposition Theorem
Any vector field F on a 3-space Σ (which we assume endowed with a Rie-
mannian metric gab, even though it’s not necessary for the theorem) can be
written as the sum of a transverse FT and longitudinal FL,
F = FT + FL , (652)
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where ∇ · FT = 0 and ∇× FL = 0. The two parts can be written respectively
as the curl of a vector field θ and the divergence of a scalar field φ:
FT =∇× θ , FL =∇φ . (653)
If Σ is compact, or if it is noncompact but all the fields have appropriate fall-off
conditions at infinity, the two parts are mutually orthogonal with respect to
the natural global inner product between vector fields (this is where the metric
plays a role), as can be proved with an integration by parts:
(FT|FL) =
∫
d3x
√
g FT · FL =
∫
d3x
√
g ∇× θ ·∇φ
= −
∫
d3x
√
g ∇ · (∇× θ)φ = 0 .
(654)
The decomposition can be made by solving the equation∇ ·F =∇ ·FL and
∇× F =∇× FT for φ,
∆φ =∇ · F . (655)
This is Poisson’s equation for φ with source∇ ·F, which is well-known to admit
a unique solution. Once the solution has been found, let’s call it ∇−2∇ ·F, the
transverse part can be readily defined as FT = F−∇(∇−2∇ · F).
This decomposition is unique modulo a harmonic part, i.e., a field which
solves the Laplace equation
FL =∇Λ , ∆Λ = 0 . (656)
This equation admits only the zero solution on closed spaces, and the same holds
for simply connected noncompact spaces if vanishing boundary conditions are
chosen.
York’s conformally covariant decomposition of symmetric tensors
In close analogy to the Helmholtz decomposition theorem, symmetric ten-
sors admit a decomposition into a transverse-traceless (spin-2) part, a longitu-
dinal (spin-1) part, and a pure trace, scalar part.
Xij = XijTT +X
ij
L +X
ij
tr = X
ij
TT + (LY )
ij + 13 X g
ij , (657)
where X = gijX
ij , and
(LY )ij = ∇iY j +∇jY i − 23 gij ∇kY k (658)
is the conformal Killing form of the vector field Y i. It can be obtained as the
Lie derivative w.r.t. Y i of the unit-determinant part g−1/3gij of the metric:
(LY )ij = g
1/3 £Y (g
−1/3gij) . (659)
We can solve for Y a the transversality condition
∇j(LY )ij = ∇j(Xij − 13 X gij), (660)
on the left-hand side of which we have a linear second-order differential operator
acting on Y i (the Ricci tensor comes from commuting the covariant derivatives:
[∇j ,∇i]Y j = RijY j),
∇j(LY )ij = (∆LY )i = ∆Y i + 13∇i∇jY j +RijY j . (661)
Here the operator ∆L is strongly elliptic, as can be seen by studying its principal
symbol, that is, the matrix obtained by replacing each derivative by an arbitrary
variable ∂i → zi and taking only the highest derivatives (second):
σP(∆L) = δ
i
j z
kzk +
1
3z
izj . (662)
If this matrix has positive determinant for any value of zi, the operator is
elliptic, and if its eigenvalues are always positive the operator is strongly elliptic.
Both conditions are realized: detσP =
4
3 (z
kzk)
3 and the eigenvalues are zkzk
with multiplicity 2 and 43 z
kzk.
The operator ∆L also has the property of being Hermitian with respect
to the natural global inner product between vectors, as can be seen with two
integrations by parts,
(Zi|(∆LY )i) =
∫
d3x
√
g Zi∇j(LY )ij = −
∫
d3x
√
g∇jZi(LY )ij
=
∫
d3x
√
g Yi∇j(LZ)ij = (Yi|(∆LZ)i) .
(663)
Now we come to the kernel of ∆L, which represents the analogue of harmonic
fields in the Helmholtz decomposition. The equation for the kernel is
(∆Lξ)
i = ∆ξi + 13∇i∇jξj +Rijξj = 0 . (664)
On compact manifolds, or on noncompact manifolds but assuming that Y a
asymptotically approaches zero sufficiently fast, the above equation is equivalent
to the vanishing of (Lξ)ij ,
(Lξ)ij = ∇iξj +∇jξi − 23 gij ∇kξk = 0 . (665)
This equation identifies conformal Killing vectors of the metric gij , namely
vectors that generate infinitesimal diffeomorphisms which leave the metric in-
variant up to a conformal transformation,
£ξgij = φ gij , φ =
2
3 ∇kξk . (666)
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In an asymptotically flat space the conformal Killing vectors will not vanish at
infinity and cannot therefore be ignored. One can, however, relax the boundary
conditions for the Y a field, requiring that it approach one of the conformal
Killing vectors of Euclidean space. Then Eq. (660) has a unique solution.
These boundary conditions are useful for defining the total momentum of the
gravitational field in the asymptotically flat case [76]. In the closed case, the
good news is that the conformal Killing vectors are always by construction
orthogonal (according to the natural global inner product) to the source of
Eq. (660), namely the divergence of the traceless part ∇j(Xij − 13 X gij) of
Xij :
(ξi|∇j(Xij − 13 X gij)) = −
∫
d3x
√
g∇jξi(Xij − 13 X gij)
=
∫
d3x
√
g (∇jξi − 13 ∇kξk gij)Xij
= 12
∫
d3x
√
g (Lξ)ijX
ij = 0 .
(667)
Since the source term in Eq. (660) is orthogonal to the kernel of the operator
∆L, this operator is invertible in the subspace to which ∇j(Xij − 13 X gij)
belongs. Equation (660) therefore admits a unique solution modulo conformal
Killing vectors, the addition of which does not change the TT-decomposition
of Xij because XijL is insensitive to them.
The three terms in the TT-decomposition are orthogonal to each other:
(XTT|XL) = −2(∇jXijTT|ξi)− 23 (gijXijTT|∇kξk) = 0 ,
(XTT|Xtr) = 13 (gijXijTT|X) = 0 ,
(XL|Xtr) = 13 (gij(LY )ij |X) = 0 .
(668)
One could further decompose the longitudinal part in the manner of Helmholtz
into a pure-spin one and a pure-scalar part, but this last decomposition is not
conformally covariant.
Conformal covariance of the decomposition
Make the conformal transformation
g¯ij = φ
4gij , g¯
ij = φ−4gij (669)
of the metric and assume that the transformation acts on a symmetric tensor
Xij as follows:
X¯ij = φ−10Xij . (670)
We will see a posteriori φ−10 is the only scaling law that leads to conformal
covariance for a contravariant symmetric 2-tensor. This can be understood
by considering the fact that the metric momenta pij have to transform in the
opposite way to the metric:
p¯ij = φ−4pij . (671)
But pij is a tensor density, and to have a proper tensor we have to divide it by√
g, which transforms as φ6. This explains where the φ−10 factor comes from.
More precisely, the exponent of (670) is fixed by the form of (657).
Let’s now consider the transformation of the TT-part of Xij . We first recall
its definition by (657),
XijTT = X
ij − 13 X gij + (LY )ij = φ10(X¯ij − 13 X¯ g¯ij) + (LY )ij , (672)
and we then remember that
(LY )ij = gikgjlg1/3£Y (g
−1/3gkl) = φ4g¯ikg¯jlg¯1/3£Y (g¯−1/3g¯kl) . (673)
Let us next denote by (L¯Y )ij the conformal Killing form calculated with g¯ij ,
XijTT = φ
10(X¯ij − 13 X¯ g¯ij) + φ4(L¯Y )ij . (674)
After these preparations, we define the transformation of XijTT through
X¯ijTT = φ
−10XijTT = (X¯
ij − 13 X¯ g¯ij) + φ−6(L¯Y )ij . (675)
We now show that this tensor is TT with respect to the transformed metric
g¯ij . The tracelessness is trivial because every traceless tensor w.r.t. gij is
traceless also w.r.t. g¯ij , and the two terms that comprise X
ij
TT are separately
traceless. The transversality is less obvious. It needs to hold with respect to the
transformed covariant derivative ∇¯i, which includes the transformed connection
Γ¯ijk = Γ
i
jk + 2(δ
i
j∂k log φ+ δ
i
k∂j log φ− gjkgil∂d log φ) . (676)
Let’s take the covariant deriative w.r.t. g¯ij of X¯
ij
TT,
∇¯jX¯ijTT = ∇¯j(X¯ij − 13 X¯ g¯ij) + ∇¯j
[
φ−6(L¯Y )ij
]
= ∇¯j
[
φ−10
(
Xij − 13 X gij + (LY )ij
)]
= ∇¯j(φ−10W ij)
= φ−10
(
∇jW ij − 10W ij ∂j log φ+ ∆ΓikjW kj + ∆ΓjjkW ik
)
,
(677)
where I called W ij = Xij − 13 X gij + (LY )ij and ∆Γijk = 2(δij∇k log φ +
δik∇j log φ− gjk∇i log φ). An explicit calculation shows immediately that
10W ij ∂j log φ−∆ΓikjW kj −∆ΓjjkW ik = 2 gjkW jk ∂i log φ , (678)
but W ij is traceless and the above expression vanishes. Thus, we have proved
that
∇¯jX¯ijTT = φ−10
[∇j(Xij − 13 X gij) +∇j(LY )ij] , (679)
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and if XijTT was TT w.r.t. gij then ∇j(Xij − 13 X gij) + ∇j(LY )ij = 0 and
∇¯jX¯ijTT = 0, that is, X¯ijTT is TT with respect to g¯ij.
It is easy to see that the above statement implies also its converse because
the original metric can be obtained from the barred one through the inverse
conformal transformation gij = φ
4
inv g¯ij = φ
−4 g¯ij . This exists because, by
definition, φ 6= 0, and therefore the whole argument can be used to show that
if X¯ijTT is TT w.r.t. g¯ij thenX
ij
TT is TT w.r.t. gij .
We conclude that, given a symmetric 2-tensor Xij on a manifold Σ equipped
with the metric gij , it can be decomposed as (657). On a conformally related
manifold Σ with the metric g¯ij = φ
4gij , the tensor X¯
ij = φ−10Xij decomposes
in the same way:
X¯ij = X¯ijTT + X¯
ij
L + X¯
ij
tr , (680)
where X¯ijTT = φ
−10XijTT, X¯
ij
L = φ
−10XijL and X¯ijtr = φ
−10Xijtr , with the vector
Y i that determines the longitudinal part being the same for X¯ijL and X
ij
L .
B.5 Point sources in ADM gravity
The Einstein-Hilbert action coupled with a parametrized point particle of co-
ordinates yµ(s) is
SEH+M =
∫
d4x
√
g R+m
∫
ds
√
gµν(r)
dyµ
ds
dyν
ds
, (681)
the momentum conjugate to yµ is
pµ =
δLM
δ dy
µ
ds
=
mgµν(r)
dyν
ds√
gµν(r)
dyµ
ds
dyν
ds
, (682)
and it satisfies the primary consrtaint
gµν pµ pν = m
2 . (683)
If we parametrize the particle with respect to coordinate time s = t, y0 = t,
y˙0 = 1, then
SEH+M =
∫
d4x
√
g R+m
∫
dt
√
N2 − gij
(
dyi
dt
+N i
)(
dyj
dt
+N j
)
, (684)
where N and N i are, respectively, the lapse and the shift. Then the spatial
part of the particle momentum reads
pi =
−mgij
(
dyj
dt +N
j
)
√
N2 − gij
(
dyi
dt +N
i
)(
dyj
dt +N
j
) . (685)
Inverting the above expression
gij
(
dyi
dt
+N i
)(
dyj
dt
+N j
)
=
gij pi pj N
2
m2 + gij pi pj
, (686)
which in turn implies that the action can be written in the following way
SADM+M =
∫
dt
∫
d3x
{
pij g˙ij −N H−N iHi
+ δ(3)(xi − ri)
[
pi y˙
i +N i pi −N
√
gij pi pj +m2
]}
,
(687)
where H and Hi are the vacuum ADM constraints. The addition of matter
changes the constraints into
HADM+M = 1√
g
(
pijpij − 1
2
p2
)
−√g R+ δ(3)(xi − ri)
√
gij pi pj +m2 ,
HADM+Mi = −2∇jpji − δ(3)(xi − ri) pi .
(688)
B.6 The poles of a spherically-symmetric universe
In this Appendix I will present all the evidence collected so far in favour of the
boundary conditions AN = AS = mN = mS = 0 for the twin-shell universe of
Sec 13.3.
The general solution (454) to the spherically-symmetric ADM constraints
involves a metric that takes the form
ds2=
σ(σ′)2dr2
A2+
(
2
3 〈p〉A−8m
)
σ
3
2 +4σ2− 19 (12Λ−〈p〉2)σ3
+σ
(
dθ2+sin2θdφ2
)
. (689)
The component σ is allowed to go to zero at the poles r = ra only if the
polynomial (455), and with it the denominator of the dr2 term, is positive
around σ = 0. Looking at the regions of positivity of P(
√
σ/m) in Fig. 33–36
we see that on the plane σ = 0 the polynomial is always positive, unless A = 0,
in which case it is zero. It is easy to see that the on-shell curves which end at
A = σ = 0 will do so in such a way that the polynomial will stay positive all
the time. If m > 0, this means that the behaviour of σ for small A’s will have
to be σ −−−→
A→0
(
β
8m
) 2
3 |A| 43 +O(|A| 23 +), where 0 ≤ β < 1 (while if m ≤ 0 there
is no constraint on the asymptotics of σ).
For small values of the areal radius (near the poles), we can ignore the term
− 19
(
12 Λ− 〈p〉2)σ3 in (689), and the three independent curvature invariant
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densities take the form:
R1=
√
gR=
sinθ|σ′|
2σ3/2
3A2√
A2+ 23Bσ
3/2+4σ2
,
R2=
√
gRijR
j
i=
sinθ|σ′|
8σ9/2
27A4+6A2Bσ3/2+B2σ3√
9A2+σ3/2(6A〈p〉−72m)+36σ2 ,
R3=
√
gRijR
j
kR
k
i=
sinθ|σ′|
96σ15/2
297A6+135A4Bσ3/2+27A2B2σ3+B3σ9/2√
9A2+6Bσ3/2+36σ2
,
(690)
where B = (A〈p〉 − 12m). If A 6= 0, all these quantities diverge as σ → 0 and
we have a curvature singularity at the the poles.68 If A = 0 and m < 0 the first
curvature invariant is zero, but the other two are still divergent. If m > 0 and
σ ∼ (β/8m) 23 |A| 43 +O(|A| 43 +) the three terms diverge like
R1∼ 12m
A
√
1−ββ , R2∼
48
(
12−4β+β2)m3
A3
√
1−ββ3 , R3∼
384
(
88−60β−18β2+β3)m5
A5
√
1−ββ5 .
(691)
So the metric (689) always has a curvature singularity at the poles, for any
value of the parameters A and m, unless A = m = 0. This should be a sufficient
reason to take A = m = 0 as our boundary conditions around the poles, however
Shape Dynamics is concerned with the conformal geometry of the metric, and
this is regular (conformally flat) even in presence of a curvature singularity.
From the perspective of conformal geometry, what the curvature singularity
does is to make the theory lose predictivity: in fact the value of A = A(t) at
the poles is not fixed by any dynamical equation, and needs to be specified by
hand.
To better understand this loss of predictivity, turn now to the vacuum dif-
feomorphism constraint, ∇jpji = 0. The solution (450) of this constraint is:
pji=µ
[(
1
3 〈p〉σ+
A√
σ
)
δjrδ
r
i+
(
1
3 〈p〉σ− 12
A√
σ
)(
δjθδ
θ
i +δ
j
φδ
φ
i
)]
sinθ. (692)
There is one spherically-symmetric (Xi = δirξ(r)) conformal killing vector of
the S3 metric:
∇iXj +∇jXi − 23gij∇kXk = 0 ⇒ Xi = c
√
σ
µ
δir , (693)
(in isotropic gauge this is just Xi = c sin r δir). This vector field is well-behaved
at the poles, where σ → 0. Now take the vector field Y i = pijXj . Its coordinate
68It is not hard to convince oneself that there is no way to have the |σ′| term at the
numerator cancel the divergence of the denominator while σ → 0. In fact if σ ∼ rn, then
|σ′|/σ3/2 is finite if n ≤ −2, but then σ diverges as r → 0.
expression is
Y i = c δir
(
1
3 〈p〉σ
3
2 +A
)
sin θ . (694)
The divergence of Y i is
∇iY i = (∇ipij)ξj + pij∇iξj = (∇ipij)ξj + 13p∇kξk = (∇ipij)ξj + 13 〈p〉∇kξk
√
g ,
(695)
integrating over a spherical region centred around the origin:∫
r≤R
∇iY id3x =
∫
r≤R
(∇ipij)ξjd3x+ c 4pi3 〈p〉σ
3
2 (R)
q∫
r=R
Y idΣi = 4pic
(
1
3 〈p〉σ
3
2 (R) +A
) (696)
which implies ∫
r≤R
(∇ipij)ξjd3x = 4picA . (697)
Now notice that, if the region of integration was the annular region R1 ≤ r ≤
R2, the result would have been∫
R1≤r≤R2
(∇ipij)ξjd3x = 0 . (698)
The same holds for any region Ω which does not include the pole. We conclude
that
(∇ipij)ξj = 4picA δ(3)(~r) . (699)
This result is analogue to what one gets when considering the vacuum Poisson
equation on R3 in polar coordinates:
∆V =
∂2V
∂x2
+
∂2V
∂y2
+
∂2V
∂z2
=
1
r2
∂
∂r
(
r2
∂V
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂V
∂θ
)
+
1
r2 sin2 θ
∂2V
∂ϕ2
= 0 ,
(700)
if V is spherically symmetric, the equation reduces to 1r2
∂
∂r
(
r2 ∂V∂r
)
= 0, which
admits the general solution:
V =
c1
r
+ c2 . (701)
This solution has two integration constants, but they can both be fixed by
appropriate boundary conditions: V −−−→
r→∞ 0 implies c2 = 0 and regularity at
the origin implies c1 = 0. If we insist on having c1 6= 0, we find out that we
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are not solving the original equation (in vacuum), but an equation with some
sources concentrated at the origin:
∆V = −4pi c1 δ(3)(~r) , (702)
in fact, using cartesian coordinates:
∆
(c1
r
+ c2
)
= −c1 ~∂ ·
( x
r3
,
y
r3
,
z
r3
)
(703)
and integrating over a sphere of radius R:
− c1
∫
r≤R
~∂ ·
( x
r3
,
y
r3
,
z
r3
)
d3x = − c1
r2
∫
r=R
dΣ = −4pi c1 . (704)
The reason for this is the fact that the spherical coordinate patch covers all of
R
3 except the origin, which lies on the border of the coordinate chart. Then the
elliptic equation ∇V = 0 turns into a boundary-value problem, depending on
the boundary conditions we choose to impose at r = 0 and r =∞. If we choose
c1 6= 0, we have effectively changed the vacuum equation into one with a Dirac-
delta source concentrated at the origin. Such an equation still coincides with
the vacuum Poisson equation in the spherical coordinate chart, which does
not include the origin, but in Cartesian coordinates, which cover the origin
too, it acquires a source term. Similarly, the solution of the diffeomorphism
constraint in spherical coordinates depends on the integration constantA, which
corresponds, in Cartesian coordinates, to a Dirac-delta source term for the
constraint. It is clear now how this ruins the predictivity of the theory: one is
free to specify a source term like (699) as a function of time, and no dynamical
equation can fix it for us. One may be interested in this exercise, to model
for example some collapsed matter which has some expansion/contraction, but
is concentrated in a small region that we want to approximate as pointlike.
However, for the present problem of modelling the gravitational collapse of a
distribution of matter, it is clear that we have to require that the effective value
of the integration constants A and m at the poles is zero.
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