In recent years, the importance of the Radio Occultation Method (ROM), an observation procedure of atmospheric quantities such as temperature, density, pressure, and water vapor, increased in value. Based on the global distribution and the high accuracy of the measurements between the Earth's surface up to 35km altitude, ROM offers new perspectives for climate monitoring. In order to compare the measurements, the data have to be visualized. This paper gives the basic definitions and theorems of spline approximation on the sphere. Via its adjustable smoothing parameters, ROM can be suitably adapted to approximate the given data. Further on, it demonstrates, splines as approximation structures realizing a minimal bending energy of their graphs provide a good approximation of the data at hand. Our results demonstrate that spherical spline approximation is an appropriate method to visualize the change over time of a given layer and to illustrate the vertical composition of the Earth's atmosphere. Moreover, ROM enables us to compare the layers of the atmosphere at different points in time as well as the approximation of parameters between the measurements on arbitrary points on the Earth.
Introduction
Over the past years, discussions about climate change grew in importance. In order to prove or disprove the arguments used in these discussions, a large globally distributed dataset is required. RO (Radio Occultation), a satellite based measuring technique, came into play. RO, first suggested by a group at Stanford University in 1962, was developed in order to provide atmospheric data of distant planets in our solar system. The method provides a globally distributed dataset of vertical profiles of atmospheric parameters such as density, pressure, temperature, and water vapor. Several satellites equipped with these measuring instruments were launched into the Earth's atmosphere, one of them the German CHAllenging Minisatellite Payload (CHAMP) provided
Experimental procedure

Physical Background of ROM
The Radio Occultation method is a measuring technique in planet research, which probes the atmosphere of a planet in order to retrieve atmospheric parameters. In 1962, the method was first suggested by a group at Stanford University during the preparation of NASA's Mars missions Marianer 3 and 4 [19] , [12] . Today, the ROM is an important tool in remote sensing of the atmosphere of distant planets and the Earth itself. Nearly every planet in our solar system, including some of the moons and ring systems, has been probed with the aid of Radio Occultation Missions.
The method was applied on Earth via Low Earth Orbiters (LEOs, 400-1300km altitude), which were equipped with a GPS receiver in order to measure signals send out by GPS satellites at 20,000km altitude. The first GPS Radio Occultation concept has been successfully applied by the GPS/MET (MicroLab-1) experiment in 1995 [17] . Due to the success of the GPS/MET experiment, the German CHAllenging Minisatellite Payload (CHAMP, launched in July 2000) [13] , and Argentina's SAC-C (launched in November 2000) were set into space, which carried a new generation of GPS-flight receivers ("Blackjack"). These satellites provide quasi-continuous GPS Occultation measurements. Further on, the US-German GRACE mis- The basic idea to retrieve atmospheric parameters is to measure the bending angle and phase delay due to the Doppler Shift of the GPS signal, while the LEO is setting or rising above the Earth's atmosphere, see Figure 1 . From these measurements, temperature, density, pressure and water vapor can be calculated by assuming appropriate boundary conditions.
In order to give a basic understanding of the GPS-Radio Occultation method a simplification consists of the assumption of a spherical symmetric distributed atmosphere in order to apply Snell's law and the assumption, that not more than one ray arrives at every observation point on the LEO trajectory. This method is straight forward and is usually applied in regions with no multi path effects such as in the upper troposphere and stratosphere. For more information about the methods used in multi path regions as well as correction methods the reader is referred, e.g., to [18] , [7] and [10] .
In geometric optics, the path of an electromagnetic wave is modeled as rays connecting the transmitter and receiver of the wave. Assuming a spherical symmetrically distributed atmosphere described by Snell's law, the measured Doppler frequency along the orbit of the LEO is used to compute the incident ray direction at each point on the orbit. Via geometric considerations, the bending angel α of the ray can be computed. The bending angel will be dependent on the impact factor which is a specific constant for each ray. Thereafter, an inverse Abel-transformation is applied in order to calculate the refractive index of the Earth's atmosphere, finally followed by the calculation of atmospheric pressure, density, temperature and humidity.
The equations and calculations leading to the equation of the refractive index can be found in either [18] or [7] . The equation for the refractive index reads,
where denotes the impact factor and α the bending angle.
Since the gas in the Earth's atmosphere has a refractive index close to 1, the refractivity N is defined via N = ( −1)×10 6 . Different gases contribute differently to the refractivity of the atmosphere.
Assuming a neutral atmosphere, the refractivity can be expressed as a function of pressure, temperature and humidity content. In meteorology, the equation for the refractivity is often given as
Here, T is the atmospheric temperature given in Kelvin and P represents the total atmospheric pressure, whereas P represents the partial pressure of the water vapor in the atmosphere. The pressure is given in hPa. The constants are usually valid for radio the moist air has a negligible effect, the atmospheric parameters can be derived easily from Equation (2) with the help of the ideal gas law:
ρ is the air density, R is the universal gas constant (R = 8 3155J
the mean molecular mass of the gas and R the specific gas constant.
Assuming that the air is dry, Equation (2) simplifies to
The simplification (4) is necessary in order to calculate atmospheric parameters without further knowledge about current atmospheric conditions and leads to only small errors in the upper troposphere and stratosphere. After combining (4) with (3), an equation for the Earth's density is obtained by
where indicates the height above a reference surface. Further on, inserting Equation (5) in the hydrostatic equation, which is given Figure 2 . Example of a density profile near Berlin, Germany where ( ) is the gravity acceleration at height and finally integrating Equation (6) leads to a representation of the atmospheric pressure:
Inserting the last result into Equation (4) yields an equation for the atmosphere's temperature:
With the help of (5), (7) and (8) By use of the prior equations, an iterative process [8] can be applied in order to calculate water vapor profiles. However, this algorithm suffers from a high sensitivity to even small errors in the analyzed temperatures, which result in large uncertainties of the derived water vapor profiles [11] .
Inserting Equation (3) into Equation (6) and subsequent integration leads to
After reordering Equation (2), P ( ) can be calculated, if P( ) is known:
Based on this result, the specific humidity can be calculated, which is defined as: (11) where is usually given the value of 0 622. The iterative procedure is shown in Figure 4. 
Spherical Spline Approximation
In this section, spherical spline approximation is introduced. In the next section the method is used in order to approximate the RO data provided by the GFZ (GeoForschungsZentrum) Potsdam.
The mathematics behind the method is based on a new setting developed in [6] , namely the explicit representation of the Green function to the iterated Beltrami operator. It enables us to develop spherical spline approximation in close similarity to the onedimensional cubic spline approach. The analogy is obvious: The spline is a piecewise polynomial which after certain differentiation becomes singular in its nodal points. The singularity is that of the fundamental solution of the Laplace-Beltrami operator. In other words, in one-dimensional theory, the singularity is just a jump so that the spline is an integrated step function. On the sphere the singularity is of logarithmic nature and splines are integrated logarithmically singular Green's functions.
The advantage of the spherical spline approximation compared to currently applied methods for visualization of Radio Occultation data, such as binning and linear interpolation (e.g. [16] , [2] and [14] ) is the smoothness of the approximating function. In contrast to polynomial interpolation, undesired oscillations can be avoided. Up until now, spherical splines were difficult to generate since the entries of the matrix used for its computation (Equation (60)) was approximated by a truncated bilinear series. In this paper, we show, that those entries are given by an explicit formula, which makes the computation of spherical splines numerically and economically efficient.
Notation
In this section, the following notation shall be used: Let R 3 denote the three dimensional Euclidean space. The variables , ,... shall be used to denote points in R 3 with = ( 1 2 3 )
)
T as their Cartesian coordinates. The inner product and norm are defined as usual via
Using polar coordinates, for all ∈ R 3 with | | = 0 the following representation can be found:
The set Ω = {ξ ∈ R 3 | |ξ| = 1} denotes the unit sphere with the surface element ω(ξ). LetΓ denote a closed subset of Ω. Then the setΓ can be decomposed in the following way: (14) where Γ =Γ\∂Γ is an open set and ∂Γ denotes the boundary of Γ. With 1 , 2 , 3 as the canonical orthonormal basis in R 3 , the points on the unit sphere Ω can be represented by
Journal of Geodetic Science 
whereas the set of all -times continuously differentiable vector fields defined on a set M is denoted by
The gradient is defined as
Using polar coordinates and the following definitions
the gradient can be rewritten as
where ∇ * ξ is called surface gradient and is defined as:
The Laplace-Operator
can be rewritten by using polar coordinates as
where
denotes the (Laplace-) Beltrami operator on the unit sphere Ω.
The definitions above yield
Spherical Harmonics
The definitions and theorems in this section are standard material in spherical approximation theory. The proofs for the theorems can be found in either [5] or [6] .
Definition 2.1. 
The spectrum of ∆ * ξ is defined as the set of all eigenvalues:
Remark 2.1.
The collection of all finite linear combinations of elements of the orthogonal direct sum
is dense in the space C (Ω) of all continuous functions on Ω with respect to the L 2 (Ω)-norm. Moreover, the set is dense in the Hilbert space L 2 (Ω) of all square-integrable functions on Ω.
Lemma 2.2.
There exist 2 + 1 linear independent spherical harmonics of degree . Hence, there exists a set {Y }
of spherical harmonics of degree and order , which is orthonormal with
is a closed and complete basis in
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Theorem 2.1 (Addition Theorem of Spherical Harmonics).
Let {Y } =1 2 +1 be an orthonormal system in H (Ω) with respect to (· ·) L 2 (Ω) . For any two points ξ η ∈ Ω the following equation holds:
Here, P represents the Legendre polynomial of degree .
Definition 2.3.
A system η 1 η N of N-points η ∈ Ω with N ≥ M is called fundamental system of order , if the rank of the
is equal to M.
Green's Function with Respect to the Beltrami Operator
The spherical spline approximation method is based on the theory of Green's function. In this section, Green's function with respect to the Beltrami operator ∆ * shall be introduced. Further on, an exact as well as a bilinear representation shall be discussed. Based on that, Green's function to the iterated Beltrami operator is defined.
Its explicit structure and some properties are derived.
Some proofs are not mentioned since the corresponding theorems are well known in the literature, e.g. [5] and [6] . The fundamental part of this section is Lemma 2.6, hence, the proof is given explicitly.
Definition 2.4.
The function G(∆ * Definition 2.5.
The function G((∆ * ; ξ η) = 1 4π
Journal
where the function L 2 is the dilogarithm and it is defined as
Proof. From the bilinear representation of the iterated Green's function (Lemma 2.5) we get
Then it follows for all ξ ∈ Ω:
; ξ ξ) = 1 4π
Further on, we get 
Integrating the equation above, we get with the help of the fundamental theorem of integral calculus:
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The fundamental theorem of integral calculus and Equation (48) lead further on to: Using a table of integrals [9] we get:
G((∆ *
where the dilogarithm L 2 is defined as in Equation (41). With the help of Equation (49) we get
Continuity follows finally from the two equations 
Spherical Spline Functions
Next, spherical splines are defined with the aim to determine the interpolating spline function in a unique way for any given dataset. With the help of the reproducing kernel of the space H (2) (Ω), which will be defined in this section, it will be shown, that the unique interpolating spline function has a minimum "bending energy". The proofs not stated in this section can be found in e.g.
[6], [3] or [4] .
Definition 2.6.
In the class of all twice continuously differentiable functions on Ω, the inner product (· ·) H is defined by
for all F G ∈ C (2) (Ω). By H (2) (Ω) we denote the completion of the space C (2) (Ω) with respect to the norm · H = (· ·) H .
Definition 2.7.
Let the N points η 1 η N be a fundamental system of Journal of Geodetic Science 388 order 0 on the unit sphere Ω. Then the function
is called natural spherical spline function in H (2) (Ω) of order 0 corresponding to the nodes η Proof. We get from the definition of the spline function, that we need to determine N + 1 coefficients. For these coefficients we obtain N equations of the following kind:
Equation (58) can be rewritten in matrix formulation via:
where is a constant, A is defined in Definition 2.3 and G is defined as 
which is the unique solution of the linear system.
Theorem 2.4.
The function
is the unique reproducing kernel of the Sobolev space (H (2) (Ω) (· ·) H ), i.e.:
i) For each fixed ξ ∈ Ω K (ξ η) considered as a function of η is an element of H (2) (Ω).
ii) For every function F ∈ H (2) (Ω) and for every point ξ ∈ Ω the reproducing property holds: ; η η ), and all F ∈ H (2) (Ω), the following equation holds:
Theorem 2.5. 
with equality if and only if F = S N .
Proof. From Lemma 2.7 we obtain for every natural spline S ∈ (η 1 η N ) the following equation:
Combining the equation above with Lemma 2.7 leads to:
Now let S N ∈ be the unique interpolating spline. Then, with F (η ) = = S N (η ) for all = 1 N, it follows:
where S are the coefficients of S N . From Lemma 2.7 and rearranging the equation above follows:
which proves the theorem.
Remark 2.2.
Theorem 2.5 suggests that the interpolating spline considered as an infinitesimal thin membrane which is spanned by the data points has minimum bending energy. This interpretation is reflected by the one-dimensional cubic spline interpolation, where the interpolating spline shows minimal "curvature energy" (understood in linearized sense).
Furthermore, we do not make an attempt to use splines of orders > 0 (as proposed by [4] ). As in the one-dimensional case, higher order splines tend to show more oscillations for a scattered data set, thus, we restrict ourselves to the spherical counterpart of cubic splines.
Smoothing Splines
The interpolating spline function introduced in Section 2.2.4 will be slightly modified in order to allow the smoothing of the data. It turns out that the smoothing spline is still uniquely defined and minimizes a functional that measures the fitness of any approximating function, however, under additional statistically oriented prerequisites.
Definition 2.8.
The problem of fitting a smooth function to a given dataset
is minimized in H (2) (Ω), where β are given positive weights and δ ≥ 0 an arbitrary parameter, which give a measure for the desired smoothness (for more details concerning smoothness see [3] ).
Remark 2.3.
Choosing δ = 0 in the spherical spline approximation method leads to strict interpolation. is valid for all F ∈ H (2) (Ω) with equality only if F = S. Further on, if S is given by Definition 2.7, then S is uniquely determined by the equation system
Journal Figure 5 . Condition of the linear equation system (76) for n randomly distributed data points on the sphere.
The proof of the last theorem can be found in either [4] or [6] .
Remark 2.4.
Equation (75) 
Results
In this section, the spline approximation method introduced in the last section is applied to Radio Occultation data in order to produce illustrations demonstrating the vertical composition as well as the change in selected layers of the Earth's atmosphere over time. Further on, some pictures are produced in order to compare different years for a given season and layer among each other. The parameter used in the approximation is the temperature. Nevertheless, it should be observed, that any atmospheric parameter can be approximated by this method.
Zoom through the Atmosphere
In this part, illustrations were created, which show the temperature of the Earth's atmosphere, starting at 35km height above mean sea level and zooming in to 7km height above mean sea level in 
Approximation over Time
In this section, the dataset was interpolated over time in order to show the change of the temperature at 7km altitude over the seasons. Since the number of data points utilized in the approximation is significantly smaller than in the last section, the parameter δ can be chosen as δ = 0 005. This has the benefit that the produced graphical illustrations show more details as in the previous section. The same β are used as in the last section, β = 1 for all . All individual pictures consist of the data of seven consecutive days in order to provide a sufficient dense dataset and even out the influence from the day-night alteration. Figure 8 shows the plots of the temperature distribution at 7km altitude.
Computation of Atmospheric Profiles
By use of the spherical spline approximation method, we are able to compute atmospheric profiles for arbitrary locations on the Earth.
In order to compute those profiles, the spherical spline function has 
Discussion
The results from the last section show, that the spherical spline approximation method is an adequate method for the approximation of the given Radio Occultation data. Further on, the numerical experiments showed, that the spherical spline method is numerically stable even for vast linear equation systems, which contributes further to the usefulness of the method. In addition, the parameters of the method provide a vast adaptivity for adjusting the method to a given approximation problem. It could be shown, that spherical splines are uniquely suited for approximating scattered data. However, as for any other method, the approximation can be improved by a larger dataset. The ideal dataset should consist of measurements, where all measurements taken within an hour would be evenly distributed over the whole sphere, which would require several measuring satellites. 
