Introduction
Viscous damping is the most common model for the modeling of vibration damping. This model assumes that the instantaneous generalized velocities are the only relevant variables that determine damping. Viscous damping models are used widely for their simplicity and mathematical convenience even though the true damping behavior is expected to be nonviscous. Damping models in which the dissipative forces depend on any quantity other than the instantaneous generalized velocities will be called nonviscous damping models. Of many nonviscous damping models, the convolution integral model ͓͑1-3͔͒ is possibly the most general model within the scope of linear analysis. In this paper we consider that the damping model consists of viscous and nonviscous damping. The equations of motion of a N-degree-of-freedom linear system with such damping can be expressed by
where u(t)R N is the vector of generalized coordinates, M R NϫN is the mass matrix, KR NϫN is the stiffness matrix, D R NϫN is the viscous damping matrix, and f(t)R N is the forcing vector. The matrix of the damping functions, G(tϪ), can have various mathematical forms. For example, when G(tϪ) ϭD␦(tϪ), where ␦(t) is the Dirac delta function, the kernel function reduces to the case of viscous damping. Among many other mathematically possible damping functions, the exponential damping model is physically most meaningful ͓͑4͔͒. For this damping model the kernel function matrix has the special form
where k R ϩ are known as the relaxation parameters, C k R NϫN are the damping coefficient matrices, and n denotes the number relaxation parameters used to describe the damping behavior.
A brief review of literature on dynamics of nonviscously damped systems may be found in Ref. ͓3͔ . Muravyouv ͓5,6͔ and Muravyov and Hutton ͓7,8͔ have considered this kind of system where the exponential kernel function is associated with the stiffness matrix. Recently Wagner and Adhikari ͓9͔ have proposed an exact state-space method for the analysis of linear systems with exponential damping. Their approach was based on representing Eq. ͑1͒ in terms of two symmetric matrices in an augmented state space. In this paper an alternative approach based on only one asymmetric matrix is suggested and the relationships between the eigenvectors in the state space and the eigenvectors in the original space have been derived.
It is assumed that M Ϫ1 exists, that is, systems with a singular mass matrix is not considered in the present work. For the sake of generality the usual symmetry and non-negative definiteness properties of the system matrices are not assumed. Further, it is also considered that in general the system is neither symmetrizable ͓͑10,11͔͒, nor simultaneously diagonalizable by any linear transformations ͓͑12͔͒. In Sec. 2, the eigenvalue problem associated with Eq. ͑1͒ is briefly reviewed. The state-space approach based on internal variables is formulated in Sec. 3. The eigenvalue problem in the state space and some properties of the eigensolutions are discussed in Sec. 4. In Sec. 5, the proposed results are illustrated by a numerical example.
Background: The Eigenvalue Problem
Free vibration characteristics of the system is governed by the eigenvalue problem associated with the equations of motion ͑1͒. Assuming the initial conditions
and taking the Laplace transform of Eq. ͑1͒ one obtains
or s 2 Mū͑s ͒ϩs͓DϩG͑ s ͔͒ū ͑ s ͒ϩKū ͑ s ͒ϭp͑ s ͒.
Here p͑s ͒ϭ f͑s ͒ϩMu 0 ϩ͓sMϩDϩG͑s ͔͒u 0
is the equivalent forcing function in the Laplace domain. In the above equations ū (s)ϭL͓u(t)͔C N , f(s)ϭL͓f(t)͔C N and L͓"͔ denotes the Laplace transform. The matrix G(s)C NϫN is the Laplace transform of G(t) and can be obtained from Eq. ͑2͒ as
In the context of structural dynamics, the Laplace parameter s ϭi, where iϭͱϪ1 and R ϩ denotes the frequency. Considering the free vibration from Eq. ͑5͒ the right-eigenvalue problem can be represented by
Similarly the left-eigenvalue problem can be expressed as
Here j C is the jth eigenvalue and u j C N is the jth eigenvector. Suppose the number of eigenvalues is m. The methods for solving this kind of problem follow mainly two routes, ͑a͒ the extended state-space method ͓13-16,7,6,9͔, and ͑b͒ the methods in the configuration space or ''N'' space ͓͑2,3͔͒. In the next section an extended state-space method based on a set of internal variables is proposed.
For lightly damped systems, among the m eigenvalues 2N appear in complex conjugate pairs and the rest are purely real and negative ͓͑3,17͔͒. We emphasize that these results are simply observations and a detailed mathematical proof of the conditions under which such results are valid are not yet available. A physical explanation, however, can be given. The N pairs of complex conjugate eigenvalues can be related to the N ͑complex͒ modes of structural vibration. These modes are therefore called elastic modes ͓͑3͔͒. The other (mϪ2N) purely dissipative modes appear due to nonviscous nature of the damping model and therefore called nonviscous modes ͓͑3͔͒. Nonviscous modes, or similar to these, are known by different names in the literature of different subjects, for example, ''wet modes'' in the context of ship dynamics ͓͑18͔͒ and ''damping modes'' in the context of viscoelastic structures ͓͑15͔͒. For convenience we construct and partition the following matrices: 
and Vϭ͓v 1 ,v 2 , . . . ,v m ͔C nϫm ϭ͓V e ,V e * ,V nv ͔. (12) Here (")* denotes complex conjugation, the subscript (") e corresponds to elastic modes, and the subscript (") nv corresponds to nonviscous modes.
State-Space Formulation
For viscously damped systems, the state-space method based on one asymmetric system matrix has been used extensively in literature ͑see Newland ͓19,20͔͒. Here this approach will be extended to system ͑1͒ by using a set of internal variables. In what follows next, two physically realistic cases, namely, ͑a͒ when all C k matrices are of full rank and, ͑b͒ all C k matrices are rank deficient, have been considered in details. A third possible case, when only some C k matrices are rank deficient, can be easily derived from the two preceding cases.
3.1 Case A: All C k Matrices are of Full Rank. Here it is assumed that rank ͑ C k ͒ϭN, ᭙kϭ1, . . . ,n.
We introduce a set of internal variables y k (t)R N , ᭙k ϭ1, . . . ,n by
Applying Leibniz's rule for differentiation of an integral to Eq. ͑14͒ one obtains
Multiplying Eq. ͑14͒ by the relaxation parameter k , then adding it to Eq. ͑15͒ results in
Now, taking account of the kernel function matrix ͑2͒, Eq. ͑1͒ can be rewritten as
Substituting Eq. ͑14͒ into Eq. ͑17͒ leads to
Using additional state variables
and assuming that M Ϫ1 exists, Eq. ͑17͒ can be rewritten as
Rearranging Eqs. ͑16͒, ͑19͒, and ͑20͒ one obtains
or in the matrix form
where
Õ Vol. 70, NOVEMBER 2003
Transactions of the ASME r͑t ͒ϭ
and z͑t ͒ϭ
In the above equations z(t) is the extended state vector, A is the system matrix in the extended state space, r(t) is the force vector in the extended state space, OR NϫN is a null matrix, and I R NϫN is an identity matrix. It is clear that the order of the system m is mϭ2NϩnN.
(28)
In the viscous damping limit, all the internal variables can be disregarded, that is, all nϫN equations after the first 2N rows in Eq. ͑24͒ can be deleted from the formulation. Under these conditions it is easy to see that the equations of motion ͑24͒ reduce to the standard form ͓͑19,20͔͒ for viscously damped systems with
This shows that the representation of the equations of motion by Eq. ͑24͒ is a natural generalization of the standard state-space formulation for viscously damped systems.
3.2 Case B: All C k Matrices are Rank Deficient. In a large engineering structure it is possible to have different damping in different parts of a structure. For example, different members of a space frame may have different damping properties, each associated with its relaxation parameter k . In this case the associated coefficient matrix C k will be rank deficient because it will have nonzero blocks corresponding to the associated elements only. In this section we assume that in general
This implies that the number of nonzero eigenvalues of C k is r k . Therefore there exist two matrices
In the above equation d k R r k ϫr k is a diagonal matrix consisting of only the nonzero eigenvalues of C k , O 1k and O 2k are null matrices of orders r k ϫ(NϪr k ) and (NϪr k )ϫ(NϪr k ), respectively. For convenience partition Ũ k and Ṽ k as
and
The columns of matrices Ũ 1k R Nϫr k and Ṽ 1k R Nϫr k are the eigenvectors of C k and C k T corresponding to the nonzero block d k and the columns of matrices Ũ 2k R Nϫ(NϪr k ) and Ṽ 2k R Nϫ(NϪr k ) are the eigenvectors of C k and C k T corresponding to the other (NϪr k ) numbers of zero eigenvalues. Now defining the rectangular transformation matrices
it is easy to show that
Thus the matrices R k and L k in Eqs. ͑34͒ and ͑35͒ transform the originally rank deficient matrix C k to a full-rank matrix with rank r k . Now we define a set of internal variables of reduced dimension ỹ k (t)R r k using the rectangular transformation matrix R k as
From this equation it immediately follows that
where y k (t) is defined in Eq. ͑14͒. Using these relationships, Eqs. ͑22͒ and ͑23͒ can be expressed as
Because Eq. ͑40͒ still represents a set of N equations, we premultiply this by L k T to obtain a reduced set of r k equations:
Taking the inverse of ͓L k T R k ͔, the preceding equation may be rewritten as
Now Eqs. ͑21͒, ͑39͒, and ͑42͒ can be combined into the first-order form as
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In the above equations
is the order of the system, O i j are iϫ j null matrices, I j are jϫ j identity matrices, and 0 j are vectors of j zeros. The terms ( ") are corresponding to terms ͑"͒ defined in Eq. ͑24͒. When all C k matrices are of full rank, that is, when r k ϭN,᭙k, then one can choose all R k and L k matrices as the identity matrices and Eq. ͑44͒ reduces to Eq. ͑24͒.
The Eigenvalue Problem
4.1 Case A: All C k Matrices are of Full Rank. The right and the left eigenvalue problems associated with Eq. ͑24͒ can be expressed as
where j C is the jth eigenvalue, j C (2ϩn)N and j C (2ϩn)N are respectively the jth right and left eigenvectors. Because A is a real matrix the eigenvalues can only be real or, if complex, then must appear in complex conjugate pairs. Construct the ''modal matrices:'' ⌽ϭ͓ 1 , 2 , . . . , ͑ 2ϩn ͒N ͔C ͑ 2ϩn ͒Nϫ͑ 2ϩn ͒N (51) and ⌿ϭ͓ 1 , 2 , . . . , ͑ 2ϩn ͒N ͔C ͑ 2ϩn ͒Nϫ͑ 2ϩn ͒N . (52) It can be easily shown that the right eigenvectors and the left eigenvectors satisfy a biorthogonality relationship, i.e., k T A j ϭ0, ᭙k j. We also normalize the eigenvectors such that
and ⌿ T A⌽ϭ⌳.
However, it should be noted that the above normalization is not sufficient to define ⌽ and ⌿ uniquely.
The Structure of the Modal Matrices.
From the definition of z(t) in Eq. ͑27͒, the right eigenvectors in the extended state space can be related to the right eigenvectors in the original space ͑8͒ by
where y 1 j ,y 2 j , . . . ,y n j are components of the jth eigenvector corresponding to the internal variables y 1 (t),y 2 (t), . . . ,y n (t). The vectors y k j C N , ᭙kϭ1,2, . . . ,n can be related to u j using Eq. ͑16͒. Taking the Laplace transform of Eq. ͑16͒ results in
where ȳ k is the Laplace transform of y k (t). For the jth eigenvalue one obtains
Provided j Ϫ k , from the preceding equation,
Using Eqs. ͑55͒ and ͑58͒ the right eigenvectors in the state space j can be related to the right eigenvectors in the original space u j . It is useful to represent this relationship in a matrix form. Define a matrix
For jϭ1,2, . . . ,(2ϩn)N, Eq. ͑57͒ can be written in a matrix form as
Dividing this equation by k one obtains
Using this expression the matrix of right eigenvectors in the state space, given by Eq. ͑51͒, can be expressed as 
This equation completely defines the structure of the right-modal matrix in the state space. Note that the right-modal matrix of a viscously damped system consists of only a 2Nϫ2N block in the top left corner of this expression. Now consider the left eigenvectors. Suppose
Expanding Eq. ͑50͒ we get the following equations:
Multiplying Eq. ͑66͒ by j and using Eq. ͑65͒ results in
Provided j Ϫ k , from Eq. ͑67͒ we further obtain
Substituting x k j T from Eq. ͑69͒, Eq. ͑68͒ results in
T . (71) Comparing Eq. ͑71͒ with Eq. ͑9͒ immediately results in
Using Eqs. ͑72͒ and ͑65͒ one obtains
Similarly, using Eqs. ͑72͒ and ͑69͒ results in
From Eqs. ͑73͒-͑75͒, the left eigenvectors in the state space given by Eq. ͑64͒ can be expressed as
Recalling the partitions in Eqs. ͑10͒ and ͑12͒, for jϭ1,2, . . . ,(2 ϩn)N, the matrix of left eigenvectors can be expressed as
This equation completely defines the structure of the left-modal matrix in the extended state space. For viscously damped systems, the left-modal matrix consists of only 2Nϫ2N block in the top left corner of this expression.
Case B:
All C k Matrices are Rank Deficient. The right and the left eigenvalue problems associated with Eq. ͑44͒ can be expressed as
where j C m and j C m are respectively the jth right and left eigenvectors and the order of the system m is defined in Eq. ͑48͒. Again we construct the modal matrices These modal matrices also satisfy the biorthogonality property defined in Eqs. ͑53͒ and ͑54͒.
The Structure of the Modal Matrices.
From the definition of z(t) in Eq. ͑47͒, the right eigenvectors in the extended state space can be related to the right eigenvectors in the original space ͑9͒ by
where ỹ 1 j C r 1 , ỹ 2 j C r 2 , . . . ,ỹ n j C r n are components of the jth eigenvector corresponding to the internal variables ỹ 1 (t),ỹ 2 (t), . . . ,ỹ n (t). From Eq. ͑37͒ we may obtain
where T k is defined in Eq. ͑43͒ and y k j is defined in Eq. ͑58͒. Substituting ỹ k j in Eq. ͑82͒ for jϭ1,2, . . . ,m, the matrix of right eigenvectors in the extended state space can be obtained as
Now consider the left eigenvectors. Suppose
Following the procedure outlined in the previous section, it can be shown that p 2 j and p 1 j are again given by Eqs. ͑73͒ and ͑74͒ while x k j is given by
Substituting x k j in Eq. ͑86͒ for jϭ1,2, . . . ,m, the matrix of left eigenvectors in the extended state space can be expressed as
The analysis presented here clarifies the structure of the modal matrices in the extended state space. The response to the system subjected to dynamic forces and initial conditions can be easily obtained by utilizing the biorthogonality of the left and the right eigenvectors ͑see the Appendix͒. In the next section the results derived here are illustrated by a numerical example.
Numerical Example
We consider a three-degree-of-freedom system with asymmetric coefficient matrices. The purpose of this example is to verify some of the mathematical expressions derived in this paper. The damping of the system is expressed as a sum of two exponential kernels. For this special case the equations of motion ͑1͒ reads
The mass and the stiffness matrices of the system are defined by 
Numerical values for the entries of M and K matrices are taken from Adhikari ͓21͔. Note that these matrices are asymmetric and not positive definite. The damping coefficient matrices are given by ͬ . (93) Numerical values for the relaxation parameters are assumed to be 1 ϭ1.5 and 2 ϭ0.1.
Both of the damping coefficient matrices have rank deficiencies because one can easily verify that 1 ϭrank͑C 1 ͒ϭ2р3 (95) and 2 ϭrank͑C 2 ͒ϭ1р3.
The order of the system matrix in the extended state space can be obtained from Eq. ͑48͒ as mϭ2ϫ3ϩ (2ϩ1) ͬ . (98) Using these, the system matrix in the extended state space in Eq. ͑45͒ is given by 
The nine eigenvalues of the system are arranged according to Eq. ͑10͒. The diagonal matrices containing the eigenvalues are given by
and ⌳ nv ϭdiag͓Ϫ0.0905, Ϫ0.8755, Ϫ1.7798͔.
Note that the eigenvalues corresponding to the nonviscous modes are purely real and negative. The right and the left eigenvector matrices corresponding to these eigenvalues are obtained as 
The eigenvectors are normalized so that ⌿ T ⌽ is an identity matrix. However, it should be noted that this normalization does not make the eigenvectors unique.
In view of Eq. ͑85͒, the right-eigenvector matrix corresponding to the elastic modes in the space of the original variables, U e , can be obtained directly by taking a 3ϫ3 block in the top left corner of Eq. ͑102͒:
Similarly U nv can be obtained by taking first three rows and last three columns of Eq. ͑102͒: 
As mentioned before, U nv and V nv turned out to be real matrices. This is expected because the eigenvalues corresponding to these modes ͑the nonviscous modes͒ are purely real. Using these numerical values one can easily verify Eqs. ͑85͒ and ͑88͒. A typical case for block ͑3,2͒ in Eq. ͑88͒ is considered here. Using the numerical values given by Eqs. ͑92͒, ͑94͒, ͑97͒, ͑100͒, and ͑106͒ one obtains 
These values can be exactly identified in ⌿ i j given by Eq. ͑103͒ for iϭ7, 8 and jϭ4,5,6 , which corresponds to block ͑3,2͒ in Eq. ͑88͒. This illustrates the relationship between the modal matrices in the extended state space and the modal matrices in the original N space.
Conclusions
Linear vibration of multiple-degree-of-freedom damped systems with combined viscous damping and exponentially fading damping memory kernels has been considered. It has been assumed that in general, the mass, the stiffness and the damping coefficient matrices are neither symmetric nor positive definite. An extended state-space method based on a set of internal variables has been proposed. Two physically realistic cases, namely ͑a͒ when all the damping coefficient matrices are of full rank, and ͑b͒ when the damping coefficient matrices are rank deficient, have been presented. It was shown that for both the cases the equation of motion in the extended state space can be represented in terms of a single asymmetric matrix of higher dimension. The dimension of this matrix depends on the rank of the damping coefficient matrices. The eigenvalues and the corresponding eigenvectors of the system were obtained by solving the standard eigenvalue problem in the state space.
Closed-form exact relationships relating the modal matrices in the extended state space and the modal matrices in the original space have been derived. All the entries of the modal matrices in the extended state space can be represented in terms of the eigenvalues, the systems matrices, and the modal matrices in the original space. It is expected that these results will be useful to understand the nature of the eigensolutions of nonviscously damped systems.
