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Abstract: Dynamic behavior is a fascinating property of natural and artificial systems and its understanding has
significantly impacted the transformation of molecular interchanges into controlled molecular motion. In this tu-
torial, the key descriptors of enantiomeric stability are examined in-depth. Enantiomerization and racemization
are discussed and differentiated on a fundamental level proposing a unified and distinct nomenclature. Their
mathematical meanings and relations are described and deduced cohesively in the context of atropisomeriza-
tion. The calculation of inversion barriers from thermodynamic and kinetic data is demonstrated and the in-
terdependences between the latter are explained mathematically. Using current examples from our group, the
determination of rate constants and the thermodynamic parameters is shown in a step-by-step manner using
the most common techniques. The tutorial is concluded with aspects and considerations concerning statistical
data analysis and error determination of measurements including a practical guide to Monte-Carlo simulations.
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1. Introduction
Dynamic behavior is a key property
in the nano-engineered world. Be it mo-
lecular motors, switches, or capsules, all of
them rely on interchanging states, leading
to features like propulsion, controlled mo-
tion and uptake/release cycles of targets.
[1]
Understanding the dynamics that govern
these systems allows the design of more
capable systems. But it is not only in the
design of newmolecular machines that dy-
namic behavior is important. We find it in
pharmacology and biology as readily, be
it protein-folding, enzyme kinetics or co-
operativity. Consequently a vast number of
rationalizations have emerged, each with
their own background and terminology.
[2]
Chemists have the unique opportunity
to study this behavior on a fundamental
level. From single bond rotations to fol-
damers, model systems showing a finite
number of possible conformers have been
essential to understand, describe and pre-
dict controlled molecular shape and mo-
tion.
[3]
In this context, the most simplified
system consists of two states that are in-
terchangeable. Depending on the require-
ments theymay ormay not differ in energy,
either leading to a preferential population
of one of the conformers or to a steady-
state exchange, respectively. For the latter,
enantiomers are particularly appealing, as
they only differ in the spatial arrangement
of the atoms but share most physical and
chemical properties. They are ideal model
systems to study the underlying principles
in the adaption and inversion of three-di-
mensional shapes. The reaction coordinate
of such systems typically includes a barrier
that is a measure of how readily one con-
former converts into its mirror image. This
barrier is a key descriptor for the stability
of handedness and the design of cascading
interchanges that allow, for instance, uni-
molecular motion.
[4]
In the shape of a tutorial we present
herein a collection of formulas, methods
and procedures to efficiently investigate the
thermodynamic parameters of the dynamic
interchange of enantiomers, particularly
the barrier of inversion. With its uniform
nomenclature and illustrated examples, it
is intended to serve in particular organic
chemists as an easy-to-follow reference.
2. Mathematical Toolkit
2.1 Enantiomerization, Racemiza-
tion and the Rate Constant
Mathematical toolsets addressing the
kinetics of a racemization process exist,
and describe racemization usually as a
1
st
order process. However, the interested
reader is soon lost in inconsistent terminol-
ogy and imprecisely defined formulas and
derivatives thereof. While the information
is undoubtedly there and many excellent
books highlight the various aspects of dy-
namic interconversion in detail, we rea-
soned that it would be convenient to col-
lect the most important ideas, formulas and
transformations in a mathematical toolkit
with a consistent terminology.
The most important distinction to make
is to treat the process of losing chiral in-
formation, that is turning an enantiomeri-
cally pure sample into a racemate (race-
mization) and the interconversion of one
enantiomer into the other (enantiomeriza-
tion) separately.
[5]
These two processes are
closely related as will be outlined, but are
often incorrectly used as synonyms.
Enantiomerization is a microscopic
process describing the reversible conver-
sion of one enantiomer (A) into the other
(B) on a microscopic level.
[6]
(1)
A 𝐵𝐵




Racemization on the other hand is a
macroscopic process and describes the
conversion of a collection of enantiomers
(A) into a racemic mixture (A+B) with an
A:B ratio of 1:1.
(2)
A


50% 𝐴𝐴 + 50% 𝐵𝐵


𝐵𝐵
The process of racemization is promi-
nent in literature but is technically a special
case of the more general enantiomerization
with some boundary conditions: The rate
constant for the forward process (k
AtoB
) is
equal to the backward process (k
BtoA
) and
the enantiomers A and B show a 1:1 ratio
in the equilibrium. Enantiomerization can
lead to racemates but does not necessarily
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(15)
ln[𝐴𝐴]

""
= −𝑘𝑘

""
𝑡𝑡
""
+ ln[𝐴𝐴]

""
(16)
ln[𝐴𝐴]

""
= −2𝑘𝑘

""
𝑡𝑡
""
+ ln[𝐴𝐴]

""
which means that the decay is linear when
plotting ln[A] versus time with a negative
slope equal to –2k
e
. The second form of the
rate law shows the exponential decay of A
over time.
(17)[𝐴𝐴]

= [𝐴𝐴]

𝑒𝑒



The half life of a pure enantiomer is
given by:
(18)
[𝐴𝐴]
/
=


[𝐴𝐴]

(19)
[]
/
[]

=


= 𝑒𝑒



/
(20)
𝑡𝑡
/
=



≈
.


The half live is a valuable parameter as
it directly describes the stability of an en-
antiomer over time.
2.4 The Inversion Barrier
A – if not the – key value to indicate
the stability of enantiomers is the inver-
sion barrier (∆G
‡
) which describes the
Gibbs free energy of activation usually
denoted ∆G
‡
or (imprecisely) ∆𝐺𝐺

‡
. The
best practice is to use ∆𝐺𝐺

‡
as the dagger
(‡) indicates that the value describes the
free energy change of activation (Fig. 1a),
i.e. going from A to the transition state (A
→ A
‡
) while the e specifies that the process
under investigation is converting one par-
ticle of A over the transition state A
‡
to one
particle of B with inversed configuration
(enantiomerization).
It can be stated that
∆𝐺𝐺
()
‡
is depen-
dent on temperature and consists of an en-
thalpic and an entropic term:
(21)∆𝐺𝐺
()
‡
= ∆𝐻𝐻

‡
− 𝑇𝑇∆𝑆𝑆

‡
The rate constant k
e
can be related to
∆𝐺𝐺
()
‡
by the Eyring equation:
(22)
𝑘𝑘

=




𝑒𝑒
∆
()
‡

(6)
∆𝐻𝐻


= 0
(7)
∆𝐺𝐺


= −𝑇𝑇∆𝑆𝑆


Entropy is defined by
(8)
𝑆𝑆 = 𝑘𝑘𝑘𝑘𝑛𝑛(𝑊𝑊)
For a enantiomerically pure system that
can reach a racemate:
(9)2A


𝐴𝐴 + 𝐵𝐵
(10)
∆𝑆𝑆


= 𝑆𝑆


− 𝑆𝑆


=
𝑅𝑅𝑅𝑅𝑛𝑛 𝑊𝑊

− 𝑅𝑅𝑅𝑅𝑛𝑛(𝑊𝑊

)
When enantiomer A racemizes into
A and B, the products have two possible
microscopic states (A and B) and thus
W
A+B
= 2 while the starting material A has
only one (that of the pure enantiomer) and
hence W
2A
= 1:
(11)∆𝑆𝑆


= 𝑅𝑅𝑅𝑅𝑛𝑛 2 − 𝑅𝑅𝑅𝑅𝑛𝑛 1 = 𝑅𝑅𝑅𝑅𝑛𝑛(2)
and consequently
(12)
∆𝐺𝐺


= −𝑇𝑇𝑅𝑅𝑅𝑅𝑛𝑛(2)
at room temperature (T = 298 K)
(13)∆𝐺𝐺


≈ −2.48 𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝑙𝑙

It can be stated that racemization is
solely driven by entropy and is dependent
only on the temperature. It does not, how-
ever, give any indication as to how fast
the process is going to occur. For that, the
kinetics of the process and the barrier of
enantiomerization need to be evaluated.
2.3 Kinetics of Atropisomerization
Dynamic exchange of enantiomers is
typically a unimolecular process and fol-
lows 1
st
order kinetics.
[7]
The differential
form of the rate law is given by:
(14)Rate =
[]

= 𝑘𝑘[𝐴𝐴]
Integration gives
need to do so. Important in the context of
atropisomerization is that k
rac
is deduced
experimentally since it corresponds to a
macroscopic system and is often observed
as loss of a chiral signal but k
e
(the micro-
scopic system) should be used when de-
termining the thermodynamic parameters
of activation, that is, ∆𝐺𝐺

‡
, ∆𝐻𝐻

‡
, and ∆𝑆𝑆

‡
.
Fortunately, enantiomerization and race-
mization can be easily interconverted.
[7]
For an achiral environment which can
reach a racemate:
(3)𝑘𝑘

= 𝑘𝑘

= 𝑘𝑘

which ultimately results in
(4)
2𝑘𝑘

= 𝑘𝑘

since the interconversion of one molecule
reduces the enantiomeric excess by two
molecules.
Over the course of this tutorial we will
only consider processes of systems that
a) do not describe diastereomerization;
b) show equal rates of the forward and
the back reaction that can be described as
the rate of enantiomerization (k
AtoB
= k
BtoA
= k
e
) and are therefore capable of reach-
ing a racemic state; c) are taking part in a
formally achiral environment, that is un-
der diluted conditions and without a chiral
additive. We will use k
e
whenever we are
determining thermodynamic parameters
as it is enantiomerization that describes
the conversion of one molecule of A into
its mirror image B (or vice versa). The rate
of racemization k
rac
will be consequently
substituted with k
e
according to k
rac
= 2k
e
,
except where the racemization process is
specifically addressed.
2.2 The Complete Racemization
Process
The complete racemization process is
often neglected as it does not describe the
stability of the enantiomers but rather the
thermodynamic driving force of an enan-
tiomerically pure sample to turn into a ra-
cemate. Formally, the Gibbs free energy of
racemization (∆𝐺𝐺


) is given defined by
an enthalpic (∆𝐻𝐻


) and entropic (∆𝑆𝑆


)
term.
(5)∆𝐺𝐺


= ∆𝐻𝐻


− 𝑇𝑇∆𝑆𝑆


As the energies of A and B are the same
in an achiral environment:
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Eyring regression (Eqn. (21)) using the
same temperature is good practice to spot
errors in the Eyring regression.
If both E
a
and ∆𝐺𝐺

‡
are known, the en-
tropy can also be determined by using Eqn.
(26) and solving for ∆𝑆𝑆

‡
:
(31)∆𝑆𝑆

‡
=


∆
()
‡

3. Experimental Determination of
Rate Constants – Three Common
Options
When tasked with the determination
of the thermodynamic parameters of en-
antiomerization, or more generally, with
the optical stability of the enantiomers one
quickly finds numerous methods. Pick-
ing a suitable procedure can be challeng-
ing, especially in fundamental research
where new and undocumented systems
are put forward. Fig. 2 gives an overview
over the most commonly used techniques
that are well accepted in the scientific
community.
[8]
Provided there are diaste-
reotopic moieties present, a fast and reli-
able scouting method is dynamic NMR
spectroscopy (DNMR) which can be used
to estimate the enantiomerization time
scale of the system at hand. If the rate of
enantiomerization matches the timeframe
of the NMR experiment, that is the inver-
sion proceeds at an observable rate at a
with slope a = –(∆𝐻𝐻
�
‡
/R) and the inter-
section
b = ∆𝑆𝑆
�
‡
/R+ln(k
B
/h)
(Eyring plot).
Solved for the corresponding thermody-
namic parameters:
(29)
∆𝐻𝐻

‡
= −𝑎𝑎𝑎𝑎
(30)
∆𝑆𝑆

‡
= 𝑅𝑅 𝑏𝑏 − 𝑙𝑙𝑙𝑙



= 𝑅𝑅 𝑏𝑏 − 23.8
from which ∆𝐺𝐺

‡
can be calculated for a
specific temperature (Eqn. (21)). Compar-
ing the barrier directly obtained from the
rate constant (using Eqn. (22)) at a specific
temperature (
∆𝐺𝐺
()
‡
) to the one from the
Solved for ∆𝐺𝐺

‡
:
(23)∆𝐺𝐺
()
‡
= 𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙




− 𝑙𝑙𝑙𝑙 𝑘𝑘

Instead of using the Gibbs free energy
the activation energy, E
a
is often found es-
pecially in older literature. The activation
energy can be related to k
e
by theArrhenius
equation:
(24)
𝑘𝑘

= 𝐴𝐴𝑒𝑒



E
a
and ∆𝐺𝐺

‡
can now be related by:
(25)
𝐸𝐸

= ∆𝐻𝐻

‡
+ 𝑅𝑅𝑅𝑅
substitution of Eqn. (25) into Eqn. (21)
gives
(26)∆𝐺𝐺
()
‡
= 𝐸𝐸

− 𝑇𝑇 𝑅𝑅 + ∆𝑆𝑆

‡
2.5 Enthalpy and Entropy of
Enantiomerization
To determine values for ∆𝐻𝐻

‡
and ∆𝑆𝑆

‡
one can use the temperature dependence of
k
e
. Substituting ∆𝐺𝐺

‡
for Eqn. (21) gives the
expanded Eyring equation:
(27)𝑘𝑘

=




𝑒𝑒
∆

‡
∆

‡

which can be brought into a linear form:
(28)
𝑙𝑙𝑙𝑙



""
= −
∆

‡

""


""
+
∆

‡

+ 𝑙𝑙𝑛𝑛



""
Although the formula appears con-
voluted, it essentially states that plotting
ln(k
e
/T) vs. 1/T will yield a straight line
Fig. 1. Energy profiles for enantiomerization (a) and racemization (b).
Fig. 2. Flow chart presenting the various methods to determine rates of enantiomerization.
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constants k
e(T)
which in turn can be used to
determine the thermodynamic parameters
(Eyring plot, see Eqns (29)–(31) in section
2.6).
While being an elegantmethod,DNMR
requires the presence of diastereotopic
protons, expensive hardware and usually
prolonged measurement times to obtain
precise spectra. The boiling points of the
solvents often limit the window of observ-
able enantiomerizations (∆𝐺𝐺

‡
typically
20–100 kJ mol
–1
).
[8]
Further requirements
are temperature stability of the sample and
a reasonably simple NMR spectrum with-
out a multitude of coupling in the range of
the diastereotopic protons.
4.1 Illustrated Example
Alkyl bridged biphenyls are well
studied examples of atropisomers whose
dynamic behavior has been studied in
detail.
[13]
Their relatively low lying bar-
riers of inversion allow the kinetics to be
studied by either DHPLC or DNMR, de-
pending among other things on the length
of the alkyl bridge. In this example
[14]
we
will demonstrate the evaluation of a propyl
bridged biphenyl (Fig. 3), which could not
be separated into the isomers by DHPLC.
The system possesses a bridge that shows
diastereotopic protons due to the helical
conformation of the structure. The high-
lighted protons can be used to determine
the rate of inversion by measuring the peak
broadening at half-height and subsequently
determining the coalescence temperature.
It is very important to calibrate the internal
temperature of the sample beforehand,
[15]
for which usually additives are used.
The determined coalescence tempera-
ture can now be used to calculate the bar-
rier by using Eqn. (34):
diastereotopic moieties to broaden and
gradually coalesce into a time-averaged
single peak. The temperature of this
intermediary stage (T
c
) (i.e. the point
where the enantiomerization rate 𝑘𝑘


matches the NMR timescale) is then used
to determine the rate constant 𝑘𝑘


.
If no coupling between the two moi-
eties occurs, 𝑘𝑘


can be calculated using
the difference in chemical shift of two dia-
stereotopic moieties without exchange:
[12]
(32)
𝑘𝑘


= 𝜋𝜋


Substituting into Eqn. (23) gives the
barrier of enantiomerization:
(33)∆𝐺𝐺


‡
= 𝑅𝑅𝑇𝑇

𝑙𝑙𝑙𝑙





− 𝑙𝑙𝑙𝑙 𝑘𝑘


Incorporating Eqn. (32) into Eqn. (33)
allows the direct calculation of the barrier
of enantiomerization from the NMR re-
sults:
(34)∆𝐺𝐺


‡
= 𝑅𝑅𝑇𝑇

𝑙𝑙𝑙𝑙





− 𝑙𝑙𝑙𝑙 𝜋𝜋
∆

If coupling occurs 𝑘𝑘


can be numeri-
cally approached by Eqn. (35):
(35)𝑘𝑘


≈ 2.22 ∆𝜈𝜈

+ 6𝑘𝑘



Simulating the spectra at variable tem-
peratures (line shape analysis, LSA) gives
access to the temperature dependent rate
coalescence temperature T
c
(see next sec-
tion) within the temperature window of the
instrument (T
min
< T
c
< T
max
), DNMR is the
method of choice (t
1/2
≈ minutes – hours).
If the process is much faster than the NMR
timescale (T
min
> T
c
), the conformers are
short-lived and are not considered to be
atropisomers (t
1/2
≈ seconds – minutes). If
the inversion requires temperatures much
higher than the instrument can provide (T
c
> T
max
), dynamic chromatography and dy-
namic chiroptical spectroscopy are likely
candidates to obtain accurate enantiomer-
ization rates and with that the thermody-
namic parameters (t
1/2
≈ hours – days).
4. Dynamic NMR Spectroscopy
(DNMR)
Dynamic NMR spectroscopy is one of
the most prominent methods of determin-
ing the inversion barrier of atropisomers
as it allows to do so directly from a ra-
cemic mixture.
[9]
This makes this method
particularly useful for enantiomerizations
that occur rapidly at room temperature, in
particular rotations around single bonds.
Whereas in the other established methods
the spectra show the time/temperature-
dependent changes of the enantiomeric
distribution in a racemization process, the
spectra of the enantiomers are identical
in DNMR. It relies rather on enantiotopic
nuclei or groups (usually protons) that are
rendered diastereotopic due to the spatial
configuration of the molecule.
[10]
In a nut-
shell, the chiral configuration of the mol-
ecule locks two otherwise identical groups
in place, which then experience a different
chemical environment. The resulting anis-
ochrony is then used as an internal gauge to
observe the enantiomerization directly. A
typical setup includes an NMR spectrom-
eter which can operate at a broad range of
temperatures. The rates of enantiomeriza-
tion k
eT
or k
e(T)
can be obtained either by a)
measuring 1D NMR at variable tempera-
tures (VT-NMR) between the slow and fast
exchange limit (common method). The
experimental exchanging resonances are
be compared to simulated ones
[11]
(dNMR
(Bruker Bio Spin Ag
®
), MEXICO and
WINDNMR are prominent programs to do
so) where the exchange rate constant k
e(T)
is
known. b) transient exchange experiments
like 1D- or 2D-EXSY (GOESY) using sev-
eral mixing times and then measuring the
rate of buildup of the exchange cross-peak
versus the mixing time at variable tem-
peratures. VT-NMR is usually more acces-
sible and will be the focus of this section.
Ideally the dynamic system shows two
well-resolved resonances at low tempera-
tures (typically 0–25 °C). Upon heating
the interconversion of the two enantiomers
is facilitated causing the signals of the
Fig. 3. Procedure to determine the theoretical coalescence temperature T
c
. Determination of the
line-width at half-height of the anisochronous signal (arrows and dotted lines, left). Plotting the
obtained line–width versus the recorded internal temperature (right) and a subsequent Lorentzian
fit allows the determination of the temperature at which the maximum line–width occurs. That
temperature corresponds here to T
c
= 262.3 ± 0.4 K.
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For the determination of the thermo-
dynamic parameters, a range of rates at
different temperatures is required. For the
evaluation of the coalescence temperature,
a set of spectra at various temperatures
were already recorded, which can now be
simulated by line-shape analysis (Fig. 4).
The line-shape analysis gives access to the
rates at these temperatures (i.e. k
e(T)
).
Once the rates are determined by LSA,
anEyring plot (see section 2.6) and a subse-
quent linear regression of the data can then
be used to determine the thermodynamic
parameters (Fig. 5). A word of caution: In
almost all Eyring plots the experimental
window is small (due to boiling points of
solvents and so on). The linear regression
is a large extrapolation of the data set and
the determined values, especially for en-
tropy and enthalpy, should be treated care-
fully. This is the case for almost any Eyring
regression.
Substitution into Eqns (29)–(31) gives:
(37)
∆𝐻𝐻

‡
= −𝑎𝑎𝑎𝑎 = − −57912 ⋅
8.31 ⋅ 10

= 48.2 kJmol

(38)
∆𝑆𝑆

‡
= 𝑅𝑅 𝑏𝑏 − 𝑙𝑙𝑙𝑙



= 8.31 ⋅
21.8 − 23.8 = −16.3 Jmol

(39)
∆𝐺𝐺

‡
= ∆𝐻𝐻

‡
− 𝑇𝑇∆𝑆𝑆

‡
= 48.2 −
(−0.0163 ⋅ 298) = 53.1 kJmol

To compare with the value obtained di-
rectly from the coalescence temperature T
c
= 262 K, the ∆𝐺𝐺

‡
value can be calculated
at that temperature (i.e. ∆𝐺𝐺

‡
):
(40)
∆𝐺𝐺

‡
= ∆𝐻𝐻

‡
− 𝑇𝑇∆𝑆𝑆

‡
= 48.2 −
(−0.0163 ⋅ 262) = 52.5 kJmol

which is in good agreement with ∆𝐺𝐺


‡
derived directly from 𝑘𝑘


(∆∆𝐺𝐺


‡
= 0.2
kJ mol
–1
).
5. Dynamic Chromatography
While DNMR allows a convenient ac-
cess to the rate constant of enantiomeriza-
tion in situ directly from the racemate, it
is best suited for fast enantiomerization
processes (20–100 kJ mol
–1
). Many of
the more stable atropisomers are however
beyond the instrumental limitations. For
such systems one typically refers to either
dynamic spectroscopy (which will be cov-
ered in the ensuing section) or dynamic
chromatography,
[6,16]
which will be cov-
ered here.
Dynamic chromatography
[16c,17]
has
several advantages, the most prominent
being that it allows the investigation of the
rate of enantiomerization from a sample
purified on-column, which excludes inter-
ference from chiral and achiral impurities.
It is not necessary, contrary to the chiral
spectroscopy methods, to obtain enantio-
merically pure samples beforehand. Nota-
bly, the determination of the rate and with
that the thermodynamic parameters require
only the chromatogram.A typical setup in-
cludes besides a complete HPLC system
a column oven with temperature control
and rather expensive columns with a chi-
ral stationary phase. Numerous methods
that fall under dynamic chromatography
exist, the most prominent being dynamic
high pressure liquid chromatography
(DHPLC), dynamic gas chromatography
(DGC)
[5c]
and dynamic supercritical fluid
chromatography (DSFC)
[8]
and most of
the mathematical background, advantages
and shortcomings are at least comparable.
Dynamic HPLC is by far the most com-
mon for systems such as ours and serves as
the illustratory example. It typically allows
the investigation of barriers in the range of
60–120 kJ mol
–1
which translates into half
lives of hours.
In principle chiral discrimination of the
enantiomers is achieved by a chiral station-
ary phase on the column. Analogous to
DNMR, peak coalescence can be observed
by simultaneously resolving the enantio-
Fig. 5. Eyring plot of
the rates as deter-
mined by LSA. The
subsequent linear
regression y = ax +
b yields slope a =
–5792 ± 195 and in-
tercept b = 21.8 ± 0.7.
Shading indicates
the 95% confidence
interval, error bars the
standard deviation at
each temperature.
Fig. 4. Line-shape
analysis to determine
the values of k
e(T)
.
Left: Experimental
spectra in MeOD of
two diastereotopic
hydrogens clearly
displaying the tem-
perature dependence
of enantiomerization
with the resulting
coalescence phe-
nomena. Right: Line-
shape analysis of the
spectra yielding the
corresponding calcu-
lated k
e(T)
.
(36)
= 8.31 ⋅ 10

⋅ 262 𝑙𝑙𝑙𝑙
.⋅

⋅
.⋅

− 𝑙𝑙𝑙𝑙 𝜋𝜋


= 52.3 kJmol
−1
𝐺𝐺


‡
= ∆𝐺𝐺

‡
= 𝑅𝑅𝑇𝑇

𝑙𝑙𝑙𝑙





− 𝑙𝑙𝑙𝑙 𝜋𝜋
∆

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peratures from 288–308 K in 5 K steps
were measured, each with three repeats.
The resulting Eyring plot is shown in Fig.
8. Linear regression gives access to ∆𝐻𝐻

‡
from the slope and ∆𝑆𝑆

‡
from the intersec-
tion (see section 2.6). From the enthalpy
and entropy the barrier can be calculated
for a given temperature.
Substitution of the results from the
Eyring plot in Fig. 8 into Eqns (29)–(31)
gives:
(42)
∆𝐻𝐻

‡
= −𝑎𝑎𝑎𝑎 = − −5051 ⋅
8.31 ⋅ 10

= 42.0 kJmol

(43)
∆𝑆𝑆

‡
= 𝑅𝑅 𝑏𝑏 − 𝑙𝑙𝑙𝑙



= 8.31 ⋅
4.58 − 23.8 = −159.5 Jmol

(44)
∆𝐺𝐺

‡
= ∆𝐻𝐻

‡
− 𝑇𝑇∆𝑆𝑆

‡
= 42.0 −
−0.159 ⋅ 298 = 89.4 kJmol

Which is in accordance with ∆𝐺𝐺

‡
derived directly from k
298
(∆∆𝐺𝐺

‡
= 0.2
kJ mol
–1
).
6. Dynamic Chiroptical
Spectroscopy
The third prominent and probably also
the oldest method to determine inversion
barriers is to observe the degeneration of a
chiroptical signal.
[21]
An enantiomerically
enriched sample that is optically active
beforehand. Once resolution is achieved,
the elution profiles are typically recorded
over a range of temperatures, which is of-
ten limited by the boiling/freezing point of
the solvent and the temperature stability of
the column. Computer simulation of the
elution profiles
[5c,19]
at these temperatures
provides the individual rate constants k
e(T)
which in turn gives access to the thermo-
dynamic parameters much as in the case
of DNMR. The obtained data can be dis-
torted, as in reality on-column enantiom-
erization does not proceed entirely in an
achiral environment. The stationary phase
is of course chiral which will have an in-
fluence on the determined barrier and the
other thermodynamic parameters.
[18]
The
enantiomerization will also not, contrary
to DNMR and dynamic chiroptical spec-
troscopy, be a uniform process which can
be described with a single rate constant.
The observed process is rather an average
between rates of desorption and absorp-
tion, enantiomerization in solution (when
desorbed) and in the solid state (when ad-
sorbed). More modern methods that can
overcome
[16b]
some of these limitations
have demonstrated that these effects are
however usually small. Further limitations
include the choice of a suitable eluent with
the appropriate polarity and solubilizing
capability, the limited available tempera-
ture range, and the common requirement
of developing a method of separation.
5.1 Illustrated Example
A dipiperidinyl-substituted butyl-
bridged biphenyl from our group serves
as a representative example.
[4a,20]
After the
development of a suitable HPLC method
the resulting elution profile was investi-
gated using the software DCXplorer by
Trapp and coworkers. The key parameters
that are determined (Fig. 7) are the separa-
tion of the peaks, the width and height of
the plateau. From that the corresponding
rate constant k
e
was determined computa-
tionally.
The example shown in Fig. 7 yields
k
e298
= 1.24 · 10
–3
s
–1
. Substitution into Eqn.
(23) gives Eqn. (41):
For a full thermodynamic analysis, rate
constants at variable temperatures are re-
quired (i.e. k
e(T)
). For a proper data analysis,
each elution should be measured at least
three times per temperature, which allows
the determination of the standard deviation
for each temperature, which gives a good
estimate of the error (see section 6.2 for
details). In the case presented here, tem-
mers and observing their on-column inter-
conversion (Fig. 6).
[18]
Enantiomers show-
ing slow racemization over the timeframe
of the resolution can be separated as two
individual peaks. Stereolabile compounds
with faster enantiomerization rates will
undergo interconversion during elution
which leads to the formation of a plateau
between the peaks.
[16b]
As the plateau for-
mation arises from the on-column isom-
erization, the height of the plateau will
increase along with temperature, in cor-
relation to the rate. If the interconversion
is much faster than the timeframe of the
elution, peak coalescence is observed and
the enantiomers will elute as a single peak.
Obtaining single peaks at the beginning of
the parameter scouting can be challenging
as it remains to be determined whether the
conditions for a successful separation of
the enantiomers are not found yet or the
rate of the enantiomerization prevents any
resolution by the method. It is one of the
reasons that DNMR is generally used first
(if possible) to get an estimate of the rate
Fig. 6. Typical DHPLC elution profiles recorded
on a chiral stationary phase for different tem-
peratures. Upon heating the enantiomerization
is accelerated leading to the increase of the
plateau between the peaks. Further heating
would eventually lead to complete elution as a
broad, single peak.
Fig. 7. Evaluated elution profile at 298 K col-
umn temperature. Evaluation was performed
using the software DCXplorer which calculates
directly the rate constant yielding k
e298
=
1.24 · 10
–3
s
–1
.
(41)
= 8.31 ⋅ 10

⋅ 298 𝑙𝑙𝑙𝑙
.⋅

⋅
.⋅

− ln (1.24 ⋅ 10

) = 89.6 kJmol

∆𝐺𝐺

‡
= 𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙




− 𝑙𝑙𝑙𝑙 𝑘𝑘

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6.1 Illustrated Example
Along the numerous chiral systems we
developed, our ‘Geländer’–oligomer
[24]
is
an ideal candidate to illustrate the use of dy-
namic chiroptical spectroscopy. The hexa-
phenyl structure exists exclusively as two
helical enantiomers andwas suited to study
enantiomerization dynamics involving the
rotation ofmore than one single bond in the
backbone. The barrier of helix inversion
was found to be too elevated to be measu-
red byDNMR leaving two options: DHPLC
or DCD. After an extensive screening of
conditions we achieved the separation as
shown in Fig. 9, top. While both enantio-
mers are resolved as peaks, the missing
baseline separation prevented the deter-
mination of the rate constant by DHPLC.
However, the resolution was good enough
to obtain the enantiomers in >95% ee di-
rectly off the column which allowed the
decay of the chiroptical information to
be studied over time (Fig. 9, middle). The
logarithm is particularly sensitive to small
numbers close to zero which results in
scattered data at the end of the experiment.
It is therefore advisable to use strong CD
bands that deviate significantly from zero
to obtain a large linear segment to extend
the dataset for the linear fit. In the example
described here most of the data points were
suitable leading to
(47)𝑎𝑎 = −1.29 ⋅ 10

= −2𝑘𝑘

(48)
𝑘𝑘

= −


=
.⋅


𝑠𝑠

=
6.47 ⋅ 10

s

Substitution into Eqn. (23) gives Eqn. (49):
nal, limitations in choice of solvent and
temperature ranges, the requirement of
an enantiomerically enriched sample and
the purification thereof. We found it most
convenient to combine DHPLC and DCD.
DHPLC provides an elution profile and
purification of the sample in one step in
low concentrations of the substance. Col-
lection of one of the enantiomers directly
off the column and application of DCD
allows a second enantiomerization rate to
be obtained. Conveniently the collected
amount in one HPLC run is usually suit-
able for subsequent analysis by DCD. If
the racemate cannot be resolved into the
enantiomers by any means, classical CD or
polarimetry experiments are not possible.
However Metcalf, Rickhardson and co-
workers have found an elegant solution for
systems that are luminescent.
[23]
Excitation
of a racemic mixture with circular polar-
ized light (left or right handed) excites
preferably one of the enantiomers over the
other giving a non-racemic excited state
population. Measuring the emission decay
of this population by time-resolved cir-
cular polarized light emission (TR-CPL)
gives access to the racemization kinetics,
albeit of the exited structure.
If the barrier of stable enantiomers (at
room temperature) needs to be determined,
an elegant method is to heat the neat sam-
ple (or with a high boiling solvent) to a
temperature where racemization occurs,
then determine the enantiomeric excess
(by HPLC or any other method) at various
time points (e.g. each hour). The decay of
the enantiomeric excess follows the same
law as does the decay of the CD signal, and
can be treated identically (plotting ln(EE)
vs. t gives the rate constant and so on).
Like in the example for DHPLC, mea-
suring decay profiles for multiple tempera-
tures would allow the remaining thermo-
dynamic parameters (entropy and enthal-
py) to be obtained.
7. Errors and Quality of Fits
The presentation of data in publica-
tions is accompanied by its estimation of
the error. It describes the robustness of
the data and their evaluation and indicates
precision and uncertainties. However, a
proper error analysis is time consuming
and in many cases very challenging. This
section explains some of the often encoun-
tered variables used in error determination
decays exponentially into the chiroptically
mute racemate
[22]
which can be followed
by dynamic chiroptical spectroscopy. Po-
larimetry and more recently dynamic cir-
cular dichroism (DCD) are the analytical
methods used. The observed barriers are
typically in a range of 80–180 kJ mol
–1
.
[8]
Below 80 kJmol
–1
the optically active sam-
ple degenerates before the measurement to
a considerable amount.Above 180 kJmol
–1
the time required to record the process is
significant (> one week). Such samples
are generally considered to be stable en-
antiomers at room temperature. A typical
setup includes hardware for the separation
of the enantiomers (often a HPLC setup in-
cluding a column with a chiral stationary
phase) and a spectrometer (CD or optical
activity) with a heating block to change the
temperature of the sample.
The process observed is the conversion
of an enantiomer into the racemic mixture
(racemization). Careful, the obtained value
for k is k
rac
not k
e
which is used for the de-
termination of thermodynamic parameters.
But as 2k
e
= k
rac
, the conversion is straight-
forward. Rearranging Eqn. (16) gives:
(45)𝑙𝑙𝑙𝑙
∆

∆

= −2𝑘𝑘

𝑡𝑡 ~ 𝑙𝑙𝑙𝑙∆𝐴𝐴

as the relationship between the CD signal
and the initial concentration is linear. ∆A
0
and ∆A
t
are the difference in absorption at
t = 0 or t, respectively.
Plotting t against ln∆A
t
gives access to
k
eT
directly from the slope (a = –2k
eT
). The
obtained k
eT
can then be used to calculate
the freeGibbs energy of racemization∆𝐺𝐺

‡
by using the rearranged Eyring equation:
(46)
∆𝐺𝐺

‡
= −𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙





= −𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙





Drawbacks include the requirement
of a sufficiently strong chiroptical sig-
(49)
= 8.31 ⋅ 10

⋅ 298 𝑙𝑙𝑙𝑙
.⋅

⋅
.⋅

− ln (6.47 ⋅ 10

) = 96.9 kJmol

∆𝐺𝐺

‡
= 𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙




− 𝑙𝑙𝑙𝑙 𝑘𝑘

Fig. 8. Eyring plot of
ln(k
eT
/T) vs. 1/T of all
evaluated elution pro-
files and subsequent
linear regression y =
ax + b with slope a =
–5051 ± 112 and in-
tercept b = 4.58 ± 0.4.
Shading indicates
the 95% confidence
interval, error bars the
standard deviation at
each temperature.
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dures distort experimental errors and may
lead to their over- or underrepresentation
in frontier values of x and y. This effect is
even more severe in transformations com-
bining x and y values.
[25]
While the distor-
tion can be usually neglected in first order
processes such as enantiomerizations – the
errors in time or temperatures are usually
relatively low – it is nevertheless important
to be aware of the issue, especially when
dealing with aggregation or similar phe-
nomena that follow complex non-linear
behavior.
After the fitting procedure, the good-
ness of fit has to be assessed. Often, prob-
lems with the fit can be detected visually
by superimposing the graph of the fit with
the data points. Important tests include the
use of residual plots, the Wald-Wolfowitz
test, the reduced coefficient of determina-
tion (𝑅𝑅
2
) and reduced Chi-Square (𝜒𝜒


).
A residual plot shows the difference be-
tween themeasured and the calculated data
as a function of x. Ideally, the residuals ac-
count for experimental error only, that is,
the data is appropriately represented by the
formula. Thus, a trend in this plot would
suggest a bad fit; the residual plot should
show a random distribution of negative and
positive residuals. Clustering of the posi-
tive and negative residuals is indicative of
systematic differences between the data
and the predicted values from the curve.
[26]
The runs test (Wald-Wolfowitz Test) is
a quick and solid means to detect whether
the regression curve deviates systemati-
cally from the data. A run can be defined
as a consecutive series of points where the
residuals have the same sign. If N is the
total amount of data points with N
a
points
above the curve and N
b
points below, the
expected number of runs equals [(2N
a
N
b
)/
(N
a
+N
b
)]+1. Critical values tables for num-
bers of runs depending on N
a
and N
b
are
readily available to affirm or reject ran-
domness of the residuals.
[26]
The R
2
value is the coefficient of de-
termination and often automatically de-
termined by the statistical evaluation soft-
ware. It is used to account for the degree
to which the variance of the ‘dependent’
variable is explained by the ‘independent’
variable:
(50)𝑅𝑅

= 1 −
∑(

)

∑ 


R
2
values range between 0 and 1. For
example, an R
2
value of 0.997 means that
99.7% of the variation of the dependent
variable is caused or explained by the vari-
ation of the independent one. The more pa-
rameters are contained in the formula, the
closer the value of R
2
to 1, independently
from the contribution of the parameters to
terpart and nonlinear regression programs
can be used to fit linear models. But fitting
linearized data can be delicate. One of the
most fundamental drawbacks of lineariza-
tion procedures is that linear regression
calculations are only valid when the ex-
perimental uncertainty of y values is not
related to the values of x or y. This is not al-
ways the case because linearization proce-
and presents methodologies for a solid and
(relatively fast) error estimation. We will
refrain from an in-depth discussion and re-
fer the reader to the literature.
7.1 Evaluating the Quality of Linear
Fits
Linear regression is essentially a sim-
pler, special case of the nonlinear coun-
Fig. 9. Determination
of the rate constant
of enantiomerization.
Top: HPLC resolution
on a chiral station-
ary phase at 291 K.
Middle: Decay of
the most intense CD
band (222 nm) over
time of one enantio-
mer at 298 K. Insert:
CD Spectra of one
enantiomer after
isolation by HPLC.
Bottom: Linear fit of
the logarithmized CD
decay vs. time. The
slope of the linear fit
gives k
e298
and with
that ∆G

‡
. The
asterix denotes the
enantiomer used for
the chiroptical investi-
gations.
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3) Fit the simulated data and collect
the optimized values of the adjustable pa-
rameters from which an Eyring plot de-
livers, ∆𝐻𝐻

‡
𝜎𝜎

, ∆𝑆𝑆

‡
𝜎𝜎

and
∆𝐺𝐺

‡
𝜎𝜎

.
4) Steps 2) and 3) are repeated m ≥
1000 times (here 2500 times). For each
of these m simulations for n data points
an Eyring plot delivers ∆𝐻𝐻

‡
𝜎𝜎

,
∆𝑆𝑆

‡
𝜎𝜎

, and ∆𝐺𝐺

‡
𝜎𝜎

. By
definition, the set of the calculated values
corresponds to the distribution function
of the corresponding parameter. These
distributions can be visualized by plot-
ting a histogram with the ∆𝐻𝐻

‡
𝜎𝜎

|∆𝑆𝑆

‡
𝜎𝜎

|∆𝐺𝐺

‡
𝜎𝜎

values
in the x-axis and their frequency (i.e. the
number of times this value was found in
the m repetitions) in the y-axis.
can be calculated, if x can be determined
accurately. The standard deviation can then
be used as error bar for that set of points,
which in turn allows the computation of
confidence bands and so on.
[30]
Especially
when x denotes temperature or time the
standard deviation provides an appropriate
uncertainty of y.
Although data may be linearized (as
is the case for CD decay curves which are
then plotted logarithmically), the process
under investigation is still nonlinear and
no straightforward procedure exists to es-
timate the uncertainty during the fitting
process. Most programs display the 95%
confidence interval or error estimates on
the fitted data.
[25,33]
These asymptotic stan-
dard errors assume, among other things,
that the physical property y is the only
source of experimental error and do not
account for asymmetrical errors. However,
asymptotic standard errors are still precise
enough to qualitatively evaluate the results
of the fit;
[26b]
very large asymptotic stan-
dard errors may be indicative of a variety
of problems with the process investigated,
ranging from lack of precision of the mea-
surements to wrong choice of model and
might even indicate the process not taking
place.When errors need to be known more
precisely, the described disadvantages can
be avoided by using theMonte Carlo simu-
lation method.
[34]
The underlying concept
of Monte Carlo simulations is to simulate
data sets with different random scatter for
each set. After fitting each simulation,
the distribution of the fitted parameters is
used to create confidence intervals. The
implementation of Monte Carlo simula-
tion generally consists of five steps which
are demonstrated here by estimating the
uncertainty of the thermodynamic param-
eters obtained by an Eyring plot:
[26b,34]
1) Compute an optimized data set.
In our example, values for ∆𝐻𝐻

‡
and ∆𝑆𝑆

‡
were determined (Fig. 10, top) which can
be used to recursively calculate the corre-
sponding rates k
eT
at n (here: n = 6) given
temperatures T by Eqn. (27) (Fig. 10, mid-
dle). Since these rates are calculated, the
resulting linear regression of these n = 6
values yields a perfectly straight line.
2)Add (Fig. 10, bottom) scatter σ (typ-
ically derived from a Gaussian distribu-
tion) to each of the n = 6 data points such
that T
’
i
= T
i
+ σ
T
and k
’
e
= k
e
+ σ
k
, using
the Box-Muller- or the Marsaglia polar
method, for example. In other words, to
each temperature T
i
(x-axis) and rate k
eT
(y, although the y-axis in Eyring-plots dis-
plays ln(y/x)) is added a certain, randomly
chosen value σ (positive or negative) that
causes the data points to scatter around
the optimized data set in two dimensions;
this should account for most, if not all,
instrumental uncertainties in the original
n = 6 measurements.
the model. The adjusted R
2
value, (𝑅𝑅
2
),
corrects this bias by adjusting the number
of parameters in relation to the number of
data points. It is usually smaller than the
regular R
2
value:
(51)𝑅𝑅

= 1 −
()⋅∑(

)

()⋅∑ 


with n being the number of data points and
K the number of parameters fit by the re-
gression; the expression (n – K) gives the
number of degrees of freedom of the re-
gression.
[26b,27]
Reduced Chi-square
𝜒𝜒


is best de-
scribed by first describing Chi-square χ
2
.
In linear regression χ
2
is a measure of how
well the observed data is consistent with
the theoretical (calculated) data. χ
2
is ex-
pected to be of order n (number of data
points) if the fit is good. A value that is
much greater than n is indicative of a poor
fit. However, χ
2
can only be used if the the-
oretical values and the standard deviation
are known, which is not often the case. The
difference between the reduced chi-square
𝜒𝜒


and chi-square χ
2
is that while the lat-
ter is referenced to the standard deviation,
the former is referenced to the degrees of
freedom (n – K):
(52)
𝜒𝜒


=



In theory,
𝜒𝜒


has the expected value
of 1, where a value larger than 1 indicates
a wrong model and a value smaller than
1 overparametrization of the model.
[28]
Careful, sometimes programs use a differ-
ent definition for
𝜒𝜒


which can lead to
confusion.
[29]
7.2 Estimation of Uncertainties
(Error Calculation)
The accuracy and reliability of the re-
sults comprises two components of uncer-
tainty, namely the experimental repeatabil-
ity uncertainty and the fitting process (data
analysis) uncertainty.
[30]
Assuming no systematical errors in
the analysis,
[31]
an estimation of uncer-
tainty regarding the repeatability of the
experimental data can be obtained by re-
peating the experiment and analyzing the
data in (near-)identical manner six to eight
times.
[32]
Because this is not always fea-
sible for economic reasons or time con-
straints a minimum of three experimental
cycles is recommended. This gives a good
idea of the reliability of the results and
enables a conservative estimation of the
uncertainties. For each set of three data
points (for instance at a certain tempera-
ture) the corresponding standard-deviation
Fig. 10. Monte-Carlo analysis to determine the
uncertainty of the thermodynamic parameters
as determined by an Eyring plot. Top: The
original linear regression of the experimental
data. Middle: Using the determined values for
∆𝐻𝐻

‡
and ∆𝑆𝑆

‡
allows to recursively calculate the
k
eT
values at the given temperatures. Bottom:
Monte Carlo data set (2500 points per tem-
perature) scattering around the computed k
eT
values. Empty circles: Experimental k
eT
values.
Full circles: Computed k
eT
values. Black cross-
es: Simulated k
eT
values.
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k
B
Boltzmann constant, 1.380662 ×
10
–23
J K
–1
h Planck’s constant, h = 6.626176 ×
10
–34
J s
R Universal gas constant, R = 8.31446
× 10
–3
kJ K
–1
mol
–1
.
T Temperature in Kelvin
T
c
Coalescence temperature in Kelvin.
E
a
Activation energy in kJ mol
–1
W Number of possible microstates in a
system
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Definitions
X
T
Variable X at a specific temperature
T, e.g. k
eT
X
(T)
Variable X as a function of tempera-
ture T (temperature range), e.g. k
e(T)
A and B Enantiomers of each other. Careful:
A describes also the prefactor in the
Arrhenius equation
A
‡
Transition state between A → B
k
rac
Rate of racemization, i.e. 2A →A +
B, in s
–1
k
e
Rate of enantiomerization, i.e. A
⇄
B, s
–1
k
AtoB
Rate of the irreversible transforma-
tion A → B, s
–1
k
BtoA
Rate of the irreversible transforma-
tion, B → A, s
–1
[A]
t
Concentration of A at time t
[A]
0
Concentration of A at time t=0
[A]
eq
Concentration of A in equilibrium
∆𝐺𝐺


Standard Gibbs free energy for race-
mization, in kJ mol
–1
∆𝐺𝐺

‡
Gibbs free energy of activation for
enantiomerization, i.e. A → B, often
called the barrier of racemization/in-
version. Often also written as ∆𝐺𝐺

‡
,
in kJ mol
–1
∆𝐻𝐻

‡
Enthalpy of activation for enantiom-
erization, i.e. A → B, in kJ mol
–1
∆𝐻𝐻


Enthalpy of racemization, in kJ mol
–1
∆𝑆𝑆

‡
Entropy of activation for enantiomer-
ization, i.e. A → B, in J mol
–1
∆𝑆𝑆


Entropy of racemization, in J mol
–1
∆υ Difference in chemical shift of two
diastereotopic moieties without ex-
change in Hz
J
AA’
Coupling constant between diaste-
reotopic nuclei A and A
’
in Hz
5) Determine the appropriate percentile
values (for example 97.5 and 2.5 for the
95% confidence interval) for every param-
eter; these values constitute the frontiers
of the confidence interval (i.e. the confi-
dence interval is contained between these
two frontier values). Returning to the his-
togram, this is identical to removing the
Σy=25 lowest and Σy=25 highest results.
The remaining values are the 95% confi-
dence interval. Keep in mind that these in-
tervals need not necessarily be symmetri-
cal.
A remark concerning confidence in-
tervals: a confidence interval of 95%
does not mean that the true value lies in
the confidence interval with 95% prob-
ability; this is a measure of final preci-
sion, but the actual value of the parameter
is unknown (thus the estimation proce-
dures). Also, once the confidence inter-
vals are established, it is not a matter of
probability whether the interval contains
the true parameter value. It either does or
it does not. Confidence intervals are rather
a measure of the reliability of the estima-
tion procedure itself. A useful interpreta-
tion of confidence intervals is the follow-
ing: the event of the true value lying out-
side the 95% confidence intervals has the
probability of happening 5% (or less) by
chance.
[26b,35]
8. Comparison of Methods
Within this manuscript we have pre-
sented key aspects and methods to deter-
mine the thermodynamic parameters of
enantiomerization processes, especially
the racemization barrier. Among the most
frequently used techniques are DNMR,
DHPLC and dynamic chiroptical spectros-
copy. Each of these methods are especially
suited for a specific range of enantiom-
erization barriers, and are summarized
(Table 1) in a simplified table in analogy
to Wolf.
[8]
Depending on the nature of the
system under investigation, any of these
methods will provide a relatively fast ac-
cess to the thermodynamic parameters in-
cluding the barrier of inversion.
It is our sincere hope that this tutorial
will be a useful entry point into the fasci-
nating world of enantiomerizations for the
often reluctant organic chemist and will
provide a sound basis both mathematically
and experimentally to bring many more of
these dynamic systems to light.
Table 1. Comparison of covered methods to determine the thermodynamic parameters of
enantiomerization based on Wolf.
[8]
Method DNMR DHPLC Dynamic Chirop-
tical Spectroscopy
Principle to obtain
rate constants k
eT
Coalescence of
NMR resonances is
simulated by line-
shape analysis.
Plateau-formation
due to on column
enantiomerization.
Subsequent simula-
tion of the profiles.
Observation of the
decay of a chiropti-
cal signal at various
temperatures.
Barrier–range /
kJ mol
-1
(half life range)
20–130 (min –
hours)
60–120 (hours) 80–180 (hours –
days)
Requirements Sufficient resolu-
tion of the aniso-
chronous signals
Suitable method of
separation
Semipreparative
amounts of pure or
enriched enantio-
mer.
Sample amount 1 – 10 mg <10 µg 0.5 – 10 mg
Typical
uncertainty
± 0.2 (LSA)
± 0.5 – 1.0 (coales-
cence only)
± 0.5 ± 0.5
Chiral impurities Only if in observed
shift region
Are usually re-
moved during elu-
tion. Chiral station-
ary phase might
interfere.
Interfere
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