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Introduction
This work arises from the interest to create a connection between the two
diﬀerent ﬁelds of Complex Hamiltonian Dynamics and Sound Synthesis. Re-
cent techniques for describing Complex Hamiltonian Systems' dynamics have
been applied in order to develope an innovative kind of Sound Generating
Engine.
Before getting into the detailed discussion of the work we must answer two
fundamental questions:
 Why is it interesting to develop a new kind of sound synthesis?
 How complex dynamics can be useful for that purpose?
Sound synthesis is the process of generating sound using electronic circuitry
or computers; the instrument which does this job is the synthesizer.
Historically speaking the ﬁrst goal of sound synthesis was to imitate the
sound of musical instruments. For this reason the most popular kinds of syn-
thesis are meant to recreate the frequency spectrum of a given audio signal.
These kinds of synthesis can be distinguished in a simple mathematical way:
linear synthesis (LS) and nonlinear synthesis (NLS).
Linear techniques do not generate any frequencies which were not already
in the input signals whereas nonlinear techniques can generate new frequen-
cies. Two important linear techniques are additive synthesis and subtractive
synthesis, while the most common nonlinear techniques are frequency mod-
ulation FM and amplitude modulation AM.
LS is easy to manipulate, but requires a signiﬁcant amount of input data
in order to create a complex sound. This technique is often adequate for
1
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sounds whose harmonics do not vary over time, but unfortunately the spec-
tra of most instruments vary considerably in time. On the other hand NLS
allows to easily obtain dynamic spectra, but requires a less intuitive pro-
gramming compared to LS.
NLS started to be very popular in the '80s together with the birth of digital
synthesis. The main diﬀerence between analog and digital synthesizers is
that the ﬁrst use analog circuitry (electronic oscillators), while the second
use electronic hardware or software. Almost any kind of LS and NLS can be
implemented using both the analog and the digital way, but digital synthesis
oﬀers much more features at a given price.
Unfortunately the use of NLS (and synthesis in general) with the aim of
recreating the dynamic spectrum of a musical instrument ended as soon as
advanced samplers were developed together with the growth of computer
technology. For instance, if we listen to a modern digital piano, we're not
able to recognize its diﬀerence with a real one, because the instrument simply
reproduces very high quality audio samples, made by using world class pianos,
expensive microphones, and high-quality preamps in professional recording
studios.
Nowadays sound synthesis does not focus on imitating the sound of real in-
struments, but it's rather used to create sounds that are interesting beacuse
they're actually very diﬀerent from those which can be produced by any real
instrument.
After this brief introduction, we can answer the two questions posed at the
beginning of this paragraph.
The sound synthesis we investigate in this thesis work is interesting because
it's able to generate an extremely wide range of waveforms by the use of a
very small number of external parameters (basically just one). The algorithm
that generates the signal is strongly nonlinear, but the control parameters are
very few, so this feature should overcome the not-user-friendly aspect of non-
linear synthesis. In order to achieve this goal we have studied the dynamical
features of a 2D discrete map M derived from a 4D nonlinear Hamiltonian
system, whose possible trajectories in phase space are determined from both
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the initial conditions and an additional external parameter. Every trajectory
is interpreted as a discrete-time sequence xt which obeys the simple evolution
law:
xt+∆t = M(xn)
Each xt can then be written to a DAC (Digital-to-Analog Converter) at a
sample frequency fs which relates to ∆t thanks to the relation
∆t =
1
f
The result is a real-time audio representation of a trajectory of the dynamical
system we're dealing with.
This kind of synthesis was studied heuristically in the past [1] [2] and named
as Functional Iteration Synthesis by A. Di Scipio in 1999 [2]. In papers [2]
and [4], Di Scipio describes the FIS just like we did here above, and eventually
applies it to the 1D nonlinear map:
xn+1 = sin(rxn) x ∈ [−pi/2, pi/2] r ∈ [0, 4]
which shows a behavior similar to the well known logistic map.
Unfortunately these papers lack a theoretical investigation on the frequency
analysis of the used nonlinear maps. The aim of this thesis work is to give
a more rigorous approch to FIS. The mathematical map chosen is the one
derived from the natural 2D Poincaré Section of the Gravitational Bil-
liard, a Hamiltonian nonlinear system which concerns the motion of a point
particle in a symmetric wedge of angle subject to a constant gravitational
ﬁeld pointing downwards along the direction of the axis of symmetry.
The reason for this choice lies in the fact that this system is known to exhibit
a remarkable complex behavior in spite of its two degrees of freedom [5] [6].
In fact, in order to achieve an interesting synthesizer using FIS we ﬁrst need
a dynamical system whose phase space is extremely rich in diﬀerent trajec-
tories, and that's exactly the case of the Gravitational Billiard. The source
of its richness comes from the very structure of the map, wich is actually
the combination of two diﬀerent maps that we're going to name A and B
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according to the notation used in [5]. As shown in (ﬁg. 1) map A is applied
when the point particle hits the same wall, while map B is applied when the
opposite wall is hit.
Figure 1: Examples of A and B motion respectively
In the gravitational billiard one can have almost any combination of A
and B mapping, which gives rise to a very rich dynamics; in particular we
can observe the coexistence of many ﬁxed points at the same time, each one
corresponding to a diﬀerent combination of A and B maps.
In the ﬁrst chapter of this work we're going to deﬁne our dynamical system
and explore its phase space. A recent technique to detect chaotic trajectories
(the SALI method [9] [10]) will be used in order to reduce the computing
eﬀort.
Chapter 2 will deal with the frequency analysis of the system. In this chapter
we're going to compute the Discrete Fourier Transform of many types of
regular trajectories from both an analytical and a numerical point of view.
In Chapter 3 (after a brief introduction on digital sound Synthesis) we'll
ﬁnally use the results obtained in Chapter 2 in order to design and present
a possible implementation (both software and harware) of the synthesizer.
The advantage of the synthesizer based on the gravitational billiard map are
ﬁnally discussed in the Conclusions section.
Chapter 1
The Gravitational Billiard -
Phase Space and Main Features
In this chapter, after a very general introduction to basic notions of Nonlinear
Dynamics and chaotic behaviour, we're going to deﬁne the Gravitational
Billiard [5]. Its main properties will be discussed, the whole phase space will
be numerically explored using the SALI method [9] [12]. The analysis of the
ﬁxed points of the map will be addressed in the next chapter.
1.1 Nonlinear Dynamics and Chaos
The study of dynamical systems has been an extremely important topic for
centuries, since almost any evolving phenomenon we observe in nature can
be modeled by such systems. Historically speaking the subject of dynamics
began in the 17th century, diﬀerential equations were invented, allowing to
explain many important open questions of that period, such as Kepler's law
of planetary motion.
Nowadays dynamics is not just a branch of physics, but it's an interdisci-
plinary subject. Furthermore the study of dynamical systems is not anymore
just an analytical issue: the invention of the electronic computer in the 1950s
was a fundamental turning point in the history of dynamics. The computer
allowed to experiment with equations in a way that was impossible before.
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Figure 1.1: The Lorenz attractor [7]
Such numerical computations led to Lorenz's discovery in 1963 of chaotic
motion on a strange attractor (ﬁg. 1.1), which marked the birth of the ﬁeld
of Deterministic Chaos.
A dynamical system is said to be deterministic if its future is determined
by its initial conditions, with no random elements involved. However, the
deterministic nature of such a system doesn't imply its predictability in gen-
eral. In this context chaos means extreme sensitivity to initial conditions:
changing the initial contidition of a chaotic system very slightly can cause
the motion to be very diﬀerent. The chaotic behaviour is not linked to any
speciﬁc equation: it refers to the type of behaviour that solutions of nonlin-
ear equations may exhibit if the value of some parameters in the equations
lie in a certain range.
This concept is quite broad and applies in both continuous and discrete
time dynamical systems. System of the ﬁrst kind are called ﬂows and consist
in sets of diﬀerential equations such as:
dxi
dt
= F i(x1(t), x2(t), . . . , xn(t), k1, . . . , km)
where the xi are time dependent variables, kj is a set of external paramenters
and F j is a given set of function. The number n of variables is the number
of Degrees Of Freedom (DOF).
6
Figure 1.2: Cutting a trajectory by a Poicarè Section [8]. The trigger event is the crossing
of surface S
If time is discrete, we talk about Iterated Maps :
xin+1 = F
i(x1n, x
2
n, x
n
n, . . . , k
1, k2, . . . , km) (1.1)
where now xin are discrete variables valued at the n-th iteration.
Continuous time diﬀerential equation are widely used to model a large num-
ber of physical systems, but it is often more useful to use in the discrete
time representation, expecially when numerical computation is necessary. In
general there are two strategies for replacing a continuous-time ﬂow by it-
erated mappings; by cutting it by Poincarè Sections, or by strobing it at a
sequence of instants in time. While strobing is essentially what any numerical
integrator does, in the Poincarè Section method one records the coordinates
of a trajectory whenever the trajectory crosses a given hypersurface S (ﬁg.
1.2), as we can see from ﬁgure (1.2). Every time the trajectory crosses S it
intercepts a point xn on S. The map M which relates xn to xn+1 is called
the Poincarè return Map:
xn+1 = M(xn) (1.2)
No information about the ﬂow is lost by reducing it to its set of Poincarè
section points and the return maps connecting them; the full space trajec-
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tory can always be reconstructed by integration from the nearest point in
the section [11].
Poincarè sections have also the property of lowering the dimensionality of
the system, by their very deﬁnition. Choosing the most convenient Poincarè
Section is usually a hard task, but that's not the case for a class of dynamical
systems called Billiards, which provide a natural Poincarè Section.
Billiards are quite common benchmarks in chaos theory. Sinai billiards [17],
Bunimovich stadium [18], and other types of billiards played a signiﬁcant role
in the explanation of the nature of deterministic chaos. The Gravitational
Billiard was numerically studied by Lehtihet and Miller [5] in 1986, showing
a remarkably complex behaviour.
In the next sections we will deﬁne this dynamical system (the Gravitational
Billiard), we'll study the properties of its Poincarè return Map and eventu-
ally explore the whole Phase Space of the system by discriminating between
regular regions and chaotic ones.
1.2 Deﬁnition of the Dynamical System
Every dynamical system is deﬁned by the pair (M, f) [11], whereM is the
set space and f is the evolution rule. Every state x˜0 of the dynamical system
can be represented as a single point in the set spaceM. After a time t the
point x˜0 will move to a new point x˜t by means of the time evolution rule:
x˜t = f
t(x˜0)
If the system is Hamiltonian, M is the usual phase space, f is deﬁned by
solving Hamilton's equations: 
q˙i =
∂H
∂pi
p˙i = −∂H∂qi
(1.3)
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and x˜ is deﬁned by means of the pair (q,p), which are the usual coordinate
and conjugate momenta vectors respectively. By deﬁnition of Hamiltonian
system, the energy, or the value of the time-independent Hamiltonian func-
tion H(q,p) at the state space point x˜ = (q,p) is constant along the trajec-
tory x˜(t), by virtue of Hamilton's Equations (1.3).
For 1-DOF Hamiltonian systems this is basically the whole story. In fact
every 1D hamiltonian system is integrable, where integrable means that the
number of costants (integrals) of motions equals the number of DOF, in this
case just one.
When an N-DOF system is integrable there exists a special set of coordinates
(Ji, ηi) in the 2N dimensional phase space known as Action-Angle variables,
thanks to which the Hamilton's system (1.3) becomes really simple:
J˙i = 0
η˙i = ωi(J1, J2, . . . , JN)
i = 1, 2, . . . , N (1.4)
By a geometrical point of view we say that the trajectories of such systems
lie on N-dimensional tori in phase space: the Ji provide a complete set of
invariants of the Hamiltonian ﬂow (constants of motion), while the angle
variables ηi are the natural periodic coordinates on the tori [15].
The motion on these tori is thus periodic, meaning that chaotic trajectories
are not allowed in integrable Hamiltonian systems. In general for continuous-
time dynamical systems the Poincarè-Bendixon theorem [16] shows that
chaotic motion can arise only in three or more dimensions. In the context of
Hamiltonian system this means that in order to observe chaotic motion we
need at least 2-DOF, in fact in this case the phase space is 4D and thanks to
energy conservation we can restrict the motion on a 3D manifold known as
the Isoenergetic Hypersurface. This fact justiﬁes the appearance of chaotic
orbits even in simple dynamical systems such as planar billiards. Since we're
going to deal with one of those, let's introduce this class of dynamical sys-
tems.
A planar billiard is deﬁned by a connected region Q ∈ R2 , with boundary
9
Figure 1.3: The gravitational billiard. Both cartesian (x, h) and polar (r, θ˜) coordinate
systems are shown. θ is the half wedge and it's ﬁxed.
∂Q ⊂ R separating Q from its complement R2 \Q.
As said in the Introduction the gravitational billiard concerns the motion
of a point particle of mass m moving in a two-dimensional (2D) symmetric
wedge of angle 2θ subject to a constant gravitational ﬁeld of magnitude g,
pointing downwards along the direction of the axis of symmetry (ﬁg. 1.3).
Therefore in our case ∂Q is deﬁned in cartesian coordinates by the function
h(x) =
|x|
tan θ
(1.5)
(see ﬁg. 1.3). As explained above the Poincarè section is a very useful tool in
order to study any dynamical system in principle: we have to enphasize that
in case of 2-DOF Hamiltonian system, the choice of a Poincarè section of the
3D isoenergetic hypersurface allows us to restrict the dynamics of the system
from original 4D to 2D. The simplicity of a billiard consists in its natural
Poincarè Section, which consists in the deﬁnition of the impact variables.
The natural choice of impact variables for planar billiards are called the
Birkhoﬀ Coordinates [5] [11]: two numbers to indicate the point of impact
and the sine of the angle of incidence. In our case the change of velocity
must be calculated for each ﬂight, so the most convenient choice of impact
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coordinates are instead the components of the velocity in polar coordinates:
u = v · er v = |v · eθ˜| (1.6)
where we have introduced the velocity 2D vector v = p
m
. The use of the ab-
solute value in the expression of v is going to be justiﬁed after having deﬁned
the Poincarè return map of the billiard.
Our goal now is to write down the Poincarè return Map M which links the
impact variable (1.6) at the istant of a collision with a wall to those at the
following one. In order to fulﬁll this task we need to integrate the equations
of motion and then to ﬁnd the intersection of a given trajectory with wedge
boundaries.
In our case the equations of motion are deﬁned by means of simple laws of
uniformly accelerated motion plus an additional reﬂection law when the mass
hits one of the two walls. All collision are assumed to be elastic, thus the
mass momentum after the collision is uniquely determined by the one before
the collision. If we express this condition in the cartesian coordinate system
(x, h) we get 1:
vR = Rv =
1
1 + α2
(
1− α2 2α
2α −1 + α2
)
v (1.7)
where α = tan θ, v is the velocity vector before collision and vR is velocity
after collision.
On the other hand the solutions of the equations of motion give rise to the well
known parabolic trajectory. The equation of the n-th parabola parameterized
with time t since last collision is given by the system:
hn(t) = h0n + v
R
nht− 12gt2
xn(t) = x0n + v
R
nxt
(1.8)
1We're showing this step in cartesian coordinates since it will be useful in 1.4.3
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where x(t) and h(t) are time functions, while x0 and h0 are the initial coor-
dinate of the point of impact.
Positions and velocities at each impact are also related by energy conserva-
tion:
E
m
=
1
2
vn
2 + ghn ∀n
From both the last equation and system (1.8) we deduce that the motion is
independent of the mass m. Moreover, as pointed out in [5], energy E and
acceleration magnitude g can be arbitrarily chosen by a linear transformation
of space and time of the type:
x→ βx h→ βh t→ γt
thus the orbit topology is not aﬀected by those parameters. Therefore we
can set the most convenient numerical values for the energy per unit mass
and acceleration magnitude:
E
m
= g =
1
2
(1.9)
In those special units the energy conservation reads:
u2 + v2 + h = 1 (1.10)
All we have to do now is to combine the equation of motion (1.8), the energy
constraint (1.10) and the function which deﬁnes the wedge boundaries (1.5).
In order to write down the result in the simplest form we introduce the
reduced variables [5]:
X =
u
cos θ
Y =
v
sin θ
After some algebric computation we can ﬁnally write down the Poincarè
return Map M :
M : R2 → R2
(Xn, Yn) → (Xn+1, Yn+1)
where Xn and Yn represent the reduced components of velocity in polar
coordinates after an impact on the wedge boundaries (from now on we drop
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the label R and we will always refer to the velocity after an impact).
In those coordinates the map reads:
MA :

Xn+1 = Xn − 2Yn
Yn+1 = Yn
MB :

Xn+1 = Yn −Xn − Yn+1
Y 2n+1 = 2 + 2ξ(Yn −Xn)2 − Y 2n
(1.11)
with ξ =
1− α2
(1 + α2)2
where α = tan θ.
As we can see the mapM is formed by two diﬀerent kinds of motion. Motion
of type A describes the particle recolliding with the same boundary while B
motion corresponds to a collision with the opposite wall (ﬁg. 1.4). In order
to keep a simpler notation, from now on we indicate MA with A and MB
with B.
Note that in case of A motion the sign of the eθ˜ component of velocity is con-
served, while it changes in case of B motion. However, due to the x → −x
simmetry of the system (ﬁg. 1.3), the boundaries are actually equivalent.
This fact explains why we took the absolute value of v in equation (1.6).
The condition that indicates A motion (instead of B motion) is:
(Xn − 2Yn)2 cos2 θ + Y 2n sin2 θ ≤ 1 (1.12)
Equation (1.12) simply states that A motion occurs as long as a point in
phase space still satisﬁes the energy constraint (1.10) after being mapped by
A.
When the quantity in equation (1.12) equals 1, energy conservation (1.10)
indicates that we have an impact with the wedge vertex (h = 0). The
outcome of an impact with the wedge vertex is not deﬁned, neither is the
images of the set of points at the A-B boundary in phase space. Luckily this
set of points constitute a zero measure set, therefore we can state that this
13
Figure 1.4: Examples of A and B motion respectively
set is mapped by A for convenience, in agreement with [5].
Condition (1.12) can be extended to the more general one if we have k A
motions before the impact at the wedge vertex. Thanks to linearity of A
motion and to the identity:(
1 −2
0 1
)k
=
(
1 −2k
0 1
)
we obtain the new condition:
(Xn − 2kYn)2 cos2 θ + Y 2n sin2 θ ≤ 1
which in (u, v) coordinates reads:(
un − 2kvn
α
)2
+ v2n ≤ 1 (1.13)
The relation (1.13), in case of equality, deﬁnes a family of curves on the plane
(u, z) (where z = v2) 2 labeled by the integer index k:
Γ±k (z) =
2k
√
z
α
±√1− z (1.14)
This family of curves thus deﬁnes a set of the points who are going to be
mapped in the wedge vertex by A or B (Γ−k ), and the points who have been
mapped from the wedge vertex by A or B (Γ+k ). Equivalently we say that
2This choice of these coordinates will be clear when we discuss the area-preserving
property of the map in the next section
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those points are respectively preimages and images of an encounter with the
wedge vertex.
Let's see what happens for some values of k: the case k = 0 just deﬁnes the
domain on which the action takes place, while the case k = 1 separates the
regions where A map and B map act. This set of curves thus represents the
discontuinity of the map, in the sense that two nearby points, one in region
where acts A and the other in region where acts B, are separeted under the
action of the map. This discounuity thus produces the observed regions of
global chaos (ﬁg. 1.6). As is usually done in literature we area going to refer
to this region as the chaotic sea.
The curve Γ+1 separates the pre-images of A and B, while Γ
−
1 separetes the
images of A and B. This partition identiﬁes 3 subregions in phase space, as
we can see from ﬁgure (1.5): for example the A-B region contains all the
points which have been mapped by A and are going to be mapped by B. The
grey region then contains other subregions indentiﬁed by the partition of Γ±2 ,
Γ±3 and so on.
-1
-0.5
0
0.5
1
0 0.2 0.4 0.6 0.8 1
u
z
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Figure 1.5: Plot of the ﬁrst Γ curves, and consequent partition in images and preimages
of A and B maps in phase space.
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Figure 1.6: b) Phase space at θ = 40◦. We can observe from a numerical simulation
on 10 diﬀerent initial conditions how the partition generated by these curves control the
topology of the stable regions.
To conclude this section we have to observe that because of the very deﬁnition
of the Γ set, this family of curves cannot cross any possible KAM invariant
tori associated with stable ﬁxed points (ﬁg. 1.6). This fact is important
because it guarantees that diﬀerent stable regions associated to ﬁxed points
of diﬀerent combinations of A and B maps do not interact. For istance in
ﬁgure (1.6) we can observe 4 stable regions: the central one is associated to
the ﬁxed point of map B, while the other 3 are related to the ﬁxed point of
map ABB. As we can see the stable regions do not cross the Γ set.
1.3 Area preserving property
As said in (2.1) the map we're dealing with is a Poicarè (return) Map of an
Hamiltonian system. Any Hamiltonian ﬂow preserves phase-space volumes;
this property is naturally inherited even in discrete-time evolution, and in
this case we talk about area preserving maps. The choice of the Poincarè
section deﬁned by the Birkhoﬀ Coordinates (see 2.1) , is the natural one for
billiards, because is naturally area-preserving [11]. Besides that, the Poincaré
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map we have chosen is quite speciﬁc to the physical system we're consider-
ing. In our case the area preserving property is hidden in another coordinate
system, in fact one can see that the measure dXdY (even just numerically)
is not conserved by map (1.11).
To prove that this map is area preserving, we have to verify that the de-
terminant of its Jacobian matrix equals 1 in some reference frame. The
Jacobian matrix controls the evolution of small deviation vectors dX over
ﬁnite times, and is deﬁned by:
(
dXn+1
dYn+1
)
=
(
∂f
∂X
∣∣
Xn,Yn
∂f
∂Y
∣∣
Xn,Yn
∂g
∂X
∣∣
Xn,Yn
∂g
∂Y
∣∣
Xn,Yn
)(
dXn
dYn
)
= J(Xn)dXn (1.15)
where f and g are deﬁned by the relation:
Xn+1 = f(Xn, Yn)
Yn+1 = g(Xn, Yn)
Jacobian matrix is multiplicative for time evolution:
J(Xn+1) = J(Xn)J(Xn−1) (1.16)
Thanks to both equation (1.16) and determinant multiplicativity, to prove
that the map is area preserving, we can consider A and B motion separately.
Changing variables form X − Y to X − Z (with Z = Y 2), and applying the
deﬁnition of J (1.15), we obtain the Jacobian matrices for A and B motion
in the (X,Z) coordinates:3
JA(Xn, Zn) =
 1 −Z
− 1
2
n
0 1
 (1.17)
3It's important to point out that this change of variable is nonlinear: with it we obtain
the desired area-preserving property, but we pay by losing the linearity of the map A.
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Figure 1.7: Variation of map parameter ξ with wedge angle θ, where θ is expressed in
degrees.
JB(Xn, Zn) =
 [AnZ
− 1
2
n+1 − 1] [(4Zn)−
1
2 − (4Zn+1)− 12 (AnZ−
1
2
n − 1)]
−2An AnZ−
1
2
n − 1

(1.18)
where An = 2ξ(Z
1
2
n −Xn). It's now easy to verify that det(JA) = det(JB) = 1,
and therefore to prove that the map is area preserving with the measure
dXdZ.
1.4 Exploring the phase space
As we can see from (1.11) our map depends on an external parameter ξ,
which is a smooth function of α = tan θ (ﬁg. 1.7).
Obviously the physical domain for ξ(θ) is θ ∈ (0, pi/2]. If θ = 0, or if
θ > pi/2 the map is still well deﬁned from a mathematical point of view, but
it doesn't describe our gravitational billiard anymore. For this reason the
domain (0, pi/2] was chosen for θ. From now on we will express θ in degrees.
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From numerical simulations we can see that the map (1.11) shows a re-
markably complex behaviour despite having only two degrees of freedom.
For every value θ the system exhibits a reﬂection simmetry u → −u (ﬁg.
1.6b), inherited from the symmetry of the original physical system x → −x
(ﬁg 1.3).
Besides that, depending on the value θ the map exhibits all the 3 main types
of phase space we can encounter in Hamiltonian systems:
 Both stable and chaotic for θ < 45◦
 Integrable for θ = 45◦ and θ = 90◦ (the latter is the very trivial case of
a simple 1D accelerated motion)
 Chaotic for 45◦ < θ < 90◦
In the next sections we're going to talk about the above three regions of
phase space in more detail, focusing on the main features of each one. But
ﬁrst we need some method to discriminate between regular and chaotic or-
bits, which is the SALI method [9] [10]. Thanks to this method we'll be able
to deﬁne a simple measure of the regular regions in phase space (inspired
by [12]), and thus give a more rigorous explanation of the aspects of phase
space we've listed.
1.4.1 Detecting Chaotic Orbits
The distinction between regular and chaotic orbits is a very important topic
of nonlinear dynamics. This distinction is in general not a trivial one, and
becomes harder as the number of DOF increases.
The Lyapunov Characteristic Exponent and its limits
The most popular parameter to distinguish between order and chaos is given
by λ, the maximal Lyapunov Characteristic Exponent (LCE). λ measures
the sensitivity to initial conditions of a given dynamical system; the problem
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of the computation of the LCE was studied theoretically in [14], while in [14]
an algorithm for its numerical computation was proposed.
In particular, λ is computed as the limit for N →∞ (where N is the number
of iterations of the map) of the quantity L:
L(N) =
1
N
log
‖w(N)‖
‖w(0)‖ (1.19)
where w(N) is the deviation vector with respect to a given initial condi-
tion at iteration N , i.e. (x1N − x10, x2N − x20, . . . ).
If λ = 0 the orbit is regular, while if λ > 0 the orbit is chaotic by deﬁnition
4.
In practical numerical computation the estimation of λ using (1.19) is not
always the most eﬃcient way to recognize a chaotic orbit. Because of the
very deﬁnition of λ, in the case of a chaotic orbit the evolution of a small
deviation vector will be in the form:
w(N) ∝ eλN (1.20)
which means that after a certain number of iterations, the computer will not
be able to handle the quantity ‖w(N)‖, because it has become too large, so
one is not able to get the value of L(N).
Usually this turns out to be a problem when dealing with trajectories that
are characterized by very small λ, meaning that a large number of iterations
is required before observing the convergence of L(N). 5
Let's use the gravitational billiard to make a practical example. In ﬁgure
(1.8a) we have a Poincarè section for a simulation of 105 iterations at θ =
22.5◦. As we can see, here is not clear at ﬁrst glance wheter this orbit is
regular or chaotic. Besides that we didn't obtain a deﬁnite estimation of λ
in order to make this distinction, as we can see from the plot (1.8b).
It is clear that in this case we need a faster chaos-detector, or a more powerful
computer. In this thesis work the ﬁrst, less expensive approach was chosen.
4λ can also be a negative number, but this happens only in non-conservative dynamical
systems, which we are not considering in this work.
5Or equivalently the Lyapunov Time, which is just the inverse of λ, is very large.
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Figure 1.8: a) The Poincarè section of an orbit generated with initial conditions u0 = 0.1
and z0 = 0.81, with 10
5 iterations at θ = 22.5◦ b) Evolution of L(N) with the number of
iterations.
Deﬁnition of the SALI and its main properties
Several diﬀerent chaos-detectors have been developed in recent years [9] [20];
one of the most eﬃcient being the Smaller ALignment Index for 2d dimen-
sional system, and its natural generalization to d dimensional system, the
General ALignment Index [10].
The SALI method was ﬁrst introduced by Skokos in [12] and has been suc-
cessfully applied in dectecting regular and chaotic orbits in Hamiltonian ﬂows
and symplectic maps as well. This method applies in the case of even dimen-
sional conservative system. Our system has 2 DOF, so we're going to limit
the discussion just to this particular case.
The basic idea of the SALI method is to consider the evolution of two devi-
ation vectors, let's say w1 and w2. As the number of iterations N increases
(as time ﬂows), in case we are following a chaotic trajectory, each of the two
deviation vectors tend to align with the direction of λ, the maximal LCE
(ﬁg. 1.9). Since we are only interested in the direction of w1 and w2, we
normalize them at each step. The Smaller ALignment Index is deﬁned as:
SALI(N) = min{‖wˆ1(N)− wˆ2(N)‖, ‖wˆ1(N) + wˆ2(N)‖} (1.21)
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Figure 1.9: Sketchy representation of the evolution of the SALI along a trajectory x(t)
where wˆ1 and wˆ2 are the normalized deviation vectors.
Let's have a look at the main properties of the SALI:
1. From (1.21) it follows that SALI∈ [0,√2].
2. If SALI = 0 then wˆ1 and wˆ2 are linearly dependent, which means they
are either parallel or antiparallel.
3. For chaotic orbits SALI(N) falls exponentially to 0:
SALI(N) ∝ e−2λN (1.22)
where λ is again the maximal LCE.
4. For regular orbits the behaviour of the SALI depends on the dimen-
sionality of the system. In case of a 2D map we have a power law
decay:
SALI(N) ∝ N−2 (1.23)
So, in the case of 2D map the SALI will always fall to 0 for N → ∞, but
following two diﬀerent laws according to (1.22) and (1.23).
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We can justify those two diﬀerent evolution laws for the SALI by observing
the following fact: seeking the minimum (1.21) is analogous to considering
the product
P (t) = (‖wˆ1 − wˆ2‖) · (‖wˆ1 + wˆ2‖) = 2 · ‖wˆ1 ∧ wˆ2‖
Indeed, if the minimum (1.21) is zero (as in the case of chaotic motion), so is
the value of P (t). On the other hand, if it is not zero (as in the case of regular
motion 6), P (t) is proportional to the constant about which this minimum
oscillates.
This means that looking at the SALI is analogous to looking at the area of the
parallelogram formed by the two normalized deviation vectors. Considering
this information together with (1.20) we easily get (1.22).
The case of regular orbits is a little bit more tricky and requires additional
information. Regular orbits lie, in general, on d-dimensional tori, thanks to
local integrability and thus to the existence of local action-angle variables
[15]. The equations of motion for local action-angle variables are very simple
(see eqn. 1.4) and it's quite straightforward to prove [15] that the norm
of a deviation vector increases linearly in time along the ﬂow. In other
words, for regular orbits we have the simple evolution law for deviation vector
magnitudes:
‖w‖ ∝ N
This means that, because of our normalization procedure, we get a decrease
of the magnitude of the coordinates orthogonal to the torus surface at a rate
proportional to N−1, which forces wˆ1 and wˆ2 to fall on the tangent plane
of the torus with such power law. Now, because tori in 2D maps are 1D (so
is their tangent space), the area of the parallelogram formed by wˆ1 and wˆ2
must fall to 0 according to the law (1.23).
6For 2d dimensional system with d > 1 the SALI oscillates around a constant value. In
our we still observe these oscillations, but they are modulated by a power law decay (ﬁg.
1.12)
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Figure 1.10: The SALI evolution for the orbit plotted in ﬁgure (1.8a).
Adjusting visually the slope of the black line in order to get an approximate ﬁt of the
SALI expontial decay leads to a very rough estimation of λ, with the resulting value of
0.004.
SALI in action
The ﬁrst, immediate application of the SALI method is to identify the chaotic
or regular nature of a given orbit.
Figure (1.10) shows the SALI as a function of the number of iterations N for
the orbit of ﬁg. (1.8a). From ﬁgure (1.10) we see that the speed of conver-
gence of the SALI method is much larger as compared to the LCE one.
With less then 5000 iterations we can recognize an exponential decay law,
suﬃcient to state that the orbit is chaotic. Indeed the orbit plotted in ﬁgure
(1.8a) is characterized by a very small LCE. If we consider an orbit whith
a higher LCE, the speed of convergence of the SALI method is even higher
(ﬁg. 1.11).
On the other hand in ﬁgure (1.12a) we show a simulation of 105 iterations
at θ = 10◦. As we can deduce from the the Poincarè section (1.12a), the
orbit is regular, and this is indeed veriﬁed by the power law decay observed
in the SALI (ﬁg. 1.12b).
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Figure 1.11: a) Evolution of the L(N) of an orbit generated ad θ = 50◦ with initial
contidition u0 = 0.2 and z0 = 0.5. After ∼ 1000 iterations we get the reasonable estimation
of 0.51 for λ. b) Evolution of SALI the same orbit. We can recognize an exponential decay
within 30 iterations. In this case we used the value of λ obtained in ﬁgure a) in order to
plot the black line.
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Figure 1.12: a) The Poincarè section of an orbit generated with initial conditions u0 = 0.2
and z0 = 0.5, with 10
5 iterations at θ = 10◦ b) Evolution of SALI(N) with the number of
iterations. Since this is a log-log plot, the slope −2 indicates a N−2 decay.
Measuring the fraction of Regular Orbits
The SALI can be used to numerically compute the fraction of Regular Orbits
(RO) over the space of initial conditions using the following procedure [12]:
 For each angle θ create a rectangular grid of 400× 200 identical initial
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condition bins in phase space, 400 along the u axis and 200 along the
z axis (because of the measure of the phase space we're dealing with).
 For each initial condition bin inside the phase space domain (identiﬁed
by the Γ±0 curves), start a simulation of 500 iterations.
 After 500 iterations read the value of the SALI. If this value is greater
than a certain threshold (which will be set to 10−8 as in [12]), the orbit
is considered to be regular.
The choice of 500 iterations for each orbit with the SALI threshold at
10−8 can be justiﬁed from an empirical point of view, as we now discuss.
As we can read from (ﬁg. 1.12b) the SALI of that regular orbit after 500
iterations is of the order of 10−4 while the in the chaotic orbit of (ﬁg. 1.11b)
the SALI reaches the value 10−12 before 30 iterations, so the threshold of
10−8 seems quite reasonable.
To be more convincing we can look at the distributions of SALI(500) for dif-
ferent initial conditions. Figure (1.13) shows such distributions for 400×200
orbits, generated by following the above procedure at diﬀerent values of the
angle θ: from those distributions it is evident that we have two distinct pop-
ulations, one for the regular orbits and one for the chaotic ones. Furthermore
we see that the choice of 10−8 as a separation value between the two popu-
lations is a reasonable one. Actually some rare exceptions to this criterion
were observed: as we are going to see in section (1.4.4) the threshold value
10−8 for SALI(500) is not valid when we consider orbits generated at θ . 90◦
(ﬁg. 1.22b).
However this threshold value was numerically found to be an eﬃcient marker
between the regular and chaotic orbits at almost any angle.
Using the above described procedure we evaluated the fraction of RO for
every value of θ from θ = 0.1◦ to θ = 90◦ in steps of ∆θ = 0.1◦; the result is
shown in ﬁgure (1.14).
As we can see, the fraction of regular orbits has a deﬁnite pattern for θ < 45◦
while is 0 almost everywhere for 45 < θ < 90◦.
Furthermore we can clearly see peaks for θ = 90
n
◦
, where n is an integer num-
ber. This fact suggests the appearance of a new simmetry for those special
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Figure 1.13: SALI(500) distributions at θ = 10◦ and θ = 40◦ respectively
values of the angle; we're going to deal with this feature in the next section.
Thanks to this investigation of the whole phase space using the SALI method
we can justify what we claimed heuristically at the beginning of this section:
both stable and chaotic regions were observed in the range 0◦ < θ < 45◦
while complete chaos was observed in the range 45◦ < θ < 90◦. At both
θ = 45◦ and θ = 90◦ no chaotic orbits were detected within the accuracy of
the computer, conﬁrming the integrability of the billiard.
1.4.2 Mixed Phase Space Region (θ < 45◦)
In this region of phase space many ﬁxed points are numerically found to
be stable. From numerical analysis we found most of those points to be
associated to B and ABB sequences. On the other hand chaotic orbits were
found around the discontinuity set deﬁned by eqn. (1.14).
For angles 0 < θ . 40◦ the phase space is mainly characterized by just one
stable region (associated to B ﬁxed point), and the chaotic sea (ﬁg. 1.15a).
This can be easily seen also by the fact that the Γ±1 curves, for small values
of θ, are close to the u axis, meaning that the majority of phase space is
occupied by images and preimages of the B map (see B-B area in ﬁg. 1.6a).
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Figure 1.14: Fraction of regular orbits as a function of θ
When θ ∼ 40◦ we observe three new stable regions associated to the ABB
ﬁxed point (ﬁg. 1.15b). In ﬁgure (1.16) we show the physical representation
of B and ABB ﬁxed points.
As θ gets closer to the value of 45◦ we observe the whole phase space
being ﬁlled by an increasing number of stable regions (ﬁg 1.17). This hap-
pens because, as we're going to see in the next section, when θ = 45◦ the
system is strictly integrable, and every combination of A and B map we en-
counter generates regular periodic orbits [5].
It's also important to point out that for each angle which satisﬁes the rela-
tion θ = 90
◦
n
with integer n, the chaotic sea shrinks, and new stable regions
appear (ﬁg. 1.19a, 1.19b ), thus the fraction of regular orbits abruptly grows
(ﬁg. 1.18). Furthermore, we note that in these cases there exist some orbits
that cross the Γ curves (ﬁg. 1.19a, 1.19b). This is believed to happen be-
cause for these special values of the angle the wedge can be unfolded until
it ﬁlls the plane [5], suggesting a new equivalent system where position and
velocity are countinuous at boundary crossing, while acceleration is discon-
tinuous (ﬁg. 1.9). In this picture the wedge vertex would not represent a
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Figure 1.15: a) Example of B stable ﬁxed point for θ = 31◦. b) Appearance of ABB ﬁxed
point for θ = 39.5◦.
Figure 1.16: Physical representation of B and ABB ﬁxed points respectively.
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Figure 1.17: Poicarè section of 10 diﬀerent orbits at θ = 44◦. The phase space is full of
stable regions associated to the ﬁxed points of diﬀerent combinations of A and B maps.
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Figure 1.18: Fraction of Regular Orbits vs the angle θ varying in the range 0◦ < θ < 45◦.
The vertical green lines represent the cases where θ = 90
◦
n with integer n.
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Figure 1.19: Each plot shows the Poincaré section for 10 diﬀerent trajectories, each one
associated to a diﬀerent color. a)Phase space at θ = 22.5◦. b) Phase space at θ = 30◦.
discontinuity anymore, so the mass would be free to cross it.
1.4.3 Integrable Region (θ = 45◦ , θ = 90◦)
As mentioned at the beginning of this section, the case θ = 90◦ is a really
simple one, since for this value the system degenerates to pure 1D accelerated
motion, which is trivially integrable. Furthermore θ = 90◦ is the only value
at which the A map admits stable ﬁxed points (actually any initial condition
is a ﬁxed point).
Before discussing the case θ = 45◦ we have to note that for this value of θ the
map is apparently identical to the case θ = 90◦, because ξ(45◦) = ξ(90◦) = 0
(see ﬁgure 1.7). The diﬀerence between the two cases is just in the condition
(1.12); it's easy to verify that when θ = 90◦ condition (1.12) states that only
A motion is possible, while this is not true when θ = 45◦ (ﬁg. 1.21). It's
quite interesting that at θ = 45◦ the system is practically identical to θ = 90◦,
in the sense that it separates in Cartesian coordinates into two uncoupled
1D uniformly accelerated motions along the wedge walls, with acceleration
magnitude equal to ± 1
2
√
2
.
To quickly prove this fact let's switch again to Cartesian coordinates (x, h),
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Figure 1.20: Sketchy representation of the equivalent system when θ = 90
◦
n , case n=2.
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Figure 1.21: The left plot shows the phase space at θ = 45◦ (a), while the right one shows
the phase space at θ = 89.99◦ (b); each plot shows the Poincaré section for 10 diﬀerent
trajectories, similarly to ﬁgure 1.19.
The two plots are very similar, but in (a) we can observe two lines at diﬀerent z for each
orbit (same color), while this not observable in (b), meaning that in this case B motion
has practically disappeared.
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with velocity components (vx, vh) before collision on wedge wall and v
R
x , v
R
h
after it. Note that when θ = 45◦ the wedge deﬁnes a new orthonormal basis.
We can express the motion in the new basis by means of a simple rotation
matrix:
x′ = Ox v′ = Ov where O =
1√
2
(
1 1
−1 1
)
By applying such rotation, the system (1.8) in the new variables reads:
x′n(t) = x˜n
′ + 1√
2
(vRnx + v
R
nh)t− 14√2t2
h′n(t) = h˜n
′
+ 1√
2
(vRnx − vRnh)t+ 14√2t2
(1.24)
where we set g = 1
2
according to (1.9).
Up to now we didn't do anything new, in fact we could have done this change
of coordinates ∀θ. The relevant point is that θ = 45◦ implies α = ±1, thus
the reﬂection matrix R of eqn. (1.7) simply becomes:
R = ±
(
0 1
1 0
)
⇒
{
vRnx = ±vnh
vRnh = ±vnx
where the sign depends on which wall is hit. We can now rewrite eqn.
(1.24) as: 
x′n(t) = x˜n
′ ± v′nxt− 14√2t2
h′n(t) = h˜n
′ ∓ v′nht+ 14√2t2
(1.25)
The whole motion is now described as two indipendent accelerated motions
along xˆ′ and hˆ′, with acceleration g′ = ∓ 1
2
√
2
respectively. Since those two
motions are indipendent we have 2 two new conserved quantities
E1 =
x′n
2
√
2
+
v′2nx
2
E2 = − h
′
n
2
√
2
+
v′2nh
2
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Figure 1.22: a) SALI of an orbit at θ = 89.5◦ b) SALI(500) distribution at θ = 89.5◦
which correspond to the two conserved actions for each orbit that are visible
in ﬁgure (1.21a).
1.4.4 Chaotic Region θ > 45◦
In this region every ﬁxed point studied was found to be unstable, both nu-
merically and analytically.
From ﬁgure (1.14) we can see that there are no stable regions within this
range; according to ﬁg. (1.14) the fraction of regular orbits seems to increase
when θ gets close to 90◦, but this is not actually true. For example if we look
at the SALI of every orbit when θ = 89.5◦, we always see the exponential
decay characteristic of chaotic orbits (ﬁg. 1.22a). The apparent rise of the
fraction of regular orbits is explained by the fact that the threshold value
10−8 for SALI(N = 500) is not anymore a valid criterion to distinguish regu-
lar from chaotic orbits, as we can see from the distribution in ﬁgure (1.22b).
When θ is close to 90◦ all the orbits are characterized by a very small maximal
LCE, so we should do more then 500 iteration in order to use the threshold
value 10−8.
In ﬁgure (1.23) we've plotted the value of λ as a function of θ, obtained by
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Figure 1.23: Average maximal LCE as a function of θ ∈ [45◦, 90◦]
averaging the maximal LCE over ∼ 7 · 103 orbits for each θ ∈ [45◦, 90◦] with
∆θ = 0.1◦. The maximum value of λ(θ) was obtained at θ ' 58◦, which
partially agrees with [5], where the largest LCE was obtained at 60◦.
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Chapter 2
Frequency Analysis Of the
Gravitational Billiard
In this chapter we are going to explain what we mean by doing the Frequency
Analysis of a dynamical system. The concept of the Spectrum of an orbit
will be introduced, then the Discrete Fourier Transform of many orbits will
be performed both numerically and analytically. Some attention will be
given to the phenomenon of resonance and its connection with the observed
destruction of KAM regions in phase space.
2.1 Fixed points of 2D area-preserving maps
and their stability. Introducing the Rota-
tion Number 
Let T 1 be a real 2D area-preserving map.
T : D ⊂ R2 → D ⊂ R2
xn = (xn, yn) → xn+1 = (xn+1, yn+1)
1We indicate with T a generic 2D area-preserving map, whileM is used to indicate the
Gravitational Billiard map deﬁned in equation 1.11.
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Recall from the previous chapter that the area-preserving property of T ﬁxes
the determinant of its Jacobian matrix J(x) (see eqn. 1.15) to the value 1,
for all x ∈ D .
We say that x1 is a period-1 ﬁxed point (or simply a ﬁxed point) of T if
T (x1) = x1 (2.1)
Equation (2.1) can be extended to the more generale deﬁnition of a period-p
ﬁxed point :
T p(xp) = xp (2.2)
where p is an integer number 2.
A periodic orbit of period p of a map is the ﬁnite sequence of p distinct period
p ﬁxed points each of which is the image of the previous one, and whose ﬁrst
point is the image of the last; its period p is the number of points in the
sequence.
We say a periodic orbit of period p is stable or unstable according to wheter
each of its points is stable or unstable when considered as a ﬁxed point of
T p. By continuity, such points are either all stable or all unstable, so it is
suﬃcient to examine the stability of one of them [19]. So, without loss of
generality let's restrict the following discussion to a period 1 ﬁxed point x1.
To analyse the stability of x1 we linearize T about x1 : the result of this
computation leads to a 2× 2 matrix, which is J(x1).
The next step is the computation of the two eigenvalues µ1 and µ2 of J(x1).
Since det(J) = 1 everywhere in D, the eigenvalues of J(x1) are ﬁxed by its
trace Tr(J(x1)) thanks to the equation:
µ2 − Tr(J(x1))µ+ 1 = 0 (2.3)
From (2.3) it follows that if |Tr(J(x1))| < 2 we have two complex magnitude-
1 eigenvalues µ1 and µ2 = µ¯1, where µ¯1 indicates the complex conjugate of
2By using the notation T p we mean
p times︷ ︸︸ ︷
T ◦ T · · · ◦ T
37
-0.03
-0.02
-0.01
 0
 0.01
 0.02
 0.03
 0.32  0.325  0.33  0.335  0.34  0.345  0.35  0.355  0.36
u
z
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0.34  0.36  0.38  0.4  0.42  0.44  0.46  0.48  0.5
u
z
Figure 2.1: a) Poincarè section of a regular orbit about a stable elliptic ﬁxed point. The
orbit was generated using the gravitational billiard map at θ = 10◦, with initial conditions
u0 = 0 and z0 = 0.36. b) Poincarè section of an orbit about a hyperbolic unstable period-3
ﬁxed point. The orbit was generated using the gravitational billiard map at θ = 34.5◦,
with initial conditions u0 = 0 and z0 = 0.44.
µ1. In this case we say that x1 is a stable elliptic ﬁxed point. On the other
hand, if |Tr(J(x1))| > 2 we have an unstable hyperbolic ﬁxed point. The
adjectives elliptic and hyperbolic are related to the shape of orbits whose
initial contitions are in the neighborhood of x1: regular (periodic) orbits are
associated to elliptic ﬁxed points (ﬁg. 2.1a), while unregular (not periodic)
orbits are associated to hyperbolic ﬁxed points (ﬁg. 2.1b).
Unfortunately this criterion of stability doesn't apply in the case where µ
satisﬁes µl = 1 with l ≤ 4 (small roots of unity), which also includes the case
|Tr(J(x1))| = 2. These particular cases don't admit a universal description,
therefore a special tratment is required depending on the map we're consid-
ering [15] [11] [19].
To keep a simpler notation from now on we refer to J(x1) just as J .
As we've seen above the case of an elliptic ﬁxed point implies the existence
of two magnitude 1 complex eigenvalues for J ; those eigenvalues can be ex-
pressed in the polar form:
µ1 = e
iφ µ2 = e
−iφ (2.4)
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where from both (2.4) and (2.3) it follows that:
cosφ = Re(µ1,2) =
TrJ
2
Using the trigonometric identity:
sin2
φ
2
=
1− cosφ
2
we get to the important relation:
R
def
=
2− TrJ
4
= sin2(pi) (2.5)
where we have deﬁned the Residue R (or Greene Residue [11] [19]) of an
orbit, and the important rotation number [5] [19]:
 =
φ
2pi
(2.6)
The value of the residue R is another equivalent indicator of the stability of a
ﬁxed point: if 0 < R < 1 the ﬁxed point is stable 3 (equivalent to |TrJ | < 2),
while we have instability if R < 0 and R > 1 (|TrJ | < 2).
Besides that, the rotation number  in (2.5), is the average rotation frequency
on a regular elliptic orbit about a stable ﬁxed point. To make this point more
clear, we can see φ as the average angle swept on a regular elliptic orbit in
phase space after every iteration of the map (ﬁg. 2.2).
From equation (2.5) it is clear that R() is invertible for
 ∈
[
0,
1
2
]
(2.7)
so this is the natural domain for .
In what follows we'll see that the role of the rotation number  is crucial in
determining the spectrum of a regular orbit.
3Again we have to exclude from the general discussion special cases R = 0, 1, 34 ,
1
2
corresponding to µl = 1, with l = 1, 2, 3, 4.
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Figure 2.2: Figure a) shows a representation of a regular elliptic motion in phase space
with a small φ, which implies a small rotation number. Figure b) shows a regular motion
with a larger rotation number. In both ﬁgures xn+1 is the image of xn under the action
of T , while x˜1 is a stable ﬁxed point of T .
2.2 Frequency Analysis and Sound Synthesis
In this section we introduce one of the most important part of our work,
which concerns the Frequency Analysis of our dymanical system. This part
is fundamental since our goal is to create a sound generating engine; the
human ear perceives sounds according to their spectrum [22], therefore a
theoretical study about the spectra we'll be able to produce is paramount
for our purpose. As mentioned in the Introduction, the sound generating
engine we're going to develop is based on the Functional Iterated Synthesis
scheme [2] [4]. This procedure can be summarized in three steps:
1. Deﬁne a discrete map T . In our case T is the 2D map M deﬁned in
(1.11)
2. Generate an orbit SN by iterating T for N times, starting from a given
initial conditions x0:
SN = {x0, T (x0), T 2(x0), . . . , TN(x0)} (2.8)
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SN is therefore a 2D orbit. However only one component of SN will
be considered in order to create an audio signal. Hence, after having
chosen one of the two components of x, say x1, we will get a 1D sequence
St:
St = {x10, x1∆t, . . . , x1N∆t} (2.9)
where every component of St obeys the evolution law:
x1t+∆t =
(
T (xt)
)1
Every x1t can ﬁnally be written to a Digital to Analog Converter (DAC)
at a sample frequency fs. By setting this frequency we ﬁx also ∆t by
means of the relation:
fs =
1
∆t
The ﬁnal result of the above procedure is an audio representation of the orbit
we've generated.
In order to model this kind of synthesis in a rigorous way one needs to
study the Discrete Fourier Transform (DFT) of (2.8). This task can be eas-
ily fulﬁlled numerically, while it can be extremely hard by a direct analytical
approach. In what follows we will not perform the DFT directly, on the
contrary we will mainly exploit all the informations given by the rotation
number  deﬁned in (2.5), in order to obtain as much information as possible
about the spectrum of a given orbit. Those predictions will be eventually
compared to the results obtained by performing the DFT numerically.
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2.3 General features of the spectrum of an or-
bit
Let A be a sequence of N complex numbers An (n = 1, 2, . . . , N).
The DFT transforms A into an N -periodic sequence of complex numbers Aˆ:
DFT(An) = Aˆk =
1
N
N−1∑
n=0
Ane
−2piif(k)n f(k)
def
=
k
N
k ∈
[
− N
2
,
N
2
]
(2.10)
The choice k ∈ [ − N
2
, N
2
]
(instead of [0, N − 1] for istance) will be clear in
the following.
Before presenting the main features of the DFT of an orbit we have to point
out that eqn. (2.10) applies only to 1D sequences, while the orbits we're
going to consider are 2D sequences. The use of 1D DFT is due to the fact
that we always consider a single phase space component of an orbit, as this
choice is suﬃcient for our purpose of creating a sound generating engine.
Let's take again a real 2D area-preserving map T with a period-1 ﬁxed point
x1. If we now consider an orbit generated by the initial value x1, we will
obtain a costant sequence (by deﬁnition of a ﬁxed point):
SN =
N times︷ ︸︸ ︷
{x1,x1,x1 . . . } (2.11)
where N here is the number of iterations.
From (2.10) it is clear that the DFT of each of the two components of the
sequence (2.11) contains only the k = 0 term. Moreover from (2.10) it follows
that the k = 0 term of Sˆk is by deﬁnition the average of Sn, which can always
be set to zero by a traslation of our coordinate system, so we can avoid to
consider explicitely this term. Indeed we will never consider Sˆk=0, since for
our purpose it would correspond to a 0 frequency partial, which by deﬁnition
cannot be heard.
Let's now consider an orbit with initial value in the neighborhood of a stable
ﬁxed point. In this case we will get a sequence Sn which oscillates in both
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its components; in order to compute analytically the rate of this oscillation
we have to linearize T about x1 and solve the eigenvalue problem discussed
in 2.1.
This argument shows that the spectrum of each of the two components of
Sn, in the hypothesis of a zero-average sequence, will be dominated by a
frequency which must be proportional to the rotation number  deﬁned in
(2.5). Therefore we make the hypothesis that the partial of the observed
spectrum with the largest amplitude with index k1 (if Sˆ0 = 0) is a linear
function of :
k1 = g() (2.12)
which means that k1 and  are equivalent.
Equation (2.12) holds for orbits about period-1 ﬁxed points, however we have
to modify our conjecture for a period-p ﬁxed point xp. In fact if we consider
an orbit with xp as initial condition, by virtue of (2.2) we get the p periodic
sequence:
Sn = {xp, T (xp), T 2(xp), . . . , T p−1(xp),xp . . . } (2.13)
From (2.13) it follows that in this case the observed spectrum will be dom-
inated by the k = N
p
term, which corresponds to the frequency f = 1
p
by
virtue of equation (2.10). We have to point out that the appearance of this
term is caused by the very deﬁnition of a period-p ﬁxed point, independently
from the form of the map M we're dealing with, thus it will not depend on
the parameters which control the map.
Finally, by virtue of the same argument we illustrated above for an orbit
about a period-1 ﬁxed point, the rotation number p of a regular orbit about
a stable period-p ﬁxed point xp will be therefore related to the second largest
partial of the spectrum.
From these observations we make the hypothesis that the two largest partials
of a regular orbit's spectrum about a period-p ﬁxed point are:
k1p =
N
p
k2p = g˜(p) (2.14)
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Figure 2.3: a) Poincarè section of an orbit generated using the gravitational billiard map
at θ = 5◦, with initial conditions u0 = 0.1 and z0 = 0.9 with 105 iterations. b) Spectrum
of the u component of the same orbit.
where the additional label p is related to the period p of the ﬁxed point, and
g˜ is again a linear function.
From now on we are going to refer to the largest partial as the ﬁrst partial
and to the second largest partial as the second partial.
The numerical evidence for (2.12) and (2.14) will be presented in 2.4.
2.3.1 Harmonic Spectra
So far we have identiﬁed only the ﬁrst partials of the spectrum of a regular
orbit. Since for a general regular orbit we can deﬁne only one , our as-
sumption would lead us to expect the spectra of those class of orbits to be
monochromatic, but from numerical simulations we can observe more than
one frequency (ﬁg. 2.3b).
In ﬁgure (2.3b) we can observe more then one partial, therefore the spec-
trum of a regular orbit is not in general monochromatic. Furthermore the
spectrum (2.3b) seems to be harmonic. An harmonic spectrum is by deﬁni-
tion a spectrum containing only components whose frequencies fn are integer
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multiples of the fundamental frequency f1:
fn = nf1 n ∈ N (2.15)
The harmonicity of the spectrum of a 2D regular orbit can be proved in a
straightforward way.
As a ﬁrst step we have to point out that a ﬁxed point x1 for a map T is
necessarily also a ﬁxed point for T n, ∀n ∈ N. This means that when we
observe the spectrum of a regular orbit of T about x1, we actually have to
consider that this orbit evolves also under the action T 2, T 3 and so on. What
we need to do then is to consider the action of all the T n maps simultaneously;
this means that we have to compute n rotation numbers en, one for each map.
In what follows we're going to prove that:
n = n (2.16)
where  is the rotation number associated to the map T at ﬁxed point x1,
and n is the rotation number associated to the iterated map T
n at the same
ﬁxed point x1.
Let T be a 2D area-preserving map, let x1 be a stable ﬁxed point of T
and let J be the Jacobian matrix of T evaluated at x = x1. Furthermore
let's assume also that the map T n does not have any other ﬁxed point in the
neighborhood of x1.
In analogy to (2.5) we deﬁne the rotation number n related to the residues
Rn of the T
n regular orbits about x1 by:
Rn = sin
2(pin) =
2− Tr(Jn)
4
(2.17)
where Jn, thanks to the multiplicative property of J (1.16), is the Jacobian
matrix of T n.
Since J is a 2 × 2 matrix with det(J) = 1 (by the area-preserving property
of T ) and complex eigenvalues (by the stability of x1), we can state that J
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is equivalent to a rotation matrix:
R =
(
cosφ − sinφ
sinφ cosφ
)
where φ = 2pi (see eqn. 2.6).
This equivalence can be proved by showing that the unitary matrix
U =
1√
2
(
1 i
i 1
)
satisﬁes the relation
U−1RU = J =
(
e−iφ 0
0 eiφ
)
Now, because R is a 2D rotation matrix, it follows that:
Tr(Rn) = 2 cos(nφ)
Using trace invariance we can ﬁnally state that:
sin2(pin) =
2− TrJn
4
=
1− cos(nφ)
2
= sin2
(
n
φ
2
)
= sin2(pin)
which in the chosen domain (2.7) for  implies:
n = n
which therefore proves (2.16).
Our last step in order to show the harmonicity of regular orbits' spectra
is to naturally extend the ansatz (2.12) to the more general one for the n-th
partial kn:
kn = g(n) (2.18)
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where g is the same linear function of (2.12). Then thanks to both linearity
of g and (2.16) we ﬁnally obtain:
kn = nk1 (2.19)
which means that the spectrum of a regular orbit is harmonic.
2.4 Frequency Analysis applied to the ﬁxed points
of the Gravitational Billiard
One of the most important goals in the analysis of every dynamical system
is the study of its ﬁxed points and their stability. In the ﬁrst chapter we an-
alyzed the main features of the gravitational billiard except its ﬁxed points,
which are discussed here because of their connection to the frequency anal-
ysis.
In 2.3 we've anticipated that we will perform the DFT of only one compo-
nent of every considered orbit. The choice of the component of x to be used
is not relavant in our analysis, since we're interested in the rotation number,
which by deﬁnition is the same for both components. To make this point
more clear we can set an analogy with a 2D harmonic oscillator of mass m
in a (x, y) Cartesian reference frame, whose hamiltonian H is given by:
H =
p2
2m
+
1
2
mω2x2 (2.20)
where here x is the 2D position vector.
The solution of (2.20) is well known, and leads to a periodic motion in both
the x and the y direction with frequency f = ω
2pi
; obviously ω is the same in
both the x and the y direction.
We can justify the analogy between a 2D harmonic oscillator and our dynam-
ical system by the fact that every 2D conservative dynamical system in the
neighborhood of a stable ﬁxed point is actually equivalent to an harmonic
oscillator, in the sense that there exists a local change of coordinates that
trasforms the original system to a new one which is mathematically equiva-
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lent to (2.20).
Those coordinates are called the Birkhoﬀ Coordinates and the existence of
such trasformation is guaranteed by the Birkhoﬀ Theorem [15] [21].
In what follows we're going to determine the ﬁxed point of two particular
combinations of A and B maps (deﬁned in 1.11) that are B and ABB, which
correspond respectively to the mass hitting alternately the two wedge walls
(B) and making one bounce on the same wedge before passing to the other
one back (ABB) (ﬁg. 1.16). Pure A motion is not considered, since from
(1.11) it follows that map A doesn't have any ﬁxed points, except for the
special case θ = 90◦, where every initial condition is actually a ﬁxed point
of A. This fact can also be understood by the physical representation of A
motion (ﬁg. 1.4a).
2.4.1 B ﬁxed point
As we can see from ﬁgure (1.5), the partition generated by Γ±1 in phase space
identiﬁes a subregion B-B where only map B acts, therefore a ﬁxed point of
B, if it exists, has to be in this subregion.
Since we are also interested in computing the stability of the B ﬁxed point,
it's convenient to switch to the area-preserving coordinate system (X,Z) (see
1.2), beacuse only in this coordinate system the Jacobian matrix JB deﬁned
in (1.18) has determinant equal to 1.
In these coordinates map B reads:
B :

Xn+1 =
√
Zn −Xn −
√
Zn+1
Zn+1 = 2 + 2ξ(
√
Zn −Xn)2 − Zn
(2.21)
where we recall that:
ξ =
1− α2
(1 + α2)2
and α = tan θ
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By deﬁnition (2.1) the B ﬁxed point x1B is determined by the equation:
B(x1B) = x1B (2.22)
From (2.22) and (2.21) we get:
x1B =
(
0,
1
1− ξ
)
(2.23)
From (2.23) we can deduce that x1B exists for ξ < 1, since Z = Y
2 can
assume only positive values. As we can see from ﬁgure (1.7) the condition
ξ < 1 implies that θ can assume any value in [0◦, 90◦].
In order to compute the stability of x1B we have to evaluate the Jacobian
matrix JB at x1B and then compute its trace; this computation leads to:
Tr(JB(x1B)) = 4ξ − 2 (2.24)
Now, using both (2.5) and (2.24) we get the following results for the residue
R1B and the rotation number 1B:
R1B = 1− ξ (2.25)
1B =
1
pi
arcsin(1− ξ) 12 (2.26)
By the properties of the residue discussed in 2.1, equation (2.25) implies
that x1B is stable for 0 < ξ < 1 and unstable for ξ < 0, which for the
parameter θ corresponds to the intervals 0◦ < θ < 45◦ and 45◦ < θ < 90◦
respectively.
The following step in our analysis is to numerically compute the spectrum of
several regular orbits generated by the action of map B and eventually get a
numerical conﬁrmation of ansatz (2.12).
For this purpose we've generated one single orbit for each one of several val-
ues of θ, starting from θ = 1.0◦ to θ = 44.8◦, in steps of ∆θ = 0.2◦, with
N = 3 · 104 iterations for each orbit; initial conditions for each orbit were
always set in the neighborhood of x1B.
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Figure 2.4: First partial of the spectra of B regular orbits vs θ expressed in degrees.
Once we got the orbits, we computed numerically the DFT of the X compo-
nent of each one of those. This choice was motivatited by the fact that its
mean value is naturally 0 (by virtue of the simmetry of the system), which
is adequate for representing an audio signal. From now on, every time we
mention the spectrum of an orbit we will always refer to the spectrum of the
X component of that orbit.
In ﬁgure (2.4) we plot the ﬁrst partial of the spectrum of each orbit vs the
angle θ at which the orbit was generated. From a practical point of view the
ﬁrst partial (the one associated to the largest amplitude) of the spectrum of
a regular orbit was obtained simply by seeking the maximum amplitude of
the spectrum.
The chosen ﬁt function is:
k1(θ) = c1(1B + d1) (2.27)
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according to ansatz (2.12). As we can see from ﬁgure (2.4), data are excel-
lently ﬁtted by (2.27), and the ﬁt parameters converged to:
a = 30000 c = 0 (2.28)
We have to point out that there are just a few values of θ for which the data
disagree with the theoretical prediction, which are close to θ ∼ 34◦. The
value of the angle is indeed identiﬁed as a resonance, which happens when
the rotation number  satisﬁes:
 =
a
b
(2.29)
with a,b coprime integers. As we are going to see in 2.5, there are some
values of  for which the resonance destroys the stability of the orbit, for
example  = 1
3
and 1
4
.
The disagreement observed in ﬁgure (2.4) is related to a 1 : 3 resonance,
which corresponds to:
1B =
1
3
(2.30)
Plugging (2.30) in equation (2.26) leads to θ ' 34.26◦, which agrees with
observed discrepancy. In ﬁgure (2.5) we represented the phase space at θ =
34.2646◦: as we can see the B stable region is squeezed to a very small area
by hyperbolic invariant curves (green).
2.4.2 ABB ﬁxed point
An ABB ﬁxed point x3M is an example of a period-3 ﬁxed point with respect
to M , where M is the Poincarè return Map of the gravitational billiard,
deﬁned by the system (1.11).
When x3M becomes stable (with respect to the variation of θ) we observe
the appearance of three new stable regions (ﬁg. 2.6), which are related to
the points corresponding to the associated period-3 sequence. Each of this
points is period-1 ﬁxed point of maps ABB, BAB and BBA respectively: we
will name these points x1ABB, x1BAB and x1BBA (ﬁg. 2.7). Applying the
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Figure 2.5: Phase space at θ = 34.2646◦, which implies the resonant condition 1B = 13 .
Figure 2.6: a) B stable region for θ = 31◦ b) Both B and ABB stable regions for θ = 40◦.
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Figure 2.7: Representation of the ﬁxed points x1ABB , x1BAB , x1BBA connected by the
the action of A and B in phase space.
deﬁnition of ﬁxed point for maps ABB,BAB and BAB leads to:
x1ABB =
(
−
(
2
5−8ξ
) 1
2
,
(
2
5−8ξ
))
x1BAB =
(
0,
(
8
5−8ξ
))
x1BBA =
((
2
5−8ξ
) 1
2
,
(
2
5−8ξ
))
(2.31)
From (2.31) we deduce that those ﬁxed points can exist only if ξ < 5
8
, which
corresponds to θ & 21.8◦.
Now let's focus on the stability. From the multiplicative property of the
Jacobian matrix it follows:
JABB(x1ABB) = JA(x1BBA)JB(x1BAB)JB(x1ABB)
Apparently we should compute three diﬀerent Jacobian matrices and even-
tually deﬁne three diﬀerent residues R1ABB, R1BAB and R1BBA. However, as
we can see from eqn. (2.5), the residue of an orbit depends only on the trace
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Figure 2.8: Phase space at θ ' 25.91◦, the value of θ corresponding to the resonant case
1B =
1
4 .
of the Jacobian matrix, therefore thanks to the cyclic property of the trace
we obtain after some straightforward algebra:
R1ABB = R1BAB = R1BBA = 10ξ − 16ξ2 (2.32)
Equation (2.32) implies stability for the intervals 0 < ξ < 1
8
and 1
2
< ξ < 5
8
,
which correspond to the intervals (∼ 39◦ < θ . 45◦) and (∼ 21.8◦ < θ .
25.9◦) respectively.
For the rotation numbers we obtain:
1ABB = 1BAB = 1BBA =
1
pi
arcsin
[
(10ξ − 16ξ2) 12 ] (2.33)
From numerical simulation we found 3 stable regions in the ﬁrst interval (ﬁg.
2.6b), but we didn't ﬁnd any in the second one; this might be explained by
the fact that when ξ = 1
2
we have an unstable resonance 1B =
1
4
(see eq.
2.26), which could destroy any stable region (2.8), but this hypothesis would
require further investigation to be veriﬁed.
In ﬁgure (2.9), we plotted the spectra of two orbits with initial conditions
near x1ABB, N = 3 · 104 iterations, at θ = 42.1◦ (ﬁg. 2.9a) and θ = 44◦ (ﬁg.
2.9); as we can see the largest partial is the same for each spectrum:
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Figure 2.9: a,b)Spectra of two orbits with initial conditions near x1ABB for θ = 42.1
◦ and
θ = 44◦ respectively.
k1 = 10
4 =
N
3
(2.34)
where N = 3 · 104. We can see from these spectra that in both cases (2.34)
agrees with the ﬁrst relation of (2.14) for the case p = 3.
By following the same procedure explained in 2.4.1, in ﬁgure (2.10) we plot-
ted the second largest partial of the spectra at diﬀerent value of θ. Numerical
data were then ﬁt by the function:
k2(θ) = c2(1ABB + d2) (2.35)
As we can see, numerical data agree very well with (2.35), which conﬁrms
(2.14).
A discrepancy from the ﬁt function occurs at θ ∼ 40.7◦; this is indeed the
value of θ which corresponds to the resonant case 1ABB =
1
3
. This time the
ﬁt parameters deﬁned in equation (2.35) converged to:
c2 = 10000 d2 = 1 (2.36)
By numerical simulations we can conﬁrm both (2.12) and (2.14) in a few
cases chosen at random, and moreover we can reasonably postulate that in
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Figure 2.10: Fit of the second partial k2 of regular orbits' spectra about ABB stable ﬁxed
point to the function (2.35).
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the general case of a period-1 ﬁxed point the following relation holds:
k1 = N (2.37)
where k1 is the largest partial,  the rotation number associated to the ﬁxed
point and N the number of iterations.
On the other hand in case of a period-p ﬁxed point we thus have:
k1p =
N
p
k2p =
N
p
(+ 1) (2.38)
where again the additional label p indicates the period p of the ﬁxed point.
From equation (2.38) it follows that:
k2p − k1p def= ∆kp = N
p
(2.39)
If we switch to the frequency f = k
N
equation (2.39) reads:
∆fp =

p
(2.40)
which doesn't depend on N .
Note that (2.40) holds also for p = 1 (by using both (2.37) and the harmonic-
ity of the spectrum), therefore (2.40) holds for any spectrum associated to a
regular orbit about a period-p ﬁxed point, and gives the frequency gap that
relates two nearby partials.
2.5 Inharmonic Spectra
In 2.3.1 we've shown that the spectrum of a regular 2D orbit is harmonic.
On the other hand, as we can expect, noisy spectra are oberved when chaotic
orbits are considered (ﬁg. 2.11). We call a spectrum noisy if every repre-
sentable frequency f is associated with a not null amplitude Aˆk (ﬁg. 2.11).
However not all the spectra related to regular orbits are harmonic; in ﬁgure
(2.9) we plot two spectra that are clearly not harmonic and not noisy at the
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Figure 2.11: a) Spectrum of a chaotic trajectory generated at θ = 20◦ with initial condi-
tions u0 = 0.1 and z0 = 0.9. b) Spectrum of a chaotic trajectory generated at θ = 50
◦
with same initial contitions.
same time. Before getting into this discussion we need a way to measure the
inharmonic feature of a given spectrum.
By deﬁnition a spectrum is harmonic if its partials fn satisfy:
fn
f1
= n (2.41)
where n is an integer number and f1 is the partial associated with the smallest
frequency of the spectrum.
Our deﬁnition of Inharmonicity is based on those cases where fn
f1
is not an
integer number, or equivalently when:
fn/f1
[fn/f1]
6= 1
where [∗] denotes the integer part.
We therefore deﬁne the Inharmonicity I as:
I = log
∑
k
fk/f1
[fk/f1]
Aˆk∑
k Aˆk
(2.42)
where Aˆk is the amplitude associated to each fk.
From deﬁnition (2.42) it follows that:
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Figure 2.12: Plot of the function R() for  ∈ [0, 1].
1. If the spectrum is harmonic I = 0
2. If the spectrum is not harmonic I > 0
In what follows we are going to use I to have a measure of the inharmonic
feature of the considered spectra.
2.5.1 Aliasing
Aliasing is one of the main sources of inharmonicity in regular orbits. In
signal processing aliasing is an eﬀect that causes diﬀerent signals to become
indistinguishable when sampled; this phenomenon occurs when we try to
sample signals which contain partials whose frequencies are greater than half
the sample frequency.
In our case the situation is quite analogous: in equation (2.5) we have deﬁned
the relation between the residue R of an orbit and the rotation number . As
we can see from ﬁgure (2.12), if  ∈ [0, 1], for a given value of R we get two
values for , hence in that domain the function R() is not invertible.
For this reason the domain chosen for  is [0, 1
2
]; this means that when
we perform a DFT all those frequencies which are greater than 1
2
will be
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Figure 2.13: Spectrum of an orbit generated at θ = 20◦ with initial condition u0 = 0.1
and z0 = 0.6.
representated by their aliased value simmetric with respect to 1
2
:
1
2
− falias = freal − 1
2
⇒ falias def= f˜ = 1− freal (2.43)
To make this point more clear we can see in ﬁgure (2.13) the spectrum of
regular orbit generated at θ = 20◦. The value obtained for the ﬁrst four
partials are (ordered according to respective amplitudes):
f1 ' 0.193 f2 ' 0.386 f3 ' 0.419 f4 ' 0.227 (2.44)
From (2.44) we can verify that f2 = 2f1, while f3 6= 3f1 since 3f1 > 12 . Using
(2.43) we can verify that the aliased value of 3f1 actually coincides with f3;
the same holds for f4.
The computed Inharmonicity of the spectrum plot in (2.13) gives the val-
ues 1.2 · 10−3. We can actually read this value as small since for instance,
the inharmonicity of the noisy spectrum in ﬁgure (2.11a) is 0.1.
Numerical results suggest that I grows as the Euclidean distance between
the initial contition and the coordinates of the ﬁxed point grows. For istance,
in ﬁgure (2.14) we plotted the spectrum of an orbit with initial condition
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Figure 2.14: Spectrum of an orbit generated at θ = 20◦ with initial conditions u0 = 0.1
and z0 = 0.5. Here the initial conditions are closer to the B ﬁxed point's coordinates
(0, 0.361) with respect to the initial conditions of the orbit in ﬁgure (2.13). As we can see
the oberved frequencies of both this spectrum and the one in ﬁgure (2.13) are the same,
while the associated amplitudes here are smaller.
closer to the ﬁxed point with respect to the orbit whose spectrum is shown
in ﬁgure (2.13), and in this case we got the smaller value I = 1.5 · 10−4.
This eﬀect can be explained by the fact that if we increase the distance of
the initial conditions from the ﬁxed point, the frequencies of the observed
spectrum don't vary in a sizeable way, while the associated amplitudes tipi-
cally grow (2.14), thus the aliasing contribution to I in (2.42) can become
more important.
2.5.2 Resonances
As we have anticipated in (2.29) there are some values of the rotation number
for which an elliptic ﬁxed point can lose its stability; those particular values
for  are called resonances. Particular attention was paid to the case:
 =
1
b
(2.45)
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where b is a small integer number (cases b = 3 and b = 4 are usually the
most relevant). This is a case of the so called low order resonances, which
are particularly interesting since they are often related to biforcations and
eventually destruction of KAM regular orbits [19] [15].
A detailed discussion on this argument goes beyond the scope of this work,
however we can show how we recognize when we are close to a low order
resonance in the context of our analysis.
In equation (2.43) we showed how those frequencies which are greater then
the upper bound value 1
2
are represented. Whithout loss of generality let's
consider a harmonic spectrum associated to a given regular orbit about a
period-1 ﬁxed point. From (2.40) we obtain:
f1 = 
where f1 is the ﬁrst partial.
Suppose now that the n-th partial fn (with n ≥ 2) is greater than 12 , while
f1 is not. From (2.43) we get the observed aliased value of fn:
f˜n = 1− fn (2.15)⇒ = 1− nf1 = 1− n
Hence the diﬀerence ∆f˜n = f˜n − f1 is given by:
f˜n − f1 = 1− n−  = 1− (n+ 1) (2.46)
From (2.46) it is ﬁnally clear that:
∆f˜n = 0 =⇒  = 1
n+ 1
(2.47)
From (2.47) we see that when  = 1
3
, 1
4
, 1
5
, . . . several partials will coincide
with . For istance from the spectrum of ﬁgure (2.15a) we can clearly see
that all the partials are about to coincide at the same value 1
3
, therefore we
can deduce that we are in proximity of a 1 : 3 resonance.
On the other hand in ﬁgure (2.15b) we plotted the spectrum of an orbit
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Figure 2.15: a) Plot of an orbit generated at θ = 33.1◦ whith initial conditions near the B
ﬁxed point. b) Plot of an orbit generated at 1B =
1
3 , which means θ ' 34.2646◦.
at the value of θ which satisﬁes 1B =
1
3
. The initial conditions were chosen
close to the B ﬁxed point, which we know to be stable from 2.4.1: however
the considered spectrum is noisy, which conﬁrms the fact that 1 : 3 resonance
for map B is implies instability (ﬁg 2.5). The same feature was observed for
the resonance 1 : 4 (ﬁg. 2.8), while higher order resonances were found to be
stable. In ﬁgure (2.16) plotted again the fraction of regular orbits computed
using the SALI method (see 1.4.1) vs angle θ; in this case the log-log plot was
chosen in order to emphasize the eﬀect of the low order resonances 1B =
1
3
(represented in the plot with the value R3 for the angle θ, which corresponds
approximately to 34◦) and 1B = 14 (representated whith R4 which roughly
corresponds to 26◦). From this plot we can immediatly read that 1 : 3 and
1 : 4 resonances imply instability for the B ﬁxed point, since in those cases
the fraction of regular orbits assumes very small values.
2.5.3 Noisy Spectra
As already anticipated, noisy spectra were observed when considering chaotic
orbits, however not every noisy spectrum looks the same. For instance let's
consider the two spectra in ﬁgure (2.11); the ﬁrst is the spectrum of an orbit
generated at θ = 20◦, while the second refers to an orbit at θ = 50◦. From
the analysis of Chapter 1 we now that in the range 45◦ < θ < 90◦ there
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Figure 2.16: Log-log plot of the fraction of Regular Orbits vs the angle θ, expressed in
degrees. The values R3 and R4 represent the resonant cases 1B =
1
3 and 1B =
1
4
respectively.
are no stable regions; this fact is indeed veriﬁed by the spectra observed in
that region. Those spectra aren't characterized by any dominant frequency
(ﬁg.2.11b), while for 0◦ < θ < 45◦ even noisy spectra exhibit the frequencies
which are related to rotations numbers of the stable regions (2.11).
This fact will be of great importance in the sound application, since it will
allows us to have a remarkably large number of diﬀerent kinds of noise.
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Chapter 3
Functional Iterated Synthesis
based on the Gravitational
Billiard map
This chapter describes the applied part of our work, which consists in imple-
menting a sound synthesis engine based on the Gravitational Billiard map.
We're going to start by describing the main types of sound synthesis in order
to put into context the one we use, which is called the Functional Iterated
Synthesis (FIS) [2]. Then we're going to discuss the implementation of the
Gravitational Billiard map in the context of the FIS from both a theoretical
and a practical point of view.
The advantages of a FIS synthesizer based on the Gravitational Billiard map
will be discussed in the Conclusions.
3.1 A Brief Introduction to Sound Synthesis
3.1.1 Analog vs Digital
Sound synthesis is the process of generating sound using electronic circuitry
or computers. In the ﬁrst case we talk about analog synthesis, while in the
second we (usually) talk about digital synthesis. The actual diﬀerence be-
tween the two relies in the very deﬁnition of analog and digital systems.
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Figure 3.1: In pulse code modulation (PCM) the analog waveform is measured periodically
at the sampling rate. The voltage (represented here by the height) of each sample is then
described by a whole number. The whole numbers are stored or transmitted rather than
the waveform itself.
In an analog system, information is conveyed by some variation of a continu-
ous parameter such as the voltage on a wire or the intensity of magnetic ﬂux
on a tape. Moreover, in a tape recorder distance along the tape is a further,
continuous, analog of time: it does not matter at which point a recording is
examined along its length, a value will be found for the recorded signal.
On the other hand a digital system depends on the process of Sampling.
Although there are a number of ways in which audio can be represented
digitally,one system, known as Pulse Code Modulation (PCM),is nowadays
virtually used everywhere. Figure (3.1) shows how PCM works.
Instead of being continuous, the time axis is represented in a discrete, or
stepwise manner: the waveform is not described by a continuous representa-
tion, but by samples at regular time intervals. This process is called sampling
and the frequency with which samples are taken is called the sampling rate
or sampling frequency fs [22]; moreover, also the values are discretized.
Historically speaking analog synthesis came out ﬁrst. The earliest analog
synthesizers in the 1920s and 1930s such as the Trautonium were built with
a variety of vacuum-tube (thermionic valve) and electro-mechanical tech-
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nologies. After the 1960s, analog synthesizers were built using operational
ampliﬁer integrated circuits, along with potentiometers to modify the char-
acteristics of the produced sound.
The birth of digital sound synthesis came together with the one of modern
computers. Early commercial digital synthesizers used simple hard-wired
digital circuitry to implement techniques such as additive synthesis and FM
synthesis, becoming commercially available in the late 1970s.
Nowadays every digital synthesizer is actually a computer. Its functions are
the same as those of a modular analog synthesizer, but instead of circuitry,
each module is a subroutine within the main synthesis program. This pro-
gram is essentially a loop that repeats once for each output sample. The
subroutines must each be executed at least once per sample period, and
many of them must execute once per note per sample period. Thus the
number of notes that may be played, and the complexity of the sound avail-
able is determined by the speed of the CPU. As with personal computers,
faster CPUs are more expensive, and this is partially reﬂected in the cost
of the instrument. Because computer technology is rapidly advancing, it is
often possible to oﬀer more features in a digital synthesizer than in an analog
synthesizer at a given price. Both technologies have their own merit: some
forms of synthesis (such as sampling for istance) are not feasible in analog
synthesizers, while on the other hand, many musicians prefer the timbre of
analog synthesizers over their digital equivalent.
3.1.2 Classic Synthesis Techniques
The development of digital synthesis and processing owes a great deal to
the classic techniques employed in the early years of electroacoustic music.
These involved processes that in most cases were based on the capabilities of
analog devices.
Classic techniques may be categorized according to the principles involved in
their realization, as shown in ﬁgure (3.2). Frequency-domain techniques are
based on the assumption that any signal can be considered to be the sum of
sines or cosines (according to Fourier's Theorem), and is meant to recreate
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Figure 3.2: Examples of classical Synthesis Tecniques
the frequency spectrum of a given audio signal. This kind of synthesis is
the most popular one because historically speaking the ﬁrst goal of sound
synthesis was to imitate the sound of existing musical instruments. Most
techniques start with some very simple signal, which can be generated easily
such as a sinusoid or a square wave, and process it to obtain more insteresting
signals with a richer spectrum.
Linear Synthesis (LS) techniques are processes that do not distort the input
and, as a consequence, do not create new frequencies that were not already
contained in the input before it was processed. LS procedures process sig-
nals in three possible ways: delay of samples, scaling (which is equivalent to
multiplying a sample by a constant) and addition or subtraction of scaled
samples (which may or may not have been delayed).
Nonlinear Synthesis (NLS) techniques consist of the controlled distortion of
a signal, which results in the generation of frequencies not found before it was
processed. This can be achieved in various ways. For example, it is possible
to use a signal in order to modify the amplitude of another by multiply-
ing the former by the latter: this technique is called Amplitude Modulation
(AM). Alternatively Frequency Modulation (FM) uses a signal to modify the
frequency of another one.
On the other hand, granular synthesis is a time-domain technique based
on the construction of signals from the combination of short sounds, called
grains.
From a practical point of view LS is easy to manipulate, but requires a
68
signiﬁcant amount of input data in order to create a complex sound. This
technique is often adequate for sounds whose harmonics do not vary over
time, but unfortunately the spectra of most common musical instruments
vary considerably in time. On the other hand the advantage of NLS is the
fact that complex spectra can be controlled using only a few parameters,
therefore NLS allows to easily obtain dynamic spectra, but requires a less
intuitive programming compared to LS.
The interest in the use of NLS (and synthesis in general) with the aim of
recreating the dynamic spectrum of a musical instrument ended as soon as
advanced and cheap samplers were developed together with the growth of
computer technology. For istance, if we listen to a modern digital piano,
we're hardly able to appreciate its diﬀerence with a real one, because the
instrument simply reproduces audio samples of very high quality, made by
using world class pianos, expensive microphones, and high-quality preamps
in professional recording studios.
Nowadays sound synthesis does not focus on imitating the sound of real in-
struments, but it's rather used to create sounds that are interesting beacuse
they're actually very diﬀerent from those which can be produced by any real
instrument.
3.2 Functional Iterated Synthesis: Brief His-
tory and General Features
Functional iteration has been useful in modelling the behaviour of dynamic
systems [25]. In short, the future state of the system xn+1 depends upon its
current state xn through the relation:
xn+1 = M(xn) (3.1)
where M is a given map. Functional iteration is the process by which one
recursively applies the function to its output. If the function is nonlinear,
this process results in complex behaviour dependent on the initial conditions
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and any functional constant.
Initial attempts to use functional iteration in sound synthesis applied non-
linear maps to traditional parameters such as pitch, rhythm, dynamics and
textural density [1]. Later, functional iteration was used to control synthesis
parameters, e.g. grain size, transposition, density, etc., for granular synthe-
sis [3]. Agostino Di Scipio was the ﬁrst to describe in the early '90s a direct
synthesis implementation, which he termed Functional Iteration Synthesis
(FIS) [2] [4]. Di Scipio's approach explores a function over a range of con-
stants and initial values at a given iteration: the value of the function at a
given point represents the amplitude of a single digital sample.
This type of synthesis is naturally implemented by a digital approach. Every
value produced by iterating equation (3.1) is directly passed to a Digital to
Analog Converter (DAC) at a given sample rate fs, as described in (2.2):
the result of this process is a real-time audio representation of an orbit gen-
erated by iterating the map M .
It's important to point out that in FIS the formal and sonic diversity is
linked to diﬀerent implementations [24]. The choice of the nonlinear map
turns out to be mostly irrelevant, in the sense that a given orbit (and there-
fore a given sound) cannot be associated to a nonlinear map in particular. To
make this point more clear in Chapter 2 we have seen that the spectrum of a
regular orbit is determined mostly just by the rotation number around a sta-
ble ﬁxed point. The rotation number is indeed just a number in the interval[
0, 1
2
]
, we can ﬁnd several other dynamical system which admit a stable ﬁxed
point associated with the same rotation number. What actually makes the
diﬀerence beetween two diﬀerent maps is the functional dependence of the
rotation number on the external parameters that deﬁne the considered maps.
The case of the Gravitational Billiard is actually very interesting because,
thanks to its discontinuity we observed the coexistence of many combinations
of A and B maps and therefore of many rotation numbers; each one of those
has a functional dependence on the single external parameter θ, which can
indeed be analitically computed in any case.
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Figure 3.3: Sketchy representation of the small angle approximation µ << θ. As we can
see the eﬀect of this approximation consists in neglecting displacement of the impact point.
3.3 The Gravitational Billiard Map with vari-
able θ: The Small Angle Approximation
In what follows we're going to describe how our numerical and theoretical
analysis developed in Chapters 1 and 2 can be used to create a FIS synthesizer
based on the Gravitational Billiard map.
Clearly such an instrument must allow the user to change the features of the
generated sound (such as the pitch) in real time. This can be possible by
varying the only external parameter θ, however every orbit we've considered
so far was generated at ﬁxed θ. We therefore have to see how an orbit is
aﬀected by the variation of θ over time. This problem was faced by M. Gerard
R. Sepulchre in 2004 in the completely diﬀerent context of robotics [26].
As pointed out in [26], in order to properly solve this problem we should
compute the generalized versions of A and B maps, where θ assumes two
diﬀerent values at a given impact point and at the following one. To avoid
the complication of computing new ﬂight maps, we introduce a simpliﬁcation
that leaves the A and B maps unchanged. This simpliﬁcation rests on the
assumption that θ varies by a small quantity µ which satisﬁes µ << θ. This
small angle approximation neglects the displacement of the impact point due
to the angular deviation µ.
As illustrated on ﬁgure(3.3) this simpliﬁcation amounts to assuming that the
impacts still occur on the wedge with ﬁxed θ (therefore we can still apply A
an B maps), but that the angular deviation µ just rotates the normal and
tangential directions of the impacted edge by an angle µ.
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In (1.11) the reduced variables X and Y are related to the values of velocity
polar coordinates after impact with wedge's walls. The impact rule wich
relates reduced variables before and after an impact is given by:(
XR
Y R
)
=
(
1 0
0 −1
)(
X
Y
)
(3.2)
where the R label indicates the values after an impact.
Following the procedure illustrated in [26], we modify the impact rule (3.2)
by introducing the rotation matrix:
S(µ) =
(
cos 2µ α sin 2µ
sin 2µ
α
− cos 2µ
)
(3.3)
where α = tan θ. As a result we obtain the new impact rule:(
XR
Y R
)
= S(µ)
(
X
Y
)
(3.4)
As we can see equation (3.4) reduces to (3.2) when µ = 0. The deﬁnition of
the matrix S(µ) hence allows us to deﬁne modiﬁed maps A and B when θ
varies by µ [26].
Thanks to this procedure we can move within the whole phase space by vary-
ing θ without losing our physical interpretation of the Gravitational Billiard.
In fact if the small angle approximation is not satisﬁed, the map is still well
deﬁned from a mathematical point of view, but it would no longer represent
exactely the motion of a point particle moving in a symmetrical wedge whose
angle varies over time, therefore our physical interpretation might be lost.
3.4 Numerical Examples of Orbits with Vari-
able θ and Their Acoustic Interpretation
In what follows we present some examples of orbits with varying θ numerically
generated under the small angle approximation discussed above; every time
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Figure 3.4: Spectrogram of an orbit of N = 105 iterations generated at θin = 10
◦. The
wedge angle is then varied instantaneously at N = 5 · 104 to the value θfin = 10.5◦.
The resulting sound can be heard at the following link: https://
soundcloud.com/giacomo-rapi/10-10_5/s-Kgbou?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
we vary θ we apply the modiﬁed impact rule by means of rotation matrix
(3.3), otherwise we use the usual A and B maps. In order to represent the
change of a spectrum with respect to the increasing number of iterations
N , we'll use spectrograms. A spectrogram is a visual representation of the
spectrum of frequencies in a sound or other signal as they vary with time. A
common format is a bidimensional plot: the horizontal axis represents time
(the number of iterations N in our case), the vertical axis is frequency; a third
dimension indicating the amplitude of a particular frequency at a particular
time is represented by the intensity or color of each point in the image.
3.4.1 Example 1: Instantaneous change of θ
In ﬁgure (3.4) we can see an example of a spectrogram. As mentioned before
the color is used as a third dimension in order to indicate the amplitude of
a particular frequency at a particular time: the color palette goes from light
73
blue which indicates small amplitudes, to dark red (and eventually black)
which indicates large amplitudes.
The spectrogram in ﬁgure (3.4) is the representation of an orbit generated
at the initial value of the wedge angle θin = 10
◦, with initial conditions in
the neighborhood of the stable B ﬁxed point. As we can see the spectrum is
both harmonic and static (it doesn't vary over the increasing value of N) for
N < 50 · 103. From those observation we can state that the orbit is regular,
furthermore the we can read directly from the largest partial the value of the
rotation number, which is approximately 1B(θin) ' 0.1. The harmonicity of
the observed spectrum is indeed a consequence of the harmonicity of regular
orbits' spectra we discussed in (2.3.1).
When N = 50 · 103 the value of θ is increased by 0.5◦, hence the ﬁnal value
of the wedge angle is θfin = 10.5
◦: as a consequence of such variation the
largest partial (and therefore the rotation number 1B) increases it's value
according to the function 1B(θ) deﬁned in equation (2.26), all the other par-
tials consequently vary so that the spectrum continues to be harmonic.
Moreover, from the spectrogram in ﬁgure (3.4) we can also characterize nu-
merically the regime of Small Angle Approximation by measuring the length
of the observable transient from θ = 10◦ to θ = 10.5◦. From the spectrogram
we can see a very short period around N = 50000 where all the frequencies
increase in amplitude; this transient lasts approximately dN = 1000 itera-
tions, which compared to the angle variation of µ = dθ = 0.5◦ leads to the
ratio: ∣∣∣ dθ
dN
∣∣∣ = ∣∣∣ 0.5◦
1000
∣∣∣ ' (5 · 10−4)◦ (3.5)
Equation (3.5) thus provides a numerical threshold for the Small Angle Ap-
proximation: if
∣∣∣ dθdN ∣∣∣ < (5 · 10−4)◦ the approximation is valid.
If we consider the spectrogram in ﬁgure (3.4) by an acoustic point of view,
what we changed is the pitch of the signal. In order to quantify this variation,
we note that the function 1B(θ) for small angles is approximately linear (see
ﬁgure 2.4), therefore we can assume:
1B(θfin)
1B(θin)
' θfin
θin
= 1.05 (3.6)
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Figure 3.5: Spectrogram of an orbit where θ is varied sinusoidally around θin = 10
◦ with
a period of 5000 iterations and an amplitude of 1◦.
The resulting sound can be heard at the following link: https://
soundcloud.com/giacomo-rapi/10_osc/s-pGW69?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
The obtained frequency ratio value 1.05 is actually very close to the one
which deﬁnes a semitone in western music, which is 12
√
2 ' 1.06.
3.4.2 Example 2: Periodical variation of θ
The spectrogram presented in ﬁgure (3.5) corresponds to an orbit generated
at θin = 10
◦. θ then oscillates with a period of 5000 iterations and an am-
plitude of 1◦, therefore θ varies periodically in the range [9◦, 11◦]. As we can
see the orbit remains clearly regular, but the spectrum changes periodically.
Furthermore, we can also observe that the second largest partial varies with
the same frequency, but with a roughly double amplitude; this is again a
consequence of the harmonicity of the spectra of regular orbits. The same
argument can be applied to all other time-varying partials.
From an acoustic point of view in this case we hear a sound which oscillates
in pitch, as if it was modulated by a Low Frequency Oscillator acting on
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Figure 3.6: Spectrogram of an orbit of N = 105 iterations where θ increases linearly in
steps of dθ = 0.007◦ every 100 iterations. The initial and the ﬁnal values for the wedge
angle are θin = 20
◦ and θfin = 27◦ respectively.
The resulting sound can be heard at the following link: https://
soundcloud.com/giacomo-rapi/20-27/s-Y2V3R?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
the pitch of the signal. In order to estimate the depth of this modulation
we compute the value ratio θmax
θmin
= 11
◦
9◦ ' 1.22 . This value is quite close to
6
5
= 1.2 , which roughly deﬁnes the interval of a minor third (equivalent to
an interval of 3 semitones) in western music.
3.4.3 Example 3: Linear variation of θ, regular to chaotic
transition due to a resonance
In both previous examples we considered θ varies around the value of 10◦.
From the analysis we performed in the previous chapters we know that for
these values of the wedge angle the phase space is mainly governed by stable
regions associated with the B stable ﬁxed point. Furthermore from the plot
(1.14) we deduce that in this range of values for θ the fraction of Regular
Orbits is large, which means the chaotic sea covers a small region of phase
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space. Since we're considering orbits where θ varies, it is in principle much
more likely to observe a transition from regular to chaotic behaviour as the
orbit evolves, because the variation of θ implies the variation of the size of
the chaotic sea. However, if we restrict to those regions of phase space where
the the fraction of RO is high, the observation of such transition remains
quite a rare event, especially if the initial conditions are chosen to be in the
neighborhood of a stable ﬁxed point. Thanks to this fact the orbits consid-
ered in the ﬁrst two examples remain regular, even if θ is varied.
As we mentioned, the size of the chaotic sea depends strongly on the value
of θ. For istance the cases θ ∼ 34.6◦ and θ ∼ 25.9◦, which correspond to
the low order resonances of B map 1B =
1
3
and 1B =
1
4
respectively, turn
out to be particularly dramatic, since for those values of 1B the fraction of
RO decreases signiﬁcantly (see ﬁg. 2.5 and 2.8). Hence when θ crosses an
unstable resonant value for the rotation number, the orbit becomes chaotic.
In ﬁgure (3.6) we show the results of a simulation of N = 105 iterations,
starting from θin = 20
◦ and increasing it by dθ = µ = 0.007◦ every 100
iterations (which indeed satisﬁes the Small Angle Approximation described
in equation 3.5), therefore the ﬁnal value of the wedge angle is θ = 27◦. The
initial conditions were again chosen to be in the neighborhood of the stable B
ﬁxed point. Here we can observe the eﬀect of the 1:4 resonance which occurs
when the largest partial gets to the value f = 1B = 0.25 corresponding to
θ ∼ 25.9◦. As pointed out in (2.5.2) when a low order resonance of the
type  = 1
b
occurs, with b an integer number, many partials assume the same
value, because of aliasing; this fact is observable in ﬁgure (3.6). From ﬁgure
(3.6) we can observe that once the resonant value for 1B is reached the orbit
becomes chaotic. The spectrum becomes indeed noisy, which is the main
feature of chaotic orbits' spectra (see 2.5.3).
Acoustically, in this case we hear a sound increasing in pitch, but this time
a little inharmonicity is introduced thanks to the eﬀect of aliasing. When
1B reaches the resonant condition the spectrum of the orbit becomes noisy,
hence the sound is signiﬁcantly distorted. However, as we can see from the
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spectrogram in ﬁgure (3.6) the noise is not white1, but it's dominated by a
frequency which keeps following the path of the largest partial of the regu-
lar part of the orbit. This implies that the pitch continues to increase, even
if the signal is distorted by the introduction of noise.
3.4.4 Example 4: Linear Variation of θ over a large
range
In the last example we dealt with a regular to chaotic transition caused by
a low order resonance. It's also possible to reverse the process: usually if
we have a chaotic orbit it's very unlikely to observe a natural evolution to
regular behaviour, however if for instance θ gets to value 90
◦
n
(where n is
a given integer) it's much more likely to observe such a transition, since
we know that in those cases the fraction of RO increases signiﬁcantly (see
ﬁg. 1.14). In ﬁgure (3.7) we plot the results of a simulation of N = 105
iterations with initial conditions chosen in the neighborhood of the stable B
ﬁxed point, starting from θin = 3
◦ and increasing it by µ = dθ = 0.04◦ every
100 iterations, therefore the ﬁnal value of the wedge angle is θ = 43◦. Even in
this case the Small Angle Approximation is valid, however we're quite close
to the threshold value of equation (3.5) since:∣∣∣ dθ
dN
∣∣∣ = (4 · 10−4)◦
As we can see from ﬁgure (3.7) the orbit's behaviour changes many times
from regular to chaotic and vice versa; those transitions are not caused only
by the low order resonances, but also by the natural evolution of the chaotic
sea. The new feature here is that at N ∼ 45000, which roughly corresponds
to θ = 20.5◦, the orbit changed ﬁxed point after the transition from chaotic
to regular! As a matter of fact if we observe the largest partial from the
start at N = 0 we see that it evolves (even in the chaotic phase) according
1In signal processing, white noise is a random signal with a constant power spectral
density. Therefore pure white noise is not characterized by any predominant frequency.
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Figure 3.7: Spectrogram of an orbit of N = 105 iterations where θ increases linearly in
steps of dθ = 0.04◦ every 100 iterations. The initial and the ﬁnal values for the wedge
angle are θin = 3
◦ and θfin = 43◦ respectively.
The resulting sound can be heard at the following link: https:
//soundcloud.com/giacomo-rapi/3-43/s-eIkip?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
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Figure 3.8: Phase space at θ = 20.5◦. The blue orbit is associated with the period-1 B
stable ﬁxed point, while the purple one is associated with the period-1 B5 ﬁxed point (or
equivalently the period-5 B ﬁxed point), as we can tell from the 5 purple curves.
to the function 1B(θ) plotted on ﬁgure (2.4). This path changes when the
orbit comes out of the third chaotic region at N ∼ 45000: the ﬁrst partial
becomes costant f1 = 0.2 =
1
5
. This means that the orbit evolved from a
period-1 to a period-5 ﬁxed point (see equation (2.14) in the case p = 5),
which turns out to be a stable ﬁxed point associated to the map B5, as we
can see from the phase space plot at θ = 20.5◦ in ﬁgure (3.8).
The sound associated with the spectrogram in ﬁgure (3.7) starts as harmonic
and linearly increasing in pitch. When the orbit turns chaotic the sound
becomes distorted, but the pitch continues to increase. Then, when the orbit
moves from the period-1 ﬁxed point to the period-5 one, we hear a diﬀerent
largest partial (and therefore a diﬀerent note) which doesn't change in pitch
anymore as N increases; on the other hand the other partials keep varying
linearly (some increase, other decrease). For N ∼ 50000 the orbit switches
again to chaotic, and we hear that the largest partial starts to increase again
in pitch, which means that the spectrum of the orbit is again dominated by
the frequency associated to the period-1 ﬁxed point.
The last chaotic transition occurs when 1B =
1
3
, which happens for θ ∼ 34◦.
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Here again we see that the noisy spectrum is still dominated by a linear
increasing frequency corrisponding to the period-1 B ﬁxed point, however
here the dispersion around the ﬁrst partial is larger than in the previous
case, hence the note we hear becomes less clear.
In the last part of the spectrogram the orbit switches to regular for the last
time. As we can see from the plot there are two partials emerging from the
last chaotic region: those partials meets at f = 1
3
which again shows that
the last chaotic region corresponds to the 1:3 low order resonace.
3.4.5 Example 5: Linear variation of θ in the chaotic
region (θ > 45◦)
As we've shown in Chapter 1, for θ > 45◦ every ﬁxed point studied was found
to be unstable, both numerically and analytically.
This implies that all the orbits generated in this range for θ will exhibit a
noisy spectrum.
In ﬁgure (3.9) we show an orbit obtained with N = 105 iterations, starting
from θin = 46
◦ and increasing it by µ = dθ = 0.00435◦ every 100 iterations,
so that the ﬁnal value of the wedge angle is θ = 89.5◦.
As we can see, the spectrum is alway noisy, hence chaotic to regular transi-
tions are not observed. Furthermore, unlike the previous cases, the spectrum
is never clearly dominated by a certain frequency, which is again an evidence
of the absence of stable ﬁxed points on this region for θ. On the contrary
the spectrum of the orbit in ﬁg. (3.9) becomes whiter  as N increases;
the whitest noise is visually observed roughly at θ = 60◦, which is ap-
proximately the value for θ at which the maximal Lyapunov Characteristic
Exponent λ(θ) reaches its maximum (see ﬁg. 1.23).
Finally, as N grows and thus θ continues to increase, we see that the spec-
trum shows a predominating low frequency which exhibits a weak stochastic
behaviour. This feature is due to the fact that when we're close to θ = 90◦
every initial condition trivially gives a pair of constants of motion, therefore
the spectrum of every orbit generated at θ = 90◦ only has the 0 frequency
term.
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Figure 3.9: Spectrogram of an orbit of N = 105 iterations where θ increases linearly in
steps of dθ = 0.00435◦ every 100 iterations. The initial and the ﬁnal values for the wedge
angle are θin = 46
◦ and θfin = 89.5◦ respectively.
The resulting sound can be heard at the following link: https://
soundcloud.com/giacomo-rapi/46-89-5-1/s-skHOX?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
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Figure 3.10: Spectrogram of an orbit generated at θ = 89.5◦. Here θ is not varied as N
increases; as we can see the spectrum is noisy and dominated by a low frequency which
randomly slightly changes in time according to the orbit's stochastic feature.
The resulting sound can be heard at the following link: https:
//soundcloud.com/giacomo-rapi/89_5/s-eX11x?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
This last fact is very interesting from an acoustic point of view, since it al-
lows us to generate low frequencies which change randomly in time. The
features of this random pitch modulation are directly connected to the weak
stochasticity of the considered orbit (see ﬁg. 3.10).
3.5 Realization of the FIS synthesizer based on
the Gravitational Billiard Map: software
and hardware implementations
In this last section we're going to describe a FIS synthesizer based on the
Gravitational Billiard Map: in order to explain the design of such a device we
ﬁrst summarize all the necessary informations from the ﬁrst part of our work.
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Figure 3.11: Average Largest Partial of 200 randomly selected orbits for each value of the
wedge half angle θ.
In previous chapters we provided a both analytical and numerical analysis
of the natural 2D Poincarè section of the Gravitational Billiard, deﬁned in
Chapter 1 (see eq.1.11). The exploration of the whole phase space of the
Billiard using the SALI method described in (1.4.1), allowed us to develop
a convenient way to discriminate between chaotic and regular orbits. For
θ < 45◦ we observed the coexistence of both regular and chaotic regions in
phase space, as we can read from the plot in ﬁgure (1.14). For this reason
the most interesting subregion of phase space for our purpose is the one
corresponding to θ < 45◦, since it allows us to create both harmonic and
noisy sounds by varying θ.
The plot in ﬁgure (3.11) was obtained by computing the Average Largest
Partial (ALP) of the spectra of 200 randomly selected orbits for each value
of θ, starting from θ = 1◦ in steps of ∆θ1 = 1◦ for 0 < θ < 39◦ and ∆θ2 = 0.2◦
for 39◦ < θ < 45◦. The ALP of N orbits at ﬁxed θ is deﬁned by the relation:
ALP(N) =
1
N
N∑
k=1
f1k (3.7)
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where f1k is the largest partial of the spectrum of the k-th generated orbit,
and N = 200 in this case.
The trend of the obtained data was then compared to the rotation number
function 1B(θ) associated with the period-1 B ﬁxed point, deﬁned in equa-
tion (2.26).
As we can see from the plot, the ALP agrees quite well with the 1B function,
which means that the stable regions in the range θ < 45◦ are mostly associ-
ated to the period-1 B ﬁxed points. This agreement is indeed very good for
θ < 30◦, while it's only approximate as θ approaches to the value θ = 45◦,
due to the appearance of new stable regions associated with diﬀerent rotation
numbers: as a matter of fact, when the phase space presents several stable
regions associated with the ﬁxed points of many diﬀerent combinations of
A and B maps (ﬁg. 1.17), other rotation numbers have to be considered in
addition to 1B, therefore the ALP shows a higher dispersion when we are
close to the value θ = 45◦.
Thanks to this last numerical analysis we ﬁnally indentify three main re-
gions of work for our sound synthesis engine:
1. θ < 30◦
In this region the spectrum of every orbit is mainly governed just by
the 1B rotation number; the corresponding frequency is clearly audible
in both the regular and the chaotic case. The choice of the initial con-
ditions plays a key role in determining the initial timbre of the sound,
according to whether the orbit starts as chaotic or not.
As we said in (3.4.4), in this region it is possible to observe a sponta-
neous change of the ﬁrst partial in the case of an orbit which changes
ﬁxed point; however this fact is mainly observed at 20◦ . θ . 30◦,
while in the range 0◦ . θ . 20◦ such a phenomenon was observed to
occur very rarely.
This region will be used mainly in order to create both harmonic and
slightly distorted sounds.
2. 30◦ < θ ≤ 45◦
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Figure 3.12: Spectrogram of a chaotic orbit generated at θ = 44.5◦ with initial conditions
u0 = 0.8 and z0 = 0.1. As we can see the whole spectrum here exhibits an unpredictable
evolution where the partials alternate almost static and rapidly varying behaviour.
Audio ﬁle link: https://soundcloud.com/giacomo-rapi/44_5/s-kWJEq?in=
giacomo-rapi/sets/gravitational-billiard-samples/s-QccDM
In this region we observe the appearance of new stable regions associ-
ated to higher period ﬁxed points of several combination of A and B
maps; for istance in (2.4.2) we've seen that the stable ABB ﬁxed point
is deﬁned for θ & 39◦. This forces us to take into account other rotation
numbers in addition to 1B, which implies a great eﬀort in order to pre-
dict the features of the spectrum of a given orbit. Furthermore, since
we're dealing with many ﬁxed points at the same time, and not just
one like in the previous case, the choice of the initial conditions here
plays a crucial role also in determining the ﬁrst partial of the generated
orbit and therefore the pitch of the corresponding sound.
As a consequence this region will be mainly used to generate sounds
whose pitch is unpredictable, even at ﬁxed θ (see ﬁgure 3.12).
The case θ = 45◦ deserves particular attention: in (1.4.3) we proved
the integrability of the system at θ = 45◦, therefore chaotic orbits are
not present in this case (see ﬁg. 1.21a) and every possible combina-
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Figure 3.13: Spectrograms of two orbits generated at θ = 45◦ with initial conditions
(u0 = 0.1, z0 = 0.5) (a) and (u0 = 0.2, z0 = 0.8) (b).
Audio ﬁles links:
a) https://soundcloud.com/giacomo-rapi/45_v4/s-wbTnB?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
b) https://soundcloud.com/giacomo-rapi/45_v6/s-xCY1q?in=giacomo-rapi/sets/
gravitational-billiard-samples/s-QccDM
tion of A and B map generates periodic orbits. This the only value of
the wedge angle for which the maps AmB (with m a positive integer)
admit stable ﬁxed points [5], therefore a detailed frequency analysis of
this case would require further investigation, which is not present in
this work.
As we can see from ﬁgure (3.13), in this case diﬀerent initial condi-
tions generate completely diﬀerent spectra. This special case hence
will be used to generate sounds characterized by a both static and rich
spectrum, obtained by varying the initial conditions.
3. θ > 45◦
In this region every considered orbit is chaotic; furthermore the absence
of stable ﬁxed point implies that the generated spectra are not charac-
terized by any particular frequency, except for the case when θ is close
to 90◦: as said in (3.4.5) in this case we can generate low frequencies
whose pitch change slightly randomly in time.
This region will be used to generate mainly noisy sounds.
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3.5.1 Software Implementation using CSound
In this last section we're going to provide a brief description the CSound
system and how it can be used for our purpose.
CSound is a sound renderer. It works by ﬁrst translating a set of text-
based instruments descriptions found in the orchestra ﬁle, into a computer
data-structure that is machine-resident. Then, it plays these user-deﬁned
instruments by interpreting a list of note events and parameter data that the
program reads from: a text-based score ﬁle, a sequencer-generated MIDI ﬁle,
a real-time MIDI controller, or devices such as the keyboard and mouse. De-
pending on the speed of the computer (and the complexity of the instruments
in the orchestra ﬁle) the performance of this score can be either auditioned in
real-time, or written into an audio ﬁle on a hard disk. This entire process is
referred to as sound rendering, similarly to the process of image rendering in
computer graphics. Once rendered, one can listen to the resulting soundﬁle
by opening it with a sound player.
Thanks to Csound we can deﬁne in the orchestra ﬁle a function F which
updates the value of a variable xn depending on it's current state:
xn+1 = F (xn)
This operation is performed at a user deﬁned sample rate fs which cannot be
changed while the code runs: the generated stream of data is passed directly
to a Digital to Analog Converter (DAC), hence we can listen to a real-time
audio representation of the generated orbit as it evolves.
Csound therefore allows us to easily create a real-time implementation of
FIS procedure using any map, thanks to the general procedure explained
in (2.4); the Gravitational Billiard constitutes just one possible application
of the FIS. Furthermore the value of the single external parameter θ which
deﬁnes the Gravitational Billiard can be controlled in real-time using either
an external MIDI device or keyboard and mouse.
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In the Appendix A there is a possible way to implement the FIS synthesizer
based on the Gravitational Billiard Map using CSound's language.
3.5.2 Hardware Implementation on FPGA
We've recently started to work on a possible hardware implementation of
the synthesizer using an Altera Stratix IV Field Programmable Gate Array
2 (FPGA), which is included in the Development and Education Board DE4,
produced by Terasic.
FIS scheme is going to be implemented on the FPGA thanks to a VHDL3
module ; the code will also allow the possibility to read external MIDI input
data in order to vary θ and control the basic features of the sound, such as
the amplitude envelope.
This work has been commenced but is yet not complete, thus no concrete
results are available so far.
2An FPGA is an integrated circuit designed to be conﬁgured by a customer after
manufacturing, hence "ﬁeld-programmable": the use of such a device allows to realize
almost any digital function.
3is a hardware description language used to describe digital and mixed-signal systems
such as ﬁeld-programmable gate arrays and integrated circuits.
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Conclusions
In this Thesis work we performed a detailed analysis of a nonlinear Hamilto-
nian system in order to use its dynamical features to develop an innovative
synthesizer based on the FIS (Functional Iterated Synthesis) scheme. The
motivation of this work arises from the interest of creating a sound gener-
ating engine which is able to produce a large variety of timbres by varying
few external parameters. In order to achieve this goal we have we have stud-
ied the dynamical features of a 2D discrete map derived from a nonlinear
Hamiltonian system, the Gravitational Billiard, whose possible trajectories
in phase space are determined from both the initial conditions and a single
external parameter θ.
This choice was motivated by the fact that this system is known to show a
very rich dynamical behaviour in spite of having only two degrees of free-
dom [5] [6] [26]. The analysis we performed in Chapter 1 conﬁrmed all the
features described in the literature [5] and expandend on it thanks to the use
of the SALI method [9], which allowed us to explore the whole phase space
in detail whith a low computational eﬀort.
Functional Iterated Synthesis, introduced by A. Di Scipio [2], gave a direct
connection between Complex Hamiltonian Dynamics and Sound Synthesis al-
lowing to produce an audio representation of any orbit generated by a given
iterated map. In Chapter 2 we introduced the notion of the spectrum of an
orbit, showing its connection with dyamical quantities such as ﬁxed points
and rotation numbers; the study of the spectra of the generated orbits was
the ﬁrst step to design a FIS sound generating engine. We characterized most
of the possible orbits' spectra and therefore most of the possible sounds that
can be generated by a FIS synthesizer based on the Gravitational Billiard
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Map depending only on the value of θ and the initial conditions. To complete
our work, in Chapter 3 we described the Gravitational Billiard with variable
θ, and eventually presented a ﬁrst implementation of the synthesizer.
The results obtained so far are very promising: a FIS synthesizer based on
the Gravitational Billiard map shows all the desired qualities we wanted to
achieve. As a matter of fact in Chapter 3 we've shown how the change of the
external parameter θ aﬀects both the pitch and the timbre of the generated
sound, varying from simple harmonic timbres to slightly or signiﬁcantly dis-
torted ones (see 3.4).
This work can be the ﬁrst step in order to develop a new class of synthesizers
which provide a huge amount of waveforms at a low computational eﬀort,
thanks to the complexity of the dynamical system they're based on. The
FIS scheme was successfully applied to a particular 2D map, however further
theoretical investigation is needed in order to explore the potentiality of this
method when n-dimensional map are considered.
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Appendix A
CSound Software Implementation
In this section we append a possible software implementation of the FIS Syn-
thesizer based on the Gravitational Billiard map, using the CSound language.
The following code reads external MIDI input 1 in order to control both the
volume and the value of θ in real time. The initial condition here are set by
default to u0 = 0.1 and z0 = 0.5 (see line 79).
1 <CsoundSynthesizer>
2 <CsOptions>
3 -odac -+rtmidi=portmidi -M1
4
5 </CsOptions>
6 <CsInstruments>
7
8 sr = 10000 ;SAMPLE RATE EXPRESSED IN KHz
9 ksmps = 1
10 0dbfs = 4
11
12 massign 1,1
13
14
15
1The assignment of the MIDI parameters depends on which MIDI device is used. In
our case we used the synth Roland GAIA SH-01 as a MIDI master-keyboard.
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16 instr 1
17
18 ;DEFINITION OF MIDI INPUT
19
20 kstatus, kchan, kdata1, kdata2 midiin
21
22
23 kCtrl ctrl7 1,22,0,(p8*$M_PI)/180
24 kPortTime linseg 0,0.001,0.01
25 kCtrl portk kCtrl,kPortTime
26 aDth interp kCtrl
27
28 kCtrl2 ctrl7 1,25,0,(p8*$M_PI)/180
29 kCtrl2 portk kCtrl2,kPortTime
30 aDth2 interp kCtrl2
31
32 kvol ctrl7 1,28,0,4
33 kvol portk kvol,kPortTime
34 avol interp kvol
35
36 ;DEFINITION OF THE REDUCED VARIABLES
37
38 ath init (p7*$M_PI)/180
39 ax init p5/cos((p7*$M_PI)/180)
40 ay init p6/((p7*$M_PI)/180)^2
41
42 ;DEFINITION OF THE GRAVITATIONAL BILLIARD MAP
43
44 acsi = (1 - (tan(ath+aDth-aDth2))^2)/(1 +
(tan(ath+aDth-aDth2))^2)^2
45
46 kcond = ((ax - 2*sqrt(ay))*cos(ath+aDth-aDth2))^2 +
ay*(sin(ath+aDth-aDth2))^2
47
48 if(kcond<=1) then
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49 ax = ax - 2*sqrt(ay)
50
51
52 elseif(kcond>1) then
53 atemp = ay
54 ay = 2 + 2*acsi*(sqrt(ay) - ax)^2 - ay
55 ax = sqrt(atemp) - ax - sqrt(ay)
56
57 endif
58
59 ;KEY ON/OFF
60
61 if(kstatus == 144) then
62
63 kon=1
64
65
66 elseif(kstatus == 128) then
67 kon = 0
68
69 endif
70
71 ;OUTPUT
72 outs ax*avol*kon, ax*avol*kon
73
74
75 endin
76 </CsInstruments>
77 <CsScore>
78 ; start dur amp u_in z_in th_min D_th
79 i1 0 3600 2 .1 .5 5 10
80 </CsScore>
81 </CsoundSynthesizer>
94
Bibliography
[1] Jeﬀ Pressing, Nonlinear Maps as Generators of Musical Design, Com-
puter Music Journal 12, No. 2, 3546 (1988).
[2] A. Di Scipio, Synthesis Of Environmental Sound Textures by Iterated
Nonlinear Functions, paper presented at the 2 nd COST G-6 Work-
shop on Digital Audio Eﬀects (Trondheim, Norway: 1999); to appear in
Proceedings of the 13 th Colloquium on Musical Informatics (L'Aquila,
Italy: 2000).
[3] A. Di Scipio, Composition by exploration of nonlinear dynamical sys-
tems Proc. of the 1990 Int. Computer Music Conf., pp. 3247. Glasgow,
Scotland: ICMA (1990).
[4] A. Di Scipio, Iterated Nonlinear Functions as a Sound-Generating En-
gine, Leonardo, Volume 34, Number 3, June 2001, pp. 249-254 (Article).
[5] H. E. Lehtihet and B. N. Miller, Numerical Study of a Billiard in a
Gravitational Field Physica (Amsterdam) 21D, 93 (1986).
[6] H. J. Korsch, H. J. Jodl, T. Hartmann, Chaos - A program collection
for the pc, Springer (2008).
[7] Chong Zan Kai, Lorenz Attractor, http://titanlab.org/2010/04/08/
lorenz-attractor/ (2010)
[8] I.Coppo, V. Rougier, A more detailed study of the chaotic pendu-
lum Poincarè section, http://physique.unice.fr/sem6/2011-2012/
PagesWeb/PT/Pendule/En/more3.html (2012)
95
[9] Ch. Skokos, Alignment indices: a new, simple method for determining
the ordered or chaotic nature of orbits, J. Phys. A 34 (2001) 10029.
[10] Ch. Skokos, T. C. Bountis, Ch. Antonopoulos, Geometrical properties
of local dynamics in Hamiltonian systems: The Generalized Alignment
Index (GALI) method, Physica D 231 (2007) 3054.
[11] P. Cvitanovic et al., Chaos: Classical and Quantum, ChaosBook.org
version14.5.7, Aug 3 2014.
[12] T. Manos, Ch. Skokos, T. Bountis, E. Athanassoula, Studying the Global
Dynamics of Conservative Dynamical Systems Using the SALI Chaos
Detection Method, Nonlinear Phenomena in Complex Systems, vol. 11,
no. 2 (2008), pp. 171 - 176.
[13] J. Laskar, Frequency Analysis For Multi-Dimensional Systems. Global
Dynamics and Diﬀusion, Physica D 67 (1993) 257-281.
[14] G. Benettin, L. Galgani, A. Giorgilli, J.-M. Strelcyn, Lyapunov Char-
acteristic Exponents for smooth dynamical systems and for hamiltonian
systems; A method for computing all of them, Meccanica (March) (1980)
21.
[15] V. I. Arnold, Mathemathical Methods of Classical Mechanics, Springer,
New York (1988).
[16] Bendixson Ivar, Sur les courbes déﬁnies par des équations diﬀérentielles,
Acta Mathematica (1901) 24 (1): 188
[17] Ya. G. Sinai, On the foundations of the ergodic hypothesis for a dynam-
ical system of statistical mechanics, Sov. Phys. Dokl. 8, 943 (1963)
[18] L. A. Bunimovich, On the ergodic properties of nowhere dispersing bil-
liards, Commun. Math. Phys. 65, 295 (1979).
[19] J.M. Greene, R.S. MacKay, Universal Behavior In Families Of Area-
Preserving Maps, Physica 3D (1981) 468-486, North-Holland Publishing
Company
96
[20] Jacques Laskar, Frequency analysis for multi-dimensional systems.
Global dynamics and diﬀusion, Physica D 67 (1993) 257-281, North-
Holland
[21] Dario Bambusi, An introduction to Birkhoﬀ normal form, Dipartimento
di Matematica, Università di Milano http://users.mat.unimi.it/
users/bambusi/pedagogical.pdf
[22] John Watkinson, The art of Digital Audio, Focal Press (2000).
[23] Richard Boulanger, The Csound Book, MIT Press (2000).
[24] Stephen F. Lilly, statics: a C++ implementation of functional iteration
synthesis, Organised Sound, 13, pp 61-76.
[25] J. Gleick Chaos: Making a New Science, New York Viking (1987).
[26] M. Gerard R. Sepulchre Stabilization Through Weak And Occasional In-
teractions : a Billiard Benchmark, Department of Electrical Engineer-
ing and Computer Science, Université de Liège, B-4000 Liège, Belgium
(2004)
97
