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1. Introduction
In this paper, we shall give a survey of applications of the theory of graph spectra to Computer
Science.
Note that we are not giving a survey on applications of matrices in Computer Science, or on appli-
cations of graphs in Computer Science. We want to survey applications of the theory of graph spectra
(or of spectral graph theory) in Computer Science.
Spectral graph theory is a mathematical theory where linear algebra and graph theory meet to-
gether.
A spectral graph theory is a theory in which graphs are studied bymeans of eigenvalues of a matrix
M which is in a prescribed way defined for any graph. This theory is calledM-theory.
Frequently used graphmatrices are the adjacencymatrixA, the Laplacian L = D−A and the signless
Laplacian Q = D + A, where D is a diagonal matrix of vertex degrees. Some other graph matrices will
be introduced later.
The spectral graph theory includes all these particular theories together with interaction tools.
It was recognized in about last 10 years that graph spectra have several important applications
in Computer Science. Graph spectra appear in internet technologies, pattern recognition, computer
vision, data mining, multiprocessor systems, statistical databases and in many other areas. There are
thousands of such papers.
Applications of graph spectra, in Computer Science and in general, are so numerous that we cannot
give a comprehensive survey in limited space that we have at the disposal. We shall rather limit
ourselves to review representative examples of applications so that the reader can get an impression
on the situation and also become able to use the literature.
Several papers in Computer Science cite books on graph spectra such as [7,18,28,31]. To document
spectral techniques used several books on matrices are cited as well.
Spectral techniques appear in many papers in Computer Science, perhaps there are several thou-
sands of such papers. However, spectral techniques are far from being exclusive or essential in most
cases; they are interlaced with other mathematical tools.
One should be noted that spectra of several graph matrices appear in applications. The adjacency
matrix and Laplacian appear most frequently but also the signless Laplacian as well as normalized
versions of these matrices. Incidence, distance and other matrices can be found as well. Sometimes
the considerations move from graph matrices to general ones; equivalently, weighted graphs appear
instead of graphs. In some cases we encounter digraphs and hyper-graphs as well.
Several models of random graphs together with the corresponding eigenvalue distributions appear
in the treatment of complex networks (networks with a huge number of vertices).
It can be noticed that not only the eigenvalues but also the eigenvectors of relevant graph matrices
appear in applications in most cases.
Several researchers inComputer Sciencedeclare that spectral graph theory is (oneof) their scientific
field(s). Note that mathematicians usually speak of the theory of graph spectra or just graph spectra.
Section 2 with several subsections surveys briefly main applications of graph spectra in Computer
Science. Section3contains several comments including suggestions for furtherworkandsomerelevant
mathematical results.Wepresent somegeneral references on applications andgive somebibliographic
comments in Section 4.
2. A survey of applications
It is difficult to classify the existing applications of graph spectra to Computer Science. Our survey
is organized through the following subsections:
2.1. Expanders and combinatorial optimization.
2.2. Complex networks and the Internet.
2.3. Data mining.
2.4. Computer vision and pattern recognition.
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2.5. Internet search.
2.6. Load balancing and multiprocessor interconnection networks.
2.7. Anti-virus protection vs. spread of knowledge.
2.8. Statistical databases and social networks.
2.9. Quantum computing.
Note that this classification of numerous applications into subsections contains some overlapping
of the classifiedmaterial. For example,methods of datamining appear in computer vision and Internet
searchwhile several problemsof combinatorial optimization are relevant for datamining (e.g., in graph
clustering).
2.1. Expanders and combinatorial optimization
One of the oldest applications (from 1970s) of graph eigenvalues in Computer Science is related to
graphs called expanders. Informally, we shall say that a graph has good expanding properties if each
subset of the vertex set of small cardinality has a set of neighbors of large cardinality. Expanders and
some related graphs (called enlargers, magnifiers, concentrators and super-concentrators, just to men-
tion some specific terms) appear in treatment of several problems in Computer Science (for example,
communication networks, error-correcting codes, optimizing memory space, computing functions,
sorting algorithms, etc.). Expanders can be constructed from graphswith a small second largest eigen-
value in modulus. Such class of graphs includes the so called Ramanujan graphs.1 Paper [63] is one of
the most important papers concerning Ramanujan graphs.
For an introduction to this type of applications see [36] and references cited therein.
Expanders are related to some problems of combinatorial optimization. More generally, several
algorithms of combinatorial optimization are considered as a part of Computer Science.
A sensor network consists of spatially distributed sensors (with limited capacities) and links con-
necting them. One of the basic problems with these networks is to design a topology (connection
graph) that maximizes the ratio
ν2
νn
, where νn is the largest while ν2 the second smallest eigenvalue of
the graph Laplacian. The larger is this ratio, the faster is the convergence speed of the decision fusion
algorithm, and thus better the performance of the network. In [57], it was pointed that (non-bipartite)
Ramanujan graphs are good candidates for desired topologies. There are many other problems in sen-
sor networkswhere the tools from the combinatorial optimization and spectral graph theory can help,
say in solving partitioning, assignment, routing and scheduling problems.
Numerous relations between eigenvalues of graphs and combinatorial optimization have been
known for last 20 years. The section titles of an excellent expository article [67] show that many prob-
lems in combinatorial optimization can be treated using eigenvalues: 1. Introduction, 1.1. Matrices and
eigenvalues of graphs; 2. Partition problems; 2.1 Graph bisection, 2.2. Connectivity and separation,
2.3. Isoperimetric numbers, 2.4. The maximum cut problem, 2.5. Clustering, 2.6. Graph partition; 3.
Ordering, 3.1. Bandwidth and min-p-sum problems, 3.2. Cut-width, 3.3 Ranking, 3.4. Scaling, 3.5. The
quadratic assignment problem; 4. Stable sets and coloring, 4.1. Chromatic number, 4.2. Lower bounds
on stable sets, 4.3. Upper bounds on stable sets, 4.4. k-colorable subgraphs; 5. Routing problems, 5.1.
Diameter and themean distance, 5.2. Routing, 5.3. Randomwalks; 6. Embedding problems; A. Appen-
dix: computational aspects; B. Appendix: rigenvalues of random graphs. The paper [67] contains a list
of 135 references.
Note that one of early heuristics for graph bisection uses the Fiedler vector, i.e., the eigenvector
belonging to the second smallest eigenvalue of the graph Laplacian. This eigenvalue is called algebraic
connectivity of the graph and was introduced by Fiedler [44].
The algebraic connectivity has been used in [22] to formulate the following discrete semi-definite
programming model of the symmetric travelling salesman problem (STSP):
1 Let(G) be the second largest modulus of an eigenvalue of a graph G. A Ramanujan graph is a connected regular graph of degree
r for which (G)  2
√
r − 1.
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minimize F(X) =
n∑
i=1
n∑
j=1
(
−1
2
dij
)
xij + α
2
n∑
i=1
n∑
j=1
dij
subject to
xii = 2 + α − β (i = 1, . . . , n),
n∑
j=1
xijα − β (i = 1, . . . , n),
xij ∈ {α − 1, α} (j = 1, . . . , n : i < j),
X  0.
Here X  0 means that the matrix X is symmetric and positive semi-definite, while α and β are
chosen so thatα > hn/n and 0 < β  hn with hn = 2−2 cos(2π/n) being the algebraic connectivity
of the cycle Cn.
See [28, pp. 417–418,83] for further data and references.
2.2. Complex networks and the Internet
Complex networks is a common name for various real networks which are presented by graphs
with an enormously great number of vertices. Here belong Internet graphs, phone graphs, e-mail
graphs, social networks andmany other. In spite of their diversity such networks share some common
properties.
Several models of random graphs have been used to describe complex networks including the
classical Erdös-Rényi model where we have a constant probability for the existence of each edge.
There are models where given degree distribution is realized.
Main characteristic of complex networks is the degree and eigenvalue distribution. Both distribu-
tions obey a power law of the form x−β for a positive constant β .
In particular, if nk denotes the number of vertices of degree k, then asymptotically nk = ak−β for
some constant a.
It was conjectured in [43] that in networks with degree power law the largest eigenvalues of the
adjacency matrix have also a power law distribution. That was proved under some conditions in [66].
The power law for eigenvalues can be formulated in the following way. Let λ1, λ2, . . . be non-
increasing sequence of eigenvalues of the adjacency matrix, then asymptotically λk = ak−γ for some
constant a and positive γ .
The book [19] is devoted to complex networks. There are two chapters which describe spectral
properties of such networks. The forthcoming book [87] describes how graph spectra are used in
complex networks. See also [47].
Note thatmost of thepapers on complexnetworks appear in scientific journals in theareaof Physics.
The Internet is a collection of thousands of local networks (Autonomous Systems, AS) of computers
(hosts and routers). Autonomous Systems are linked by a common set of protocols which enable
communication and allow the use of services located at any of the other Autonomous Systems.
The whole Internet, or a part of it, can be represented by a graph in which the vertices correspond
to hosts and routers while the edges correspond to physical connections between them. In another
representations the vertices correspond to Autonomous Systems and the edges to the links.
Studying andmodeling Internet topology (i.e., the structure) is necessary for protocol performance
evaluation and simulation of a variety of network problems. Although real topology data are partially
available (e.g., at the level of the so called Autonomous Systems) it is also useful to have theoretical
models. Of course, theoretical models are checked on available real data. The main theoretical models
of the Internet use the concepts of complex networks and, in particular, power laws for degrees and
eigenvalues.
Empirical studies of the Internet topology have been conducted in many papers using the normal-
ized Laplacian matrix Lˆ = D− 12 (D − A)D− 12 = D− 12 LD− 12 . This matrix has 1’s on the diagonal, and at
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an off-diagonal position (i, j) the entry is equal to 0 for non-adjacent and− 1√
didj
for adjacent vertices
i, j of degrees di, dj . The spectrum of Lˆ belongs to the interval [0, 2] independently of the number of
vertices. The book [18] is devoted to the normalized Laplacian.
The eigenvalues γi; i = 1, 2, . . . , n of Lˆ in non-decreasing order can be represented by points(
i−1
n−1 , γi
)
in the region [0, 1] × [0, 2] and can be approximated by a continuous curve. It was noticed
in [89,90] that this curve is practically the same during the time for several networks in spite of the
increasing number of vertices and edges of the corresponding graph. Therefore the authors consider
the spectrum of Lˆ as a fingerprint of the corresponding network topology.
Twoparticulardata setsonsectionsof the internetgraphhavebeenstudied in [15]usingeigenvalues
of the normalized Laplacian matrix.
Analysis of the collected data sets indicates that the Internet topology is characterized by the pres-
enceof variouspower-lawsobservedwhenconsideringvertexdegrees vs. vertex rank (vertices ordered
by non-increasing degrees), vertex degree frequency vs. degree, and the number of vertices within a
number of hops vs. number of hops [43,77]. Some of these early conclusions were subsequently re-
vised by considering a more complete AS-level representation of the Internet topology [16,14]. These
extended data diagrams have heavy tailed or highly variable degree distributions and only the distri-
bution tales have the power-law property. It has been observed that the power-law exponents asso-
ciated with Internet topology have not substantially changed over the years in spite of the Internet
exponential growth [49,68]. Power-laws also appear in the eigenvalues of the adjacency matrix and
the normalized Laplacian matrix. They also show invariance regardless of the rapid growth of the
Internet.
Several other data on using graph eigenvalues in theoretical and empirical studying Internet topol-
ogy can be found in the literature.
2.3. Data mining
Data mining discovers interesting and unknown relationships and patterns in huge data sets. Such
hidden information could contribute very much to many domains such as image processing, web
searching, computer security and many others including those outside Computer Science.
Among many tools used in data mining, spectral techniques play an important role [72,81]. Here
belong, in particular, clustering and ranking the vertices of a graph. While ranking will be treated in
2.5, here we consider the clustering.
A description of spectral clusteringmethods is given in the tutorial [65].
Herewe assume that the data are represented by a graph. There are several procedures to construct
such a graph in the case that the data are given as points with mutual distances or with a similarity
function.
We shall present an algorithm for graph clustering which is based on the Laplacian matrix of a
graph. Similar clustering algorithms based on the normalized Laplacian or other graph matrices have
been formulated in the literature.
Let G be a connected graph on n vertices. Eigenvalues in non-decreasing order and corresponding
orthonormal eigenvectors of the Laplacian L = D − A of G are denoted by ν1 = 0, ν2, . . . , νn and
u1, u2, . . . , un, respectively.
In order to construct k clusters in a graph we form an n × k matrix U containing the vectors
u1, u2, . . . , uk as columns. In this way we have constructed a geometric representation G of G in the
k-dimensional space Rk: we just take rows of U as point coordinates representing the vertices of G.
Edges are straight line segments between the corresponding points. Now classical clustering methods
(say k-means algorithm) should be applied to this new graph presentation.
The results obtained by this and similar spectral clustering algorithms are very good and pop-
ular among researchers. However, these algorithms are not completely theoretically explained and
understood.
We shall explain some basic facts on why such clustering algorithms perform well.
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The following well-known inequality for the Rayleigh quotient
ν1 
xT Lx
xTx
 νn
holds for any non-zero vector x of the corresponding dimension. Equality holds for relevant eigenvec-
tors.
More generally, the eigenvalue νi is theminimal value of the Rayleigh quotient of L over the orthog-
onal complement of the subspace generated by eigenvectors u1, u2, . . . , ui−1.
Note that if xT = (x1, x2, . . . , xn), then
xT Lx = ∑
i∼j, i<j
(xi − xj)2.
We also have
ν = ∑
i∼j, i<j
(xi − xj)2
if x is a normalized eigenvector belonging to eigenvalue ν of L.
It is now easy to see that the sum of squares of lengths of all edges in the representation G of G is
equal to ν1 + ν2 + · · · + νk , as noted in the literature (see, for example [61]). It is clear that we have
achieved a minimal value over all representations obtained via matrix U with orthonormal columns.
It should be expected that such an extremal graph representationmust have remarkable properties.
In particular, this representation enhance the cluster-properties of the original data and clusters can
now be trivially detected.
In regular graphs we can use the adjacency matrix A instead of the Laplacian L. Namely, we have
L = rI−A for a regular graph of degree r and λi = r−νi for i = 1, 2, . . . , n. Eigenvectors of L are also
eigenvectors of A for the corresponding eigenvalues. Instead of first k smallest eigenvalues we have to
consider now k largest eigenvalues.
Example. Consider theadjacencymatrixAof a cycleofCn lengthn. It iswell knownthat theeigenvalues
λj of the matrix A are given by λj = 2 cos(2π j/n) (j = 1, . . . , n). For j = 1 and j − 1 we get the
second largest eigenvalue 2 cos(2π/n)which is of multiplicity 2 andwhich corresponds to the second
smallest eigenvalue 2− 2 cos(2π/n) of the Laplacian. Two independent eigenvectors x, y are given by
coordinates
xl = cos(2π l/n) (l = 1, . . . , n), yl = sin(2π l/n) (l = 1, . . . , n).
If we represent vertices by points (xi, yi), the picture of the graph is a regular n-gon.
Graph representation obtained by the Laplacianmatrix has beenused in graphdrawings [61,52,85].
Example. In our context interesting are also fullerene graphs corresponding to carbon compounds
called fullerenes. Mathematically, fullerene graphs are planar regular graphs of degree 3 having as
faces only pentagons and hexagons. 2 Although being planar, fullerene graphs are represented (and
this really corresponds to actual positions of carbon atoms in a fullerene) in 3-space with its vertices
embedded in a quasi-spherical surface.
A typical fullerene C60 is given in Fig. 1.
It can be described also as a truncated icosahedron and has the shape of a football.
Fullerene graphs have a nice 3D-representation inwhich the coordinates of the positions of vertices
can be calculated from three eigenvectors of the adjacencymatrix (the so called topological coordinates
which were also used in producing the atlas [46]).
2 It follows from the Euler theorem for planar graphs that the number of pentagons is exactly 12.
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Fig. 1. (a) Planar and (b) 3D visualization of the icosahedral fullerene C60.
Together with the Laplacian L and the normalized Laplacian Lˆ also the matrix D−1L has been used
in clustering algorithms. According to [65] the last matrix performs best.
We shall mention a couple of other things.
Spectral filtering is an important method in handling huge sets of data. This method uses the eigen-
vectors of the adjacency and other graph matrices to find some clusters in data sets represented by
graphs. For example, in [49] spectral filtering is applied in the study of Internet structure.
The indexing structure of objects appearing in computer vision (and in a wide range of other do-
mains such as linguistics and computational biology) may take the form of a tree. An indexing mech-
anism that maps the structure of a tree into a low-dimensional vector space using graph eigenvalues
is developed in [76].
2.4. Computer vision and pattern recognition
Spectral graph theory has beenwidely applied to solve problems in the field of computer vision and
pattern recognition. Examples include image segmentation, routing, image classification, etc. These
methods use the spectrum, i.e., eigenvalues and eigenvectors, of the adjacency or Laplacian matrix of
a graph.
The basic idea is to represent an image by a weighted graph with a vertex for each pixel and the
edges between the neighboring pixels with weight depending on how similar the pixels are.
A more sophisticated idea is to represent an image’s content by a graph with specially selected
points as vertices. The interesting points are points in an image which have a well-defined position
and can be robustly detected.
Several other graphs are used.
Graphs appearing in computer vision usually have a lot of vertices and simple eigenvalues [93].
Techniques from spectral-graph theory have been used to develop powerful algorithms in com-
puter vision and pattern recognition. For instance, Shi and Malik [75] have shown how the Fiedler
vector (i.e., the eigenvector associated to the second smallest eigenvalue of the Laplacian matrix) can
be used to separate the foreground from the background structure in images. The original procedure
from [45] has been improved by using the matrix D−1L (so as to maximize the normalized graph
cut).
More generally, image segmentation is an important procedure in computer vision and pattern
recognition. The problem is to divide the image into regions according to some criteria. Very frequently
the image segmentation is obtained using eigenvectors of some graph matrices.
Sarkar and Boyer [71] have shown how the eigenvector of the largest eigenvalue of a relevant 3
graph matrix can be used to group line segments.
3 The global relationship among image features can be very effectively captured in the form of a graph whose vertices represent
the image features andwhose edges denote compatibility between the features. Two image features are said to be compatible if they
exhibit pairwise organization, e.g., the two structures are of the same type, similar size, or have similar orientation. The edges in the
graph are weighted according to the degree of compatibility between two vertices.
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Graph clustering is an important issue in computer vision and pattern recognition, since graphs
can be used for the high-level abstraction of scene and object structure.
Standard graph clustering methods need to solve the correspondence problems between vertices
of the original and the transformed graphwhat could cause computational problems. Luo et al. [64,93]
have proposed spectral invariants for graph clustering. These methods do not need to solve the vertex
correspondence problem, instead they rely on using information from the spectrum of the Laplacian
matrix.
An image, for example, of 100 × 100 pixels, each having 256 colour levels, can be represented
as a point in R2560000. However, images in reality usually are contained in a subspace of much lower
dimension. Several authorshaveexplored theuseof eigenvectors of the Laplacianand relatedoperators
tomap data to amanifold in a low dimensional space [70,5]. Thesemaps are similar as those described
in graph clustering (Section 2.3).
Horaud and Sossa [54] have applied the spectral graph theory to image database indexing by com-
paring the coefficients of the polynomials of the Laplacian matrix of the weighted graph extracted
from the image. This representation was used for indexing a large database of line drawings.
Luo et al. [64] have explored how ideas from spectral graph theory can be used to construct pattern
spaces for sets of graphs. The idea has been to extract features that are permutation invariants from
the adjacencymatrices of the graphs under study, such as permutation invariant polynomials from the
eigenvectors of the Laplacian matrix [93]. Pattern spaces may then be constructed from the feature
vectors using techniques such as principal components analysis (PCA, procedure that transforms a num-
ber of possibly correlated variables into a smaller number of uncorrelated variables called principal
components).
2.5. Internet search
Web search engines are based on eigenvectors of the adjacency and some related graph matrices.
The most known systems are PageRank [12] (used in Google) and Hyperlinked Induced Topics Search
(HITS) [58].
The structure of the Internet is represented in this context by a digraph G where web pages corre-
spond to vertices and links between the pages (hyperlinks) to arcs.
HITS exploits eigenvectors belonging to the largest eigenvalues of the matrices AAT and ATAwhere
A is the adjacency matrix of a subgraph of G induced by the set of web pages obtained from search
key words by some heuristics. The obtained eigenvectors define a certain ordering of selected web
pages.
PageRank uses similar ideas. Random walks are considered in this model. In fact, the adjacency
matrix of G is normalized so that the sum of entries in each row is equal to 1. This is achieved by
dividing4 the entries in each rowby the out-degree of the corresponding vertex. Equivalently, we form
a new matrix P = D−1+ A where D+ is the diagonal matrix of out-degrees. The matrix P is a transition
matrix of a Markov chain and the normalized eigenvector of the largest eigenvalue of its transpose PT
defines the steady-state of the chain. Pages are ranked by the coordinates of this eigenvector.
Expository paper [62] contains a survey of both techniques.
There are many papers in Computer Science literature on different aspects of using eigenvectors in
Internet search engines.
From the mathematical point of view, the subject of ranking individuals or objects by eigenvectors
of suitably chosen graphmatrices is very old. One of the basic references is the thesis [92]. In particular,
the ranking of the participants of a round-robin tournament can be carried out in that way (see, for
example [28, p. 226]). These methods have been used in the sociology for a long time as well (see, for
example [8]).
We reproduce here a relevant result. The following theorem of Wei [92] is noted in [31, p. 26]:
4 Prior to this transformation, arcs going to all other vertices are added to each vertex without outgoing arcs. Also, in order to
ensure primitivity of the matrix, at least one odd cycle is artificially formed if such one did not exist.
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Theorem. Let Nk(i) be the number of walks of length k starting at vertex i of a non-bipartite connected
graph G with vertices 1, 2, . . . , n. Let sk(i) = Nk(i) ·
(∑n
j=1 Nk(j)
)−1
. Then, for k → ∞, the vector
(sk(1), sk(2), . . . , sk(n))
T tends towards the eigenvector corresponding to the index of G.
Counting walks with specified properties in a graph (or digraph) is related to graph spectra by the
following well-known result (see [28, p. 44]).
Theorem. If A is the adjacency matrix of a graph, then the (i, j)-entry a
(k)
ij of the matrix A
k is equal to the
number of walks of length k that originate at vertex i and terminate at vertex j.
Thus, for example, the number of closedwalks of length k is equal to the kth spectralmoment, since∑n
i=1 a
(k)
ii = tr(Ak) =
∑n
i=1 λki .
2.6. Load balancing and multiprocessor interconnection networks
The job which has to be executed by a multiprocessor system is divided into parts that are given
to particular processors to handle them. We can assume that the whole job consists of a number
of elementary jobs (items) so that each processor gets a number of such elementary jobs to execute.
Mathematically, elementary jobsdistributionamongprocessors canbe representedbyavectorxwhose
coordinates are non-negative integers. Coordinates are associated to graph vertices and indicate how
many elementary jobs are given to corresponding processors.
Vector x is usually changed during the work of the system because some elementary jobs are
executed while new elementary jobs are permanently generated during the execution process. Of
course, it would be optimal that the number of elementary jobs given to a processor is the same for all
processors, i.e., that thevector x is an integermultipleof thevector jwhoseall coordinates areequal to1.
Since this is not alwayspossible, it is reasonable that processorswith a great numberof elementary jobs
send some of them to adjacent processors so that the job distribution becomes uniform if possible. In
thisway the so called problemof load balancing is important inmanagingmultiprocessor systems. The
load balancing problem requires creation of algorithms formoving elementary jobs among processors
in order to achieve the uniform distribution.
We shall present an algorithm for the load balancing problem which is based on the Laplacian
matrix of a graph.
Let G be a connected graph on n vertices. Eigenvalues and corresponding orthonormal eigenvectors
of the Laplacian L = D−A ofG are denoted by ν1, ν2, . . . , νn = 0 and u1, u2, . . . , un, respectively. Any
vector x fromRn can be represented as a linear combination of the form x = α1u1+α2u2+· · ·+αnun.
Suppose now that G has distinct Laplacian eigenvalues μ1, μ2, . . . , μm = 0 with multiplicities
k1, k2, . . . , km = 1, respectively. Vector x can now be represented in the form x = y1 + y2 +· · ·+ ym
where yi belong to the eigenspace of μi for i = 1, 2, . . . ,m. We also have ym = βj for some β .
Since Lx = L(y1 + y2 + · · · + ym) = μ1y1 + μ2y2 + · · · + μmym, we have x(1) = x − 1μ1 Lx =(
I − 1
μ1
L
)
x =
(
1 − μ2
μ1
)
y2+· · ·+βj.We see that the componentof x in theeigenspaceofμ1 hasbeen
canceled by the transformation by the matrix I − 1
μ1
L while the component in the eigenspace of μm
remainsunchanged. The transformation I− 1
μ2
Lwill cause that thecomponentof x(2) =
(
I − 1
μ2
L
)
x(1)
in the eigenspace of μ2 disappears. Continuing in this way
x(k) =
(
I − 1
μk
L
)
x(k−1), k = 1, 2, . . . ,m − 1 (1)
we shall obtain x(m−1) = βj.
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We have seen how a vector x can be transformed to a multiple of j using the iteration process (1)
which involves the Laplacian matrix of the multiprocessor graph G. It remains to see what relations
(1) mean in terms of load moving.
Let vector x(k) have coordinates x
(k)
1 , x
(k)
2 , . . . , x
(k)
n . Relations (1) can be rewritten in the form
x
(k)
i = x(k−1)i −
1
μk
∑
i∗j
(
dix
(k−1)
i − x(k−1)j
)
(2)
where di is the degree of vertex i. This means that the current load at vertex i is changed in such a way
that vertex (processor) i sends 1
μk
th part of its load to each of its di neighbors and, because this holds
for every vertex, also receives 1
μk
th part of the load from each of its di neighbors. The amounts should
be added algebraically and in this way we get final value of the flow through edge ij (sent either from i
to j or vice versa). The obtained flow is 	2-optimal, i.e., the sum of the squares of particular edge flows
is minimal (see, for example [42]).
The number of iterations in (1) is equal to the number of non-zero distinct Laplacian eigenvalues
of the underlying graph. In addition, maximum vertex degree 
 of G also affects computation of the
balancing flow. Therefore, the complexity of the balancing flow calculations essentially depends on
the product m
 and that is why this quantity was proposed in [42] as a parameter relevant for the
choice and the design of multiprocessor interconnection networks.
See references [39,40,48,55,56] for further information on the load balancing problem.
As we have already pointed out, the graph invariant obtained as the product of the number of
distinct eigenvaluesm and themaximum vertex degree
 of G has been investigated in [42] related to
thedesignofmultiprocessor topologies. Themain conclusionof [42]with respect to themultiprocessor
design and, in particular to the load balancingwithin givenmultiprocessor systemswas the following:
if m
 is small for a given graph G, the corresponding multiprocessor topology was expected to have
good communication properties and has been calledwell-suited. The graphswith largem
were called
ill-suited and were not considered suitable for design of multiprocessor interconnection networks.
The following definitions of four kinds of graph tightness have been introduced and used in [23–25].
First type mixed tightness t1(G) of a graph G is defined as the product of the number of distinct
eigenvaluesm and the maximum vertex degree 
 of G, i.e., t1(G) = m
.
Structural tightness stt(G) is the product (D + 1)
 where D is diameter and 
 is the maximum
vertex degree of a graph G.
Spectral tightness spt(G) is the product of the number of distinct eigenvalues m and the largest
eigenvalue λ1 of a graph G.
Second type mixed tightness t2(G) is defined as a function of the diameter D of G and the largest
eigenvalue λ1, i.e., t2(G) = (D + 1)λ1.
Several arguments were givenwhich support the claim that graphs with small tightness t2 are well
suited for multiprocessor interconnection networks.
It was proved that the number of connected graphs with a bounded tightness is finite and graphs
with tightness values not exceeding 9 are determined explicitly. There are 69 such graphs and they
contain up to 10 vertices. In addition, graphs with minimal tightness values when the number of
vertices is n = 2, . . . , 10 are identified.
2.7. Anti-virus protection vs. spread of knowledge
The largest eigenvalue λ1 of the adjacencymatrix plays an important role inmodeling virus propa-
gation in computer networks. The smaller the largest eigenvalue, the larger the robustness of a network
against the spread of viruses. In fact, it was shown in [91] that the epidemic threshold in spreading
viruses is proportional to 1/λ1. Another model of virus propagation in computer networks has been
developed in [88] with the same conclusion concerning 1/λ1.
Motivated by the above facts, the authors of [38] determine graphs with minimal λ1 among graphs
with given number of vertices and having a given diameter.
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Research and development networks (R&D networks) are studied using the largest eigenvalue of
the adjacency matrix in [59,60]. In such networks it is desirable that the knowledge is spread through
network asmuch as possible. Therefore the tendency is to achieve high values of the largest eigenvalue,
just opposite to considerations of virus propagation.
An intuitive explanation of both phenomena, advantage to have minimal value of λ1 for virus
protection andmaximal value ofλ1 for knowledge spread, can be obtained by the fact that the number
of walks of length k in a connected graph behaves asymptotically as cλk1 for a constant c > 0. The
greater the number ofwalks themore intensive is the spread of themowing substance, does notmatter
whether this is the virus or the knowledge.
The virus propagation model established in [91] is a discrete time model. It uses the vector Pt =
(p1,t, p2,t, . . . , pn,t)
T where pi,t is the probability that the vertex i is infected at time t. The basic
relation is
pi,t = (1 − δ)pi,t−1 + β
∑
i∼j
pj,t−1,
where β is the virus birth rate on an edge connected to an infected vertex and δ the virus curing rate
on an infected vertex. The corresponding matrix relation is
Pt = ((1 − δ)I + βA)Pt−1,
where A is the adjacency matrix of the graph representing the network.
Furtherwe have Pt = StP0 for t = 0, 1, 2, . . . where S = (1−δ)I+βA. We see that the the vector
Pt will tend to a zero-vector for t → ∞ if and only if all eigenvalues of the matrix S are smaller than
1 in modulus. This would mean that virus epidemic has died and will happen if 1− δ + βλ1 < 1, i.e.,
β
δ
<
1
λ1
.
Given β and δ, we see that the network is as safer as the smaller is λ1. We can denote the quantity
τ = 1
λ1
as the epidemic threshold in spreading viruses. Hence if
β
δ
< τ the network is safe and in the
opposite case the network will be conquered by viruses.
We shall describe the model of R&D networks according to [59,60]. Consider an industry in which
firms engage in pairwise R&D collaborations with other firms. Collaborations allow the growth of
knowledgewithin the firm and an increase in the probability to introduce innovations that yield profit
to the firm. R&D network is represented by a graphG inwhich the firms are vertices and collaborations
between firms are edges. Let xi be the level of knowledge of the firm i and it depends on time t. It is
assumed that the growth of knowledgewithin a firm is proportional to the sum of levels of knowledge
of its neighbors. This leads to a system of linear differential equations and to the conclusion that the
expected profit per unit of time is equal to the largest eigenvalue of the relevant component ofGminus
the costs of formation and maintaining the collaboration links with other firms.
There are numerous mathematical investigations in both directions: to find graphs in particular
classes of graphs which have minimal or maximal largest eigenvalue. We mention a few results and
references.
We need the following definition.
Definition. A graph Gwith the edge set EG is called a nested split graph if its vertices can be ordered so
that jq ∈ EG implies ip ∈ EG whenever i  j and p  q.
This definition is used in [31], where the graphs in question were called graphs with a stepwise
adjacency matrix. Some other definitions and terms are used in the literature, e.g., degree maximal
graphs, threshold graphs. Note that graphs with a stepwise adjacency matrix are exactly the nested
split graphs. We also have
Proposition. A graph is a nested split graph if and only if it does not contain as an induced subgraph any
of the graphs P4, 2K2, C4.
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It is well-known that in connected graphs with the given numbers of vertices and edges the graph
with maximal largest eigenvalue is a nested split graph (see, for example [31, pp. 72–73]).
There are less results concerningminimal values of the largest eigenvalue. See Section 3 for a survey
and some recent results.
2.8. Statistical databases and social networks
Statistical databases are those that allow only statistical access to their records. Individual values are
typically deemed confidential and are not to be disclosed, either directly or indirectly. Thus, users of a
statistical database are restricted to statistical types of queries, such as looking for the sum of values,
minimum ormaximum value of some records, etc. Moreover, no sequence of answered queries should
enable a user to obtain any of the confidential individual values. However, if a user is able to reveal a
confidential individual value, the database is said to be compromised. Statistical databases that cannot
be compromised are called compromise-free or secure.
We shall concentrate on the restricted casewhere queries are related to the sumof values of records
in the database and each record is contained in at most 2 queries. Then the query matrix corresponds
to a an incidence matrix of a graph G, where queries correspond to vertices and records correspond to
edges.
Surprisingly, the results from [9,11] show an interesting connection between compromise-free
query collections and graphs with least eigenvalue −2 [33]. This connection was recognized in the
paper [10].
A dumbbell is a graph obtained by joining two cycles by a path (possibly of length 0). If both cycles
of a dumbbell are odd, then the dumbbell is called odd. It is nowadayswell-known (cf., e.g. [33, p. 126])
that eigenvectors of a basis of the eigenspace of the eigenvalue −2 in line graphs can be obtained by
certain edge valuations of even cycles and odd dumbbells in the root graphs.
The following theorem was proved in [9,11] with another terminology. See next section for some
bibliographical comments.
Theorem. A database is compromise-free if and only if each edge of G is contained either in an even cycle
or in an odd dumbbell of G.
The problem of protecting the privacy appears also in social networks at the Internet (for example,
FaceBook) when studying general properties of an existing network. A way to protect the privacy of
personal data is to randomize the network representing relations between individuals by deleting
some actual edges and by adding some false edges in such a way that global characteristics of the
network are unchanged. This is achieved using eigenvalues of the adjacency matrix (in particular, the
largest one) and of the Laplacian (algebraic connectivity) to control the process of deleting and adding
the edges [94].
2.9. Quantum computing
Quantum computation is a model of computation based on the principles of quantum mechanics
although the corresponding computers have not yet been realized. In spite of the non-existence of
actual machines, the theory of quantum computing is very much developed. For a general overview
on Quantum Information Technology see, for example, special issue of the journal NEC Research &
Developments [69].
A graph is called integral if its spectrum consists entirely of integers. Integral graphs have been
studied for decades as a kind of mathematical curiosity without any idea for what they could be used
outside mathematics (see [1] for a survey of results up to 2004). In particular, there are exactly 13
connected, cubic, integral graphs [13]. Among them are, for example, the 3-dimensional cube and the
Petersen graph.
It has been discovered recently [17] that integral graphs can play a role in the so called perfect
state transfer in quantum spin networks. Speaking in terms of quantum physics, there is perfect state
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transfer between two vertices of a graph if a single excitation can travel with fidelity one between the
corresponding sites of a spin system modeled by the graph [74].
Let G be a graph with adjacency matrix A and consider the matrix H(t) = eiAt where t is a real
variable and i2 = −1. According to [50], perfect state transfer occurs between vertices u and v of G if
there is a value of t such that |H(t)u,v| = 1. This can happen in integral graphs but not always.
Further details on this topic can be found in [73,50,51,74,84].
The 3-dimensional cube is the only connected cubic integral graph with perfect state transfer [74].
Some other results in this direction have been obtained in [2,3].
3. Comments and new results
After completing our survey of applications of graph spectra to several branches in Computer Sci-
ence, we have some observations and comments including some new results.
Our general suggestion is that mathematicians should react on the explosion of the number of
papers in Computer Sciencewhich use graph spectra by selecting for their own research some subjects
from or inspired by such applications.
We have a number of detailed comments.
Ad. 1.We shall announce some results on graphs with a minimal value of the largest eigenvalue. Ac-
cording to Section 2.7, these graphs aremodels of computer networks resistent to the spread of viruses.
Graphs with a minimal value of the largest eigenvalue in a set of graphs will be called minimal
graphs.
Let deg(v) be the degree of the vertex v. An internal path in some graph is a path v0, v1, . . . , vk+1
forwhich deg(v0), deg(vk+1)  3 and deg(v1) = · · · = deg(vk) = 2 (here k  0, or k  2whenever
vk+1 = v0).
Consider connected graphs with fixed numbers of vertices and edges.
A minimal graph cannot contain vertices of degree 1 because deleting a vertex of degree 1 and a
simultaneous insertion of a vertex of degree 2 in the middle of an edge on an internal path would
diminish the largest eigenvalue λ1 (by a result from [53]). As a consequence, all edges belong to
internal paths. Subdividing edges in such graphs we can further diminish λ1. However, we have λ1 

/
√

 − 1, where 
 is the maximum vertex degree (as follows form a result from [53]). Therefore it
is reasonable to choose 
 as small as possible. Obviously we should accept 
 = 3 since graphs with

 < 3 are not of much interest in this context.
Let H be a connected graph with q selected edges, labeled by 1, 2, . . . , q, and with vertex degrees
at least 3. For each i = 1, 2, . . . , q we want to subdivide edge i by inserting li vertices of degree
2. Suppose that 
q
i=1li = e is fixed. In this way we obtain a graph G. An explicit relation between
the largest eigenvalue of G and quantities l1, l2, . . . , lq has been found in [79]. A standard procedure
with Lagrange’s multipliers for finding the minimum of an implicit function leads to the conclusion
that under some reasonable additional assumptions the quantities li should be almost equal (equal if
possible). Such a subdivision of a graph is called balanced subdivision.
Indeed many of the examples of minimal graphs found in [38] by computer have this property.
Earlier results on the subject are special cases of this result. It started with a conjecture [20] that a
balanced subdivisionminimizes the largest eigenvalue in a cyclewith an additional edge. The problem
was solved in a generalized form in [80]. The paper [78] solves the problem for bicyclic graphs. See
also [6] for broken wheels and [4] for trees.
The above presented procedure enables explicit construction of minimal tricyclic graphs [79]. Pre-
vious result for bicyclic graphs has been proved in a shorter way.
Our conclusion is that balanced subdivisions of cubic graphs should be considered as good models of
virus resistent computer networks.
Ad. 2. In problems of Section 2.7 we can use the signless Laplacian matrix instead of the adjacency
matrix. Then instead of the largest eigenvalue λ1 of the adjacency matrix the largest eigenvalue q1
of the signless Laplacian becomes relevant. To explain the situation the standard definition of a walk
(used in Section 2.5) will be slightly modified.
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Definition. A walk (of length k) in an (undirected) graph G is an alternating sequence v1, e1, v2, e2, . . . ,
vk, ek, vk+1 of vertices v1, v2, . . . , vk, vk+1 and edges e1, e2, . . . , ek such that for any i = 1, 2, . . . , k
the vertices vi and vi+1 are distinct end-vertices of the edge ei.
Such a walk can be imagined as an actual walk of a traveler along the edges in a diagrammatic
representation of the graph under consideration. The traveler always walks along an edge from one
end-vertex to the other. Suppose now that we allow the traveler to change his mind when coming to
the midpoint of an edge: instead of continuing along the edge towards the other end-vertex, he could
return to the initial end-vertex and continue as he wishes. Then the basic constituent of a walk is no
longer an edge; ratherwe could speak of awalk as a sequence of semi-edges. Suchwalks could be called
semi-edge walks. A semi-edge in a walk could be followed by the other semi-edge of the same edge
(thus completing the edge) or by the same semi-edge in which case the traveler returns to the vertex
at which he started. A formal definition of a semi-edge walk is obtained from the above definition of a
walk by deleting theword “distinct" from the description of end-vertices. Hencewe have the following
definition.
Definition. A semi-edge walk (of length k) in an (undirected) graph G is an alternating sequence v1, e1,
v2, e2, . . . , vk, ek, vk+1 of vertices v1, v2, . . . , vk+1 and edges e1, e2, . . . , ek such that for any i =
1, 2, . . . , k the vertices vi and vi+1 are end-vertices (not necessarily distinct) of the edge ei.
In both definitions we shall say that the walk starts at the vertex v1 and terminates at the vertex
vk+1.
The well known theorem concerning the powers of the adjacency matrix given in Section 2.5, has
the following counterpart for the signless Laplacian (see [35]).
Theorem. Let Q be the signless Laplacian of a graph G. The (i, j)-entry of the matrix Qk is equal to the
number of semi-edge walks of length k starting at vertex i and terminating at vertex j.
The number of semi-edge walks of length k in a connected graph behaves asymptotically as cqk1 for
a constant c > 0, where q1 is the largest eigenvalue of the signless Laplacian.
Both standard and semi-edge walks can be considered as random walks. This situation appears if
we prescribe that a walk at each point (vertex for standard walks and vertex or the midpoint of an
edge for semi-edge walks) can be continued with equal probabilities. This means that a semi-edge
walk will remain at the same vertex (after having passed two semi-edges) with probability 1/2. Such
random walks are known in the literature as lazy random walks (see, for example [82]).
Based on these observations, we could suggest to try to create models for virus propagation and
the spread of knowledge in which the adjacency matrix would be replaced by the signless Laplacian.
In such models desirable graphs for anti-virus protection would be those with small q1 and for R&D
networks thosewith large q1.We believe that there are situations inwhich viruses or knowledgemove
along lazy randomwalks rather than along standard randomwalks. This can be expected in situations
when the vertices when receiving something from their neighbors are likely to respond back with
some action.
Like in the case of the adjacency matrix, in connected graphs with the given numbers of vertices
and edges the graph with maximal largest signless Laplacian eigenvalue is again a nested split graph
[35], not necessarily the same as for the adjacency matrix. There are almost no results on graphs
withminimal largest signless Laplacian eigenvalue. One exception appears in [37] where the result for
bicyclic graphs [78] for the adjacency matrix has been repeated for the signless Laplacian.
Ad. 3. For non-trivial connected graphs the matrices D−1A and (2D)−1Q = (2D)−1(D + A) = 1
2
(I +
D−1A) are transition matrices of Markov chains for random and lazy random walks.
Note that the normalized Laplacian matrix Lˆ = D− 12 LD− 12 = D− 12 (D − A)D− 12 = I − D− 12 AD− 12
and the normalized signess Laplacian matrix Qˆ = D− 12QD− 12 = D− 12 (D + A)D− 12 = I + D− 12 AD− 12
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Fig. 2. An eigenvector for eigenvalue 1 and a load balancing flow.
are connected by the relation Qˆ = −Lˆ + 2I. This means that Qˆ-theory is simply reduced to Lˆ-theory.
A similar statement holds for the matrix D− 12 AD− 12 .
The book [28] describes some spectral properties of the matrices D−1A and D− 12 AD− 12 (they are
similar, see p. 48) and 1
2
(I + D−1A) (see p. 110). All three matrices have real eigenvalues.
Ad.4.Asdefined inSection2.9, a graph is called integral if its spectrumconsists entirelyof integers. Each
eigenvalue has integral eigenvectors and each eigenspace has a basis consisting of such eigenvectors.
In integral graphs load balancing algorithms, which use eigenvalues and eigenvectors, can be exe-
cuted in integer arithmetics as noted in [24]. In addition, these integral eigenvectors can be selected
so that they contain a lot of coordinates equal to 0 [26].
As explained in Section 2.6, any load distribution vector can be represented as a linear combination
of eigenvectors.
Recall that 3, 15, (−2)4 is the spectrum of the Petersen graph. An eigenvector for eigenvalue 1 is
given in Fig. 2.
We can introduce several load balancing schemes on the set of selected integral eigenvectors. In Fig.
2 we see a load balancing flowwhich occupies aminimal number of arcs. At this stepwe can introduce
various additional optimality criteria.
For more details see [26].
The further study of integral graphs in connection to multiprocessor topologies seems to be a
promising subject for future research.
4. Bibliographical notes
We shall first present some expository texts on applications of graph spectra.
The books [28,27] contain each a chapter on applications of graph eigenvalues.
The book [34] also contains a chapter on applications. There are sections on Physics, Chemistry,
Computer Sciences and Mathematics itself.
According to its Preface, the purpose of the book [30] is to draw the attention of mathematical
community to rapidly growing applications of the theory of graph spectra. Besides classical and well
documented applications to Chemistry and Physics, we are witnesses of the appearance of graph
eigenvalues in Computer Science in various investigations. There are also applications in several other
fields like Biology, Geography, Economics and Social Sciences. A monograph with a comprehensive
treatment of applications of graphs spectra is missing at the present.
The book [30] contains five chapters: an introductory chapter with a survey of applications by
representative examples and four case studies (one in Computer Science and three in Chemistry).
The introductory text [21] provides an introduction to the theory of graph spectra and a short
survey of applications of graph spectra together with some selected bibliographies on applications.
We have mentioned applications to Chemistry, Physics, Computer Sciences and Mathematics itself.
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Graph spectra are used in many other branches of science including Biology, Geography, Economics
and Social Sciences.
Referring to the book [28] as “the current standard work on algebraic graph theory", Van Mieghem
gave in his book [86] a 20 page appendix on graph spectra, thus pointing out the importance of this
subject for communications networks and systems.
The paper [82] is a tutorial on the basic facts of the theory of graph spectra and its applications in
Computer Science delivered at the 48th Annual IEEE Symposium on Foundations of Computer Science.
Next, we shall give some details on the independent discoveries of the the structure of the
eigenspace of −2 in line graphs related to statistical data bases. It is interesting that original Doob’s
description [41] in 1973 of the eigenspace of−2 in line graphs in terms of even cycles and odd dumb-
bells has been extended to generalized line graphs by Cvetkovic´ et al. [29] in 1981 in terms of the chain
groups, not explicitly dealing with cycles and dumbbells. The independent discovery of Brankovic´,
Miller and Širánˇ [11] in 1996 put implicitly some light on the description of the eigenspace in gener-
alized line graphs a bit before Cvetkovic´ et al. in 2001 (the paper [32] was submitted in 1998), using
the star complement technique and without being aware of [11], gave the entire description of the
eigenspace.
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