ABSTRACT Data are the basis of analysis and modeling. It is essential and necessary for performance optimization to extract useful data or characteristic variables from a large amount of data. In this paper, variable selection and trusted computing in rapid detection of soybean straw biomass is studied. Competitive adaptive reweighted sampling (CARS) is a variable selection method, which simulate the survival of the fittest principle of Darwin's evolution theory. CARS is applied in to soybean straw near infrared spectroscopy (NIRS) analysis data and compared with other variable selection methods, such as interval partial least squares (iPLS), synergy interval partial least square (siPLS), backward interval partial least square (biPLS), and successive projection algorithm (SPA). Built PLS model using the optimization data based on above five methods, and contrasted the root-mean-square error of prediction (RMSEP) of the PLS model and the difference between root-mean-square error of cross validation (RMSECV) and RMSEP. The experimental results show that the iPLS and SPA methods are not suitable for analyzing soybean straw NIRS data. Also, the CARS method is found to be more effective in extracting character variables than siPLS and biPLS. Performance of prediction model is improved by variable selection. In contrast to the global PLS model, the RMSECV is reduced to 0.6572 from 0.8082, the RMSECP is reduced to 0.5710 from 0.6250, and correlation coefficient of the calibration model is increased to 0.8162 from 0.7087 for the hemicellulose. The difference between RMSECV and RMSEP is small, so the model will be stable. Similar results appear in the cellulose and lignin analyzing process. It is concluded that CARS method is effective in variables selection and optimization for soybean straw NIRS data.
fields [2] [3] [4] [5] [6] [7] [8] , and scholars in China and abroad have verified that it is feasible to rapidly detecting crop straw components [9] [10] [11] . In this paper, soybean straw biomass is quantitatively analyzed using near infrared spectroscopy.
Near infrared spectroscopy analysis is a kind of nondestructive detection technique, and it has the advantages of high efficiency, low cost and not damaging the samples. However, it is difficult to distinguish the spectral information related to the tested substance from the global spectrum, because the light intensity of near infrared is weak, and the absorption intensity is different for the wavelength points of different chemical groups. This problem will influence the prediction accuracy and robustness of the final quantitative model. Effective selection of the spectral variables plays an important role in applications of near infrared spectroscopy. The main variable selection methods are as follows.
(1) The algorithms are based on partial least squares, such as interval partial least squares (iPLS), synergy interval partial least square (siPLS) and backward interval partial least square (biPLS). This kind of method obtains several characteristic spectrum regions in order to reduce the modeling variables and improve the performance of the mode. Some research has applied them alone or combined with other algorithms into rapid detection by NIRS [12] [13] [14] [15] [16] [17] [18] . However, they could not determine the character variables. ( 2) The successive projection algorithm (SPA), which extracts the minimum number of character variables from the global spectral information and minimizes the collinearity between selected variables. A great deal of research has been based on this method [19] [20] [21] . ( 3) The competitive adaptive reweighted sampling algorithm (CARS) is a kind of variable selection method that works by simulating the Darwinistic ''survival of the fittest'' theory of evolution. It is a newly developed algorithm in recent years. This method may effectively remove unused variables and reduce the co-linear effects of modeling variables. It may be able to select the key variables for the prediction target. The CARS method is widely used to select variables in near infrared spectroscopy analysis [22] [23] [24] .
In this paper, CARS is applied to select variables for soybean straw NIRS analysis data, and the results of the PLS model are contrasted with models that use the iPLS, siPLS, biPLS and SPA methods. First, the best sample set partition method for soybean straw NIRS analysis data is discussed. Then, variables are selected by different methods and PLS models are built based on the respective selected variables. Experimental results indicate that CARS can effectively extract character variables from soybean straw spectrum data using the contrasting parameters of the PLS model.
II. MATERIALS AND METHODS

A. SAMPLES
162 soybean straw samples from Heilongjiang province in China are used in this paper. Straw samples are dried, smashed, and signed. Samples are scanned using Thermo's Antaris II near-infrared spectrometers with a range of 4000 to 12000cm−1(2500∼830nm) and resolution of 4cm −1 . The spectrum data of the soybean straw samples is shown in Figure 1 . We use hemicelluloses, cellulose, and lignin, which are main contents of soybean straw, as the research subject. Chemical calibration is conducted for the cellulose, hemicellulose, and lignin based on the normal form method. The entire chemical calibration process requires approximately 35 hours, including 3 hours for the boiled hydrolysis, 1 hour for filtering, 7 hours for drying and 24 hours for ashing [25] , [26] . Some samples are damaged in the experiment. 
B. SPECTRUM PRETREATMENT AND EVALUATING PARAMETERS
In the process of near infrared spectrum analysis, the prediction ability of model will be affected by outliers. The analysis data of the NIRS may make certain spectrum or chemical mistakes, or perhaps both. An outlier detection method that considers both situations is proposed in another paper written by the present authors. That method is able to detect spectrum outliers based on improved Re-sampling using the Half-Mean method, as well as to detect chemical outliers based on Cook's distance. After outlier detection, data regarding the actual chemical value of the effective soybean straw samples is shown in Table 1 . Baseline offset calibration and 3-point median filter smoothing methods are used to preprocess the spectral data, which can eliminate the baseline drift and signal noise. Pretreatment of each spectrum is based on Unscrambler 10.2, and variable selection methods, PLS models and prediction models are conducted in Matlab 2012. VOLUME 6, 2018 The calibration model is built based on PLS under different calibration set selection methods or variable selection methods. The correlation coefficient of the calibration model and prediction model expressed as R is used to evaluate the effects of the calibration model and prediction model. Discovering how to build a model with R close to 1 is our goal. The Root Mean Square Error of Cross Validation (RMSECV) and Root Mean Square Error of Prediction (RMSEP) are the other evaluative parameters. The lower the values of RMSECV and RMSEP, the better the calibration model will perform. A model with a small difference between RMSECV and RMSEP will perform better and be more stable.
C. SAMPLE SET PARTITION
Partitioning the calibration set and the validation set would affect the prediction effect of the final model. Usual the sample set partition method includes random sampling (RS), Kennard-Stone (KS) and simple set portioning based on joint x-y distance (SPXY). The RS method is used to generate the calibration set and validation set randomly. The KS method is used to select the samples with a large spectral difference into the calibration set, and the other samples are classified into the validation set. The SPXY method is used to consider the characteristic space factor based on the KS method.
The sample set is divided into calibration and validation sets at a ratio of 3:1 and the PLS model is established based on the RS, KS and SPXY methods. The experimental results are shown in Table 2 . From Table 2 , we can see that the RMSEP values of SPXY are the smallest for three components. Also, the RMSECV values of RS and KS are smaller than those of SPXY for three components. This occurred because the RS and KS exerted force on the calibration set and spectrum data, which improves the calibration model effect but worsens the prediction effect. The SPXY method considers both spectrum data and chemical data, and it is effective in improving the predictive ability of the PLS model. Therefore, in this paper, the SPXY method is used to classify the samples of soybean straw biomass.
D. INTRODUCTION OF CARS METHOD
The CARS method is a kind of variable selection method that behaves according to simulating the ''survival of the fittest'' principle of Darwin's evolution theory. It takes each wavelength variable as an individual; wavelength variables with larger regression coefficients of PLS model are selected by an adaptive reweighted sampling technique. The variables with smaller weights are removed. Finally, a series of wavelength variable subsets are obtained. Then, each wavelength variable subset is modeled by cross validation, and according to the RMSECV minimum principle, the optimal wavelength variable subset is selected. The detailed procedure used in the present research is as follows:
(1) Sampling is based on Monte Carlo sampling (MCS). 80% of the samples are randomly selected as the calibration set, establishing the PLS model.
(2) Variables are removed based on an exponentially decreasing function (EDP). When |bi| value of wavelength point is smaller, the wavelength point is compulsorily removed. |bi| represents the contribution value of variable i.
(3) Further selection of variables is based on adaptive reweighted sampling (ARS). Simulating the ''survival of the fittest'' principle of Darwin evolution theory, the wavelength points of the larger weights are selected.
(4) The RMSECV values of each new variable subset are calculated and compared, and the subset with smallest RMSECV is selected as the optimal variable subset.
III. EXPERIMENT AND RESULTS
To view the modeling and prediction effects of the variable selection method, the calibration models using PLS method are established with the global spectrum data for hemicellulose, cellulose and lignin in Matlab 2012. The effects of the models are verified by validation sets. There are 2075 variables in a band that ranged from 3999.64 to 11998.92. The final results are shown in Table 3 . The effects of variable selection for soybean straw NIRS analysis data using the iPLS, siPLS, biPLS, SPA and CARS methods will be discussed in this section. The experimental procedure used is similar for the three components, as the detailed discussion of the data analysis and processing of the hemicellulose will illustrate; only the final results will be given for the cellulose and lignin in this paper. 
A. VARIABLE SELECTION BASED ON iPLS
The iPLS method is used to divide the global spectrum into a series of subintervals, and to establish the PLS model based on each subinterval. The subinterval with the smallest RMSECV is the optimal and selected subinterval. This method is effective when the RMSECV of selected subinterval is smaller than the RMSECV of the global spectrum. In this paper, the interval number for the division is set from 10 to 20. Figure 2 illustrates the RMSECV values of the PLS model based on the global spectrum, with different factors for the hemicellulose NIRS analysis data, and 7 factors that corresponded to the smallest RMSECV 0.8082. We attempt to find a subinterval with a RMSECV value that is smaller than 0.8082 with interval numbers from 10 to 20 using the iPLS method. However, we failed. There is no subinterval with a smaller RMSECV. Figure 3 shows the results with the interval number 15. The red dotted line is the smallest RMSECV of the global spectrum (0.8082), and the histograms represent the RMSECV of each subinterval. We find that all the RMSECV values of the subintervals are greater than 0.8082. Therefore, there is no subinterval found by the siPLS method with interval number 15, and the results for the other interval numbers from 10 to 20 are similar.
No subinterval is selected by iPLS for the hemicellulose and cellulose, but a subinterval is selected for lignin. Figure 4 shows the results of the variable selection by siPLS with interval number 19 for the lignin NIRS analysis data. The RMSECV value of the 3rd subinterval (4848.17-5268.57) is smaller than that of the global spectrum model. The wavelength points between 4848.17 and 5268.57 are the variables selected by the siPLS method. 
B. VARIABLE SELECTION BASED ON siPLS
In the siPLS method, the spectral region will be divided into n subintervals, and m subintervals will be combined to build the PLS model called the local model. We contrast the RMSECV values of all the local models, and the model with the smallest RMSECV is chosen. The corresponding combined subintervals become the selected variables. For the hemicellulose NIRS analysis data, the number of dividing subintervals n is from 10 to 20, and the number of combining subintervals m is from 2 to 4. The experimental results are shown in Table 4 . In Table 4 , we see that the combination of the optimal subintervals has the minimum RMSECV value when m is from 10 to 20. The smallest RMSECV is 0.7765 with n=16, m=4, and 520 wavelength points in combined subintervals [1 3 6 8] are selected based on the siPLS method for the hemicellulose. The effect of the predictions is shown VOLUME 6, 2018 in Figure 5 . The RMSEP is 0.6100, and the R of the prediction was 0.7186.
C. VARIABLE SELECTION BASED ON biPLS
biPLS will divide the spectral region into several equal subintervals and build PLS models. We remove the subinterval with the largest RMSECV by computing the value of RMSECV, and build the PLS model based on the rest of the subinterval data, and continue this process until only one subinterval is left. From this series data, the lowest value of RMSECV is found and the corresponding combined subintervals become the chosen variables. We attempt to use the interval numbers from 10 to 20. For the hemicellulose, Table 5 shows the results with 13 subintervals. The 6th subinterval is removed first, and the RMSECV is found to be the lowest after we removed the 7th subinterval. Therefore, the wavelength points in combined subintervals [10 9 13 11 5 2 1] are the chosen variables. The results with interval numbers from 10 to 20 are shown in Table 6 . The final RMSECV of the calibration model is 0.7537 based on the siPLS method with 13 subintervals, and 1116 variables are chosen. The RMSEP is 0.6470, and the R of the calibration model and prediction model are 0.7493 and 0.7388.
D. VARIABLE SELECTION BASED ON SPA
SPA is a variable selection method based on forward cyclic selection. It begins from one wavelength point and chooses the wavelength point with the largest projection value by calculating the projection value on the wavelength points that were not selected. This will ensure that the wavelength selected in each cycle has the smallest linear relationship with the previous one. The model based on SPA should have had the lowest RMSEP, but the selected modeling variables were too small, and this decreased the signal noise ratio and influenced the prediction ability of the model. In this research, we applied the SPA method to the soybean straw NIRS analysis data based on the GUI_SPA toolbox.
For the hemicellulose, the experimental results are shown in Figure 6 . We gaine the best results from the model when the Nmax equals 20. From Figure 6 (a), we see that 10 wavelength points are chosen as characteristic variables. Figure 6 (b) shows the detail of the wavelength points, and Figure 6 (c) shows the prediction effects. The RMSEP is 0.4702 and the RMSECV is 1.0513. The correlation coefficients (r) of the calibration model and prediction model are 0.3812 and 0.8178. There are only 10 variables selected for the hemicellulose NIRS analysis data. Because the number of selected variables is too few, the difference between the RMSECV and RMSEP is large, and the correlation coefficient of calibration model is small. We will contrast the parameters of the PLS model based on SPA with the results based on other variable selection methods in Section 4 of this paper.
E. VARIABLE SELECTION BASED ON CARS
The CARS was introduced in Section 2.4 of this paper. Monte Carlo sampling number is set to 1000 and the RMSECV begins to increase, because some important variables correlated with the hemicellulose are removed. Figure c shows the change trend of the regression coefficients of the wavelength variables in the process of wavelength selection. '' * '' represents the minimum RMSECV value, which corresponds to the 32th sampling, and 26 wavelength points are selected as modeling variables in this sampling. The r of the calibration model is 0.8162, the R of prediction model is 0.7953, the RMSECV is 0.6572, and the RMSEP is 0.5710.
IV. DISCUSSION
In this paper, we explore a rapid detection method of soybean straw biomass (hemicellulose, cellulose and lignin) based on near infrared spectroscopy. We focus on variable selection methods. In this Discussion section, we contrast the PLS model effects based on different variable selection methods. We introduce the experimental results of hemicellulose as detailed in Section 3. The same processes act on the cellulose and lignin NIRS analysis data. The results are shown in Table 7 , and the data presented allows us to discuss certain problems.
(1) iPLS variable selection method cannot be applied to soybean straw NIRS analysis data.
From the results in Table 7 , we see there is no subinterval selected to build better a PLS model than the global data model for hemicellulose and cellulose. For lignin, a subinterval is selected, which rendered the RMSECV lower than global PLS model, but its RMSEP is higher than the global PLS model. It also cannot be used to build a PLS model. Therefore, we cannot select variables using the iPLS method for the process of soybean straw biomass rapid detection by NIRS.
(2) SPA is not suitable for variable selection of soybean straw NIRS analysis data. The variables selected by the SPA method are too few. There are only 4 variables selected for cellulose and 10 variables selected for hemicellulose and lignin. The RMSEP based on SPA is smaller than the PLS models based on iPLS and siPLS for all components. It is also smaller than the RMSEP based on CARS for hemicellulose and lignin. However, we conclude that all calibration models based on SPA are worse than those based on other methods for all components by contrasting the RMSECV and the correlation coefficient of the calibration model. The difference between RMSECV and RMSEP is large, because the extraction of useful information from the spectral data is inadequate. Therefore, the SPA method cannot be used to select variables for soybean straw NIRS analysis data.
(3) The results of selected variables based on siPLS, biPLS and CARS are consistent.
The purpose of variable selection is to remove irrelevant variables, in order to simplify the model and improve predictive ability. Several subintervals are selected by the siPLS and biPLS methods, which mean that several hundred variables would be selected if those models are used. 520 variables are selected and 1116 variables are selected for the hemicellulose NIRS analysis data using siPLS and biPLS in this paper. The difference is that the CARS method will select character variables, which will select only dozens (not hundreds) of wavelength points. We can see that 26, 30 and 19 variables are respectively selected for hemicellulose, cellulose and lignin. We analyze the results of variable selection based on the three methods. Figure 8 shows the distribution of selected variables for the three kinds of methods. There are some coincident regions between the siPLS and biPLS, and all character wavelength points selected by CARS fall into the intervals of siPLS, biPLS or both, except two wavelength points in the cellulose. Therefore, the results of the selected variables based on siPLS, biPLS and CARS are consistent, and the detailed character variables are effectively selected by CARS.
(4) We chose the CARS method as the best variable selection method for soybean straw NIRS analysis data.
From Table 7 , we see that the values of the RMSEP of cellulose based on the three methods are smaller than that of the global model, but the difference between the RMSECV and RMSEP is much larger in the global model. Therefore, the effect of the PLS models based on siPLS, biPLS and CARS are better than that of the global model for the cellulose and lignin. For the hemicellulose, the PLS model is effective based on siPLS and CARS. Effective variable selection method can reduce the numbers of modeling variables, and this will simplify the model and improve its predictability and reliability. The results of siPLS, biPLS and CARS are compared in Figure 9 . The best model is found to be the PLS model, based on variables selected by the CARS method for the hemicellulose, cellulose and lignin, according the trend of the curve.
We selecte variables based on the CARS method and build models using PLS in this paper for soybean straw biomass NIRS data. The parameters of the final calibration models and prediction models are shown in last column of Table 7 .
V. CONCLUSIONS
A rapid detection method for soybean straw biomass based on near infrared spectroscopy is researched in this paper. We chose the SPXY method as the sample set partition method by comparing the effects on the PLS model of the RS, KS and SPXY methods. This paper focuses on the discussion of the variable selection method. Five kinds of variable selection methods, iPLS, siPLS, biPLS, SPA and CARS, are applied to NIRS analysis data of hemicellulose, cellulose and lignin. PLS models are built with selected variables based on the five variable selection methods, and the RMSECV, RMSEP and correlation coefficients of the calibration model and prediction model are compared. We find that iPLS and SPA are not suitable for the NIRS analysis data used in this paper. The other three methods achieve better results than the global model. The selected variables based on these models show a certain degree of consistency. The PLS model based on CARS has the smallest RMSECV and RMSEP and the largest correlation coefficients. We find that the CARS method is more effective in extracting the feature variables. Therefore, the CARS method is used as the variable selection method in this paper. When we combined SPXY, CARS and PLS, the RMSECV is reduced to 0.6572 from 0.8082, the RMSECP is reduced to 0.5710 from 0.6250, and correlation coefficient of the calibration model increased to 0.8162 from 0.7087 for hemicellulose. The model is accurate and reliable with only small differences between the RMSECV and RMSEP. Similar results are found for the cellulose and lignin. We conclude that it is feasible to detect the biomass of soybean straw rapidly using near infrared spectroscopy. 
