The operation of overlap assembly was defined by Csuhaj-Varjú, Petre, and Vaszil as a formal model of the linear self-assembly of DNA strands: The overlap assembly of two strings, xy and yz, which share an "overlap" y, results in the string xyz. This paper continues the exploration of the properties of the overlap assembly operation by investigating closure of various language classes under iterated overlap assembly, and the decidability of the completeness of a language. It also investigates the problem of deciding whether a given string is terminal with respect to a language, and the problem of deciding if a given language can be generated by an overlap assembly operation of two given others.
Introduction
The word and language operation overlap assembly was first introduced by Csuhaj-Varjú, Petre, and Vaszil -under the name (self-)assembly -in [1] , and later studied in [2] , as a formal model of the linear self-assembly of DNA strands. Formally, the overlap assembly is a binary operation which, when applied to two input strings xy and yz (where y is their nonempty overlap), produces the output xyz.
The study of overlap assembly as a formal language operation is part of ongoing efforts to provide a formal framework and rigorous treatment of DNA-based information and DNA-based computation. More specifically, this study can be placed in the context of studies of DNA bio-operations enabled by the action of the DNA polymerase enzyme, such as hairpin completion and its inverse operation, hairpin reduction [3] [4] [5] [6] , overlapping concatenation [7] , and directed extension [8] .
The activity of DNA Polymerase presupposes the existence of a DNA single strand, called template, and of a second short DNA strand, called primer, that is Watson-Crick complementary to the template and binds to it. Given a supply of individual nucleotides, DNA polymerase then extends the primer, at one of its ends only, by adding individual nucleotides complementary to the template nucleotides, one by one, until the end of the template is reached. In the wet lab, the iteration of this process is used to obtain an exponential replication of DNA strands, in a protocol called Polymerase Chain Reaction (PCR) . Experimentally, (parallel) overlap assembly of DNA strands under the action of the DNA Polymerase enzyme was used for gene shuffling in, e.g., [9] . In the context of experimental DNA computing, overlap assembly was used in, e.g., [10] [11] [12] [13] for the formation of combinatorial DNA or RNA libraries. Overlap assembly can also be viewed as modeling a special case of an experimental procedure called cross-pairing PCR, introduced in [14] and studied in, e.g., [15] [16] [17] [18] . This paper is a continuation of the theoretical analysis of overlap assembly as a formal language operation, that was started in [1] and [2] . In [1] , the authors proposed a formal language operation called "self-assembly", inspired by the linear self-assembly of DNA single strands via Watson-Crick complementarity. The authors obtained closure properties of various language classes under iterated overlap assembly, and studied the question of whether or not a given language can be generated through assembly and, if so, what is the minimal generator. In [2] , the aforementioned formal operation of self-assembly was renamed overlap assembly, to avoid confusion with other usages of the syntagm self-assembly, such as in the context of DNA computing by two-dimensional self-assembly of DNA rectangular tiles, [19] [20] [21] . The paper [2] explored closure properties of basic language families under overlap assembly, decision problems, as well as the potential use of iterated overlap assembly to generate combinatorial DNA libraries.
In this paper, following Section 2 comprising definitions, notations and basic properties, in Section 3 we correlate the overlap assembly operation with the superposition operation introduced in [22] and determine additional closure properties of some language classes under iterated overlap assembly. A string w is terminal with respect to a language L if w ∈ L and the result of the overlap assembly between w and L equals {w}; the terminal set T (L) contains all words that are terminal with respect to L. In Section 4 we investigate the closure properties of terminal sets of complete languages (languages closed under overlap assembly). In Section 5 we study three decision problems: deciding the completeness of an arbitrary language, deciding whether a string is terminal with respect to a language, and deciding whether a language is generated by an overlap assembly operation between two given languages. Section 6 contains concluding remarks.
Basic definitions and notations
An alphabet is a finite nonempty set of symbols. * denotes the set of all words over , including the empty word λ. + is the set of all nonempty words over . For words w, x, y, z ∈ * such that w = xyz we call the subwords x, y, and z prefix, infix, and suffix of w, respectively. The sets pref(w), inf(w), and suff(w) contain, respectively, all prefixes, infixes, and suffixes of w. A prefix (resp., infix or suffix) x of w is proper if x = w. We employ the following notation: Pref(w) = pref(w) \{w}, Inf(w) = inf(w) \{w}, and Suff(w) = suff(w) \{w}. This notation is naturally extended to languages; for example, Suff(L) = w∈L Suff(w). The complement of a language L ⊆ * is L c = * \L. Let N be the set of non-negative integers and k be a positive integer. A subset Q of N k is a linear set if there exist vectors
A finite union of linear sets is called a semilinear
where |w| a i is the number of a i 's in w.
The overlap assembly
An involution is a function θ : * → * with the property that θ 2 is the identity. θ is called an antimorphism if θ(uv) = θ(v)θ(u). Traditionally, the Watson-Crick complementarity of DNA strands has been modeled as an antimorphic involution over the DNA alphabet = {A, C , G, T }, [23, 24] .
Using the convention that a word x over this alphabet represents the DNA single strand x in the 5 ′ to 3 ′ direction, the overlap assembly of a strand uv with a strand θ(w)θ(v) first forms a partially double-stranded DNA molecule with v in uv and θ(v) in θ(w)θ(v) attaching to each other, see Fig. 1(a) . The DNA polymerase enzyme will extend the 3 ′ end of uv with the strand w, see Fig. 1(b) . Similarly, the 3 ′ end of θ(w)θ(v) will be extended, resulting in a full double strand whose upper strand is uv w, see Fig. 1(c) . Formally, the overlap assembly between uv and θ(w)θ(v) is uv w. Assuming that all involved DNA strands are initially double-stranded, that is, whenever the strand x is available, its Watson-Crick complement θ(x) is also available, one can further simplify this model and, given two words x, y over an alphabet , define the overlap assembly of x with y, [1] , as:
The definition of overlap assembly can be extended to languages in the natural way.
The iterated overlap assembly µ * (L) of a language L is defined as: A complete language is a language closed under overlap assembly, that is,
if L is complete, but it is well-defined for all languages L.
Basic properties of the overlap assembly
In this section we present a few basic properties of the (iterated) overlap assembly and complete languages. The operation of overlap assembly is not associative, as seen in the next example.
The following example shows that overlap assembly is not associative Proof. Since every word in #L contains exactly one letter #, this letter has to match in an overlap assembly. Therefore, #w ∈ #x ⊙ # y for x, y, w ∈ + if and only if x is a prefix of y and w = y. ✷
Automata models, augmented with counters
We will use the following notations for language acceptors:
• DFA (NFA) = deterministic (nondeterministic) finite automaton. DFAs and NFAs are equivalent, and they accept exactly the regular languages.
• DPDA (NPDA) = deterministic (nondeterministic) pushdown automaton, i.e., a DFA (NFA) augmented with a pushdown stack. NPDAs accept exactly the context-free languages (CFLs).
• DCA (NCA) is a DPDA (NPDA) which uses only one stack symbol in addition to the bottom stack symbol which is never erased. DCAs (NCAs) are strictly weaker than DPDAs (NPDAs).
• DLBA (NLBA) = deterministic (nondeterministic) linear-bounded automaton, i.e., a two-way deterministic (nondeterministic) finite automaton that can read and re-write the tape. The machines have left and right input end markers. NLBAs accept exactly the context-sensitive languages (CSLs). It is a long-standing open problem whether or not DLBAs are strictly weaker than NLBAs.
• DTM (NTM) = deterministic (nondeterministic) Turing machines. DTMs and NTMs are equivalent, and they accept exactly the recursively enumerable languages. Halting DTMs and NTMs are equivalent, and they accept exactly the recursive languages.
We refer the reader to [25] for the formal definitions of these devices.
A counter is an integer variable that can be incremented by 1, decremented by 1, left unchanged, and tested for zero. It starts at zero and cannot store negative values. Thus, a counter is a pushdown stack on a unary alphabet, in addition to the bottom of the stack symbol which is never altered. Note that a DCA (NCA) is equivalent to a DFA (NFA) which is augmented with a counter.
An automaton (DFA, NFA, DPDA, NPDA, DCA, NCA, etc.) can be augmented with a finite number of counters, where the "move" of the machine also now depends on the status (zero or non-zero) of the counters, and the move can update the counters. It is well known that a DFA augmented with two counters is equivalent to a DTM [26] .
In this paper, we will restrict the augmented counter(s) to be reversal-bounded in the sense that each counter can only reverse (i.e., change mode from non-decreasing to non-increasing and vice-versa) at most r times for some given r.
In particular, when r = 1, the counter reverses only once, i.e., once it decrements, it can no longer increment. Note that a counter that makes r reversals can be simulated by ⌈ r+1 2 ⌉ 1-reversal counters [27] . Closure and decidable properties of various machines augmented with reversal-bounded counters have been studied in the literature (see, e.g., [27, 28] ). We will use the notation DFCM, NFCM, DPCM, NPCM, DNCM, NFCM, etc., to denote a DFA, NFA, DPDA, NPDA, DCA, NCA, etc., augmented with reversal-bounded counters. Automata with reversal-bounded counters can "count", as seen in the following example.
Example 2.1. L = {xx r | x ∈ {a, b} + , |x| a = |x| b } can be accepted by an NPCM M with two 1-reversal counters. Briefly, M operates as follows: It scans the input and uses the pushdown stack to check that the input is a palindrome (this requires M to "guess" the middle of the string) while using two counters C 1 and C 2 to store the numbers of a's and b's it encounters. Then, at the end of the input, on λ-transitions (i.e., without reading any input symbol), M decrements C 1 and C 2 simultaneously and verifies that they become zero at the same time. Note that the counters are 1-reversal.
A nondeterministic stack automaton (NSA) is a generalization of an NPDA in that during the computation, the machine can enter the stack in a read-only mode. It can only push and pop by returning to the top of the stack [29] . The deterministic version is denoted by DSA.
A nondeterministic stack-counter automaton (NSCA) is a special case of an NSA in that the stack alphabet is unary, except for the bottom of the stack symbol which is never altered and only used for this purpose [30] . So, again, the machine can enter the unary storage in a read-only mode, i.e., it can only go up and down the unary storage and not alter the stack. It can only push or pop by returning to the top of the stack. So the (unary) stack height can vary during the computation. The deterministic version is denoted by DSCA.
An NSCA (DSCA) is strictly more powerful than an NCA (DCA) as the following example shows. 
can be accepted by a DSCA M 2 which on a λ-move first writes B (the bottom of the stack symbol) on the stack. Then for each 1 ≤ i ≤ k, M 1 pushes a on the stack (i.e., increases the length by 1) and then goes down the stack and checks that the next input segment a i is exactly the numbers of a's on the stack. Note that M 2 does not do any popping.
The languages L 1 and L 2 above cannot be accepted by NCAs, since these languages have non-semilinear Parikh maps but languages accepted by NCAs (in fact, by NPCMs) have semilinear Parikh maps [27] .
NSPACE(S(n)) and NTIME(T (n)) denote the classes of languages accepted by nondeterministic Turing machines in S(n) space and T (n) time, respectively. DSPACE(S(n)) and DTIME(T (n)) are the corresponding deterministic classes. PTIME denotes the class of languages accepted by deterministic Turing machines in polynomial time.
The related superposition operation
The superposition operation is a binary operation proposed by Bottoni, Labella, Manca, and Mitrana in [22] to model the action of the DNA Polymerase enzyme. The result of the superposition operation between words x, y ∈ + , denoted by x ⋄ y, consists of the set of all words z ∈ + obtained by any of the four following cases (¯denotes the morphic complement, that is,¯is a morphism such that u = u for all words u):
The superposition operation can be naturally extended to languages. For more on the superposition operation between two words (languages), the reader is referred to [22, 31] .
The superposition operation and the overlap assembly are closely related. In particular, when we replace the complement by the identity, then case 1 above is identical to overlap assembly, i.e., x ⊙ y = x ⋄ 1 y; case 3 above is symmetrical to the overlap assembly, i.e., x ⊙ y = y ⋄ 3 x; furthermore, cases 2 and 4 above give x ⋄ 2 y = y ⋄ 4 x = x if y is an infix of x. However, in the general case of two languages or when we consider a "real" complement function, the overlap assembly L x ⊙ L y does not give the same result as the superposition L x ⋄ L y .
If¯is the identity, then the overlap assembly of a language L with itself gives
the iterated overlap assembly coincides with the analogously defined 1 iterated superposition µ * (L) = ⋄ * (L). In other words, the iterated overlap assembly is a special case of the iterated superposition. Therefore, the (positive) closure results for the iterated superposition, obtained in [22, 31] , also hold for the iterated overlap assembly. Indeed, the same results were independently obtained in [1] , in its study of closure properties of iterated overlap assembly:
Proposition 1 ([1]). The language classes of regular, context-sensitive, recursive and recursively enumerable languages are closed under iterated overlap assembly.
The result that the family of context-free languages is not closed under iterated overlap assembly (resp., iterated superposition) was proven in [1] (resp., [22] ). The following statement strengthens that result. In contrast to the previous result, for any k and NFCM language L, µ k (L) can be accepted by an NFCM. This follows from the fact that L ⊙ L is an NFCM language if L is an NFCM language [2] .
In [22] , the notion of a maximal (adult) language is defined, which is analogous to the terminal set of a language. The authors consider maximal (adult) words with respect to the iterated superposition of some language L: A word x is a maximal
is defined as the set of all maximal words with respect to ⋄ * (L). We immediately obtain that T (µ * (L)) is the special case of max ⋄ * (L) where the complement¯is replaced by the identity. From the results in [22, 31] we obtain the following result for terminal sets of complete, regular languages:
It is known from [22] that there exists a context-sensitive language L such that the maximal language max ⋄ * (L) is undecidable. This result can be strengthened as follows. Proof. Let M be a deterministic Turing machine with input alphabet and let $, # / ∈ . Note that the languages L 1 = $ * # and L 2 = {$w# n | w ∈ * , n ≥ 1, and M accepts w using at most log(n) space} can be decided in deterministic log-space. Observe that the language A closure property of superposition with respect to the language class PTIME has been stated in [31] . Thus, we have:
The class PTIME is closed under iterated overlap assembly.
Iterated overlap assembly and terminal sets
In this section we further explore the iterated overlap assembly and terminal sets. In the previous section we have seen that the terminal set of a complete context-sensitive language can be undecidable (Theorem 3.2). In this section we will show that the terminal set of a complete context-free language is always context-sensitive (Theorem 4.2). We also show that, for a context-free language L, the language T (µ * (L)) is context-sensitive (Theorem 4.3). We establish space and time complexities for deciding T (L) when L is complete and given via certain automata models (Theorem 4.4 and Corollaries 4.5-4.8). Lastly, we establish a relation between Schützenberger constants and the iterated overlap assembly (Theorem 4.9).
We start with an observation about terminal sets of complete languages. 
) and suppose that w / ∈ T (L). The latter implies that there is x = w such that x ∈ w ⊙ L or x ∈ L ⊙ w; by symmetry, we assume x ∈ w ⊙ L. Note that x ∈ L because L is complete. Also, x ∈ w ⊙ L and x = w imply that w is a proper prefix of x. Since w is a proper prefix of x ∈ L we obtain a contradiction. If we initially assume that x ∈ L ⊙ w, we will similarly obtain a contradiction that w is a proper suffix of x ∈ L. ✷ Note that Proposition 2 now follows as a corollary of Theorem 4.1, since regularity is preserved under the used operations. Next, we consider terminal sets of context-free languages. Proof. We first prove that T (L) for a complete, context-free language L may not be context-free using a counter-example.
Note that L is clearly context-free and complete (using Lemma 2.4), but the terminal set T (L) is not context-free:
If L is a context-free language, then the language M = Pref(L) ∪ Suff(L) is context-free as well. Because the family of context-sensitive languages is closed under intersection [25] and complementation [32, 33] 
Later, in Corollary 4.7, we will see that T (L) is, in fact, in DSPACE(log 2 n) and also in DTIME(n 2.373 ).
So far, we have seen that the iterated overlap assembly of a context-free language is context-sensitive (Proposition 1), and that the terminal set of a context-sensitive language can be undecidable (Theorem 3.2). Next we prove that, for context-free language L, the language T (µ * (L)) is context-sensitive.
Theorem 4.3. The terminal set of µ * (L) is context-sensitive if L is context-free.
Proof. In order to decide w ∈ T (µ * (L)) we decide the two properties which are necessary and sufficient to decide the theorem statement.
Both properties can be decided in linear space when L is context-free; if L is context-free, it is also context-sensitive and hence µ * (L) is context-sensitive (i.e. decidable in linear space) by Proposition 1. Furthermore, it is clear that properties 1 and 2 are necessary for w to belong to T (µ * (L)). If property 2 is not true, then there is a string in w ⊙ L or L ⊙ w other than w and that falsifies that w is in T (µ * (L)).
In order to show that the conditions are sufficient, we prove the contrapositive.
∈ µ * (L), then condition 1 is violated. Otherwise, there exist z ∈ µ * (L) \ {w} and x ∈ L such that z ∈ w ⊙ x or z ∈ x ⊙ w, by Lemma 2.3.
If z ∈ w ⊙ x, then suff(w) ∩ Pref(L) ∩ + = ∅; and if z ∈ x ⊙ w, then pref(w) ∩ Suff(L) ∩ + = ∅ -hence, property 2 is violated. ✷ Next, we investigate the terminal set T (L) for various complete languages L. For convenience, we assume that all (oneway) machines have a right end marker in their read-only input tape. For nondeterministic machines, this assumption can be made without loss of generality, since such a machine can "guess" the end of the input and simulate the computation on the end marker using λ-moves at the end of the input.
Theorem 4.4. If L is a complete language accepted by an NSCA, then T (L) is in NSPACE(log n) and is also in PTIME.
Proof. Let L be accepted by an NSCA M. We claim that Pref(L) and Suff(L) can be accepted by NSCAs. We construct an NSCA M 1 accepting Pref(L). M 1 , when given input x, will accept x if there is some nonempty y such that xy is accepted by M. Clearly, from M 1 and M 2 , we can also construct an NSCA M 3 
It is known that every NSCA can be converted to an equivalent quasi-real time NSCA, i.e., there is a d such that during the computation, the number of consecutive λ moves on the input is bounded by d (hence the NSCA runs in linear time) [30] . We can then convert M 3 to an equivalent quasi-real time NSCA M 4 . It follows that the stack-counter values during the accepting computation is linear on the length of the input. Clearly, the stack-counter can be simulated by two ordinary counters whose values would also be linear in the length of the input. Hence the stack-counter of M 4 can be stored in log n space on a read/write tape. It follows that
also in NSPACE(log n) [32, 33] . Since NSPACE(log n) is clearly closed under intersection, by Theorem 
3 is also in NSPACE(log n). That T (L) is in PTIME follows from the fact that NSPACE(log n) ⊆ PTIME. ✷ We can use a similar construction as in the proof of Theorem 4.4 to obtain the following results.
Corollary 4.5. If L is a complete language accepted by an NCA, then T (L)
is in NSPACE(log n) and DTIME(n 2 ). Proof. T (L) in NSPACE(log n) follows from Theorem 4.4 since NCA is a special case of NSCA. The time complexity follows from the proof of Theorem 4.4 and the fact that every language accepted by an NCA is in DTIME(n 2 ) [34] and that this class is closed under complementation and intersection. ✷
Corollary 4.6. If L is a complete language accepted by an NFCM, then T (L) is in NSPACE(log n) and also in PTIME.
Proof. If L is accepted by an NFCM M, then, as in the proof of Theorem 4.4, we can construct an NFCM M 3 accepting
It is known that for any NFCM, there is a fixed constant d such that any string of length n accepted by the NFCM can be accepted in dn steps, i.e., the values of the counters are at most dn [35] . It follows that any NFCM language is in NSPACE(log n). Then, as in the proof of Theorem
3 is in NSPACE(log n) and, hence, also in PTIME. ✷
The next corollary strengthens Theorem 4.2.
Corollary 4.7. If L is a complete language accepted by an NPDA (i.e., L is a complete context-free language), then T (L) is in
DSPACE(log 2 n) and DTIME(n
) (= complexity of matrix multiplication).
Proof. This follows by similar constructions as in Theorem 4.4 using the fact that every language accepted by an NPDA is in DSPACE(log 2 n) and also in DTIME(n 2.373 ) (= complexity of matrix multiplication [36] ), and the fact that these classes are closed under complementation and intersection. ✷ Similarly, since the family of linear context-free languages (i.e., languages accepted by 1-reversal NPDAs) is in DTIME(n 2 )
[37], we have:
Corollary 4.8. If L is a complete linear context-free language, then T (L) is in DTIME(n 2 ).
Lastly, we consider the relation between Schützenberger constants [38] and the iterated overlap assembly. A word w ∈ + is a (Schützenberger) constant for L if w ∈ inf(L) and for all words u 1 , u 2 , v 1 , v 2 ∈ * , we have that
The existence of constants in a language seems to have a close connection to languages that are generated by some biologically inspired systems; for example, every splicing language has a constant [39] .
Theorem 4.9. Every word w
. In order to show that w is a constant, we show that
Otherwise, x 1 would be prefix of u 1 which is not possible: Suppose x 1 is a prefix of u 1 and let x 2 be such that x 1 x 2 = u 1 w v 1 . Lemma 2.2 implies that there are y 1 , y 2 ∈ + with y 1 y 2 ∈ L such that y 1 is a suffix of x 1 and y 2 is a prefix of x 2 . Since w is no proper infix of a word in L, it is no infix of y 2 either. We obtain that
this contradicts the choice of x 1 which is supposed to be the longest prefix with that property. By a symmetric argument, we can show that w v 2 ∈ µ * (L). We conclude that w is a constant for µ * (L).
Now, consider the case when u 1 w v 1 ∈ T (µ * (L)) and u 2 w v 2 ∈ T (µ * (L)) and, hence, w ∈ inf(T (µ * (L))). As we showed above, u 1 w v 2 ∈ µ * (L). In order to obtain a contradiction, suppose that
Due to symmetry, we only consider the case when
Let y be the nonempty suffix of x such that z = u 1 w v 2 y. Because x cannot have w as proper infix, we have u 2 w v 2 y ∈ u 2 w v 2 ⊙ x which contradicts the premise u 2 w v 2 ∈ T (µ * (L)). ✷
Decision problems
In this section we consider three decision problems: whether a language is complete (Subsection 5.1), whether a string is terminal with respect to a language (Subsection 5.2), and whether the overlap assembly of two given languages equals a given third one (Subsection 5.3). 
Deciding the completeness of a language
The problem of deciding if a given language is complete was studied in [1] for language classes in Chomsky hierarchy. In this subsection we narrow the gap between the language classes whose completeness is decidable and those for which it is undecidable. Recall first a result from [1] :
It is decidable if any given regular language is complete.

It is undecidable if any given context-free (resp., context-sensitive, recursively enumerable) language is complete.
The following shows that Proposition 4, part 1 holds for DFCMs (i.e., DFAs augmented with reversal bounded counters). 
Since the family of DFCM languages is effectively closed under complementation, we can construct from M a DFCM accepting L c [27] . The result follows, since we can construct, given two
NFCMs, an NFCM accepting their intersection language, and emptiness of NFCMs is decidable [27] . ✷
In contrast to Theorem 5.1, for the case of NFCM we have the following result which strengthens Proposition 4, part 2:
Theorem 5.2. It is undecidable, given a 1-reversal NCA (i.e., an NFA augmented with one counter which makes only 1 reversal) M, whether L(M) is complete.
Proof. We reduce the problem to the undecidability of the halting problem for deterministic Turing machines (DTMs) on an initially blank tape. Let Z be single-tape DTM. Without loss of generality, we assume that if Z halts on an initially blank tape, it makes at least two moves. Assume that Z does not write blanks. A configuration (I D) of Z can be represented by a string xqy, where xy is the non-zero content of the tape and q is the state of the TM. The initial configuration, I D 1 = q 0 (the initial state). We may assume that the TM halts in a unique halting state f . Thus the halting I D is of the form xf y for some x, y.
We construct a 1-reversal NCA M which accepts the language: 
The construction of M is straightforward (see, e.g., [35] ). For completeness, we briefly sketch it here. Given input w, M accepts w if (1) 
is complete if and only if Z does not halt on blank tape, which is undecidable. ✷
Deciding the terminality of strings
We now investigate the problem of deciding whether a given string is terminal with respect to a language. The following result gives sufficient conditions for the decidability of whether a string w is terminal with respect to a language. 
Proof. Let L be a language accepted by a machine M ∈ M and w be a string in L. Then, by item 1, we can construct
To check that L 1 = {w}, we do the following: since L is closed under intersection with regular sets (item 2) and has a decidable emptiness problem (item 3), we check that L 1 ∩ {w} c = ∅ (note that w ∈ L 1 is always true). Similarly, we can check that L 2 = {w}. ✷ Almost all classes of one-way nondeterministic machines satisfy condition 1 in Theorem 5.3. Indeed, given M accepting L and w ∈ L, we construct a machine M ′ accepting w ⊙ L which, on a given input z, guesses a decomposition of z into uvx and checks that uv = w and vx is accepted by M. Similarly, we can construct a machine M ′′ to accept L ⊙ w.
As examples, the classes of languages accepted by NPCMs and NSAs satisfy condition 1 of Theorem 5.3, while condition 2 is also clearly satisfied. Since emptiness for NPCMs and NSAs is decidable [27, 29] , we have:
Corollary 5.4. It is decidable, given an NPCM (resp., NSA) M and a string w in L(M), whether w is terminal with respect to L(M).
Next we show that condition 3 in Theorem 5.3 is a necessary condition. We say that a class of languages L is closed under distinct-symbol concatenation if, given L ∈ L and a symbol $, not in the alphabet of L, $L and L$ are in L. with two unrestricted counters (real-time deterministic 2-counter machines). Real-time here means that the machines have no λ-moves. It is known that it is undecidable, given a deterministic machine Z which has no input tape but with two counters that are initially zero, whether it will halt [26] . We construct from Z , a real-time deterministic 2-counter machine M which (unlike Z ) has an input tape. M, when given a unary input string a n , simulates Z 's counters faithfully while reading a symbol a (of the input) on each move of Z , and accepts if and only if Z halts after reading exactly n a's. Clearly if Z halts after n steps, M will accept a n . If Z does not halt, M will not accept a n for any n. Hence, L(M) = ∅ if and only if Z does not halt, and M operates in real-time. It follows that the emptiness problem for real-time deterministic 2-counter machines is undecidable. Now it is obvious that if L is accepted by a real-time deterministic 2-counter machine M and $ is a new symbol, then $L and L$ can also be accepted by real-time deterministic 2-counter machines. If {x} is a singleton language, then L ∪ {x} can be accepted by a real-time deterministic 2-counter machine M ′ which simulates M and also incorporates in the finite-state control the string x; so M ′ can detect and accept if the input is x. Hence, the assumptions in Theorem 5.5 are satisfied, and we have:
Corollary 5.6. It is undecidable, given a real-time deterministic 2-counter machine M and a string w in L(M), whether w is terminal with respect to L(M).
As above, we can also construct a (one-way) real-time deterministic log n space-bounded DTM to simulate Z . Hence, the emptiness problem for these machines is also undecidable. Thus, we have:
Corollary 5.7. It is undecidable, given a real-time deterministic log n space-bounded DTM M and a string w in L(M), whether w is terminal with respect to L(M).
Deciding the given decomposition of a language
Finally, we consider the problem of deciding, given languages L, 
Proof. For part 1, let L ⊆ + be accepted by a 1-reversal NCA and let The result now follows since it is undecidable if the intersection of two languages accepted by 1-reversal DPDAs (resp., DCAs) is empty [25, 27] . ✷ In contrast to Theorem 5.8, part 2, when L is accepted by a deterministic machine we have the following result. the class of DFCM (resp., DPCM) languages is closed under intersection with regular sets and complementation, and has a decidable emptiness problem [27, 40] . ✷ Finally, in contrast to Theorem 5.8, when the problem concerns "containment", we have:
Theorem 5.9. It is decidable, given a language L accepted by a DFCM (resp., DPCM) and regular languages L
Theorem 5.10.
It is decidable, given languages L 1 and L 2 accepted by NFCMs and a language L accepted by a DPCM, whether L
1 ⊙ L 2 ⊆ L.
It is decidable, given a language L accepted by an NPCM and regular languages L
Proof. [27] , and the emptiness problem for languages accepted by NPCMs is decidable, the result follows.
2. If L 1 and L 2 are regular languages accepted by DFAs, we can effectively construct a DFA accepting L 1 ⊙ L 2 [2] . The result follows since the complement of a regular language is regular, NPCM languages are effectively closed under intersection with regular sets [27] , and the emptiness problem for NPCMs is decidable [27] . ✷
Concluding remarks
This paper continues the exploration, started in [1] and [2] , of the properties of the overlap assembly operation. In particular, it strengthens the results given in [1] regarding the closure of language classes under iterated overlap assembly and the decidability of the completeness of a language. It also enhances the results regarding closure properties of terminating sets of languages (which are almost equivalent to maximal (adult) languages in [22, 31] ). Finally, it investigates the problem of deciding whether a given string is terminal with respect to a language, and the problem of deciding if a given language can be generated by an overlap assembly operation of two given others. Further directions of research include investigations of decision problems such as those studied in Section 5.3 for various other language classes, and finding an efficient algorithm that, given a language L, outputs a pair of languages (if they exist) whose overlap assembly equals L. 
