Recently, a tabletop molecular communication platform has been developed for transmitting short text messages across a room. The end-to-end system impulse response for this platform does not follow previously published theoretical works because of imperfect receiver, transmitter, and turbulent flows. Moreover, it is observed that this platform resembles a nonlinear system, which makes the rich body of theoretical work that has been developed by communication engineers not applicable to this platform. In this work, we first introduce corrections to the previous theoretical models of the end-to-end system impulse response based on the observed data from experimentation. Using the corrected impulse response models, we then formulate the nonlinearity of the system as noise and show that through simplifying assumptions it can be represented as Gaussian noise. Through formulating the system's nonlinearity as the output a linear system corrupted by noise, the rich toolbox of mathematical models of communication systems, most of which are based on linearity assumption, can be applied to this platform.
. A tabletop test bed setup for molecular communication. some likely causes include the imperfect receiver (i.e., sensor), turbulent flows, and other environmental factors such as random flows within the room. In this work, we first find new mathematical models for the end-to-end system impulse response based on experimental results, and show that the test bed's system response can be modelled fairly accurately with some corrections to the previously published theoretical models.
After deriving these corrected models, we investigate the nonlinearity of the platform. In particular, we show that the nonlinearity can be modelled as noise. Although the exact cause of nonlinearity is not known, some possible culprits include receiver imperfections, transmitter imperfections, or turbulent flow. For example, the spray that is used for releasing the chemicals does not produce consistently-sized droplet in the spray stream across different trials. Moreover, the sensor is prone to response and recovery times [27] . Despite this inherent nonlinearity, we show that a nonstationary noise process, which can be reduced to a Gaussian noise through simplifying assumptions [28] , [29] , can be used to model this nonlinearity. Therefore, the nonlinearity present in the platform can be effectively modelled as the output of a linear system corrupted by noise. We apply the derived model to the experimental measurements obtained from the tabletop platform and the results indicate that the noise model is an effective tool for representing the nonlinearity. Therefore, the rich body of theoretical work that has been developed in the past by communication engineers can be applied to this platform.
The rest of this paper is organized as follows. Section II investigates the system model under consideration explaining details about the test bed and experimental setup. Sections III and Section IV proposes a new mathematical model and nonlinearity analysis of the system, respectively. We conclude the paper in Section V.
II. EXPERIMENTAL SETUP AND PREVIOUS THEORETICAL MODELS

A. Tabletop Test Bed
The macroscale tabletop test bed which was presented in [26] , and is used for the experiments in this paper, is shown in Fig. 1 . The transmitter is composed of a spray for releasing the signalling molecules, a fan for assisting the propagation, and a microcontroller with an LCD display and push buttons for controlling the spray. When an input is given to the microcontroller, the information is converted into a binary stream, which can be transmitted through different modulation schemes by precisely controlling the spray.
The signalling chemical that is used for transmission of information in this paper is isopropyl alcohol (one isomer of propanol with the molecular formula of C 3 H 7 OH). When the spray releases these molecules, they propagate through the medium (i.e., air), assisted by the flow generated by the fan behind the spray. In this work, we use the Honeywell 7 inch Personal Tech Fan to create flows in the medium.
The receiver consists of an alcohol sensor and a microcontroller that reads the sensor data. Since isopropyl alcohol is used as carrier of information, MQ-3 [30] semiconducting metaloxide gas sensor is used for detection at the receiver. This sensor can measure the concentration of different types of alcohol. The microcontroller at the receiver side reads the sensor data using an analog to digital converter. The data can then be analyzed and sent to a computer through serial port. In [26] , it was shown that short text messages could be transmitted across a room using this setup through simple on-off keying (also known as concentration shift keying [6] ). Although the device was purposefully designed to be simple and inexpensive, using a simple detection algorithm it was shown that reliable communication is possible without the need for any error correcting codes. Moreover, it was also shown that the system tends to be nonlinear. In this work, we first analyze the system response of the platform more closely, and derive theoretical models for this test bed. We then use the derived theoretical models to investigate the nonlinearity property of the system in great details.
The end-to-end system impulse response for this platform can be obtained by using a very short spray (e.g., 100 ms) at the transmitter, which resembles the delta function from signal processing, and measuring the sensor output at the receiver. This is demonstrated in Fig. 2 . The end-to-end system impulse response includes the transmitter block, the channel and the propagation mechanise, and the receiver block. Therefore, the Fig. 2 . The end-to-end system impulse response is generated by using a very short spray. effects of all these blocks are incorporated in the end-to-end system impulse response.
To perform some measurements, we separate the transmitter and the receiver by 225 cm. We select 225 cm as an example, and the separation can be any distance as shown in [26] . At the sensor we measure the voltage output of the sensor and record the data. Fig. 3 shows the system responses for 5 different trials. We wait between each trial until the initial voltage reading of the sensor drops to about 1 volts. Although it is extremely difficult to find the exact cause of deviations between trials, some likely causes are: the spray, which is not precise enough to spray the same amount of alcohol for each trial; the flow, which can be turbulent; the sensor, which can be noisy; and other environmental factors such as random flows within the room.
B. Previous Theoretical Models
Based on theoretical models for concentration of particles in diffusion with drift, we assume that the spray and the sensor have the same height in the 3 dimensional space, and that the fan's flow is perfectly aligned with the line connecting the transmitter to the receiver. 1 Therefore, the problem reduces to a one dimensional Wiener process with drift. Although this is a simplifying assumption, it can be a good approximation since the main means of transport is the wind speed, which is directly in the direction of spray to fan. Moreover, we will show experimentally that the 1-D model, with some corrections, can approximate the sensor measurements accurately. If we also assume that the sensor and the transmitter are perfect, and that the sensor does not absorb (or adsorb) the alcohol molecules (i.e., the alcohol molecules stay in the environment after detection), the impulse response at the receiver should be well approximated by [19] , [31] :
where M is the number of molecules released during the short burst, D is the diffusion coefficient, d is the separation distance between the transmitter and the receiver, v is the average flow speed from the transmitter to the receiver, and t is time. This is essentially the probability distribution of a Wiener process with drift, conditioned at a fixed distance d and multiplied by the number of molecules M. If we assume that the alcohol molecules are absorbed (or adsorbed) by the sensor upon detection, then the problem would be equivalent to the first arrival time, and the impulse response would have a similar shape to the inverse Gaussian distribution [19] , [31] given by
Although the number of molecules sprayed by the transmitter is not known (in fact it is random because each spray is not perfectly and precisely similar to previous sprays), based on theoretical results, it is expected that the sensor output should have a shape similar to the curves obtained from either (1) (in case the molecules are not absorbed by the sensor) or (2) (in case they are absorbed by the sensor).
C. Models Versus Experimental Results
In this section we show that the previously published theoretical models described in the previous section do not match the experimental results obtained using the this tabletop platform. To demonstrate this, we separate the transmitter and the receiver by 225 cm. We use the Honeywell fan set on the high setting to generate flows. Table I summarizes all the system parameters of this setup. The flow speed of the wind generated by the fan, which is tabulated in Table I is measured using Pyle PMA82 digital anemometer.
If these parameters are used in the theoretical (1) and (2), the system response can be calculated. Because the number of particles released by the transmitter is not known, we assume M = 1 and then normalize the plots by dividing them by their Fig. 4 . Comparison of the experimental data and theoretical models from previous works. The curves from the theoretical Equation (1) and (2) are very similar in this case and almost overlap. This follows because the speed of the flow is much greater than diffusion coefficient. Therefore, although the molecules are not absorbed by the sensor according to (1) , they are moved away from the sensor by the flow. respective maximums. Similarly the system responses obtained from experimental results is normalized with its maximum. By normalizing the plots, we compare only the shape of the theoretical results with the shape of the experimental results. For our experimental system response, we average the response of 12 different experimental trials to produce a single plot. Moreover, the initial voltage is subtracted from the system response to effectively zero the starting voltage.
As shown in Fig. 4 , we can see that the experimentally obtained response has a much wider peak width, and longer tail compared to theoretical predictions. The difference between the theoretical results and the observed system response is because of many assumptions made in the derivation of the theoretical results. For example, the flow is assumed to be perfectly laminar and the sensor are assumed to be perfect at detection of concentration. These assumptions do not hold for our experimental platform. Therefore, in the next section we try to derive more realistic theoretical models based on the observed experimental data.
III. REALISTIC MODELS
In this section we use our experimental data to derive a more realistic theoretical model for our platform. First, we find likely causes of the deviation from the theoretical results. In particular, two system components can have a huge effect on the system response: the sensor, and the flow. The previously published channel models assume a perfectly laminar flow, as well as perfect and instantaneous detection at the sensor. These assumptions do not hold for this experimental platform.
All metal-oxide sensors have a response time and a recovery time [27] . The response time is the time it takes for the sensor to respond to a sudden change in concentration. The recovery time is the time it takes for the sensor to drop to its initial voltage after a sudden change in concentration. The concentration function with respect to time is therefore expanded because of the response and recovery times. To compensate for this effect, the system response function in (1) and (2) must be scaled in time by a factor of α as h 1 (αt) and h 2 (αt), where 0 < α < 1. Although this may be a simplified assumption as we will show experimentally, with this correction the system response of the tabletop platform can be approximated fairly accurately.
Another factor that affects the system response is the flow. Previous channel models have assumed the flow to be perfectly laminar and uniform. This is, however, not the case for our platform. The high wind speeds generate turbulences within the flow. Moreover, the Honeywell fan's blades can create pockets of air pressure that can result in more turbulent flows. Fortunately, Fick's law of diffusion can still be applied to turbulent flows with a correction term added to the diffusion coefficient [32] . Therefore, a correction must be made to the diffusion coefficient D in (1) and (2).
The final factor we consider is the flow speed. Although we measure the wind speed generated by our fans, the alcohol droplets in the spray stream may be travelling at a slower average speed because of their weight and air friction. Therefore, a third correction is needed in (1) and (2) for the average flow velocity v.
Considering these three effects, we propose two new models based on (1) and (2),
where a, b, and c are corrected constants. The corrected constant a contains the scaling factor α from the sensor respond and resume times, and the correction to the diffusion coefficient because of turbulent flow. The corrected constant b contains the correction to diffusion coefficient because of turbulent flow and scaling factor α. Finally, the corrected coefficient c contains the correction to the average flow speed as well as the scalingfactor α.
A. Estimating the Coefficients
Finding the value of these proposed corrections can be very challenging. Therefore, we use the experimental data from our platform to estimate the value of these corrections. To do this we place the transmitter and the receiver 225 cm apart. We place the sensor, the spray and the fans at the same height, with the fan blowing in the direction of the line connecting the spray to the sensor. We measure and record the end-to-end system impulse response to a very short spray burst of 100 ms during 12 different experimental trials.
To estimate the coefficients of models M 1 and M 2 , let M i (t k , p)i ∈ {1, 2} be the corresponding model (i.e., model M 1 or M 2 ) at the sampled time instance t k with parameter vector p = [a, b, c] T , where a, b, and c are the three coefficients for each model. We use nonlinear least squares curve fitting for estimating the coefficients. Assuming that there are N points in each sensor measurement and that each point in the measurement is represented by a function m(t k ) k ∈ {1, 2, . . . , N}, the coefficient estimation problem can be formulated as
This problem can then be solved using iterative algorithms such as Levenberg-Marquardt algorithm [33] .
To perform the nonlinear least square estimation using Levenberg-Marquardt algorithm, MATLAB's curve fitting function fit() is used for coefficients estimation of each experimental trial. Because in [26] it was demonstrated that only the first few seconds of the impulse response is typically used in practice for information transmission, we only use the first 5 seconds of sensor measurements for curve fitting. Fig. 5 shows the results where the Honeywell fan on the high setting is used for flow generation, and model M 1 is used for curve fitting. In Fig. 5(a) , we can see that the fitted model resembles the obtained results much more accurately compared to Fig. 4 . Fig. 5(b) shows the plot of each coefficient value for each trial. The dashed red line indicates the mean value of each coefficient.
For the goodness of fit measure, we use the root mean square error (RMSE) between the fitted model and the experimentally observed system responses. We also use the variance-to-mean ratio (VMR) as a goodness of fit measure. If this ratio is greater than one, then the resulting coefficient is not a good fit. If this ratio is less than 1, then the coefficient is a good fit. Table II summarize the result for both model M 1 and model M 2 given in (3) and (4), respectively. In the table the mean RMSE is the average RMSE across all 12 experimental trials.
From the results we can see that model M 1 has a better VMR, while model M 2 has a slightly better RMSE. Generally, because model M 1 has a lower VMR, the coefficients are more consistent between different experimental trials. Therefore, model M 1 may be more effective at consistently modelling the end-to-end system impulse response.
To further compare the proposed models to the experimental results, we average the system response from all 12 trials to generate the averaged experimental system response. We also use the mean of the coefficients across all 12 trials in each model to generate the corresponding system response. The results are shown in Fig. 6 . Based on the results we can see that both new models capture the average system response of the test bed platform much more accurately compared to old models.
IV. SYSTEM'S NONLINEARITY
In [26] , it was demonstrated that the platform has a nonlinear system impulse response. This nonlinearity property, however, was not investigated in great detail. Although it is extremely difficult to find the exact cause of nonlinearity (some likely causes are imperfect receiver, and transmitter and turbulent flows), in [26] the nonlinearity property was demonstrated through measurements. In this section, we first verify the nonlinearity property through systematic experimentation using two transmitters and a single receiver. We then represent the nonlinearity as noise and find the underlying distribution for this noise by employing the developed models in the previous section.
To study the nonlinearity, we use two transmitters and one receiver. Each transmitter has its own Honeywell fan. The transmitters are 30 cm apart, and the receiver is directly in front of the first transmitter separated by 225 cm. Fig. 7 summarizes this setup. Let h (1) (t) and h (2) (t) be the end-to-end system impulse response, when transmitter 1 and 2 spray a short burst of 100 ms in duration, respectively. Moreover, let h (1, 2) (t) be the end-to-end system impulse response when both transmitters spray a short burst of 100 ms in duration simultaneously. If the system is linear, then we have h (1, 2) 
As shown in Fig. 8 this property does not hold. The system responses for h (1) (t) (Tx1), h (2) (t) (Tx2), and h (1, 2) (t) (Tx12) are generated by averaging 12 different trials to reduce the noise that may be introduced by other processes such as random flow patterns in the room. As can be seen the h (1, 2) (t) (Tx12) plot and the h (1) (t) + h (2) (t) (Tx1 + Tx2) plot are not equal. This verifies the claim by [26] that the system tends to be nonlinear. Note that the nonlinearity is not introduced by a second spray, but rather it is an inherent part of the system. We have only used two sprays to show this inherent nonlinearity. Although there may be many contributors to the end-to-end system nonlinearity, based on these results, we believe one of the most important contributors is the sensor. In essence the sensor may act as a nonlinear filter. Although it would be difficult to say with certainty, we believe a main source of nonlinearity is the sensor saturation, which worsens at higher concentration levels. Generally based on our experimental observations, at lower concentration levels, the system tends to be more linear. At higher concentrations the system becomes less linear due to sensor saturation. In the next section we try to model this nonlinearity as a noise process. Through this formulation we can counter the effects of this nonlinear filter.
A. Modelling the Nonlinearity as Noise
The nonlinearity in the system can be modelled as noise. Because the functions h (1) (t), h (2) (t), and h (1,2) (t) are random processes, the nonlinearity noise can be represented as a random process given by h (1, 2) 
where n(t) is the noise process. To find the underlying model for the noise process using experimental measurements, we rewrite (7) as
The expected value of the noise process is then given by Fig. 8 the expected value of the noise process is represented by the black dashed plot. The noise process in this case is therefore nonstationary, because its expected value in not a constant in time.
To simplify the noise model, we use the mathematical models we derived in the previous sections. To find the coefficients of this model we measure h (1) (t), h (2) (t), and h (1,2) (t) using 36 different trials (12 distinct trials for each case). Let h 1, 2, . . . , 12) be the results of each trial. Using the MATLAB fit() function, we estimate the coefficients of model M 1 and M 2 based on the observed data from each trial. Again we use the first 5 seconds of sensor measurements for curve fitting, since in practice this would be the information carrying interval. Table III shows the average value of each coefficient across different trials.
From this table it can be seen that coefficients b and c do not differ by more than about 25 percent. Moreover, the separation distance between the transmitters 1 and 2, and the receiver are almost similar. However, coefficient a changes significantly, depending on which transmitters are spraying. This is consistent with precious theoretical works, where system linearity is assumed. Assuming that the coefficients b and c are similar across different trials and different transmitter sprays, (8) becomes n(t) =h (1, 2) 
where a (1)
M 1 , and a (1,2) M 1 are the first coefficients of model M 1 fitted to h (1) (t), h (2) (t), and h (1,2) (t), respectively, and N M 1 is the simplified noise model. Using the same procedure a simplified noise model can be generated based on model
M 2 , and a (1, 2) M 2 are the first coefficients of model M 2 fitted to h (1) (t), h (2) (t), and h (1, 2) (t), respectively, and N M 2 is the simplified noise. Using this method the noises becomes N M 1 and N M 2 become random variables.
To find underlying probability distribution of N M 1 and N M 2 , we estimate the first coefficient (a coefficients) of each model for each h (1) i (t), h Table III . We also assume the distance to the receiver for both transmitters is d = 225. From the obtained coefficients we generate 1728 (12 3 ) different noise samples using
Figs. 9 and 10 show the histogram of the of the sample noises generated using Equations (15) and (16) , respectively. As can be seen the results are close to Gaussian. Therefore, although the exact distribution is not known Gaussian assumption is favourable [28] , [29] . The Gaussian fit plot is generated using the mean and the variance of the sample. The mean of the sample generated based on model M 1 is µ = −0.7356 and the 
B. Results
To validate our noise estimation model of nonlinearity, we generate two random noise processes using
where N M 1 is the Gaussian random variable with mean µ = −0.7356 and variance σ 2 = 0.5214, b M 1 = 1.4306 × 10 −4 (average value of the corresponding row in Table III) , c M 1 = 57.5018 (average value of the corresponding row in Table III) , and d = 225 is the separation distance between the transmitter and the receiver. Similarly N M 2 is the Gaussian random variable with mean µ = −3.9811 and variance σ 2 = 14.9589, b M 2 = 1.57 × 10 −4 and c M 2 = 35.021. Using this noise process, 144 different samples for when both transmitters spray is generated using the sensor measurements from a single transmitter spray data usingĥ (1, 2) i, j = h (1)
whereĥ (1, 2) i, j is the estimated sample, h
i (t), and h (2) j (t), are sensor measurement from 12 different trials (i, j = 1, 2, . . . , 12) , and n(t) is the noise process generated either using model M 1 (i.e., Equation (17)) or model M 2 (i.e., Equation (18)). Fig. 11 shows the results. The Tx12 plot shows the the average system response h (1, 2) when both transmitters spray (averaged across 12 different trials). The Tx1 + Tx2 plot shows Fig. 11 . Effectiveness of modeling the nonlinearity as noise.
the average system response for h (1) (2) (t), the Tx1 + Tx2 + Noise M 1 plot shows the averageĥ (1, 2) across the 144 samples when the noise model is based on M 1 , and the Tx1 + Tx2 + Noise M 2 plot shows the averageĥ (1, 2) across the 144 samples when the noise model is based on M 2 . As can be seen from the plot, both noise models that are presented can effectively represent the nonlinearity which is present in the system. This is a significant result since the system can now be represented as a linear model with noise. The noise estimation is fairly accurate.
V. CONCLUSION
In this paper, we considered the tabletop molecular communication platform that was recently presented in [26] , and is capable of transmitting short text messages across a room. Since well-known theoretical models for impulse response of molecular communication with drift do not match with experimental data obtained using the platform, we suggested a new realistic channel model from experiments. We achieved this by systematically introducing correction factors to the previously published models for impulse response and estimating the value of the correction factors based on experimental observations. We then used the derived models to study the nonlinearity of this tabletop platform.
First, we systematically demonstrated that the platform is indeed nonlinear. We then modeled the nonlineariry as noise, and used the derived models with correction factors to show that with some simplifying assumptions this noise can be represented as Gaussian noise, which is known to be a good approximation for cases when there are no known models for the noise [28] , [29] . We then evaluated the effectiveness of using this noise model for representing the nonlinearity and demonstrated that it can be a good model for this platform. By representing the nonlinearity as a linear system with Gaussian noise, a large body of theoretical work can now be applied to this platform. For example, many of previously developed models on molecular communication assume that the end-toend system is linear. Moreover, with the results we presented in this paper, it may now be possible to use linear techniques that have been developed in traditional communication systems, such as MIMO, on our platform.
For the future work, we will consider applying multipleinput multiple-output techniques to this platform to increase the achievable data rates. Eventually, previous work based on the theoretical model will be revisited with our new realistic model. For instance, in [34] , we can further optimize the symbol intervals by applying a new channel model.
