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C. S. WITHERS 
By suitably normalizing, the Hilbert-Schmidt theorem is shown to always 
hold. This is used to show that Fredholm integral equations always have solu- 
tions (in terms of the eigenfunctions) that are absolutely and uniformly con- 
vergent. X version of Mercer’s theorem is also given. 
1. SOLUTIONS TO f - X.Nf : = 2 
Let (Q, J, p) be a measure space, C the space of the complex numbers, 
L,(p) == {f: (12, G!, p) -+ Cn, f p-measurable, J” 1 f I2 dp < CO}, and N an R x n 
complex measurable function on Q2 such that 
where 
Let :Va(.T, 38) : a(x)-li2 N(s, y) a(y)-l;‘” in Qa’, &A) = lA adp for A in zd. 
We use “a.e.” (almost everywhere) to denote “a.e. ~1 in 12,” which is the same 
as “a.e. I*” in QO.” Since 
by Theorem 4(b) of [l] we have 
-d is generated by a countable subset of itself, (3) 
then 
L&L,) is separable. (4) 
In particular (3) holds for ,M’ the Lebesgue-measurable sets in RP where 
p ;z 1 . 
602 
0022-247X/78/0643-0602$02.00/O 
Copyright rL 1978 by Academic Press, Inc. 
All rights of reproduction in atly form reserved. 
SOLUTIONS OF FREDHOLM EQUilTIONS 603 
When (4) holds, we may apply the results of [l] with lzi, p replaced by A-,, , CL,, .
Hence when 
N is symmetric, i.e., N*(x,F) = N(y, x), in Q02 (5) 
where * denotes the complex conjugate, then IV,, has evalues and efunctions 
{Ai , $Oi], say, in L.&J, and hence N has evalues and efunctions {Ai , +J in 
L,(p) where 
and in Q - Q, , & is given by & = hJ& , where we use A’, A’; to denote the 
integral operators corresponding to N, N,,: A’f(x) = J-N(x, y)f(y) &(y) in 
J2, Jr/-,f(x) z s N&s, y),f(y) d&y) in 9, , when defined. 
Let N(x, y, A) and NO(x, y, A) denote their resolvents, and N, , ArO,< the kernels 
corr$sponding to JP, X0”, K = 1, 2 ,.... Hence 
N&, y, A) = .(.Y)-l’2 N(x, y, A) a(y)-1’2, 
A&)&, y) = a(x)-1:’ N&c, y) a(y)-1’” in Qo2. 
(7) 
L,(y,) appears the “natural” space to work in as pa is a finite measure and 
Q,, . (8) 
(The inequality is Bessel’s.) In particular we have the following version of the 
Hilbert-Schmidt theorem (HST). 
THEOREM 1. If  (l), (4) (5) hold and f  = Nh, where h ELM, then 
f =x4iJ4i*f+ a.e., 
conaergence being absolute and uniform in Q, when multiplied 03 
a-1 :‘2* 
(9) 
Proof. Here and throughout we use f. , h, , etc., to denote a-‘pzf, a-lpk, etc. 
Then 
j- I 4, I2 Go = j- I h I2 dp and f. = J<h, (10) 
so that we may apply the version of the HST on p. 286 of [I]. Now if 
f-LVf=g in Q (11) 
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has a solution, it is 
where 
g&r) = (A* +-y I‘ N(.v, y, h)g(y) dp(y). 
(12) 
THEOREM 2. Suppose (I), (4), (5) hold and A is not an evalue, and 
for some k in (0, 1, 2 ,... I, ..1 ““g EL*(p). 
Then ( 11) has a solution given bar ( 12) and 
(13) 
g, = x d,(Wi)” J’+i*g d&$ - A) a.e., (14) 
and 
the convergence is absolute and uniform in 9, when multiplied 
by a-l’*. 
(15) 
Note 1. Statement (13) weakens as k increases. 
Note 2. fin Q - Sz, is given by (I 1) in terms off in Q, . 
Proof. a-lrZMr;g = &kg0 EL&). Statement (14) is equivalent to 
which holds by Theorem 1. 
A sufficient condition for (13) is given by 
LEMM.4 2. 
s I J/g I* 4 < [ I g I* dp I A”* I 
where ..V” i = po(J2)1 ‘*. AISO / JV* / -< J 11 N*(s, S) I/ dp(s). 
Proof. -4pply Schwarz’s inequality twice. In particular 
/I No*(s, q* < II Nods, s)ll II No& t)ll Qo2 (16) 
COROLIAFN 1. Suppose (I), (4), (5) hold and h is not an evalue. Then for all x 
and almost all y, No(x, y, A) = N(x, y) + C q50i(x) 4&y)* (A/&)/(X, - A), con- 
vergence being absolute and uniform in I&*. 
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Proof. Apply Theorem 2 with k = 0, g = X. Convergence is uniform in 
both x and y since the inequality in (16) holds for N,,a(s, t) replaced by 
Let T be a topology for the set Q. From p. 287 of [I] we have 
LEMMA 3. Suppose (1), (4), (5) hold and 
for x in QO and some m>, 1, 
trac4hr,.2,(x, -4 - 2Re No,2nl(x, Y) + No,2,(~, ~9) 
is continuous at I. 
Then (&} are continuous. 
Note 3. If n = m = 1, (17) becomes 
for x in QO, Re Na(x, y) a(y)-lr2 is continuous at y = x. 
THEOREM 3. Suppose (17) holds and 
r E T, 7 17 Q, # 4 =r P contains a set of positive measure. 
If 
f. is continuous in f-2 09 
then “a.e.” in (9) can be replaced by “in Qo.” 
Y 
a-l12p+lg =J-ygo is continuous in QO 
then “a.e.” in (14) can be replaced by “in Qo.” 
Note 4. If K~+‘-mgo FL&~), then (13) holds and (17) 2 (20). 
Proof Both sides of (8) (or 14)) are continuous. Also (18) implies 
j=o a.e., f continuous in Sz,, j=O in Q,. 
By Note 4 and Lemma 2 we have 
COROLLARY 2. If (1) (4), (5), (17), (18) hold and 
1‘ al’* ( g I dp < 00 
then (14), (15) hold with k = m and “a.e.” replaced by “in Qo.” 
(17) 
(17)’ 
(18) 
(19) 
(20) 
(21) 
(22) 
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COROLLARY 3. Suppose (1) (4) (5), (17), (18) hold and $1 is not 011 fxalue. 
Then 
co~tergence being absolute and uniform in botk rariables. (23) 
Proof. Apply Theorem 3 with k = m - 1, g(x) == N(x, y). That convergence 
is uniform in both variables follows as in Corollary 1. 
2. n,fERCER'S THEOREM 
Let P be the kernel associated with 9, the unique nonnegative square root 
of the operator &“a. Thus P = N 9 N is positive semidefinite, i.e., inf & > 0. 
One expression for P is given by 
LEMMA 4. If  0 < p < 2 inf hi” then 
Proof. &Ll‘z = (1 + /y) . rp The expansion is convergent since the evalues 
of x lie outside [-I, 1). 
The “positive” and “negatiwe” parts of h’ are 
AT+ = $(P + X), N- = $(P - N). (25) 
Let al(x) = 1 trace N(.r, x)1 , Aq(s, y) = a,(x)-I/* N(x, y) a,(y)-l.‘“, and /or 
= j.4 a, dp for -4 in ,$. 
THEOREM 4. Suppose (I), (4), (5), (17), (18) hoZd where in (17) and (18) Q. 
is replaced b-v Q, = 9, - Q2 , J2, = {x: trace N(x, x) = 0, &CKI}. Suppose 
p(Q)P) = 0, 
trace N+(x, s) is bounded in Q, , 
iv, A+ are continuous in L$?. 
Then for A not an evalue, 
A+, y, A) = 1 &(x) +j(y)*/(Ai - A) in Q2,‘, 
connergence being absolute and uniform if multiplied by 
al(.r)-l;” a,(y)-l 8. 
(26) 
(27) 
(28) 
(29) 
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If 
J -a:‘21gIdp<cG, (30) 
then (11) has solution (12), (14) with k = 0 and “ae.” replaced by “in Q, ,” 
convergence being absolute and uniform in Q, when multiplied by a;‘/‘. 
Note 5. When only a finite number of evalues are positive (or negative) 
then (27) (28) may be replaced by 
which holds if 
N is continuous in Ql (31) 
N is continuous in Q,‘. (32) 
Note 6. One may increase Q, by any set of measure zero. Also, one may 
replace Q, by Q, and a, by 1 in Theorem 4 if (26) is replaced by 
trace N(x, X) is bounded in Q, . (33) 
Proof. See Theorem 1 of [3] and its corollaries. 
3. THE NEUMANN SERIES 
We now drop the assumption that IV is symmetric. 
Let M = sup,2 // N(x, y)lj . I f  g is bounded and 
I h I w4Q2) < 1 (34) 
then it is well known (e.g., p. 24 of Pogorzelski [l]) that 
f  =C(XA”)ig in Q, convergence being absolute and uniform. (35) 
0 
This form of solution is useful, for example, when N(x, y) = N(x, y: p) 
and 
N&c, y) = N(.r, y: f&)) (36) 
where fi are known functions of the parameter p. 
The simplest instance of this is when 
{hi} c {..., p-l, 1) p, p” ,... } 
since then (36) holds with fi(p) = pi. 
(37) 
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In fact, (34) may be greatI!. weakened. Let /' .$' -' = inf .r 1 ,$“A I-’ &L taken 
over /I such that j ! h is C+ = 1. By Lemma 2 
THEOREM 5. Suppose 
and 
for some m > 0, . ,Iprng EL,(p). 
Then (11) has solution 
f-g =&W)ig in sz,, 
1 
convergence being absolute and uniform when multiplied by a-li2. 
(38) 
(39) 
(40) 
(41) 
Note 7. If  (I), (4), (5) hold and A, is the value with smallest modulus, then 
II Jlr II = I 4 I * 
Proof. This follows from the method of Section 16 of Riesz and Nagy [2]. 
Let A< be the integral operator corresponding to Nn(s, y) = N(x, y, A). 
COROLLARY 4. Zf 1 h - A,, j !; A’;, 11 < I and 
Q, = 1 y  in Q,: a(y)-’ 1 11 N(x, y, &)I!” dp(x) < CCI( , 
and 6 = h - A, , then 
N(x, y, A) - N(x, y, A,) = f  (S”lQ N(x, y, A,) in Q2, x Q3, 
I 
convergence being absolute and urnform wrt Q, for each y  in 9, when 
multiplied by a(~)-~‘~. 
(42) 
Hence if (l), (4), (5) hold and j X 1 < inf 1 Ai 1 then 
N(x, y, A) - N(x, y) = f  (AJV)~ N(x, y) in Q;2,“, 
1 
convergence being absolute and uniform when multiplied 64 (43) 
a(x)y" a(y)-l!'. 
Note 8. p(sZ - Q,) = 0. 
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Proof: (1 - SJVQ J+; = NA, , so that (42) follows from Theorem 5. If  
(5) holds and A, = 0, then Qs = Q0 . By line 6, p. 151 of [2], 11 N,(x, y)ll < 
.(,)1’2 1’ dV iii-1 a(y) l/* for i 3 2 so that convergence in (43) is uniform in 
8 x not just QR, for each y. 07 
4. CORRECTIONS TO [3] 
On p. 284, (1 - Mm) should be (I - PJV”~). 
On p. 286, (10) includes the line following. In (15), L&, should be To . 
Corollary 1: the last line should be deleted. 
The last line of p. 289 requires that one multiply by k(x) k(y) in the case of 
(18). 
In the statement of Theorem 3, (2) should be (5). 
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