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The general aim of this thesis is to investigate how some well-known features of Her-
mitian quantum field theory extend to a non-Hermitian setting. We analyse many
different versions of bosonic field theories, where some of them have application to
particle physics (standard model) and nuclear physics (Skyrme model). We establish
the validity of the Goldstone theorem [2] and Englert-Brout-Higgs-Guralnik-Hagen-
Kibble mechanism [3, 4, 5, 6] for the complex scalar field theory with global U(1),
global SU(2) and local U(1) symmetry with anti-linear CPT symmetry [7, 8, 9], in
the bounded region of the parameter space. Both are shown to hold in the CPT
symmetric regime, but need to be treated differently or even break down at the
boundaries of these regions in parameter space, that is at different types of excep-
tional points corresponding to the algebraic singularity of the particle masses. Some
particular type of these singularities were not previously found in the literature.
We also analyse particular non-trivial solutions of the equations of motion, in-
cluding t’Hooft-Polaykov monopoles [10], kink and BPS solutions [11] and BPS
Skyrmions [12]. We show that some of the solutions are complex and yet, possess
finite real energy. Drawing an analogy from the non-Hermitian quantum mechan-
ics, we develop a reality constraint on the solutions and show that the Hamiltonian
and pair of solutions needs to satisfy symmetry relation simultaneously to realise
the real energy. We also show for the first time, the complex t’Hooft-Polyakov






1.1 The History of non-Hermitian Physics
Quantum mechanics is a celebrated branch of physics that is a fundamental part of
modern physics. The contemporary formulation of quantum mechanics in a closed
system is based on four axioms which can be traced back to the mathematical
formulation of quantum mechanics, proposed by Paul Dirac [13] in 1930 and John
von Neumann [14] in 1932. Below we present the axioms of quantum mechanics
generally found in standard quantum mechanics textbooks.
• (State): The quantum system is characterised by the state vector |v〉, element
of the Hilbert space H.
• (Observable): The physical observables such as energy, position, momentum,
etc., can be represented as a self-adjoint operator acting on a Hilbert space
A : H→ H. The operator A is said to be self-adjoint if
〈v|Av〉 = 〈A†v|v〉 , ∀ |v〉 ∈ H. (1.1)
• (Measurement): Consider an observable A with eigenvector A |a〉 = a |a〉,
where a ∈ C. The probability of finding a as the result of the measurement of
A in a system with state vector |v〉 is given by
pv(a) = | 〈a|v〉 |. (1.2)
• (Time evolution): The time evolution of the state vector defined at a specific
1
time |v(t)〉 to |v(0)〉 is governed by a unitary operator
|v(t)〉 = U(t, 0) |v(0)〉 . (1.3)
These axioms have slowly developed into their current form through the discoveries
of black body radiation, the Compton effect, Planck’s radiation law, etc. Therefore,
without any historical context, the above axioms may seem unmotivated and unnat-
ural. Similarly, the development of non-Hermitian physics seems unmotivated and
unnatural without any historical context.
Below we attempt to give a chronological story of the non-Hermitian physics,
highlighting a few notable publications that have changed the general perception and
landscape of the field. Note that the summary below is not a complete representation
of the history of non-Hermitian physics but a gentle introduction.
Before we proceed, let us clarify the definition of Hermiticity. The notation often
used to denote the Hermitian conjugated operator is with the superscript † on the
operator A†, which is defined with the Dirac inner product
〈v|Aw〉 = 〈A†v|w〉 , |v〉 , |w〉 ∈ H. (1.4)
If an operator satisfies 〈v|Aw〉 = 〈v|A†w〉, then it is said to be symmetric. We define
the Hermitian operator as a bounded symmetric operator, densely defined on the
Hilbert space. This definition is similar to the self-adjointness where the operator
is symmetric and domain of operator and its Hermitian conjugate coincide. The
ambiguity of the domain of the operator is not the main concern of this thesis.
Therefore we will simply assume all operators to be bounded and densely defined
on the Hilbert space unless otherwise stated.
1.1.1 Early use of non-Hermitian Hamiltonian in physics
Although it is after 1998, by the publication of [1], a certain type of non-Hermitian
Hamiltonian gained popularity, non-Hermitian systems have been around in physics
for a long time. Complex Hamiltonian were used in the dissipative systems as far
back as 1928 [15, 16, 17], where the imaginary part of the Hamiltonian determines the
width of the resonance state. In general, a resonance state is a wave function/state or
solution of the Schrödinger equation with complex eigenvalues, describing particles
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with finite lifetime. However, the PT -symmetric and/or pseudo/quasi Hermitian
Hamiltonians and the complex Hamiltonians describing dissipative systems differ
fundamentally as the standard inner product is no longer positive definite for res-
onance states (see [18] for an alternative inner product which is positive definite
for resonance state). To construct a well-defined closed non-Hermitian quantum
mechanical Hamiltonian is difficult, but the reality of its spectrum was shown by
Eugene Wigner in 1960 [19], which follows from the anti-linear symmetry. The oper-
ator A and the state vector |v〉 is said to symmetric under anti-linear transformation
PT : H→ H if the operator commute with the [A,PT ] = 0 and PT |v〉 = |v〉. The
anti-linear transformation is a linear transformation which complex conjugate the
coefficients.
PT (α |v〉+ β |w〉) = α∗PT |v〉+ β∗PT |w〉 , α, β ∈ C, |v〉 , |w〉 ∈ H. (1.5)
If one assumes that the Hamiltonian is symmetric under some anti-linear symmetry
PT , [H,PT ] = 0 and its eigenvectors are also symmetric up to some phase PT |vi〉 =
eiθi |vi〉 for |vi〉 ∈ H, θi ∈ R for all i. Then by following simple argument, the
eigenspectrum of H is guaranteed to be real.
PT H |vi〉 = PT λi |vi〉 = λ∗iPT |vi〉 = λ∗i eiθi |vi〉 ,
PT H |vi〉 = HPT |vi〉 = Heiθi |vi〉 = λieiθi |vi〉 .
Although the above argument is valid for any anti-linear symmetry, the most famous
example of this symmetry is the PT -symmetry popularised by [1]. The theory where
both Hamiltonian and its eigenvectors are PT -symmetric is called the PT -symmetric
theory. The theory where only the Hamiltonian is PT symmetric is said to have
spontaneously broken PT -symmetry. In this case, pair of eigenvalues can coalesces
at an algebraic singularity of the eigenvalue called the exceptional point (see figure
1.1), beyond which the pair of eigenvalues become complex conjugate pairs (see
figure 1.2). If both Hamiltonian and eigenvectors are not PT -symmetric, then the
theory is said to have an explicitly broken PT -symmetry.
3
1.1.2 Development of the modified inner product
The modern way of the well-defined closed non-Hermitian quantum mechanics was
first realised by Frederik Scholtz, Hendrik Geyer, and Fritz Hahne in 1992, [20].
The authors used the mathematical condition on the operator called the quasi-
Hermiticity introduced in [21] to define the positive definite inner product. The
definition of the quasi-Hermiticity is given as a condition on the bounded linear
operator of the Hilbert space A : H→ H which satisfies
(i) 〈v|ρv〉 > 0 for all |v〉 ∈ H and |v〉 6= 0.
(ii) ρA = A†ρ .
Where the bounded Hermitian linear operator ρ : H→ H, is often called the metric
operator because the inner product defined by the operator 〈·|·〉ρ := 〈·|ρ·〉, restores
the Hermiticity of the operator. This result can be shown by using the condition(ii)
〈v|Aw〉ρ ≡ 〈v|ρAw〉 = 〈v|A
†ρw〉 = 〈Av|ρw〉 = 〈Av|w〉ρ , ∀ |v〉 , |w〉 ∈ H. (1.6)
Note that the quasi-Hermiticity alone does not guarantee the real energy spectrum
of the operator A (which includes the Hamiltonian). In fact, one requires two extra
conditions.
(iii) The metric operator is invertible.
(iv) ρ = η†η.
The operator which satisfies only conditions (ii) and (iv) is refer to as the pseudo-
Hermitian operator, which was first introduced in [22]. These extra conditions
were considered in [20] to prove that, given a set of pseudo-Hermitian operators
A = {Ai}, the metric operator ρA which satisfies conditions (i), (ii), (iii) and (iv)
for all operators of set A is uniquely determined if and only if all operators of
the set A are irreducible on the Hilbert space H. Furthermore, one can choose to
restrict the number of operators B ⊂ A, satisfying the conditions (i) to (iv) with
respect to the metric ρB to simplify the calculation of the metric operator. If all
the operators of a subset B are irreducible on the whole Hilbert space, then the
new metric is proportional to the original metric ρB ∝ ρA. Suppose some of the
operators of a subset B are reducible. In that case, the physical Hilbert space is
a subset HB ⊂ H where all the operators of B are irreducible. This procedure is
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analogous to the Dyson mapping first introduced by Freeman Dyson [23] used in
the study of nuclear reaction [24, 25, 26], which maps the non-Hermitian operator
A to Hermitian operator η−1Aη via Dyson map η. The relation between the metric
operator and the Dyson map is found by utilising the Hermiticity of the expression
η−1Aη
η−1Aη = (η−1Aη)† =⇒ Aη†η = η†ηA† =⇒ η†η = ρ. (1.7)
Several examples were considered to explore the non-uniqueness of the metric. A
simple 2 × 2 complex matrix has been considered in [27, 28], where it was shown
that by demanding the Hamiltonian and one other operator to be pseudo-Hermitian,
the free parameter of the metric is uniquely fixed. In fact, by choosing a different
set of operators to be pseudo-Hermitian, one can have a family of different physical
models. An example of this result is presented in [29], where authors considered
the non-Hermitian Hamiltonian H(x, p) called the Swanson model, first introduced
in [30]. The operators x and p are Hermitian and satisfies the Heisenberg algebra
[x, p] = i~. This model has a one-parameter family of Dyson map η(z) which maps
the Swanson model to the harmonic oscillator






where µ(z), ν(z) ∈ R for all z ∈ [−1, 1]. Therefore the energy spectrum of Swanson
model is equivalent to the energy spectrum of harmonic oscillator for all values of
z ∈ [−1, 1], which is real and bounded.
However, one needs to take extra care, when establishing which operators are
the observable of the non-Hermitian theory. This is because the expectation values
of some observables between Hermitian and non-Hermitian theories are different
depending on the values of z as the inner product is a function of this parameter.
Below we list some examples.
z = 1 z = 0 z = −1
〈H〉ρ = 〈h〉 〈H〉ρ = 〈h〉 〈H〉ρ = 〈h〉
〈X〉ρ ≡ 〈x〉 = 〈x〉ρ 〈x〉ρ 6= 〈x〉 〈x〉ρ 6= 〈x〉
〈P 〉ρ ≡ 〈p〉 6= 〈p〉ρ 〈p〉ρ 6= 〈p〉 〈p〉ρ = 〈p〉
〈N〉ρ ≡ 〈n〉 6= 〈n〉ρ 〈n〉ρ = 〈n〉 〈n〉ρ 6= 〈n〉
. (1.9)
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The operator n is a number operator andX ≡ η−1xη, P ≡ η−1pη andN ≡ η−1nη. In
the z = 1 case, the operator x is an observable in both versions of the theory because
the expectation value coincide with the position of the particle in the harmonic
oscillator. However, the operator p is not an observable because one can show that
at z = 1, 〈p〉ρ 6= 〈p†〉ρ. In fact the observable operator is P 6= p. This is because
P is a self-adjoint operator in the non-Hermitian theory in sense of equation (1.1),
where as p is not
〈p〉 = 〈ηη−1v| p |ηη−1v〉 = 〈η−1v| η†ηη−1pη |η−1v〉 = 〈η−1pη〉ρ . (1.10)
Since p is an observable in the harmonic oscillator, the new operator η−1pη is the ob-
servable in the non-Hermitian theory. In the z = 1 case, the Hermitian Hamiltonian












where ηPη−1 is a non-trivial combination of X and P (see [29] for explicit form).
Therefore we see that the non-Hermitian Swanson model share the same energy
spectrum with the harmonic operators but the theories obtained for different values
of z are different, i.e. different z leads to different physics.
1.1.3 Modern development of non-Hermitian physics
In a seminal paper [1], Carl Bender and Stephan Boettcher performed a numerical
and asymptotic analysis of the energy spectrum of the one-parameter family of the
following non-Hermitian quantum mechanical Hamiltonian
H = p2 − (ix)N , N ∈ R, N ≥ 1. (1.12)
Where x, p are usual position and momentum operators satisfying the Heisenberg
relation [x, p] = i~. The numerical result is shown in figure 1.1. They claimed that
the reality of the energy is guaranteed by the discrete anti-linear symmetry of the
Hamiltonian, induced by parity (P) and time-reversal (T ) operators transforming
the position and momentum operators x and p.
PT : x→ −x , p→ p , i→ −i. (1.13)
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Figure 1.1: Energy spectrum of the HamiltonianH = p2−(ix)N plotted for the real parameter
N , taken from [1].
The mathematical proof of their claim was later presented in [31]. After the publi-
cation of [1], the analysis of non-Hermitian quantum mechanics in a closed system
has became popular. However, the real and bounded energy spectrum is not enough
to realise the well-defined quantum mechanics. One of the vital ingredients is the
unitary time-evolution, which follows directly from the Hermiticity of the Hamilto-
nian. This problem was resolved by introducing a new operator C [32] to define a
modified inner product. The C operator is defined as a sum of all eigenfunctions of
the Hamiltonian. The connection to the similarity transformation discussed above
was also found by Ali Mostafazadeh [33], who found that the metric operator ρ and
the operator C are related by
C = ρ−1P. (1.14)
From this equivalence, the non-uniqueness of the metric discussed in [20] can also
be used for the PT -symmetric quantum mechanics.
The eigenspectrum of the Hermitian Hamiltonian is known to avoid crossing
[34]. However, the novelty of non-Hermitian Hamiltonian is the existence of the
exceptional point where two or more eigenvalues coalesces, conforming the level
crossing. It can be defined as an algebraic singularity of the eigenvalues of the linear
operator H, depending on one-parameter z, mapping between two vector spaces
where the eigenvalue is defined as the root of the characteristic equation. From
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function analysis, it can be shown that the eigenvalues are analytic functions of z ∈ C
except at the exceptional points (algebraic singularities). The term exceptional point





 , λ± = ±√1− z2, (1.15)
where the parameter z ∈ C is complex and λ± are eigenvalues. From the explicit
forms of the eigenvalues, it is clear that the analytic singularities are located at
z = ±1. If we restrict the parameter z on the real axis, then two eigenvalues coalesce
and form a complex conjugate pair (see figure 1.2). Notice that they behave in a
similar way as the energy spectrum of the Bender-Boettcher model plotted in the
figure 1.1. This is a common trait seen in non-Hermitian physics where the pair
Figure 1.2: Plot of eigenvlaues λ± = ±
√
1− z2. The solid and dotted lines represents real
and imaginary part.
of eigenvalues coalesce at the exceptional point and split into complex conjugate
pairs. However, there exist different types of exceptional, which can be found by the
generalised algebraic equation found in [36]. These higher dimensional exceptional
points will not appear in the models considered in this thesis. However, we found
a new type of exceptional point, which we refer to as the zero-exceptional point. A
detail of this is found in the appendix B.
The exceptional point is ubiquitous in physics from molecular physics [37, 38,
39, 40, 41], laser physics [42], chaotic system [43, 44, 45, 46], fluid mechanics [47]
and most notably in optics [48, 49, 50, 51, 52, 53] where the exceptional point and
the branch cut structure of the square root of the eigenvalue were experimentally
confirmed [48]. We will observe the effect of exceptional points through out this
thesis.
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1.2 The Development of non-Hermitian Quantum Field
Theory
The development of the non-Hermitian quantum field theory (QFT) in its early stage
was mainly focused on building field-theoretic models based on existing quantum
mechanical model. The most well studied models are complex φ3 model (iφ3 model)
[54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66] and wrong sign quartic model
(−φ4 model) [54, 67, 68, 69, 70, 71, 72]. These two models are subset of the field
theoretic extension of the Bender-Boettcher model (1.12) when N = 3 and N = 4,
respectively. Most notably, both models are renormalisable and asymptotically free
as shown in [61] and [73]. Another surprising result is that the energy spectrum of the
wrong sign quartic model is bounded from below [1], despite the fact that the shape
of the potential indicate instability. However, as demonstrated by the table (1.9), the
key to defining a consistent non-Hermitian quantum theory is to find the similarity
transformation or equivalently finding the C-operator. Therefore the results found
in iφ3 and −φ4 models can not predict the physical quantities unless the metric is
found. Unfortunately, the definition of the C-operator given above is not helpful in
the quantum field theory as there are infinitely many eigenfunctions for the quantum
field theoretic Hamiltonian. An alternative approach was proposed by [55] where
the authors utilised the algebraic relation that the C-operator needs to satisfy. The
calculation of C-operator or equivalently the similarity transformation was done for
the several field-theoretic models such as complex φ1 model [56], complex φ3 model
[55, 56], free Dirac model with γ5 mass term [74], sine-Gordon and massive Thirrring
models [75]. The wrong sign quartic model transformation was found using the
field-redefinition of the path-integral [68], using the quantum mechanical result [71].
However, the precise connection between the path-integral field redefinition and the
C operator (or similarity transformation) has not been explored in-depth with only
one paper, exploring the connection of non-uniqueness and path-integral of Swanson
model [76].
Once the C operator is found, the non-Hermitian QFT can be cast into consistent
theory using the argument given in the quantum mechanical case. A well-defined
QFT is a key tool to analyse particle physics. The most modern physical description
of the fundamental particle interaction is described by the QFT model called the
standard model. The standard model can be broken down into four sectors: quantum
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electrodynamics (QED), electroweak, quantum chromodynamics (QCD), and Higgs
sectors. Each sector can be analysed as a separate theory. The general idea is
that at the high energy limit, the four sectors combine into one theory where the
interactions between each sector can not be ignored. The non-Hermitian extension
of the variation, toy model or effective theories of each sector is studied by various
authors. The sectors can generally be grouped into bosonic models (Higgs sector)
and fermionic models (QED, QCD and electroweak sectors). A sample of the bosonic
models are [77, 78, 79, 80, 81, 82, 83, 7, 9, 8, 10, 84] and fermionic models [85, 86, 87,
88, 84, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98]. Some notable findings are the symmetry
restoration of massive Dirac theory at exceptional point and lightness of neutrino
[86], Goldstone and Higgs mechanism [78, 79, 7] and the possible breakdown of the
Higgs mechanism at exceptional point [79, 9], complex t’Hooft-Polyakov monopole
solution with real energy [10], dynamical mass generation [93, 95, 94], confinement
[90], supersymmetry [84]. The general motivation is to extend the standard model
to non-Hermitian theory to resolve some of the limitations of the standard model.
Another aspect of the non-Hermitian quantum field theory is in the theory with
ghost states. The quantum mechanical state with a negative norm is referred to
as a ghost state. Such a state can have a positive norm with respect to the new
inner product defined via the metric operator. For this reason, the non-Hermitian
field theory also has a natural extension to the theory with ghost field, such as in
the Lee model [99]. An example for the Lee model can be found in [100, 101] and
higher derivative theories such as Pauli-Villars theory [102] and Chern-Simon theory
[103]. These results demonstrate that the problems such as ghost fields in the non-
Hermitian theory is, in fact, pseudo-problem and can be removed by appropriate C
operator.
1.3 Outline
This thesis is divided into two parts. The first part focuses on the particle physics
aspect where we discuss spontaneous symmetry breaking, Goldstone theorem and
Higgs mechanism. The second part focuses on the non-trivial solutions of the equa-
tions of motion of the non-Hermitian quantum field theories. Two parts are bridged
by the analysis of the t’Hooft-Polyakov monopole, a non-trivial solution to the equa-
tions of motion, which appears in the standard model. The details of each section
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are as follows.
In section 2.1, we will review the Goldstone theorem and Higgs mechanism in
Hermitian theories. In section 2.2, we contain the analysis of the approach we
have taken to analyse non-Hermitian quantum field theory. The subsequent three
sections 2.3 - 2.4 will analyse the Goldstone theorem and Higgs mechanism for non-
Hermitian global U(n), global SU(n) and local SU(n) symmetric theories. In section
2.5, we will also consider a non-Hermitian extension of the model, which is known to
possess a non-trivial solution to the equations of motion called the t’Hooft-Polyakov
monopole.
In section 3.1, we will review the t’Hooft-Polyakov monopole in a Hermitian
theory. In section 3.2, a detailed analysis of the t’Hooft-Polyakov monopole in
a non-Hermitian theory is discussed. In section 3.3, we will consider several 1 + 1
dimensional field theories which possess a particular type of solutions called the BPS
solutions. We observe a relation between the reality of the BPS soliton energies and
the anti-linear symmetries of the model. The final section will apply the analysis of







quantum field theories and
breakdown of Higgs mechanism
2.1 The implication of spontaneous symmetry breaking
in particle physics
This short section will summarise the mechanism behind the breaking of continuous
symmetry of a given quantum field theory and state one of the crucial implications
to particle physics and condensed matter physics, namely the Higgs mechanism.
The first part of this thesis plans to perturb further the discussion in this section
and accommodate the unexplored area of the quantum field theory, made accessible
via the rapid development of non-Hermitian physics in recent years.
2.1.1 Goldstone theorem
We begin with a simple quantum field theoretic Lagrangian of complex scalar fields















Where g, v ∈ R are real constants and the derivative ∂µ = (∂t, ∂x, ∂y, ∂z) are Lorentz
contracted with the metric ηµν = diag(1,−1,−1,−1). Crucially this Lagrangian is
invariant under U(1) transformation of the complex fields
U(1) : φ(t, ~x) → eiθφ(t, ~x),
φ(t, ~x)∗ → e−iθφ∗(t, ~x) (2.2)
where θ ∈ R. Although this is a toy model to study the spontaneous symmetry
breaking of U(1), a similar sector appears in the standard model called the Higgs
sector. The only difference is that the Higgs sector consists of two complex scalar
fields. Therefore the Lagrangian having the SU(2) × U(1) symmetry, and most
importantly, the symmetries are local, meaning the symmetry transformation of a
field φ and its derivative ∂µφ are different. This will be a key ingredient in the
celebrated Higgs mechanism, discussed in the next subsection.
The U(1) symmetry of the model (2.1) breaks down to a trivial group {I} by
Taylor expanding the Lagrangian around the constant solution to the equations of
motion of the theory. We will refer to such solution as a vacuum solution, which
is found by solving the algebraic equation obtained by varying the potential of
the model with the fields δV (φ) = 0 (here, the potential does not contain the
spatial derivatives of the fields). In the vicinity of the vacuum solution, the theory
reduces to simple free theory with perturbation in the higher order of fields. One
can then construct a Hilbert space from the vacuum state of the reduced theory.
If the vacuum solutions are degenerate, one may speculate that the Hilbert spaces
obtained by expanding around different vacua are different. Indeed this is the case
for the quantum field theory because the tunnelling amplitude between these vacua
vanishes with the infinite suppression by the infinite degree of freedom. This can be
understood by discretising the field theoretic Hamiltonian H[φ] to many copies of
quantum mechanical Hamiltonian by φ(t, ~x)→ q~x(t) where ~x ∈ Zd is a lattice point

















+ g(1− qx(t)2)2. (2.3)
Each Hamiltonian Hx can be expanded around two position operators q
±0
x (t) = ±1
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to give two separate theories with different vacuum state {|+0〉 , |−0〉}. Then one
can calculate the tunnelling amplitude 〈−|+〉 of going from the vacuum |+〉 to |−〉
by WKB approximation, named after Wentzel, Kramers and Brillouin. If 〈−|+〉
is zero, then our analysis is done as the field theoretic limit (i.e. when the lattice
spacing goes to zero) of the tunnelling amplitude is also zero. If the probability of
tunnelling is non-zero 1 > e−c > 0, where c > 0, then the total probability is given




e−c = e−cVolume. (2.4)
Since c > 0, in the field theoretic limit where the volume of the space time is assumed
to be infinite, the tunnelling probability is zero. Therefore the theories obtained by
expanding around different vacua are truly different theories with reduced symme-
tries.
Let us denote the complex vacuum solution {φ0, φ∗0} which simultaneously sat-
isfies δV (φ0, φ
∗
0)/δφ = 0, and δV (φ0, φ
∗
0)/δφ = 0. In this example, the vacuum
solution is a circle φ∗0φ0 = v
2, with radius v. This can be readily seen by rewriting
the Lagrangian in terms of real components of the complex fields φ = (φR+iφI)/
√
2,



















. The vacuum solution is now Φ2 = (φR0 )
2 + (φI0)
2 = v2, which is
the equation of the circle with radius |v|. The symmetry of the Lagrangian is now
the SO(2) transformation Φ→ TΦ, T ∈ {T ∈ Mat2(R) | T TT = I}.
Before we expand the Lagrangian, we choose a simplest vacuum solution
√
2φ0 =
φR0 = v, φ
I = 0. This is justified by the fact that the Lagrangian expanded around
two vacua which are related by the symmetry transformation T , say Φ10 = TΦ
2
0, are
equivalent up to second order in the fields. To see this explicitly, let us expand the
Lagrangian by denoting two new fields φ = ψ1 + φ
1
0 = ψ2 + φ
2
0.
V (φ) = V (ψ1 + φ
1
0) = V (ψ1 + T
−1φ20) = V (T −1(Tψ1 + φ20)) = V (Tψ1 + φ20)




TH(φ20)Tφ1 + . . .







0)φ2 + . . . . (2.6)
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Where H(φ10)ij = δ
2V (φ10)/δψiδψ is the Hessian matrix which in the Hermitian the-
ory corresponds to the mass matrix of the expanded theory. Two Hessian matrices
were obtained by expanding around two vacua related by the similarity transfor-
mation H(φ20) → T TH(φ20)T . This implies that the eigenvalues are unchanged.
Therefore the expanded theories are equivalent up to second order after the diago-
nalisation of the two theories.
The Hessian matrix of the vacuum solution φ/
√





Notice that the expanded theory now contains one massive field with mass
√
g|v|
and one massless field. This massless field is called the Goldstone field, named after


















The continuous global symmetry Φ → Φ + δΦ, i.e. V (Φ) = V (Φ + δΦ) = V (Φ) +
∇V (Φ)T δΦ + . . . , then implies
∂V (Φ)
∂Φi
δΦi(Φ) = 0. (2.10)
Differentiating this equation with respect to Φj and evaluating the result at a vacuum















Since the last term vanishes, due to (2.9), we are left with two options to solve (2.11).
Either the vacuum is left invariant such that δΦi(Φ0) = 0 or the vacuum breaks the





δΦi(Φ0) = (H(Φ0)θ0)j = 0, (2.12)
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When the vacuum is left invariant by the global symmetry transformation, we have
θ0 = 0 so that there is no restriction on H. However, when the vacuum breaks the
global symmetry, we have θ0 6= 0 so that θ0 becomes an eigenvector for H with zero
eigenvalue. Thus, in this case, we have a zero mass particle identified as a Goldstone
boson.
In the case where the symmetry group is non-Abelian, the variation of the field
can be organised as δaΦi = T
aΦi, where {δaΦi}a=1,...,N are N linearly independent
vectors (indexed with i) with the generators of the symmetry group {T a}a=1,...,N ,
where N is the rank of the group. For example SU(n) has n2 − 1 generators.
The eigenvalue equation (2.12) now has N many copies with linearly independent
eigenvectors {(θa0)i := δaΦi(Φ0) = T a(Φ0)i}. Let {θa0}a,...,M be the eigenvectors with
zero eigenvalues, then the expanded theory now has a reduced symmetry generated
by {T a}a=M,...,N−M , where the corresponding eigenvectors θa = T aΦ0 are not the
zero eigenvectors of the Hessian Hθa 6= 0. We will refer to such set of generators
as unbroken generators. The number of eigenvectors with zero eigenvalues can be
calculated by the following formula
Number of Goldstone bosons = dim (G/H) . (2.13)
Where G is an original symmetry group and H is a set of unbroken generators.
2.1.2 Higgs mechanism
The Goldstone theorem requires the theory obtained via spontaneous symmetry
breaking to contain massless particles. However, there is no massless scalar field
in nature. Therefore one would like to find a way around the Goldstone theorem
to remove the massless particles. In 1964, Carl Hagen, François Englert, Gerald
Guralnik, Peter Higgs, Robert Brout and Tom Kibble [3, 4, 5, 6] (in alphabetical
order) discovered that the degrees of freedom of massless particles are removed
by changing the continuous global symmetry to continuous local symmetry. For
example the continuous symmetry group U(1) can be made local by letting the
transformation to also depends on the space time eiθ(t,~x). However, this will break
the symmetry of the kinetic term in the Lagrangian. This is resolved by introducing a
new scalar field Aµ(t, ~x) and redefining the derivative to covariant derivative Dµ :=
∂µ − ieAµ, where e ∈ R is a constant, refer to as a charge of the field Aµ. For
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example, in the quantum electrodynamics, Aµ represents the fundamental field of
electron (i.e. its equations of motion satisfies the Maxwell’s equations), therefore e
corresponds to the electron charge. Imposing that the new scalar field transforms
as Aµ → Aµ − i∂µθ/e, then one can show that Dµφ → eiθDµφ. There is also a
dynamical term of Aµ which respect this symmetry, defined by Fµν := i[Dµ, Dν ]/e =
∂µAν − ∂νAµ. The extension to higher-order symmetry group is also possible. The
transformations for U ∈ SU(N) are




Where the scalar field Aµ := A
a
µT
a can be decomposed in term of the generators
of SU(N), {T a}a=1,...,N2−1. The kinetic term is still defined by Fµν := i[Dµ, Dν ]/e.














After expanding around the vacuum, the potential term reduces to −gv2(φR)2 +
O(Φ2). The kinetic term will take the non-trivial form after expanding around the
vacuum solution











|φ|2 + |φ0|2 + φR0 φR
)
. (2.16)






















(φR)2 + (φI)2 + (φR0 )
2 + 2φRφR0
]














∣∣∣∣Aµ + i ∂µφIev√2
∣∣∣∣2 + . . . ]
The ellipsis in the last term includes the term with higher-order in fields. Defining
the new field by Bµ := Aµ+ i∂µφ
I/ev
√
2, the degree of freedom of the massless field
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φI is removed from the second order. The kinetic term of Aµ is equivalent to the
kinetic term of Bµ by simply replacing Aµ with Bµ. This is because of the anti-
symmetric nature of µν in the kinetic term FµνF
µν , where Fµν = ∂µAν − ∂νAµ :=
2∂[µAν]. Inserting B in to Fµν , we find






I = ∂[µAν], (2.18)
where the square bracket in the subscript represent the anti-symmetrizer. Finally,
the Lagrangian consist of two massive scalar fields {φR, Bµ} and no more massless
fields.
In the following few sections, we will investigate the Goldstone theorem and Higgs
mechanism in a non-Hermitian theory with the global Abelian group in section 2.3,
a non-Hermitian theory with the global non-Abelian group in section 2.4 and a
non-Hermitian theory with the local non-Abelian group in section 2.5. However,
in order to consistently analyse the non-Hermitian theory, we need to resort to few
techniques from PT symmetric quantum mechanics and non-Hermitian physics. In
the next section, we will detail the pseudo-Hermitian method of the non-Hermitian
quantum field theory.
2.1.3 Summary
We gave a motivation for the occurrence of spontaneous symmetry breaking in the
quantum field theory and considered an example (2.1). By explicit calculation, the
spontaneous symmetry breaking introduced massless particles called the Goldstone
bosons, where its number is determined by the number of linearly independent
broken generators. This massless degree of freedom can be removed by promoting
the derivative ∂µ to covariant derivative Dµ. The Goldstone boson is absorbed into
the newly defined massive gauge field through the Higgs mechanism.
2.2 Pseudo-Hermitian approach to spontaneously bro-
ken symmetries
Throughout this section, we will use the pseudo-Hermitian approach to study the
physical aspects of the non-Hermitian quantum field theory. Therefore in this sec-
tion, we will layout the general idea of the methods used in next three sections which
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we refer to as the pseudo-Hermitian approach. Note that the example given in this
section is to demonstrate the approach, therefore any detail will be left out until the







T∂µφ∗ − V (φ)
]
, (2.19)
with n-component complex scalar fields φ = (φ1, . . . , φn) and potential V (φ). The
action is assumed to possess three general properties:
i) It is invariant under a global continuous symmetry φ → φ + δφ with V (φ) =
V (φ + δφ). The symmetry is, for instance, generated by a Lie group g with
Lie algebraic generators T , so that being global implies an infinitesimal change
δφ = αTφ with α being a small parameter and ∂µ(αT ) = 0. In section 2.5, we
will consider the local group.
ii) It is invariant under a discrete antilinear symmetry φ(xµ)→ Uφ∗(−xµ), with U
being a constant unitary matrix. These symmetries may be viewed as modified
CPT -symmetries. When U → I the symmetry reduces to the standard CPT -
symmetry, where φ is the scalar field.
iii) The potential V (φ) is not Hermitian, that is V (φ) 6= V †(φ).
At first sight, such types of theories appear to be inconsistent as the two sets
of equations of motion obtained by functionally varying the action S separately
with respect to the fields φi and φ
∗
i , δSn/δφi = 0 and δSn/δφ
∗
i = 0, are in general
incompatible. A specific example of this is given in equations (2.42)-(2.47) in the
section 2.3.2. One may, however, overcome this problem by using a non-standard
variational principle combined with keeping some non-vanishing surface terms [78,
82] or alternatively by exploiting the fact that the content of the theory is unaltered
as long as the equal time commutation relations are preserved and carry out a
similarity transformation that guarantees that feature [7, 75, 79]. Hence, in the
latter approach, which we refer to as the ”pseudo-Hermitian approach”, one seeks
a Dyson map η, named this way in analogy to its quantum mechanical counterpart
[23], to transform a non-Hermitian Hamiltonian to a Hermitian Hamiltonian. Since
the action S contains a Lagrangian, rather than a Hamiltonian, we need to first
Legendre transform the complex Lagrangian L to a non-Hermitian Hamiltonian
H. Next, we carry out the similarity transformation by means of a Dyson map to
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obtain a Hermitian Hamiltonian h, which we then inverse Legendre transform to a
real Lagrangian l
L Legendre→ H Dyson→ ηHη−1 = h Legendre
−1
→ l. (2.20)








µφ∗ − V̂ (φ)
]
, (2.21)
where the transformed potential is Hermitian, i.e. it remains invariant under com-
plex conjugation V̂ (φ) = V̂ †(φ). The Hermitian matrix I, which results from the
similarity transformation, can give a negative sign in the kinetic term, apparently
resulting in a ghost field. An explicit example of such matrix can be seen in Eq.
(2.62) in section 2.3. However, the negative kinetic term disappears by diagonal-
ising the Lagrangian using the biorthonormal basis of the non-Hermitian squared
mass matrix. Therefore the apparent ghost problem in the complex theory is a
pseudo-problem, which disappear once a correct similarity transformation and diag-
onalisation has been implemented. We post pond a detailed discussion to the end
of this section.
Another way to perform a similarity transformation was recently proposed in [83].
Instead of constructing a Dyson map with fields and their corresponding canonical
momenta, the authors defined a Dyson map in terms of creation and annihilation
operators of the plane-wave decomposition of the fields. This method will allow
one to transform the Lagrangian without performing the Legendre transformation,
which can be difficult in some models and impossible for higher-order theories.
As already indicated above, next it is in general useful to convert the complex
scalar field theory into one involving only real valued fields by decomposing the n
complex scalar fields into real and imaginary parts as φ = 1/
√
2(ϕ+iχ) with ϕ,χ ∈ R.
Defining then a real 2n-component field Φ = (ϕ1, . . . , ϕn, χ1, . . . , χn), possibly with
the fields in different order to block diagonalise the mass squared matrix, the new








T Î∂µΦ− V̂ (Φ)
]
. (2.22)
Where the two Hermitian matrices Î and I are related via rearrangement of fields.
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Analysing the action in this form, the extension of Goldstone’s theorem from section
2.1 to the non-Hermitian case is easily established. We follow the same calculation
from equation (2.9) to (2.12). However, the Hessian matrix is no longer the mass
matrix of the expanded theory because of the unconventional metric of the kinetic
term. The correct mass matrix is obtained by multiplying the Hessian matrix with
the metric M := ÎH. The reason for this can be seen by rewriting the expanded


























where H(Φ0) is the Hessian of the potential V̂ (Φ) evaluated at the vacuum Φ0. We
have used integration by parts and the assumption that the surface terms vanish.
The mass matrix ÎH = M is diagonalised by matrix T . At the end of this section,
we will show that by utilising the biorthonormal basis, one can always choose a




















where λi are eigenvalues of ÎH. This Lagrangian is now a standard Hermitian
quantum field theory. Therefore the rest mass of the particles are identified at the





Indeed we see that the masses of the particles are eigenvalues of ÎH. Therefore
we conclude that the correct mass matrix of the theory given in equation (2.22) is
M := ÎH. Multiplying (2.12) by Î we obtain
ÎH(Φ0)θ0 = M
2θ0 = 0. (2.26)
The occurrence of the matrix Î results from the similarity transformation and is,
therefore, a trace of the feature that the potential is non-Hermitian. The reformula-
tion also has the effect that M2 is no longer Hermitian either. We can now read off
Goldstone’s theorem for non-Hermitian systems from (2.12). When the vacuum is
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left invariant by the global symmetry transformation, we have θ0 = 0 so that there
is no restriction on M2. However, when the vacuum breaks the global symmetry, we
have θ0 6= 0 so that θ0 becomes an eigenvector for M2 with zero eigenvalue. Thus,
in this case, we have a zero mass particle identified as a Goldstone boson.
Assuming that the symmetry is generated by a Lie group g, we may repeat this
argument for each Lie algebraic generator T so that we obtain a Goldstone boson
for each generator that when acting on the vacuum Φ0 produces a different one.
The crucial difference, when compared to the scenario with Hermitian potentials,
is that here M2 is also not Hermitian. This means that the discrete antilinear
symmetries determine the physical regimes. Referring to this symmetry as PT -
symmetry [1, 104] in a wider sense, we may encounter PT -symmetric regimes with
real mass spectra, exceptional points with non-diagonalisable mass matrix, zero
exceptional points, singularities and a spontaneously broken PT -symmetric regime
with unphysical complex conjugate masses. Similar as in [7] we distinguish here
between a standard exceptional point where two eigenvalues coalesce and become
complex, and a zero exceptional point at which one positive real eigenvalue coincides
with a zero eigenvalue and remains real thereafter. A detail discussion of the different
types of exceptional points are found in appendix B. We will see in the section 2.3.4
that the identification of the Goldstone boson is different in these regimes and in
parts impossible.
Below we will also make use of the general property that the expansions around
two vacua, say φ10 and φ
2
0, that are related by the symmetry transformation T of the
potential V (φ) = V (T φ) as T φ10 = φ20 with T T = T −1 yield to theories with mass
squared matrix possessing the same eigenvalues. This can be seen from
V (φ+ φ10) = V (φ+ T −1φ20) = V (T −1(T φ+ φ20)) = V (T φ+ φ20) (2.27)
= V (φ20) +
1
2
φTT TH(φ20)T φ+ . . . = V (φ20) +
1
2
φTH(φ20)φ+ . . .
= V (φ+ φ20).
As the kinetic term is invariant by itself, no modification of the mass squared matrix
will arise from there, apart from the multiplication by Î as a result of the non-
Hermitian nature. Thus we may employ the symmetry to transform the vacuum
into the most convenient form for analysis without altering the physics, such as the
eigenvalue spectrum of the mass matrix.
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Diagonalising the Lagrangian using biorthonormal basis
Finally, we finish this section with a short discussion that establishes that the un-
conventional matrix I in the kinetic term disappear when the Lagrangian is properly
























where Sint contains all terms of higher order than Φ
2. We also assumed that surface
terms vanish at infinity when integrating by parts and used Î2 = I, M2 = ÎH±.





η−1 = H†. Performing the transformation twice on the




η−→ ∂µΦT Î2∂µΦ = ∂µΦT∂µΦ =⇒ Î2 = I. (2.29)
Next we diagonalise the squared mass matrix as M2 = T−1DT and consider only











Φ = Ψ> (∂µ∂
µ +D) Ψ, (2.30)
where we introduced the new field Ψ := T>ÎΦ and used T−1 = T>Î.
The latter relation is derived as follows: We start by defining the right and left
eigenvectors v and u of M2 by
ÎHvi = λivi, and (ÎH)
†ui = λiui, (2.31)
respectively. Since the similarity transformation maps non-Hermitian Hamiltonian
to Hermitian Hamiltonian, we have Î† = Î and H† = H, which implies that
ÎH±Îui = λiÎui. Therefore we can express the right eigenvectors in terms of the
left eigenvectors as vi = Îui. The matrix T is composed of the column vectors of vi,
i.e. T = (v1, . . .) so that ÎT = (u1, . . .). Since the left and right eigenvector form a
biorthonormal basis, vi · uj = δij , it follows that T>ÎT = I and hence T−1 = T>Î.
The new field Ψ and the old field Φ are simply related by a invertible matrix multi-
plication, therefore an interaction term Sint can also be written in terms of the new
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Since any square matrix with linearly independent eigenvectors are diagonalisable
using biorthonormal basis [105]. The above method can apply to any squared mass
matrix. However, we will encounter in next three sections that this method fails at
the exceptional points.
2.2.1 Summary
{Hamiltonian, Action, Mass matrix }
Equation (2.19) {H† 6= H, S† 6= S, M † 6= M}
Dyson map ↓
Equation (2.21) {H̃† = H̃, S̃† = S̃, M̃ † 6= M̃}
Biorthonormal basis ↓
Equation (2.32) { ˜̃H† = ˜̃H, ˜̃S† = ˜̃S, ˜̃M † = ˜̃M}
Table 2.1: Flow diagram showing the general procedure of pseudo-Hermitian approach
We have assumed three properties for our action and gave a general idea of the
procedure we plan to use for the next three sections. We take the non-Hermitian
theory (2.19) and perform a similarity transformation to obtain (2.21) which is a real
action but its mass matrix is not Hermitian due to the matrix I in the kinetic term.
A true Hermitian theory is obtained in (2.32) after performing a biorthonormal
diagonalisation to the non-Hermitian mass matrix. We summarise this as a flow
diagram in table 2.1. Let us denote the theory as a set {H,S,M} where each letter
represents the Hamiltonian, action and the mass matrix respectively. After the
theory has be transformed, we denote the new quantities by tilde on the letters.
2.3 Spontaneous symmetry breaking of a global Abelian
group
This section studies the interplay between spontaneously breaking global Abelian
continuous symmetries and discrete antilinear symmetries in non-Hermitian quan-
tum field theories composed of several complex scalar fields. We analyse the model
for different types of global symmetry preserving and breaking vacua. In addition,
the models are symmetric under various types of discrete antilinear symmetries com-
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posed of nonstandard simultaneous charge conjugations, time-reversals and parity
transformations; CPT . While the global symmetry governs the existence of massless
Goldstone bosons, the discrete one controls the precise expression of the Goldstone
bosons in terms of the original fields in the model and its physical regimes where
masses of the particles stay real and positive. We will show that the Goldstone
bosons emerge not only in the physical regimes but also at some boundary of the
regime called exceptional point but not at a different type of boundary referred to
as the zero exceptional point
2.3.1 A non-Hermitian model with n complex scalar fields
We analyse here generalisations of the model originally proposed in [78] and further
studied in [79] using the pseudo-Hermitian approach discussed in the previous sec-
tion. To be a suitable candidate for the investigation of the non-Hermitian version
of Goldstone’s theorem, the model should be not invariant under complex conjuga-
tion, possess a discrete CPT -transformation symmetry, and crucially be invariant
under a global continuous symmetry, see i) - iii) after equation (2.19). The actions
In =
∫































possess all of these three properties. The parameter space is spanned by the real
parameters mi, gi, µi ∈ R and ci, κi = ±1. The latter constants usually take the
value −1 in the Hermitian theory as it corresponds to the sign of the squared rest
mass of the fields. However, we keep these constants arbitrary since their values
distinguish between different types of qualitative behaviour, as we shall see below.
When fixing those constants to specific values, the Lagrangian Ln reduces to the
model discussed in [78, 79]. In order to keep matters as simple as possible in our
detailed analysis, we will set here gi = 0 for i 6= 1. However, in appendix C we argue
that the interaction term may be chosen in a more complicated way with all three
properties still preserved.
Functionally varying the action In separately with respect to φi and φ∗i gives
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We comment below on the compatibility of these equations. Evidently, the action
In is not Hermitian when the fields are real, i.e. φ∗i 6= φi for some i. However, it is
invariant under two types of CPT -transformations
CPT 1 : φi(xµ)→ (−1)i+1φ∗i (−xµ), CPT 2 : φi(xµ)→ (−1)iφ∗i (−xµ). (2.35)
Where i = 1, . . . , n. As pointed out in [106] these types of symmetries are not the
standard CPT transformations as some of the fields are not simply conjugated and
P does not simply act on the argument of the fields but also acquire an additional
minus sign as a factor under the transformation. A more detailed study of such types
of symmetries in quantum field theoretic context is found in [106]. Alternatively one
can assume that the model consist of scalar and pseudo-scalar fields. However, we
will keep the CPT as a generic anti-linear symmetry as we will encounter non-trivial
transformation in chapter 3.
In addition, the action related to (2.33) is left invariant under the continuous
global U(1)-symmetry
φi → eiαφi, φ∗i → e−iαφ∗i , i = 1, . . . , n, α ∈ R, (2.36)
when none of the fields in the theory is real, that is when φ∗i 6= φi for all i. Applying

























Thus provided the equations of motion in (2.34) hold, and δLn = 0 when using the
global U(1)-symmetry in the variation with δφj = iαφj and δφ
∗
j = −iαφ∗j , we derive






i − φ∗i ∂µφi) . (2.38)
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The following two subsections show that this current is not conserved in its present
form but can be transformed into a correct conserved form using the pseudo-Hermitian
method. We note here that the unconserved current is also a pseudo-problem, only
present in the complex theory. Such a problem will be resolved once the correct
choice of similarity transformation is chosen.
2.3.2 PT symmetric and broken regimes
We now discuss the model L3 in more detail with all fields being genuinely complex

























Compared to (2.33) we have simplified here the interaction term by taking g1 = g
and g2 = g3 = 0. The model contains the real parameters mi, µ, ν, g ∈ R and
ci, cµ, cν = ±1. While this action S3 is not Hermitian, that is invariant under
complex conjugation, it respects various discrete and continuous symmetries. It is
invariant under two types of CPT -transformations (2.35)
CPT 1/2 : φ1(xµ)→ ±φ∗1(−xµ), φ2(xµ)→ ∓φ∗2(−xµ), φ3(xµ)→ ±φ∗3(−xµ), (2.40)
which are both discrete antilinear transformations. Moreover, the action (2.39) is
left invariant under the continuous global U(1)-symmetry (2.36), which gives rise to






i − φ∗i ∂µφi) . (2.41)
The Goldstone theorem suggests that after expanding the action (2.39), the resulting
theory should contain either no massless fields or just one [2, 107]. As we shall see,
breaking in our model the global U(1)-symmetry for the vacuum will give rise to the
massless Goldstone bosons in the standard fashion, albeit with some modifications
and novel features for a non-Hermitian setting. The six equations of motion in (2.34)
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read in this case





1 = 0, (2.42)
φ2 − c2m22φ2 + cµµ2φ1 + cνν2φ3 = 0, (2.43)
φ3 − c3m23φ3 − cνν2φ2 = 0, (2.44)






2 = 0, (2.45)
φ∗2 − c2m22φ∗2 − cµµ2φ∗1 − cνν2φ∗3 = 0, (2.46)
φ∗3 − c3m23φ∗3 + cνν2φ∗2 = 0, (2.47)
with d’Alembert operator  := ∂µ∂µ and metric diagη = (1,−1,−1,−1). Here
we explicitly see the incompatibility of the equations as pointed out for L2 with
four scalar fields investigated in [78, 79], namely that as a consequence of the non-
Hermiticity of the action the equations of motions obtained from the variation with
regard to the fields φ∗i , (2.42)-(2.44), are not the complex conjugates of the equations
obtained from the variation with respect to the fields φi, (2.45)-(2.47). Hence,
the two sets of equations appear to be incompatible, and therefore the quantum
field theory related to the action (2.39) seems to be inconsistent. Without detailed







i − φ∗iφi) 6= 0 (2.48)
because φi 6= φ∗i for all i ∈ {1, 2, 3}. An alternative solution to this conundrum
was proposed in [78], by suggesting to omit the variation with respect to one set
of fields and also taking non-vanishing surface terms into account. Here we adopt
the pseudo-Hermitian approach explained in previous section. It consists of seeking
a similarity transformation for the action that achieves compatibility between the
two sets of equations of motion. It is easy to see that any transformation of the
form φ2 → ±iφ2, φ∗2 → ±iφ∗2 that leaves all the other fields invariant will achieve
compatibility between the two sets of equations (2.42)-(2.44) and (2.45)-(2.47).
The analysis to achieve this is most conveniently carried out when reparameter-
ising the complex fields in terms of real component fields. Parameterising therefore
the complex scalar field as φi = 1/
√
2(ϕi + iχi) with ϕi, χi ∈ R the action S3 in
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This approach differs slightly from Philip Mannheim’s approach [79], who took the
component fields to be complex as well. The continuous global U(1)-symmetry
(2.36) of the action is realised for the real fields as ϕi → ϕi cosα − χi sinα, χi →
ϕi sinα + χi cosα, that is δϕi = −αχi and δχi = αϕi for α small. The CPT 1/2
symmetries in (2.40) manifests on these fields as
CPT 1/2 : ϕ1,3(xµ)→ ±ϕ1,3(−xµ) , ϕ2(xµ)→ ∓ϕ2(−xµ), (2.50)
χ1,3(xµ)→ ±χ1,3(−xµ), χ2(xµ)→ ∓χ2(−xµ), i→ −i.
In this form also the antilinear symmetry
CPT 3/4 : ϕ1,2,3(xµ)→ ±χ1,2,3(−xµ) , χ1,2,3(xµ)→ ±ϕ1,2,3(−xµ), i→ −i,
leaves the action invariant. Let us now transform the action S3 in the form (2.49)
to an equivalent Hermitian one.
A CPT equivalent action, different types of vacua













d3x {Πχ2 (x, t)χ2(x, t)}
]
, (2.51)
involving the canonical momenta Πϕi = ∂tϕi and Π
χ
i = ∂tχi, i = 1, 2, 3. Using
the Baker-Campbell-Haussdorf formula we compute the adjoint actions of η on the
scalar fields as
ηϕiη
−1 = (−i)δ2iϕi, ηχiη−1 = (−i)δ2iχi,
ηφiη
−1 = (−i)δ2iφi, ηφ∗i η−1 = (−i)δ2iφ∗i . (2.52)






= iδ(x−y), i = 1, 2, 3, for
ψ = ϕ, χ are preserved under these transformations. Applying this transformation
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The U(1)-symmetry is still realised in the same way as for S3, but the CPT -
symmetries for Ŝ3 are now modified to
ĈPT 1/2 : ϕ1,3(xµ)→ ±ϕ1,3(−xµ) , ϕ2(xµ)→ ∓ϕ2(−xµ), (2.54)
χ1,3(xµ)→ ∓χ1,3(−xµ), χ2(xµ)→ ±χ2(−xµ),
ĈPT 3/4 : ϕ1,2,3(xµ)→ ±χ1,2,3(−xµ) , (2.55)







































= −c3m23χ3 + cνν2ϕ2. (2.61)
We may write the action Î3 and the corresponding equation of motions more com-
pactly. Introducing the column vector field Φ = (ϕ1, χ2, ϕ3, χ1, ϕ2, χ3)
T , the action





























1)− c1m21 −cµµ2 0 g2ϕ1χ1 0 0
−cµµ2 c2m22 −cνν2 0 0 0








1)− c1m21 cµµ2 0













, Φ01 = (0, 0, 0, 0, 0, 0) and the 6× 6-matrices I, E with
diagI = (1,−1, 1, 1,−1, 1) and diagE = (1, 0, 0, 1, 0, 0). Note that the kinetic term
of equation (2.62) is no longer positive definite, which may result in a ghost field
with unbounded energy. The resolution for this is discussed in the previous section,
and the explicit forms of the biorthonormal basis will be given in section 2.3.4. The








EΦ = 0. (2.64)
We find different types of vacua by solving δV = 0, amounting to setting simultane-
ously the right hand sides of the equations (2.56)-(2.61) to zero and solving for the
fields ϕi, χi. Denoting the solutions by Φ











T , we find the
vacua






























































− x2, κ := c2c3m22m23 + ν4. (2.69)
Notice, that in the vacuum Φ04 the field ϕ
0
1 is generic and not fixed. When varied





2 → 4(c1m21κ + c3m23µ4)/gκ
and ϕ01 → 0 we obtain Φ04 → Φ02 and Φ04 → Φ03, respectively. We also note that
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K(0) = 0 at the special value of the coupling µ = µ4s = −c1m21κ/c3m23 so that
Φ02(µs) = Φ
0
1. Unlike as in [79], where the vacuum is taken to be complex, our vacua
are real. Next, we probe Goldstone’s theorem by computing the masses resulting by
expanding around the different vacua up to second order in the fields.
The mass spectra, PT -symmetry
Defining the column vector field Φ = Φ0 + Φ̂ with vacuum component Φ0 as defined
above and Φ̂ = (ϕ̂1, χ̂2, ϕ̂3, χ̂1, ϕ̂2, χ̂3)
T , we expand the potential about the vacua
(2.65)-(2.68) as



















Φ̂ + . . . . (2.70)




= 0. The squared mass










In general this matrix is not diagonal, but in the CPT -symmetric regime we may
diagonalise it using the biorthonormal basis as explained in section 2.2. We may
therefore introduce the masses mi for the fields
ψ := T T IΦ̂ (2.72)
as the positive square roots of the eigenvalues of the squared mass matrix M2, that
is mi =
√
λi. Naturally, this means the fields ψi in the specific form (2.72) are absent
when M2 can not be diagonalised by biorthonormal basis. From linear algebra, it
is known that the biorthonormal basis can characterise any n-square matrix with
n linearly independent eigenvectors [105]. It is characteristic of the non-Hermitian
matrix that the eigenvectors become degenerate at the exceptional point. Meaning
the matrix can only be decomposed down to Jordan block form rather than to a
diagonal form. As a result of this, we will see in the next subsection that the
Goldstone boson can not be identified at some particular types of exceptional points.
Since the squared mass matrixM2 is not Hermitian but may have real eigenvalues
λi in some regime, we can employ the standard framework from PT -symmetric
quantum mechanics with M2 playing the role of the non-Hermitian Hamiltonian
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[1, 104]. In the next section, a detailed discussion of how the CPT operator acting
on a theory with infinite degrees of freedom (i.e. quantum field theory) is related to
the PT operator acting on a finite dimensional theory (i.e. non-Hermitian matrix).
U(1) and CPT invariant vacuum, absence of Goldstone bosons
We investigate now the theory expanded about the trivial vacuum Φ01 in (2.65).
According to our discussion at the end of the last section, the theory expanded
about this vacuum is invariant under the global U(1)-symmetry and all four CPT -
symmetries. As the dimension of the coset, G/H equals 0, the standard field theoret-
ical arguments on Goldstone’s theorem suggest that we do not expect a Goldstone
boson to emerge when expanding around this vacuum. It is also clear that the
number of zero eigenvalues does not increase by expanding the action around the
trivial vacuum because the form of the mass matrix does not change after the ex-
pansion. However, even in this simple case, we will observe novel features of the
non-Hermitian theory. Consider the squared mass matrix as defined in (2.71)
M21 =

−c1m21 −cµµ2 0 0 0 0
cµµ
2 −c2m22 cνν2 0 0 0
0 −cνν2 −c3m23 0 0 0
0 0 0 −c1m21 cµµ2 0
0 0 0 −cµµ2 −c2m22 −cνν2




here, we label the matrix entries by the fields in the order defined for the vector field
Φ. The two blocks are simply related as cν/µ → −cν/µ. We find that the eigenvalues
of each block only depend on the combination c2ν/µ = 1. Therefore without loss of
generality, we will only consider one block. Any result found in one block is applied
to the other block by the replacement cν/µ → −cν/µ.
To simplify the eigenvalues of the 3×3 block matrix, we let one of the eigenvalue
be zero. This means we require the determinant of the matrix to be zero for each
block, det(M21 ) = −c3m23µ4 − c1m21ν4 − c1c2c3m21m22m23 = 0. This allows us to









Figure 2.1: Eigenvalues λ of M21 as a function of ν for c1 = c2 = −c3 = 1, at the special point
µ = µs and imaginary part of the special point Im(µs). The physical regions are bounded by
vertical lines, 5/131/4 < ν2 < 135/2
√
26.
The matrix A represent the 3 × 3 block diagonal matrix of M21 . Notice that these
eigenvalues take the same form as the coalescing eigenvalues shown in the intro-
duction. In fact these eigenvalues also possesses exceptional point when 2Tr(A2) =
Tr(A) as one can see from figure 2.1.
By inspection, one may notice that there is a possibility for one of the eigenvalue
to be zero. To see this explicitly, the equation det(M21 )(µs) = 0 has been solve for




2− ν4m21/m23)1/4. Notice that µs can be seen as a function
of other parameters, meaning one needs to take extra care when fixing the other
parameters as it can lead to complex µs, which is a possibility that we omit to keep
the analysis simple. The eigenvalues and the imaginary part of µs has been plotted
in figure 2.1. We will disregard the regions where one of the eigenvalues is negative
and the region where µs is imaginary because these regions correspond to complex
masses. Then notice that in figure 2.1, there is a point where λ− becomes zero.
We note that this point is an exceptional point where two eigenvectors of λ0 and
λ− coalesce, which reduces the rank of the square mass matrix. As we discussed in
the previous section, the matrix can not be diagonalised at such a point. In fact,
this point differs from the standard exceptional point as the eigenvalues are real
before and after crossing the exceptional point. Such point has been dubbed zero
exceptional point, where detail discussion can be found in appendix B. We observe
here that the number of the massless particle is limited as the Lagrangian can not be
diagonalised at the zero exceptional points where two eigenvalues are zero. We will
see that this point will play a prominent role when the model is expanded around
the U(1) broken vacuum. We end the discussion of this subsection by concluding
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that choosing different signs of the mass term such as c1 = c2 = −c3 = 1 can give
non trivial physical regions in the parameter space as one can see from figure 2.1.
Namely that the theory is only well-defined between 5/131/4 < ν2 < 135/2
√
26,
indicated as vertical lines in the figure 2.1.
U(1) broken and CPT -invariant vacua, presence of Goldstone bosons
Let us next choose another vacuum that in contrast to the previous section, breaks
the global U(1)-symmetry. In this case, we expect one massless Goldstone boson to
appear. However, as in the previous case, there are some regions in the parameter
space for which the model may possess a second massless particle. We choose now
the vacuum Φ02. Notice that for c1 = −c2 = c3 = 1 and µ → µs, as defined above,
the global symmetry breaking and symmetry preserving vacua coincide Φ02 → Φ01,
and therefore the previous discussion applies in that case. Expanding the action










1 −cµµ2 0 0 0 0
cµµ
2 −c2m22 cνν2 0 0 0








0 0 0 −cµµ2 −c2m22 −cνν2








with detM22 = 0, hence indicating a zero eigenvalue. We have denoted the upper
and lower 3 × 3 blocks as A22 and B22 , respectively. Let us now comment on where
this Goldstone boson originates from. Both blocks in M22 are of the following general






whose eigenvalues are solutions to the cubic characteristic equation λ3+rλ2+sλ+t =
0 with
r = C −A−B, s = V 2 +W 2 +AB − C(A+B), t = ABC + CW 2 −AV 2. (2.78)




B = −c2m22, C = c3m23, W = cµµ2, V = cνν2, we find that the constant term in
the characteristic equation is zero, i.e. t = 0. Hence at least one eigenvalue becomes

















4 − µ4e)2 + 4cνν2κ3/2(µ4 − µ4e). (2.79)
We introduced here the quantity µ±e = [κ(κ − m43 + ν4 ± 2cνν2
√
κ)]1/4/m3,
that signifies the value for µ at which the eigenvalues λ+ and λ− coincide, which






1, B = −c2m22, C = c3m23, W = −cµµ2 and V = −cνν2. The
linear term becomes t = −2(c3m23µ4 + c1m21ν4 + c1c2c3m21m22m23), which is exactly




−p327 , cos θ = −
q
















Then, provided that p < 0 and ∆ ≤ 0, the remaining three eigenvalues are real and











, i = 1, 2, 3. (2.81)
Similarly as for the vacuum Φ01 the values of cµ and cν are not relevant for the com-
putation of the eigenvalues. Naturally, for these eigenvalues to be interpretable as
squared masses they need to be non-negative. There are indeed some regions in the
parameter space for which this holds, taking for instance c1 = c3 = −c2 = 1, m1 = 1,
m2 = 1/2, m3 = 1/5, µ = 2 and ν = 1/2 we compute the six non-negative eigenval-
ues (λ1, λ3, λ2, λ+, λ−, 0) = (38.1493, 0.5683, 0.0639, 10.6534, 1.7471, 0). However, as
seen in figure 2.2 these physical regions are quite isolated in the parameter space.
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Figure 2.2: Nonvanishing eigenvalues λi of M
2
2 as a functions of ν for c1 = c2 = c3 = 1,
m1 = 1, m2 = 1/2 and m3 = 1/5. In the left panel we choose µ = 1.7 observing that there
is no physical region for which all eigenvalues are non-negative. In the right panel we choose
µ = 3 and have two physical regions for ν ∈ (−0.64468,−0.54490) and ν ∈ (0.54490, 0.64468).













Figure 2.3: Nonvanishing eigenvalues λi of M
2
2 as a function of ν for c1 = −c2 = c3 = 1,
m1 = 1, m2 = 1/2,m3 = 1/5 and µ = 1.7. Singularities occur at ν = ν
±
sing ≈ ±0.31623. The
regimes ν ∈ (−0.50608, ν−sing), ν ∈ (ν
+
sing, 0.50608) are physical.
For the choice c1 = −c3 = ±1 we may also find a value for ν = ν±sing = ±
√
m2m3,
for which κ → 0 leading to singularities in the eigenvalues. Figure 2.3 depicts such
a situation.
As for the case with U(1)-invariant vacuum, for some specific choices of µ we can
generate an additional massless particle. Since the linear term of the characteristic
equation for the upper right corner is simply twice the one of the previous section,
this scenario occurs for µ = µs. i.e det(A
2
2(µs)) = 0. However, as we pointed out
above, for this value of µ the two vacua Φ01 and Φ
0
2 coincide, so that the discussion
of the previous section applies. The square mass matrix is no longer diagonalisable
using a biorthonormal basis. In addition, as the two blocks are different in this
case there is a second choice µ̄4s = κ
2/(m43 − ν4) for which λ− = 0 found by solving
det(B22(µ̄s)) = 0. The non-zero eigenvalue coalesces with the zero eigenvalue at the
zero-exceptional point. Hence, it appears that besides the Goldstone boson, there is
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a second massless, non-Goldstone, particle present in the model. However, this is not
the case as one can not identify this second massless field using the diagonalisation
method explained in equation (2.30). We will show this explicitly in section 2.3.4.
Choosing instead the vacuum Φ03, the resulting mass matrix M
2
3 is similar to M
2
2
with the block in the top left corner and lower right corner exchanged accompanied
by the transformation cν/µ → −cν/µ, hence the previous discussion applied in this
case.


















2 −c2m22 cνν2 0 0 0


















0 0 0 −cµµ2 −c2m22 −cνν2




Computing the sixth order characteristic polynomial for M24 we find that the depen-
dence on the free field ϕ01 drops out entirely. We also note that the linear term always
vanishes and that therefore a Goldstone boson is present for this vacuum. We will
not present here a more detailed discussion as the qualitative behaviour of the model
is similar to the one discussed in detail in the previous section. The model posses var-
ious well defined physical regions. For instance, for c1 = −1, c2 = c3 = cµ = cν = 1,
m1 = 2, m2 = 1/2, m3 = 1/10, µ = 3/2 and ν = 0.28 we find the eigenvalues
(0, 0.0130, 0.2731, 0.7294, 4.8655, 9.0186) for M24 . Let us now see how to explain the
reality of the mass spectrum.
2.3.3 Relating field theoretic CPT operator to quantum mechanical
PT operators
First, we clarify that the CPT operator acts on the fields which have infinite degree of
freedom. Where as the PT operator in question acts on the non-Hermitian matrix,
which is used to draw an analogy to the finite dimensional PT symmetric quantum
mechanics. In order to identify that connection, let us first see which properties the
P-operator must satisfy at the level of the action. Expressing S3 in the form
S3 [Φ] = S
M














+ Sint3 [Φ] , (2.82)
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with real field vector Φ, the action of the CPT -operator on SM3 [Φ] is
























Where the T operator conjugated the mass matrix as it is an anti-linear operator
and the charge conjugation does not affect the real scalar field. Hence for this part
of the action to be invariant we require the P-operator to obey the two relations
PTP = I, and
(
M2
)∗ P = PM2. (2.84)
This is in fact the same property P needs to satisfy in the PT -quantum mechanical
framework. Therefore, we see that CPT operator acting on a theory with infinite
degree of freedom (i.e. quantum field theory) is reduced to PT operator acting on
a finite dimensional non-Hermitian matrix M2, satisfying the above relations.
Let us see how to construct P when given the non-Hermitian matrix M2. Follow-
ing the method presented in [108], we start by constructing a biorthonormal basis














|vn〉 〈un| = I. (2.86)
The left and right eigenvectors are related by the P-operator as
|un〉 = snP |vn〉 . (2.87)
with sn = ±1 defining the signature. Combining (2.87), (2.86) and the first relation





sn |un〉 〈un| , and PT=
∑
n
sn |vn〉 〈vn| . (2.88)
The biorthonormal basis can also be used to construct an operator, often denoted
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with the symbol C, that is closely related to the metric ρ used in non-Hermitian
quantum mechanics
C = PTρ =
∑
n
sn |vn〉 〈un| . (2.89)
Despite its notation, this operator is not to be confused with the charge conjugation





= 0, [C,PT ] = 0, C2 = I. (2.90)
When compared to the quantum mechanical setting, the operator T−1 defined in





T−1 is the analogue to the metric operator ρ. However,
constructing P with M2 as a starting point does of course not guarantee that also
Sint3 [Φ] will be invariant under CPT when using this particular P-operator. In fact,
we shall see next that there are many solutions to the two relations in (2.84) that
do not leave Sint3 [Φ] invariant. Thus for these CPT -operators, the symmetry is
broken on the level of the action. However, the mass spectra would still be real as
the symmetry is preserved at the second order in the fields, and the breaking only
occurs at higher order.
Explicit example
We consider now the lower right block of the squared mass matrix in (2.75) and
construct a P-operator in a manner as describes above. Subsequently, we verify
whether the operator constructed in the manner is a parity operator that can be
used in the CPT -symmetry transformations that leave the quantum field theoret-
ical actions invariant. Including the remaining part of the squared mass matrix is
straightforward.
We consider the version of M22 resulting from the action before carrying out the












As explained in the introduction, the standard argument that explains the reality
of the spectrum for this non-Hermitian matrix is simply stated: The eigenvalues
of non-Hermitian M are real if and only if there exists an antilinear operator PT ,
satisfying
[M,PT ] = 0, and PT vn = vn, (2.92)
with vn denoting the eigenvectors of M, the eigenvalues λn of M are real. When
in (2.92) only the first relation holds and PT vn 6= vn, the PT -symmetry is sponta-
neously broken and some of the eigenvalues emerge in complex conjugate pairs.
To check this statement for our concrete matrix and in particular to construct
an explicit expression for the P-operator we compute first the normalised left and
right eigenvectors for this non-Hermitian matrix as defined in (2.85)
vj = (−1)δ−,ju∗j =
1
Nj
{−λjΛj − κ,−iΛ3jcµµ2,−cµcνµ2ν2}, j = 0,±, (2.93)
with normalisation constants
N2± = (κ+ λ±Λ±)λ± (λ+ − λ−) , (2.94)
N20 = κλ−λ+, (2.95)






j := λj + ckm
2
k. We confirm
that the set of vectors {vj , uj} with j = 0,± form indeed a biorthonormal basis by
verifying (2.86).
















































Given all possibilities for the signatures sn, we have found eight different CP-
operators. All of them satisfy the two relations in (2.84). However, two signatures
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are very special as for them the expressions simplify considerably






Moreover, in this case, the P-operators are indeed the operators involved in the
CPT 1/2-symmetry transformation, concretly showing a connection between the field
theoretic modified CPT operator with quantum mechanical PT operator.
Notice that at the exceptional point, λ− = λ+, the normalisation factors N±
becomes zero so that the eigenvectors v± and u± are no longer defined. Passing
this point corresponds to breaking the PT -symmetry spontaneously, and the second
relation in (2.92) no longer holds.
To complete the discussion, we end this subsection by calculating the quantum

















































We verify that C does indeed satisfy all the relations in (2.90). The Dyson operator
is identified as η = U−1 with T = (v0, v+, v−) and the metric operator as ρ = η
†η.
Since detT = iλ−λ+(λ− − λ+)µ4ν2/ N0N−N+ both operators exist in the PT -
symmetric regime. The fact that the C-operator is not unique [109] is a well known
fact, similarly as for the metric operator.
2.3.4 Goldstone bosons in CPT -symmetric and broken regimes
The Goldstone boson in the CPT -symmetric regime
Let us now compute the explicit expression for the Goldstone boson. As we have











so that it suffices to consider that part of the squared mass matrix. Denoting the
quantities related to the lower right block by a subscript r and the upper left block
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by `, we decompose the Lagrangian into L3 = L3,` + L3,r and define the quantities
Φ̂r := (χ̂1, ϕ̂2, χ̂3), (B
2





U := (v0, v+, v−), U
−1 = (u0, u+, u−) = U
T I, i = 0,±. (2.100)
Where I = diag(1,-1,1). Similarly for L3,`, which we, however, do not analyse here
as it does not contain a Goldstone boson. Thus, as long as the spectrum of B22 is not
degenerate, and hence all the eigenvectors vi are linearly independent, the matrix U
diagonalizes the lower right block of the squared mass matrix U−1(B22)rU = D with






−). As argued in general in equation (2.72), we






























The unnormalised right eigenvectors for B22 are computed to
vi = {−λiΛi − κ,Λ3i cµµ2, cµcνµ2ν2}, i = 0,±, (2.103)
where Λi and Λ
3
i are defined in the previous subsection. The explicit form of the


















where µ̄s is found by solving det(B
2
2(µ̄)) = 0, for which λ− = 0, that is the zero-
exceptional point. Other fields in the Lagrangian can be defined in the same manner.
Computing the determinant of U to detU = cνλ−λ+(λ− − λ+)ν2µ4, the origin of
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this singularity is clear, as U is not invertible for vanishing for λ− = 0 and at the
standard exceptional points when λ− = λ+. The former scenario occurs for µ = µ̄s
and the latter for µ±e = [κ(κ−m43+ν4±2cνν2
√






So that in these circumstances, the Goldstone boson of the form (2.104) does not
exist. We discuss these two scenarios separately in the next two sections.
The Goldstone boson at the standard exceptional point
As pointed out in the previous section, at the exceptional point when λ− = λ+ =: λe
the matrix U is no longer invertible so that ψGb in (2.102) becomes ill-defined.
However, when µ = µ+e = µe we may transform the lower right block of B
2
2 into











 = J, (2.106)
for some as yet unspecified constant a ∈ R. For simplicity we select here the upper
sign of the two possibilities µ±e . We can then express the transformed action ex-

































3 + Lint(ψi) + L3,`
]
.













with the Goldstone boson at the exceptional point being identified as ψeGb := ψ1. We
will see below that the Goldstone boson defined with the above definition admits a
linear form in terms of the old fields. Notice that when T T IT = I, the fields coincide,
i.e. we have ψLi = ψ
R
i = ψi. Let us now determine the matrix T and demonstrate











Using the eigenvalues corresponding to the zero eigenvalues of M22 (µe) and the eigen-
vector corresponding to the eigenvalue λe in the first and second column of T , re-





















with abbreviations t := (1 −m43 − ν4)µ2e/(λe
√












have imposed here ψL1 = ψ
R
1 = ψ1. Using these expression, we obtain from (2.108)







−κχ̂1 −m3µ2eϕ̂2 + ν2µ2eχ̂3
)
. (2.111)
Thus at the exceptional point the Goldstone boson ψeGb is well-defined unless λe = 0,
κ = 0 or m3 = 0, as in these cases the matrix T is not invertible. Crucially, the
above Goldstone boson can not be obtained continuously from equation (2.104),
which means that the identification of the Goldston boson in the PT symmetric
region and the standard exceptional points needs separate treatments.
The Goldstone boson at the zero-exceptional point
Another interesting point at which the general expression for the Goldstone boson in
(2.102) is not valid occurs for µ = µ̄s, that is when λ− = 0 and det(B
2
2(µ̄s)) = 0, i.e.
at the zero-exceptional point. Since the lower right block B22 can not be diagonalised,
the best we can do is to transform into the variation of the Jordan normal form
S−1
[








 = K, (2.112)
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for some as yet unspecified constant b ∈ R. As before we can then express the
transformed action expanded around the vacuum Φ02 and formulate the Goldstone





























































Using the null vector of M22 (µ̄s) and the eigenvector corresponding to the eigenvalue



















m43 − ν4 bκ(ν
4 −m43)










We compute detS = −bλ2z (m43 − ν4)2/κ. The massive field ψ2 can be identified




















m43 − ν4ϕ̂2 + (m
4
3 − ν4)3/2χ̂3,
with N2 = (m
4
3−ν4)λz. However, we can not identify the Goldstone boson simply as
ψ1, since we can no longer achieve ψ
L
1 ∝ ψR1 ∝ ψ1. Given the eigenvalue spectrum we
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have now two massless particles that interact with each other and it is impossible to
distinguish the Goldstone boson from the massless particle. The peculiar behaviour
at the zero-exceptional point was also discussed by Philip Mannheim [79] in the
context of the I2-model.
2.3.5 Summary
We have considered the model (2.33) for n = 3 and analysed the classical masses
of the fundamental particles at U(1) invariant and broken vacua. In each case,
we have observed non-trivial physical regions. However, most notably in the U(1)
broken vacuum, the physical regions were bounded by exceptional point, zero ex-
ceptional point and singularities. Moreover, the singularity is a novel feature of the
n = 3 case as it was not observed in the n = 2 case [78]. We have also found a
quantum mechanical P operator by treating the mass matrix as a finite-dimensional
6-level Hamiltonian and observed that some of the P operators are equivalent to the
P operators at the level of the field-theoretic action. Finally, we have derived the
explicit forms of the Goldstone boson using the biorthonormal basis at CPT sym-
metric regions and at the exceptional point where the basic form of the Goldstone
boson changes (i.e. not only the overall factor but the linear combination changes).
This change is also a novelty of the n = 3 case as we will not observe this in the
n = 2 case. The Goldstone boson’s explicit form could not be found due to the
non-diagonalisability of the mass matrix at zero exceptional point.
2.4 Spontaneous symmetry breaking of global non-Abelian
group
This section extends the Goldstone theorem on the non-Hermitian quantum field
theories with Abelian group symmetry to global non-Abelian symmetry. Initially
our model contains two complex two-component scalar fields possessing a SU(2)-
symmetry, but we will also indicate how our findings extend to the general case.
Similar to the previous section, in the PT -symmetric regime and at the standard
exceptional point, the Goldstone theorem applies. However, different identification
procedures need to be employed. At the zero exceptional points, the Goldstone boson
can not be identified. Comparing our approach, based on the pseudo-Hermiticity of
the model, to an alternative approach that utilises surface terms to achieve compati-
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bility for the non-Hermitian system, we find that the explicit forms of the Goldstone
boson fields are different.
2.4.1 A CPT -symmetric non-Hermitian model with global SU(2)-
symmetry
Let us now verify the general statements in section 2.2 for a more concrete system.



























T , i = 1, 2, are taken to be in the
fundamental or spin 1/2 representation of SU(2) and g, µ ∈ R are constants. We
allow here for mi ∈ R or mi ∈ iR, so that mi → cimi with ci = 1 or ci = −1,
respectively, takes care of these two possibilities. For simplicity we suppress the
parameters ci until we analyse the physical parameter space in section 2.4.2. We
observe that the action Ssu2 has the three properties i) - iii) mentioned in section





j with SU(2)-Lie algebraic generators Ta, is invariant under two
discrete antilinear symmetries CPT ± : φ(xµ) → ±σ3φ∗(−xµ), with σ3 denoting
one of the Pauli spin matrices, and the potential V (φ) in (2.118) is evidently not
Hermitian.
Equivalent Hermitian actions
More explicitly in components and transformed to the real fields ϕkj , χ
k

























































The direct functional variation of this action will lead to inconsistent equations of
motion as extensively discussed in previous section. We therefore seek a suitable
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j , j, k = 1, 2, the
adjoint actions of η on the real and complex scalar fields and canonical momenta is
computed to
ηϕkj η
−1 = (−i)δ2jϕkj , ηχkj η−1 = (−i)δ2jχkj , ηφkj η−1 = (−i)δ2jφkj , (2.121)
ηΠϕ,kj η
−1 = iδ2jΠϕ,kj , ηΠ
χ,k
j η
−1 = iδ2jΠχ,kj , ηΠ
φ,k
j η
−1 = iδ2jΠφ,kj . (2.122)
Thus we can utilize η to transform Ssu2 into a Hermitian action, i.e. remaining



















































It is useful to note here for our analysis, especially with regard to the generalisations
to systems with symmetries of higher rank, that the action Ŝsu2 can also be cast









































 , I =
 1 0
0 −1





























{I, I, I, I}, diagĤ = {H+, H+, H−, H−}, diagÊ = {E,E,E,E}.
SU(2) and CPT ±-symmetry
Let us now analyse the model Ŝsu2 in more detail. First, we verify the SU(2)-
symmetry of the action and its effect on different fields. Noting that the change in




j , with the generators Ta of the symmetry
transformation taken to be standard Pauli matrices σa, a ∈ {1, 2, 3}, we directly
identify the infinitesimal changes for the real component fields as
δϕ1j = −α1χ2j + α2ϕ2j − α3χ1j , δχ1j = α1ϕ2j + α2χ2j + α3ϕ1j , (2.127)
δϕ2j = −α1χ1j − α2ϕ1j + α3χ2j , δχ2j = α1ϕ1j − α2χ1j − α3ϕ2j . (2.128)
It is easily verified that the Hermitian action Ŝsu2 remains invariant under the
transformations (2.127), (2.128). For the 4 and 8-component fields the symmetries
(2.127), (2.128) then translate into
δΦ = −α1 (σ1 ⊗ σ3) Ψ + iα2 (σ2 ⊗ I) Φ− α3 (σ3 ⊗ σ3) Ψ, (2.129)
δΨ = α1 (σ1 ⊗ σ3) Φ + iα2 (σ2 ⊗ I) Ψ + α3 (σ3 ⊗ σ3) Φ, (2.130)
δF = i [−α1 (σ2 ⊗ σ1 ⊗ σ3) + α2 (I⊗ σ2 ⊗ I)− α3 (σ2 ⊗ σ3 ⊗ σ3)]F, (2.131)
with ⊗ denoting the standard tensor product of matrices (i.e. Kronecker product).
These expressions may be applied to the action in the forms (2.124) and (2.125),
respectively, to verify the SU(2)-symmetry.
The antilinear CPT ±-symmetries manifest themselves as
CPT ± : ϕkj (xµ)→ ∓(−1)jϕkj (−xµ), χkj (xµ)→ ±(−1)jχkj (−xµ), (2.132)
Φ(xµ)→ ±Φ(−xµ), Ψ(xµ)→ ∓Ψ(−xµ), (2.133)
F (xµ)→ ± (σ3 ⊗ I⊗ I)F (−xµ), (2.134)
which can be verified in (2.123), (2.124) and (2.125), respectively.
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SU(2)-symmetry invariant and breaking vacua
Let us now compute the vacua from (2.9) with potential as specified in (2.123).
We find there are only two types of vacua, that either break or respect the SU(2)-
symmetry,
F b0 = (x,−ax, y,−ay, z, az,±R,±aR) , (2.135)
F s0 = (0, 0, 0, 0, 0, 0, 0, 0) , (2.136)
respectively. We introduced the notation x := ϕ0,11 , y := ϕ
0,2
1 , z := χ
0,1
1 , for the
vacuum field components and a := µ2/m22, R :=
√







/gm22 for convenience. We note that the defining relation for R can
be interpreted as a three sphere in R4 with center (R, x, y, z) = (0, 0, 0, 0) and radius
R, which is the geometrical configuration expected from its topological isomorphism
with the SU(2)-group manifold. We note that the points µ2 = −m21m22 are special
as there the three sphere collapses to a point and the symmetry of the vacuum is
restored F b0 → F s0 .
The symmetry properties of the vacua are easily established. Identifying the
generators Ta of the symmetry transformation as Pauli matrices, where we drop



























so that for non-zero fields the vacuum will always break the symmetry with respect
to the action of T1 and T2. The action of T3 seems to require only φ
0,2
j = 0, in order
to achieve invariance. However, apart from F s0 there is no possible choice for the
fields in F b0 so that φ
0,1
j 6= 0 in that case.
Let us now make use of the argument in (2.27) and employ the SU(2)-symmetry
to transform the vacuum F b0 into a physically equivalent, but more manageable one.
Choosing two simple target vacua φ̌01 and φ̌
0
2, we attempt therefore to simultaneously
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solve the two equations















n = (α1, α2, α3)/ρ and Ta = σa. The vacuum fields are parametrised as
φ01 =














 −az + iax
−aR+ iay
 ,
so that the form of the target vacuum is motivated by setting x = y = z = 0. We




sin ρα1, y = −
r
ρ




so that R = r cos ρ. For the vacuum F b0 this translates with (2.131) into
T F b0 = F̌ b0 , (2.142)
where
T = cos(ρ)I8 − i
sin(ρ)
ρ
[α1 (σ2 ⊗ σ1 ⊗ σ3)− α2 (I⊗ σ2 ⊗ I) + α3 (σ2 ⊗ σ3 ⊗ σ3)] ,
F̌ b0 = (0, 0, 0, 0, 0, 0,±r,±ar) . (2.143)
We note that det T = 1 and as required T T = T −1. Evidently F̌ b0 is of a more
convenient form of the vacuum than F b0 and we shall therefore use it from here on.
2.4.2 Physical regions
Mass squared matrices
Next, we use the different vacua and expand the potentials around them to deter-
mine the mass squared matrix. Applying the definition in (2.26) to our Lagrangian
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T ĤF + g16(F
T ÊF )2.




−m21 µ2 0 0 0 0 0 0
−µ2 −m22 0 0 0 0 0 0
0 0 −m21 µ2 0 0 0 0
0 0 −µ2 −m22 0 0 0 0
0 0 0 0 −m21 −µ2 0 0
0 0 0 0 µ2 −m22 0 0
0 0 0 0 0 0 −m21 −µ2
0 0 0 0 0 0 µ2 −m22

, (2.145)









(m21 −m22)2 − 4µ4
)
. (2.146)
As expected from (2.26) there are no Goldstone bosons emerging in this SU(2)-
invariant case.
Expanding instead around the SU(2)-symmetry breaking vacuum F b0 , we obtain







































































































µ2 0 0 0 0 0 0




µ2 0 0 0 0
0 0 −µ2 −m22 0 0 0 0




0 0 0 0 µ2 −m22 0 0






0 0 0 0 0 0 µ2 −m22

. (2.147)
As expected from (2.27) and (2.142), both matrices share the same field independent
eigenvalues, that is two different ones each with a threefold degeneracy and two
eigenvalues that may give rise to an exceptional point





−m22, λb± = K ±
√
K2 + 2L. (2.148)
For convenience we defined hereK := 3µ4/2m22+m
2
1−m22/2 and L := µ4+m21m22. We
confirm the expectation from Goldstone’s theorem to find three massless Goldstone
bosons in the symmetry breaking sector, since none of the three SU(2)-generators
leaves the vacuum F b0 invariant.
According to the relation (2.26) we may compute the corresponding eigenvectors
with zero eigenvalue directly from the SU(2)-symmetry transformation. When ap-
plying the infinitesimal changes for the component fields (2.127) and (2.128) to the














































with N := −4Lλb4,5,6/gm42. These vectors have been normalised to respect the
biorthonormality where the left vector u is related to the right vector via u =
Îν. We verify that the ν0i , i = 1, 2, 3, are indeed eigenvectors of M
2
b with zero
eigenvalues. Furthermore, we observe from the normalization constant that at the
55
zero exceptional points, i.e. for µ4 = m42 when λ
b
4,5,6 = 0 and µ
4 = −m21m22 when
λb− = 0, these vectors are not defined. We may ignore the case λ
b
− = 0 in what
follows as in this case the SU(2)-symmetry is restored with F̌ b0 → F s0 .
Physical regions
We will now analyse the system’s parameter space and identify the physical regions
based on a meaningful mass squared matrix. To cover all possible cases we are
setting therefore in all expressions m2i → cim2i . For the model expanded around
the broken vacuum, the physical regions are then determined by λb± ≥ 0, λb4,5,6 ≥ 0
corresponding to the four inequalities
K ≥ 0, L ≤ 0, K2 + 2L ≥ 0, c2µ4 ≥ c2m42, (2.152)
for the four cases c1 = ±1, c2 = ±1. All constraints can be expressed as functions




1). We find that no solutions exist for c1 = c2, apart
from setting µ = m2 = 0, so that in these two case the model is unphysical. The
physical regions for the remaining two cases c1 = − c2 = ±1 are depicted in figure
2.4.
Figure 2.4: Physical regions (in orange) in parameter space bounded by exceptional and zero




1) for the theory expanded around the SU(2)-
symmetry breaking vacuum. Left panel for c1 = −c2 = 1 and right panel for c1 = −c2 = −1.
The two different cases depicted in figure 2.4 do not have any physical regions
that intersect. The case c1 = − c2 = 1 was also analysed within the surface term
approach in [81] and our results appear to match exactly. The case c1 = − c2 = −1
was not dealt with in [81], but as seen in figure 2.4, it also contains a well defined
small physical region. We note that for our model with two complex scalar fields,
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the physical regions have no boundary corresponding to singularities, which appears
to be a feature only occurring for the theories with more than two complex scalar
fields, as we observed in the previous section.
Finally in figure 2.5 we also depict the physical regions for the model expanded
around the SU(2)-symmetric vacuum. Similar to the symmetric vacuum case con-
sidered in the previous section see figure 2.1, the physical region is non-trivial.
Figure 2.5: Physical regions (in orange, blue and green) in parameter space bounded by




1) for the theory expanded
around the SU(2)-symmetry invariant vacuum.
Here only the case c1 = c2 = 1 does not contain a physical region apart from
µ = m2 = 0. The three different cases depicted in figure 2.5 do not have any physical
regions that intersect, apart from the small region near the origin.
The figure 2.5 can also be seen as a physical region of the model (2.123) before the
symmetry breaking. This is because the squared mass matrix obtained by expanding
around the trivial vacuum is equivalent to the squared mass matrix before expanding
the model. From this observation, the physical theory such as c1 = c2 = −1 become
unphysical after SU(2) symmetry breaking.
2.4.3 Goldstone bosons in CPT symmetric and CPT broken regimes
The Goldstone bosons in the CPT -symmetric regime
We may now compute the Goldstone bosons in terms of the original fields similarly
as discussed in the previous section. Defining for this purpose the remaining right
eigenvectors vi, i = 4, . . . , 8, and a matrix U containing all of them as column vectors
as
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M2b vi = λ
b
ivi, U := (v1, v4, v2, v5, v3, v6, v−, v+), i = 1, . . . , 6,±, (2.153)
we diagonalize the mass squared matrix by means of the similarity transformation


















1, . . . ,m
2
8). For
µ4 6= m42 and K2 6= −2L, that are the zero and standard exceptional points, we
define the fields ψi with masses mi by re-writing the squared mass term as

















Hence, the three Goldstone fields are identified as
ψGb` := (U
T IF )l, ` = 1, 3, 5. (2.155)






1 to zero we compute
U =

H− 0 0 0 0
0 H− 0 0 0
0 0 H+ 0 0







0 0 0 µ2 µ2

, (2.156)
with detU = 2µ2(µ4 −m42)3
√
K2 + 2L, so that the explicit form of the Goldstone

















As U is not invertible at the exceptional points for µ4 = m42 and K
2 = −2L or
µ = 0, we need to treat these cases separately. We note that these expressions differ
from those obtained in [81].
The Goldstone bosons at the exceptional point
At the standard exceptional point, i.e. when K2 = −2L and hence λb+ = λb−, the
two eigenvectors v− and v+ coalesce so that the matrix U is no longer invertible.
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The Goldstone boson fields may take on a different form, as found in the previous
section. Analogues to the previous section, instead of diagonalising the mass squared
matrix, we can convert it into Jordan normal form using a similarity transformation.
Making m1 the dependent variable, the exceptional point occurs when m
2
1 = ±µ2−
m22/2− 3µ4/2m22 so that the Jordan normal form becomes













 ±µ2 −m22 ±(α− β)µ2
0 ±µ2 −m22
 ,
which can be obtained from the similarity transformation U−1e M
2
eUe = De with Ue




We compute now detU = (α− β)(µ4 −m42)3. Instead of the definition of the Gold-
stone boson given in equation (2.155), we will resort to the alternative definition used
in equation (2.114). Surprisingly the form of the Goldstone boson at the exceptional
point coincides with the expressions in (2.155). This differs from the previous section
where the Goldstone at the exceptional point was analytically different from the one
defined in the PT -symmetric region. The reason for this is clear if one looks at the
squared mass matrix (2.147). The Goldstone boson is defined using the eigenvectors
of the bottom right 2 × 2 block matrix. The only standard exceptional point in
the block diagonal matrix (2.147) comes from the remaining three identical 2 × 2
block matrices. Since the bottom block matrix is perfectly diagonalisable using the
biorthonormal basis, one obtains the same form as in the PT -symmetric region even
at the exceptional point.
The behaviour at the zero exceptional points is similar, as discussed in more
detail in the previous section. For µ4 = m42 (i.e. when λ
b
4,5,6 = 0), the matrix
U that diagonalises M2 does not exist. Therefore, the Goldstone bosons are not
expressible in terms of the original fields in the action. The zero exceptional point




We have performed the same analysis as in the previous section, where we have
promoted the symmetry group of the model considered before from U(1) to SU(2)
but reduced the number of fields from n = 3 to n = 2 to simplify the analysis. We
have observed two distinct physical regions of the model, related by swapping the
signs of the mass parameters. The explicit forms of the Goldstone bosons are also
found except at the exceptional point.
Two models considered in this section (Let us denote by n = 2, SU(2) model)
and previous (Let us denote by n = 3, U(1) model) share same results, such as
• The Goldstone bosons can be identified in the PT -symmetric region and at the
exceptional point. However the definition changes at the exceptional point.
• The Goldstone bosons can not be identified at the zero exceptional point.
• Physical region are bounded by exceptional point and zero exceptional points.
However, two models also admit novel features, only present in one of the model.
• The Goldstone boson defined at exceptional point and in the PT symmetric
regions can not be continuously deformed by varying the parameter values in
n = 3, U(1) model, but this is possible in n = 2, SU(2) model.
• Physical regions are also bounded by the singularity in n = 3, U(1). However,
such singularities do not exist in the n = 2, SU(2) model.
2.5 Spontaneous symmetry breaking of local non-Abelian
group
In this section, we extend the previous section’s model to be invariant under local
non-Abelian gauge symmetry. This will introduce a new massless real vector field
called the gauge field. We demonstrate that the two aspects of the mechanism,
that is, giving mass to gauge vector fields and at the same time preventing the
existence of massless Goldstone fields, remain to be synchronised in all regimes
characterised by a modified CPT symmetry. In the domain of parameter space
where the “would-be Goldstone bosons” can be identified, the gauge vector bosons
become massive, and the Goldstone bosons cease to exist. The mechanism is also
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intact at the standard exceptional points. However, at the zero exceptional points,
when the eigenvalues of the mass squared matrix vanish irrespective of the symmetry
breaking, the mechanism breaks down as the Goldstone bosons can not be identified
and the gauge vector fields remain massless.
We will also consider a different model where the fields are taken to be in the ad-
joint representation of SU(2) instead of fundamental representation. We verify that
the phenomena mentioned above can also be observed in this case. In addition,this
model is known to possess a non-trivial solution to the equations of motion called
the t’Hooft-Polyakov monopole, which will be the main focus of the next chapter.
2.5.1 A SU(2)-model in the fundamental representation
We start by applying the pseudo-Hermitian approach to a model with local SU(2)×

















Here g, µ ∈ R, mi ∈ R or mi ∈ iR are constants. When compared to [8] we
have replaced here as usual the standard derivatives ∂µ by covariant derivatives
Dµ := ∂µ − ieAµ, involving a charge e ∈ R and the Lie algebra valued gauge
fields Aµ := τ
aAaµ. Here the τ
a, a = 1, 2, 3, are taken to be Pauli matrices, which
when re-defined as i(−1)a+1τa are the generators of SU(2). We have also added
the standard Yang-Mills term comprised of the Lie algebra valued field strength
Fµν := ∂µAν − ∂νAµ − ie[Aµ, Aν ]. The two complex scalar fields φi are taken
to be in the representation space of fundamental representation of SU(2). The
model described by L2 admits a global continuous U(1)-symmetry, a local continuous
SU(2)-symmetry and two discrete antilinear CPT -symmetries given in Eq. (2.35).
Crucially the corresponding Hamiltonian of L2 is not Hermitian, which at this point
is simply to be understood as the Lagrangian L2 not being invariant under complex
conjugation. The Abelian version of L2 was discussed in [79, 7].
As argued in [8], it is useful to decompose the complex fields into their real com-








j ∈ R. Thus simply rewriting the complex
scalar fields in equation (2.1) in terms of their real and imaginary components we
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We use here the standard notation * for complex conjugation and † for the simulta-
neous conjugation with transposition.
The SU(2)-symmetry manifests itself as follows: A change in the complex scalar




j , where the generators Ta of the
symmetry transformation are the standard Pauli matrices σa, a = 1, 2, 3. The
infinitesimal changes for the real component fields are then identified as
δϕ1j = −α1χ2j + α2ϕ2j − α3χ1j , δχ1j = α1ϕ2j + α2χ2j + α3ϕ1j , (2.162)
δϕ2j = −α1χ1j − α2ϕ1j + α3χ2j , δχ2j = α1ϕ1j − α2χ1j − α3ϕ2j , (2.163)
which leave the above Lagrangian invariant. The discrete antilinear CPT ±-symmetries
manifest themselves as
CPT ± : ϕkj (xµ)→ ∓(−1)jϕkj (−xµ), χkj (xµ)→ ±(−1)jχkj (−xµ). (2.164)
A noteworthy remark is that it is straightforward to generalise the model from a
locally SU(2)-invariant one to a locally SU(N)-invariant one by extending the sum
over k from 2 to N , while keeping the U(1)-symmetry global. In what follows, we
will focus on N = 2.
A crucial feature of L2 is that its CPT -invariance translates into pseudo Her-
miticity [110, 111], meaning that it can be mapped to a real Lagrangian l2 by means
of the adjoint action of a Dyson map η as l2 = ηL2η−1. This may be achieved by
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We denote here the time-dependence by t′ to indicate that commutators are under-













= iδjlδkmδ(x− y), j, k, l,m = 1, 2, for
ψ = ϕ, χ.
Hence η±2 is not to be viewed as explicitly time-dependent as discussed in much
detail for instance in [112]. The adjoint action of η+2 on the individual fields maps
as
ϕk1 → ϕk1 , ϕk2 → −iϕk2 , χk1 → χk1 , χk2 → −iχk2 , Aµ → Aµ. (2.166)












∗ · [∂µχj − e(Aµϕj)]
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Here we have applied the pseudo-Hermitian approach by performing a BRST quan-
tisation before proceeding with the method explained in equation (2.20). The detail





 , Ψk :=
 χk1
ϕk2
 , k = 1, 2, (2.168)





 , I :=
 1 0
0 −1




Recall that these block matrices are equal to the ones defined in section 2.4.1, equa-
tion (2.126), therefore in this model, we should expect exactly the same eigenvalues
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{[∂µΦ + eIAµΨ]∗ I [∂µΦ + eIAµΨ] + [∂µΨ− eIAµΦ]∗ I [∂µΨ− eIAµΦ]










We have simplified here the index notation by implicitly contracting, keeping in
mind that we are summing over two separate index sets k ∈ {1, 2} and j ∈ {1, 2}.
For instance, we set
(IAµΦ)
k
α → IαβAkjµ Φjβ , Φ
kTH+Φ
k → ΦTH+Φ (2.171)[
∂µΦ
k




∂µΦk` + e (IAµΨ)k`
]
→ [∂µΦ + eIAµΨ]∗ I [∂µΦ + eIAµΨ] (2.172)
In this formulation we may think of the real and complex Lagrangians, l2 and L2,
as being simply related by a kind of Wick rotation in the field-configuration space




The symmetry breaking vacuum
The vacuum solutions Φk0,Ψ
k















Φk0 = 0 , k = 1, 2, (2.174)
with R2 :=
∣∣∣(φ01)1∣∣∣2 + ∣∣∣(φ01)2∣∣∣2 = 12 ∑2k=1 Φk0TEΦk0 + Ψk0TEΨk0=const. Hence in the
real component field configuration space the vacuum manifold is a S3-sphere with
radius R. Consequently, we may consider the equations (2.174) as two eigenvalue
equations. Thus, besides the trivial SU(2)-invariant vacuum Φk0 = Ψ
k
0 = 0, k = 1, 2,







Since R2 is positive, this equality imposes restrictions on the parameters g, µ and
the possible choices for m1 ∈ R, m2 ∈ iR or m1 ∈ iR, m2 ∈ R. The corresponding










Note that we do not consider the biorthonormal basis here because the matrices
appearing in the equation (2.174) are real symmetric matrices. The biorthonormal
basis are required once these real symmetric matrices are multiplied by I, which
corresponds to the squared mass matrices defined in equation (2.26). Imposing





0 = 0 and Ψ
2
0 as defined in (2.176) with normalization constant
NΨ = ±
√
2R/m22. Hence we recover the symmetry breaking vacuum used in [7].
The Higgs mechanism
Let us now demonstrate how the gauge vector boson acquires a finite mass and how
at the same time, the emergence of a Goldstone boson is prevented by the Higgs
mechanism [3, 4, 5, 6]. We will investigate this in the CPT -symmetric regime, at the
exceptional points and even in the spontaneously broken CPT -symmetric regime.
The mechanism breaks down at the zero exceptional points.
Expanding the potential







around the vacuum specified at the end of the previous subsection leads to













∣∣∣∣Ψj + Φi ∂2V (Φ0,Ψ0)∂Φi∂Ψj
































Ψ2 + . . . (2.179)
As expected, multiplying the Hessians in (2.179) by I gives back the squared mass






[∂µΦ + eIAµΨ]† I [∂µΦ + eIAµΨ] + Re
{










†I (AµΨ0) . (2.180)

























































where we used the standard relation τa†τ b = τaτ b = δabI + iεabcτ c. Therefore we






m42 − µ4. (2.182)
In the previous section, we identified the physical regions in the parameter space in
which the squared mass matrix has non-negative eigenvalues and in which the Gold-
stone bosons can be identified. Let us now compare those regions with the values
for which the gauge vector boson becomes massive. We immediately see from the
expression in (2.182) that the gauge vector boson remains massless when µ4 = m42
or when R = 0, i.e. µ4 = −m21m22. The first value corresponds to the zero excep-
tional points where the mass matrix (bottom right block of the matrix (2.147)) is
non-diagonalisable. The second value is when the vacuum solution becomes zero,
meaning the spontaneous symmetry breaking can not occur. Therefore the Higgs
mechanism can not be observed in this case. The zero exceptional point is distinct
from standard exceptional points where two eigenvalues coalesce and become com-
plex thereafter, here at λ = µ
4
m22
− m22. See the appendix B for a more detailed
explanation about the distinction between these types of exceptional points.
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Thus the two aspects of the Higgs-mechanism, i.e. giving mass to the gauge vec-
tor boson and at the same time preventing the existence of the Goldstone bosons,
remain to go hand in hand. In the CPT -symmetric regime the mechanism ap-
plies, but at the zero exceptional points the Higgs-mechanism breaks down as the
Goldstone bosons are not identifiable and at the same time the gauge vector boson
remains massless. In contrast, at the exceptional point the Goldstone bosons are
identifiable, (although in a different manner with different forms for the case of three
complex scalar, see section 2.3.4), and the gauge vector bosons become massive.
Let us see this in detail and replace m2i → cim2i , with ci = ±1 to account for all
possibilities in signs. We found in previous section that physical regions only exist
for the two cases c1 = − c2 = 1 and c1 = − c2 = −1, therefore, c1c2 = −1. For the


































as the eigenspectrum of the squared mass matrix [81, 7]. We require the right hand
side of equation (2.183) to be positive as depicted in depict in figure 2.6.
Figure 2.6: Regions, for which the gauge vector boson is massive (blue with mesh) versus
physical regions (orange) in which the would be Goldstone boson can be identified, bounded by




1) for the theory expanded
around the SU(2)-symmetry breaking vacuum. Left panel for c1 = −c2 = 1 and right panel
for c1 = −c2 = −1. The coupling constant g must be positive.
We observe in figure 2.6 that while the region in which the Goldstone boson
can be identified is bounded by exceptional as well as zero exceptional points, the
exceptional points lie well inside the region for which the gauge vector boson is
massive, i.e. they acquire a mass in the CPT -symmetric regime as well as in the
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spontaneously broken CPT -symmetric regime. In the CPT -symmetric regime this
agrees well with the findings that at these points the “would-be Goldstone boson”is
prevented from existing as a massless particle. We may think of the sign change in
front of the mass terms, ci → −ci, that relates the left to the right panel as a phase
transition [113].
Let us now demonstrate this behaviour in detail and expand for this purpose the





























































aµ + . . .
We recall now from the previous section as well as the general argument presented
in section 2.2 that the first two lines of the Lagrangian l2 can be diagonalized and
the Goldstone bosons can be identified in terms of the field content of the model.










computed above as Ψ20 and IΨ20, so that the Goldstone modes are proportional to
these two vectors. The explicit forms of the Goldstone fields were found in equation






















respectively. As expected for the Higgs mechanism the number of “would be Gold-
stone bosons” equals the amount of massive vector gauge bosons. The fact that the
Goldstone modes are inverse proportional to the mass of the gauge bosons explains
that they can not be identified for massless gauge bosons. Keeping now only the
Goldstone kinetic term from the first two lines of the Lagrangian l2 and the one
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)T I∂µΨ1 = −A2µmge ∂µG2. (2.189)

























































aµ + . . . ,






a. We may also replace Aaµ by B
a
µ in the field strength Fµν so that Aµ can be
eliminated entirely from the Lagrangian. We see that the Higgs-mechanism applies
as long as mg 6= 0. However, at the zero exceptional points, not only the gauge
boson mass vanishes, but the Higgs mechanism no longer applies, in the sense that
we can not remove the degrees of freedom of Goldstone bosons.
Notice that the above calculation does not refer to whether the theory is in the
CPT -symmetric or broken regions. In fact, the Higgs mechanism also works in the
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CPT broken region because the only requirements for the mechanism to holds are
1. Gauge masses are non-zero mg 6= 0.
2. The block diagonal part of the mass matrix with zero eigenvalue is biorthnor-
malisable.
The above two conditions are satisfied in three disconnected regions, i) CPT -symmetric
region, ii) CPT -broken regions, iii) standard exceptional points. Of course, the CPT -
borken region is disregarded as we consider the application of our theory to particle
physics, where the rest masses of the particle can not be negative or complex.
From SU(2) to SU(N)
We end this subsection by discussing the generalisation from SU(2) to SU(N).
For this purpose, we simply replace the Pauli matrices in all our expressions by
the traceless and Hermitian N × N -matrices {τa}a=1,...,N2−1. Multiplying these
matrices with i corresponds to the SU(N)-generators T a with a = 1, . . . , (N2 − 1).
The vacua are still determined by the solutions of the eigenvalue problem (2.174)


















The zero eigenvalue condition implies that the vacuum manifold is a S2N−1-sphere
with radius R. This follows from the fact that SU(N) acts on the 2N dimensional
space spanned by (ϕ01)
i, (χ01)
i, i = 1, . . . , N , with norm equal to R2. On this space
SU(N − 1) simply permutes the fields amongst themselves, hence acting as a sta-
bilizer or isotropy subgroup. Thus the vacuum manifold corresponds to the coset
SU(N)/SU(N − 1) ∼= S2N−1.
As we discussed in section 2.2, we may utilise the symmetry of the Lagrangian to
transform the vacua into convenient forms without changing the eigenvalue spectrum
of the mass matrix. Thus using the elements τ ∈ SU(N)/SU(N − 1) ⊂ SU(N) we
may transform the vacuum into the form








 , for i = 1, . . . , N, (2.192)
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satisfying the constraint (2.191). Let us now use this SU(N)-symmetry breaking
vacuum to calculate the mass of the gauge vector boson. Dropping here the kinetic




































c=1 (ifabc + gabc) τ
c, where the gabc and





c) = 0 by definition of τ c and
∑N
i,j=1(IN )ij = TrIN = N .


















from which we read off the masses m
(a)
g of the N2 − 1 gauge vector bosons. We
note that once again they vanish at the zero exceptional points, but now for all
SU(N)-models.
2.5.2 A SU(2)-symmetric model in the adjoint representation
We end the chapter by discussing spontaneous symmetry breaking in the SU(2)
gauge theory, where fields are now in the adjoint representation. This model is
attractive because it possesses a non-trivial solution to the equations of motion called
the t’Hooft-Polyakov monopole. We will study the monopole solution in detail in
the next chapter. This final subsection will verify that the phenomena we observed
in the previous subsection also apply to this model.































where as in equation (2.161) we take g, µ ∈ R, mi ∈ R or mi ∈ iR, to be constants.
The two complex scalar fields are expressed as φi = φ
a
i T
a, i = 1, 2 and a = 1, 2, 3,
where the T a are the three SU(2)-generators in the adjoint representation that,
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up to a factor of 2, satisfy the same algebra as the Pauli spin matrices, that is
[T a, T b] = iεabcT


























−iαTa ≈ φj − αεabcφbjT c, (2.197)
so that the infinitesimal changes to the fields φai result to
δφai = −αεabcφbi . (2.198)








with the field strength tensor F aµ = ∂µA
a
ν−∂νAaµ+ ieεabcAbµAcν , respecting the above
symmetry.


























where repeated indices are summed over the appropriate index sets i, j, µ, ν ∈ {1, 2}





and E as in (2.169). The covariant derivative in the adjoint representation acting
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Pursuing here a pseudo-Hermitian approach we perform a similarity transformation



































 , I :=
 1 0
0 −1




We note here that the potential term is similar to one of the diagonal block of the
model (2.170) in previous subsection and model (2.125) in section 2.4.1 but with
g/16 replaced with g and no 1/2 in front of the Hessian matrix. Although the
dimensionality of the mass matrix will be different, we will see that eigenvalues of
the mass matrix will coincide with the eigenvalues in equation (2.148).
The SU(2)-symmetry preserving and breaking vacua
To find the different types of vacua φ0, we need to solve again δV = 0. The corre-


















(equivalent to the R defined in section 2.4.1). Next




= 0, a SU(2)-symmetry




to become an eigenvector with zero
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 , and R2 = 4µ4 +m21m22
gm22
, (2.207)
where the Na are arbitrary constants satisfying R









T a in the matrix form of the adjoint






 , and φ02 = − µ2m22φ01. (2.208)


























so that the infinitesimal changes δφi(φ
vac) with (2.198) and (2.207) yield the follow-























2,−N2µ2,−N1m22, N1µ2, 0, 0
)
, (2.212)








According to Goldstone’s theorem the states v0i should be eigenvectors of the squared
mass matrix with eigenvalue zero. As only two of them are linearly independent we
expect to find two massless Goldstone bosons, which in our gauged model correspond
to “would-be Goldstone bosons”. Hence the SU(2)-symmetry has been broken down
to a U(1)-symmetry, so that the group theoretical argument predicts two Goldstone
bosons equal to the dimension of the coset SU(2)/U(1).
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The squared mass matrix













aIij(Dµφj)a + (Dµφ0i )aIij(Dµφ0j )a +O(φ3),
where the last two terms originate from expanding the covariant kinetic term. The










































= NaN bEij .



























−µ2 −m22 0 0 0 0
g
2


















0 0 0 0 −µ2 −m22

. (2.217)
Notice that if one takes N1 = N2 = 0 and N3 = R, then we obtain same mass matrix
as equation (2.147) but with one different block structure. The six eigenvalues λ of
M2 are then computed to
λ1,2 = 0; λ3,4 =
µ4 −m42
m22
, λ± = K ±
√
K2 + 2L, (2.218)
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with κ := 3µ4/2m22−m22/2+m21 and L = µ4 +m12m22. Notice that these eigenvalues
are equivalent to the one found in equation (2.148) as one expect. We can now
verify that the three vectors v0i in (2.210)-(2.212), corresponding to the infinitesimal
changes of the vacuum (2.207) under the action of the SU(2)-symmetry, are indeed
eigenvectors of M2 with zero eigenvalues. Due to their linear dependence we may
choose two of them to be associated with the two massless “would-be Goldstone
bosons”.
We note that there are zero exceptional points at µ4 = m42 when λ3,4 = 0, and
at µ4 = −m21m22 when either λ− = 0 or λ+ = 0. The standard exceptional point
for which the two eigenvalues λ− and λ+ coalesce occurs when −m21 = 3µ4/2m22 +
m22/2± µ2. The Jordan normal form become for the mass squared matrix becomes













 ±µ2 −m22 ±(α− β)µ2
0 ±µ2 −m22
 ,
for some arbitrary constants α and β.
We notice that the eigenvalues in (2.218) do not depend on the choice of the
the normalisation constants Na, since all of these vacua are equivalent as they are
related by SU(2)-symmetry transformations. The physical regions of the model are
determined by the requirement that the eigenvalues are real and positive. Taking
now account of the possibility that mi ∈ R or mi ∈ iR, by allowing for different
signs in front of the m2i terms in setting m
2
i → cim2i , we find that the model does
not possess any physical region when c1 = c2 = ±1 and physical regions when
c1 = −c2 = ±1 as argued also in the section 2.4.2.
The would-be Goldstone bosons
Let us now identify the two massless Goldstone bosons ψGb1,2 in the different PT
-regimes by the same procedure as previously explained in [8, 7], with the difference
that they will be made to vanish due to the presence of the gauge bosons. In terms of




where the matrix U diagonalises the squared mass matrix by U−1M2U = D with
diagD = (λ1, λ2, λ3, λ4, λ−, λ+) and diagÎ = {I, I, I}. In the PT -symmetric regime
the similarity transformation U is well defined by
U := (v1, v2, v3, v4, v−, v+), (2.221)
where the vi are the right eigenvectors of M
2 normalised with respect to the left
eigenvectors. Up to normalisations constants for each eigenvector, we obtain in our
















with τ12 = τ23 = τ32 = τ43 = 0, τ33 = τ42 = τ±1 = −τ13 = −τ22 = N1, τ21 = τ41 =
τ±2 = N2 and τ11 = τ31 = τ±3 = N3.














We note that detU = λ3λ4(λ− − λ+)µ6R4, indicating the breakdown of these ex-
pressions at the exceptional points when λ− = λ+, the zero exceptional point when
λ3 = λ4 = 0 and at the trivial vacuum when R = 0, as previously observed in
[8, 7]. However, at the exceptional point we may still calculate the expressions for
the Goldstone boson when taking into account that in this case the two eigenvectors
v− and v+ become identical. In order to obtain two linearly independent eigen-
vectors when the squared mass matrix is converted into its Jordan normal form
we multiply two entries of the vector v+ by some arbitrary constants α 6= β as
(v+)1 → α(v+)1 and (v+)2 → β(v+)2. With this change the matrix U becomes
invertible as detU = λ3λ4(β − α)(m22 + κ)N21µ6R2. We may now evaluate the
expression in (2.220) obtaining the same formulae for the Goldstone bosons as in
(2.223). At the zero exceptional point it is not possible to identify the Goldstone in
terms of the original fields in the model.
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The mass of the vector gauge boson
Finally we calculate the mass of the gauge vector bosons by expanding the minimal



















)bIij(φ0j)b−AaµAbµ (φ0i )bIij(φ0j)a)+ . . . ,
where we used the standard identity εabcεade = δbdδce − δbeδcd. A convenient choice
for the normalization constants Ni that is compatible with (2.207) and diagonalizes
(2.224) is to set two constants to zero and the remaining one to R. For instance,















+ . . . . (2.225)





g , that is one for each “would-be Goldstone boson”. When µ4 = m42, that is
then model is at the zero exceptional point, the gauge mass vector bosons remain
massless. This feature is compatible with our previous observations in [8, 7] and
above, that at these points the Goldstone bosons can not be identified.
We notice here that the two massive vector gauge bosons are proportional to the
inner product of left and right eigenvectors







Hence, the vanishing of the mass for the vector gauge bosons at the zero excep-
tional points can be associated with the inner product’s vanishing between left and
right eigenvectors. This is reminiscent of the vanishing of the inner product at the
standard exceptional points in different areas of non-Hermitian physics, which is re-
sponsible for interesting phenomena such as the stopping of light at these locations
in the parameter space [114, 115].
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2.5.3 Summary
We have considered two theories that differ by the representation of the fields in
the fundamental (2.195) and the adjoint (2.160) representation. In both cases, we
observed that the Higgs mechanism works in the PT -symmetric region and the
exceptional points. However, we observed that the Higgs mechanism does not occur
at the zero exceptional points, because there is no explicit form of the Goldstone
boson at the zero exceptional points. We have also observed that the physical region
of the massive gauge particle included the physical region of the Higgs particles as a
subset (see figure 2.6). The second model (2.160) showed the same phenomena as the
first. However, the novelty of this model is that it contains the non-trivial solution
to the equations of motion called the t’Hooft-Polyakov monopole. Therefore, the





solutions with real energies in
non-Hermitian quantum field
theories
3.1 Reality of the complex soliton solutions
The current chapter will focus on the different types of solution in the quantum field
theory called the soliton solution, which are a non-trivial solution to the equations of
motion of the quantum field theory. The classical mass of the soliton solution is found
by inserting the solution into the Hamiltonian M = H[φ] =
∫
d3xH(φ). Therefore,
the techniques from PT symmetric quantum mechanics can not be applied, where
the reality of the non-Hermitian mass matrix was guaranteed by the corresponding
PT symmetry of the matrix.
In this chapter, we will study several different types of soliton solutions in various
dimensions and models. Through studying different models, we have identified a
common anti-linear symmetry between the solutions which guarantees the reality of
the complex soliton solutions. To facilitate the legibility of the chapter, we will first
state the reality condition of the complex soliton solutions in a general form and
verify that indeed each soliton in different models respects this. We will show below
that the energy of the soliton solutions are real when three conditions stated below
holds. Therefore it is sufficient conditions to guarantee the reality of the model.
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However, we do not claim that this is a necessary condition for a real classical mass.
Let {φ1, φ2} be a set of distinct (or identical) solutions to the equations of motion
δL/δφ− ∂µ(δL/δ∂µφ) = 0. The classical masses of the solution is given by inserting
the solution into the Hamiltonian, Mi = H[φi] =
∫
d3xH(φi), for i ∈ {1, 2}. The
classical mass of the solution φ1 and φ2 are real if there exist some anti-linear
symmetry CPT (note that is it not the standard CPT symmetry in quantum field
theory) such that three conditions are satisfied:
1. CPT : H[φ(x)]→ H[CPT φ(x)] = H†[φ(−x)].
2. CPT : φ1(x)→ φ2(−x).
3. H[φ1] = H[φ2].
If two solutions are identical φ1 = φ2, then the above condition reduces to the
reality condition of the soliton solution already derived in [116]. Using the above













=⇒ M †1 = M2
(3)
=⇒ M †1 = M1.
Where numbers above the equal signs indicate the condition number.
3.2 Topological Solitons in particle physics
In this section, we find ’t Hooft-Polyakov monopole solutions in a non-Hermitian
field theory, having local SU(2) symmetry and anti-linear CPT symmetry. Two of
the main finding of this section are
1. Different similarity transformations result in different monopole solutions with
same energy.
2. CPT symmetry of the monopole solutions changes in different parameter
regimes.
The first point will be the main discussion in section 3.2.4, where it follows from the
novel feature of the non-Hermitian theory, where the similarity transformation is, in
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general, non-unique. The second point will be the main discussion in section 3.2.5
where we will observe three separate regions of qualitatively different behaviours
in parameter space bounded by different types of exceptional points with different
CPT symmetries in each region.
3.2.1 Soliton solution in a Hermitian model with SU(2) gauge sym-
metry
This subsection briefly reviews the t’Hooft-Polyakov monopole in Hermitian quan-
tum field theory with local SO(3) symmetry. The rest of the section extends the
idea discussed in this subsection to non-Hermitian theory and utilises the methods
and results already obtained in the first chapter.








The Lagrangian consist of a three component real scalar fields {φa}a=1,2,3 and the
three gauge fields {Aaµ}a=1,2,3 with the covariant derivative defined as Dµφa :=
∂µφ
a+e(Aµ×φ)a, where e is a charge of the gauge field Aµ. The kinetic term of the
















0 = µ/λ found by solving δV = 0, as explained in
the previous chapter. By redefining the potential as V → V − δV (φ0) ≡ Ṽ , one can
show that the potential vanishes at the vacuum solution, Ṽ (φ0) = 0. We will use V
and Ṽ interchangeably as it is simply a shift by a constant. The equations of motion
of φa and Aµ for this model are
DνF
νµ




The t’Hooft-Polyakov monopole is a non-trivial solution to the above differential
equation. From appendix A.1 we know that the non-trivial solution to the above
equation needs to converge to the constant solution which minimise the entire action
S[φ0] = 0, called the vacuum solution. If the action has no gauge fields, then such
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constant can be found by solving δV (φ) = 0. However, since the kinetic term is
modified to accommodate for the local symmetry, the vacuum solution also needs to
satisfy extra condition Dµφ0 = e(A
0
µ×φ0) = 0. To distinguish this vacuum solution
from the non-gauged vacuum solution, it is often referred to as Higgs vacuum [117].








a = − 1er ε
iaj r̂jn + r̂anAi, (A
0
0)
a = 0. (3.5)
The Ansatz for the gauge field (A0i )
a is taken from [118] where Aµ is some space-time







Notice that the solution φa0 is a mapping from the 2 sphere in space-time to the
2-sphere in field configuration space. Therefore the solution belongs to the 2nd ho-
motopy group π2(S2) = Z, meaning there are n ∈ Z many topologically inequivalent
solutions labelled by n. This is precisely the reason why the above Higgs vacua are
defined for every n ∈ Z. In appendix A.2, it is explicitly shown that the integer n
corresponds to the winding number of the mapping φa0 : S
2 → S2.
Keeping in mind that the solutions need to converge to the above Higgs vacuum
solutions in an asymptotic limit, let us choose a set of static spherical Ansatz






, Aa0 = 0. (3.7)
Here r̂a = (x, y, z)/
√
x2 + y2 + z2 is a normalised vector
∑
a r
ara = 1 and the
radius r from the origin (x, y, z) = (0, 0, 0). Inserting this parametrisation into the















− e2uh2 = 0, (3.9)
where h
′
= ∂rh represents the radial derivative. The approximate solution to this
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differential equation was found by Prasad and Sommerfield [119] by taking a twofold
scaling limit µ → 0, λ → 0 but keeping the vacuum solution v =
√
µ/λ invariant.
This limit is often called the Bogoliubov Prasad Sommerfield (BPS) limit. The
solutions were found by solving the simplified differential equations with the extra
assumption that the solutions asymptote to the vacuum solution in the spatial in-
finity. This constraint follows from Derrick’s scaling argument (see appendix A),
which ensures that the energy of the solution is finite. The solutions are






One can check that this solution satisfies the differential equations (3.8) and (3.9)
given that the fourth term of the equation (3.8) vanishes by the BPS limit. The
classical mass of this monopole solution can be found by directly inserting it into
the Hamiltonian. However, there is a more elegant way to obtain the mass using
the method which we refer to as the BPS method. The Hamiltonian of the model








2 + (Bai )




Where Eai ≡ −Fa0i , Bai ≡ −12εi
jkFajk. Since we are only considering the static
solution, the electric field E vanishes. Then notice that
Bai Bai + (Diφ)a(Diφ)a = (Bai ∓ (Diφ)a) (Bai ∓ (Diφ)a)± 2Bai (Diφ)a.







2Bai (Diφ)a + (Bai − (Diφ)a)






d3x [2Bai (Diφ)a] =
∫
d3x [Bi · ∂iφ+ eBi · (Ai × φ)]
=
∫
d3x [Bi · ∂iφ− eφ · (Ai × Bi)]
=
∫
d3x [Bi · ∂iφ+ φ · ∂iBi]
=
∫










The dot product represent the contraction of group indices
∑
a φ
aφa ≡ φ · φ and
Sr is a 2-sphere with radius r. Going from the third line to fourth line, we used
DiB
a
i = ∂iBai + e(Aa × Bi) = 0 which can be shown from the Bianchi identity
Dµε
µνρσF aρσ = 0. The fifth line is obtained by using the Gauss theorem at some
fixed value of the radius r. Since we are integrating over the 2 sphere with large
radius, the integrand Bi ·φ is defined far from the origin. This means we can replace
the integrand with the Higgs vacuum solution {φa0,Ba0i}, required by the Derrick’s
theorem. This is how the last line is obtained.
Surprisingly, this inequality (3.12) becomes an equality for the solutions (3.10)
because the quantity appearing in the bracket Bai −(Diφ)a vanishes with the solution
(3.10), resulting in a much simpler form of the energy. The explicit value of Ba0i can







∂jA0k − ∂kA0j + eA0j ×A0k
)a
. (3.13)
After a lengthy calculation presented in appendix A.2.1 this expression can be sim-

























∂j r̂n × ∂kr̂n
)}
. (3.14)
Notice that integrating the first term over the 2-sphere gives zero by Stoke’s theorem∫
S ∂ × A =
∫
∂S A = 0 where one can show that Stoke’s theorem on closed surface
gives zero by dividing the sphere into two open surfaces. The second term is a






The explicit calculation is in appendix A.2.1 and also [120]. This is the magnetic










The first-order differential equation Bai − (Diφ)a which saturate the inequality in
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equation 3.12 is called the BPS equation. More example of models which possess
the solutions to the BPS equation are explored in section 3.3.
3.2.2 Soliton solution in a non-Hermitian model with SU(2) gauge
symmetry
Here we begin with the non-Hermitian SU(2) gauge theory with matter fields in
the adjoint representation given in equation (2.195). This action is invariant under
the local SU(2) transformation of the matter fields (2.197) and gauge fields (2.199)
given in section 2.5.2. The action (2.195) is also symmetric under modified CPT
symmetry which transform two fields φ1 and φ2 as
CPT : φ1(t, ~x)→ φ1(−t,−~x) , φ2(t, ~x)→ −φ2(−t,−~x) , i→ −i. (3.17)






= 0 , DνF
νµ
a − eεabcφb1(Dµφ)c + eεabcφb2(Dµφ)c = 0. (3.18)
We have already introduced the similarity transformation in section 2.5. How-














We did not consider different possibilities of the similarity transformation in the
last chapter because they do not affect the eigenvalues of the transformed mass
matrix. However, we will see in this section that different transformations can lead
to different soliton solutions with the same energy. This non-uniqueness of the
metric is analogues to the non-uniqueness of the metric and its connection to the
observables in the quantum mechanical setting discussed in [20, 29].















































Notice that this action is equivalent to the action (2.204) if c3 = 1. The parameter
c3 indicates the different similarity transformations by taking the values ±1 for η±,
respectively.
As discussed in the previous chapter, the action (3.20) is real, but the mass
matrix of the fields φ1 and φ2 are still non-Hermitian. Therefore one needs to
diagonalise the Lagrangian by employing a biorthonormal basis. However, we will
still directly analyse the above action as we will observe at the end of this section
an interesting exchange of the CPT -symmetry between the monopole solutions of
φ1 and φ2 in different physical regions, which is invisible if one directly analyses the
fully diagonalised Lagrangian.
As explained in appendix A.1 and also in previous section, the monopole solution
is required to asymptotically converges to the Higgs vacuum, which is found by
solving δV = 0 and Dµφα = 0. The first equation can be simplified by choosing an
Ansatz (φ0i )
a(t, ~x) = h0i r̂
a(~x) where r̂ = (x, y, z)/
√
x2 + y2 + z2 and {h0i } are some


















2h01 = 0, (3.22)
Dµφα = 0. (3.23)
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a = −1e ε
abcr̂b∂ir̂
c + r̂aAi = − 1er ε




The Ai are arbitrary functions of space-time. The asymptotic condition can be
written more explicitly if we consider the spherical Ansatz
(φclα )
a(~x) = hα(r)r̂
a , (Acli )
a = εiaj r̂jA(r) , (Acl0 )
a = 0, (3.25)
where the subscript cl denotes the classical solutions to the equations of motion
equation (3.18). The difference between this Ansatz (3.25) and the Higgs vacuum
(3.24) is that the quantity hi now depends on the spatial radius hi = hi(r). Here
we are only considering the static Ansatz to simplify our calculation, but one may
of course also consider the time-dependent solution. For the monopole solution to
have finite energy, we require the two matter fields of equation (3.25) to approach












Also notice that at some fixed value of the radius r, the vacuum solutions φ0α and
monopole solutions φclα both belongs to the 2-sphere in the field configuration space.
For example, φ01 belong to the 2-sphere with radius R because (φ
0
1)
2 = R2. Therefore
we can apply the analysis from the previous section and notice that the radius r can
be redefined to equation (3.6) where the integer n represent the winding number as
shown in appendix A.2.1.
Since we require the monopole and vacuum solutions to smoothly deform into
each other at spacial infinity, both solutions need to share the winding number. It
is important to note that winding numbers of φ1 and φ2 need to be equal to satisfy
Dφ1 = Dφ2 = 0 and therefore we will denote the winding numbers of φ1 and φ2 as
n collectively. If they are not equal we would have Dφ1 = 0 but Dφ2 6= 0. Next, let
us insert our Ansatz equation (3.25) into the equations of motion equation (3.18).
We will also take the Ansatz (3.7) for the gauge field Aµ. These Ansatz are more in
line with the original Ansatz given in [119, 121] and also discussed in the previous
section, compare to equation (3.25). Inserting these expressions into the equations
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Notice that these differential equations are similar to the ones discussed in [119, 121]
and also discussed in the previous section, but with the extra field h2 and extra
differential equation equation (3.29). In the Hermitian model, the exact solutions
to the differential equations were found by taking the parameter limit called the
BPS limit [119, 121] where parameters in the theory are taken to zero while keeping
the vacuum solution finite. Here we will follow the same procedure and take the
parameter limit where quantities in the curly brackets of equation (3.28) and (3.29)
vanish but keeping the vacuum solutions equation (3.24) finite. We will see in section
3.2.4 that we also find the approximate solutions in this limit. However, before we
solve the differential equations, let us discuss the energy bound of the monopole.
3.2.3 The energy bound
The energy of the monopole can be found by inserting the monopole solution into





































where E,B are Eia = Fa
0i , Bia = −12ε
ijkF jka , i, j, k ∈ {1, 2, 3}. The gauge is
fixed to be the radiation gauge (i.e Aa
0 = 0, ∂iAa
i = 0). Notice that our monopole
Ansatz equation (3.22) is static with no electric charge Eai = 0 and therefore the





































Here, we simplified our expression by dropping the superscripts Acli → Ai , φclα → φα.
We also keep in mind that these fields depend on the winding numbers n ∈ Z.
Recalling from section 3.2.1 that in the Hermitian model (i.e, when φ2 = 0) one
can rewrite the kinetic term as B2 +Dφ2 = (B −Dφ)2 + 2BDφ and find the lower
bound to be
∫
2BDφ. Here we will follow the similar procedure but introducing
some arbitrary constant α, β ∈ R such that B2 = α2B − β2B where α2 − β2 = 1.






























To proceed from here, we need to assume extra constraints on α and β such that























d3xV ≥ 0. (3.34)
Following the same procedure discussed in equation (3.12), the lower bound of the
energy is written as
E ≥ 2
∫





















































d3x [−α {Bia∂iφa1 + ∂iBiaφa1}+ β {Bia∂iφa2 + ∂iBiaφa1}]
= 2
∫

















where in the fourth line we used DiB
a
i = 0 which can be shown from the Bianchi
identity Dµε
µνρσF aρσ = 0. The last line is obtained by using the Gauss theorem at
some fixed value of the radius r. Since the φai in the integrand are only defined over
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the 2-sphere with large radius, we can use the asymptotic conditions Eq. (3.26) and































where the upper and lower signs of the above energy correspond to the upper and
lower signs of the vacuum solutions in equation (3.24). The explicit value and






a is given in previous section and discussed
in appendix A.2.1. We recall that the integer n, which corresponds to the winding
number of the solution comes from the Ansatz Bai = φ̂
0
a
Bi, where Bi is defined in









Bi. Now we see explicitly the reason why we choose to keep the same
integer values for solutions φ01 and φ
0
2 as discussed in the paragraph before equation









a will be different, leading to an inconsistent energy.

























Notice that we have some freedom to choose α, β ∈ R as long as our initial as-
sumptions (3.33) are satisfied. We will see in the next section that we can take a
parameter limit of our model which saturates the above inequality and gives exact
values to α and β.
3.2.4 The fourfold BPS scaling limit
Our main goal is now to solve the coupled differential equations equation (3.27)-
(3.29). Prasad, Sommerfield, and Bogomolny [119, 121] managed to find the exact
solution by taking the parameter limit, which simplifies the differential equations.
The multiple scaling limit is taken so that all the parameters of the model tend to
zero with some combinations of the parameter remaining finite. The combinations
are taken so that the vacuum solutions stay finite in this limit. Inspired by this, we
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will take here a fourfold scaling limit










This will ensure that the vacuum solutions equation (3.24) stays finite, but crucially
the curly bracket parts in equation (3.28), (3.29) vanish. There is a physical motiva-
tion for this limit in which the mass ratio of the Higgs and gauge mass are taken to
be zero (i.e mHiggs  mg) as described in [122]. We will see in the next section that
the same type of behaviour is present in our model, hence justifying equation (3.38).
The resulting set of differential equations, after taking the BPS limit is similar to the
ones considered in [119, 121] with the slightly different quadratic term in equation

















where α, β ∈ R were introduced in section 3.2.3 and f(r) ≡
{
v coth (evr)− 1er
}
. One
can check that this Ansatz indeed satisfies differential equations equation (3.27)-
(3.29) in the BPS limit. We have decided to put a prefactor α and β in front of
equation (3.40),(3.41) to satisfy the differential equation equation (3.27). Note that if
we take α = 1 we get exactly the same as given in [119, 121], which is known to satisfy
the first order differential equation called Bogomolny equation Bi −Diφ = 0. The
Ansatz (3.39)-(3.41) only differs from the ones given in [119, 121] by the prefactors
α and β, and therefore our Ansatz should satisfy Bogomolny equation with the










b = 0, (3.43)
where φα ≡ hα(r)r̂n. If we compare these equations to the terms appearing in













where upper and lower signs correspond to the vacuum solutions equation (3.24),
when taking the square root. We can calculate the explicit forms of α and β by














with the asymptotic values of equation (3.39)-(3.41)
lim
r→∞
u(r) = 0 , lim
r→∞
h±1 (r) = −αv , limr→∞h
±
2 (r) = −βv. (3.46)
By Derrick’s scaling argument, the two asymptotic values (3.45) and (3.46) should
match, resulting in algebraic equations for α and β. Using α2−β2 = 1 and assuming





, v = (±)Rl
m22






m42 − µ4. The plus-minus signs in the brackets correspond to the
two possible solutions to the algebraic equation α2 − β2 = 1. These need to be
distinguished from the upper and lower signs of α and β which correspond to the
vacuums solutions (3.24). Inserting the explicit values of α and β to the energy
equation (3.44) we find












































It is crucial to note that although it seems like there are two monopole solutions
{h±1 , h
±
2 }, the two solution are related non-trivially in its asymptotic limit by the
94
constraint limh±2 = (−c2c3µ2/m22) limh
±
1 given in equation (3.22). For example, one
can not choose {h+1 , h
−
2 } as a solution as this will break the asymptotic constraint.
The solution (3.49) can be constrained further by imposing that the energy (3.48)
is real and positive.
E[φ1, φ2] > 0 =⇒ −(±)
8πnR
em22
l =⇒ −(±)n > 0. (3.50)
Therefore we can ensure positive energy if (±) = sign(n). The final form of the
monopole solution with positive energy are

































with energy E = 8|n|πlR/em22. We conclude this subsection by observing that the
above solution depends on the parameter c3, which takes value {−1, 1} depending
on the choice of the similarity transformation. Choosing different values of c3 also
result in a different asymptotic values (3.45), meaning solutions for c3 = 1 and c3 =
−1 are topologically different. Since the energy is independent of c3, two distinct
solutions share the same energy. Respecting one of the main features of similarity
transformation, which is to preserve the energy of the transformed Hamiltonian.
In the next section, we will investigate in detail how the solution changes and
new CPT symmetry emerges by changing the parameter values.
3.2.5 Real and complex monopole solutions with real energies
This section will investigate the behaviour of the solution (3.51) in different regimes
of the parameter spaces. We will compare the physical regions of monopoles and
gauge particles found in the previous chapter. We will see that the two regions
coincide, but the solutions in different regions possess different CPT symmetries.
Different symmetries of solutions in different regions are not the coincident but the
consequence of the three realty conditions stated in section 3.1. In fact, it is deeply
related to the reality of energy, which will be explored at the end of this section.
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Higgs mass and exceptional points
Let us recall the masses of the particles (2.218) (which are also equivalent to (2.148))





, m2± = K ±
√















2. Notice that the masses do
not depends on c3, meaning they do not depends on the similarity transformation
as expected. We also comment that in the BPS limit we have m0 = m± = 0, but
mg and M± stays finite, such that the ratios mHiggs/mg vanish in the BPS limit.
This is in line with the Hermitian case [122], providing the physical interpretation
mHiggs  mg for the BPS limit.
In section 2.4.2, the physical region, where all values of equation (3.52) stay real
and positive, were investigate with the figure 2.4 showing two disconnected regions
for c1 = −c2 = 1 and c1 = −c2 = −1. Since the monopole energy is proportional to
the gauge mass in terms of R and l, the physical region coincide with the one shown
in figure 2.4.
One may notice that when c2 = 1, requiring positive mass m
2
0 > 0 implies that
µ4−m42 > 0. This means the quantity l =
√
m42 − µ4 is purely imaginary. One may
then discard this region as unphysical. However, we will see in next section that
there is a disconnected region beyond µ4−m42 > 0, which admit real energy because
R also becomes purely complex. This is not a coincident and in fact we will see an
emerging new CPT symmetry for the monopoles.
In the rest of the section, we will exclusively focus on the monopole and gauge
masses. The main message of this subsection is the emerging symmetry responsible
for the reality of the monopole masses. The requirement to make the whole theory
physical demands also to consider the intersecting of the physical regions between
monopole masses and Higgs masses. As an example, we plot all the masses of the
theory in figure 3.1. As one can see, the intersecting points of the physical regions
of Higgs masses and monopole/gauge masses are non-trivial. However, we do not
need to know the exact intersecting point. There are two reasons for this:
i) From section 2.5, we already know that the physical regions of Higgs masses
96
and gauge mass always intersect.
ii) The analysis done in the rest of the section applies to any point in the physical
regions of monopole/gauge masses, so we can assume that the full theory is in
the physical regions.
Figure 3.1: Monopole, gauge and Higgs masses plotted for m21/g = −0.44, µ/g = −0.14, e =
2, c1 = −c2 = −1. The solid line represent the real part and dotted line represent the imaginary
part of the masses. The dotted vertical lines indicate the boundaries of the physical regions
where all the masses acquire real positive values.
Change in CPT symmetry and complex monopole solution
We begin by introducing the useful quantities m21/g ≡ X,µ2/g ≡ Y, µ2/m22 ≡ Z.




1− Z2, mmono = 8|n|πRe
√
1− Z2, (3.53)






























Where R2 = 4(c2ZY + c1X). The monopole masses are plotted against the gauge
mass for fixed parameters with n ∈ {1, 2, 3, 4} in figure 3.2 with weak and strong cou-
plings e = 2, e = 10. Notice that the gauge mass is smaller than any of the monopole
masses for weak coupling, but when e is large enough, some of the monopole masses
can become smaller than the gauge mass. This is clear by inspecting the monopole
and gauge mass in equation (3.53) and two masses coincide when e =
√
8|n|π. Note
that n = 0 is not a monopole mass as it corresponds to the solution with zero
winding number, which is topologically equivalent to the trivial solution.
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Figure 3.2: Monopole and gauge masses plotted for X = 1, Y = 0.8, e = 2, c1 = −c2 = 1. The
solid line represent the real part and dotted line represent the imaginary part of the masses.
From figure 3.2, we also observe disconnected regions where both monopole and
gauge masses become real to purely complex. A more detailed plot of this is shown
in figure 3.3. Region 2 is bounded by two points with lower bound µ2/m22 = 1 cor-
responds to the zero exceptional point where the vacuum manifolds stay finite (i.e.
spontaneous symmetry breaking occur). However, the Higgs mechanism fails, as dis-
cussed in the previous section. The upper bounds correspond to the point where the
vacuum manifold vanishes. Therefore, the spontaneous symmetry breaking does not
occur, implying that the gauge field do not acquire mass though Higgs mechanism,
resulting in a massless gauge fields. Most crucially, an interesting region (denoted by
region 3 in figure 3.4) reappear as one increases the value of Z. The profile function
in region 3 is purely complex, which signals that this may lead to complex energies.
However, as one can see from figure 3.3, the energy is real. The reason for the real
energy is that the conditions stated in the previous section hold. We will show below
the CPT symmetry responsible for the reality of the energy. Note that the profile
function h2 only differ from h1 by some factor in front. Therefore we omitted it from
the plot.
Figure 3.3: Both panels are plotted for X = 1, Y = 0.8, n = 1, e = 2. The solid line represent
the real part and dotted line represent the imaginary part of the masses. Panel (a) shows the
monopole and gauge masses against Z ≥ 0, with vertical lines indicating the location of the
boundaries of three regions. The panel (b) shows three profile function h1(r) defined on each
regions indicated in panel (a).
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Another physical region is when c1 = −c2 = −1. The monopole and gauge
masses for this case is plotted in figure 3.4. We observe almost an identical plot from
the figure 3.3 but with real and imaginary parts swapped. The profile functions also
respect these changes as regions 1, and 3 no longer have a definite asymptotic value.
The boundaries are unchanged, as one can see from the figure 3.4.
Figure 3.4: Both panels are plotted for X = 1, Y = 1, n = 1, e = 2. The solid line represent
the real part and dotted line represent the imaginary part of the masses.
Finally, there is an interesting parameter point X = Y where the region 2 van-
ishes (see figure 3.5). The two boundaries Z2 = 1 and c2ZY + c1X = 0 coincide
when X = Y and the zero exceptional point no longer exists because the spontaneous
symmetry breaking does not occur in this case.
Figure 3.5: Both panels are plotted for X = 1, Y = 1, n = 1, e = 2. The solid line represent
the real part and dotted line represent the imaginary part of the masses.
Next let us explain the reality of the energies in different regions. First, to realise









1 (r) in region 1











By using the explicit forms of the solutions (3.54, 3.55). We can show that the above
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2 (r) = h
∓















= h∓1 in region 3
(3.57)
Notice that in regions (1) and (3) the CPT relates two distinct solutions in two
different ways. For example, h±2 is mapped to h
∓
2 in region (1) but it is mapped to
itself in region (3).
Finally the condition (3) is satisfied because the energy does not depends on the
± signs of the solutions. This explains the real energies of complex monopoles in
region 3 and complex energy in region 2. Indeed we observe the predicted behaviour
in figure 3.3. The region 2 is a hard barrier between two CPT symmetric regions
where solutions are either real or purely imaginary. The same analysis can be done
in the other physical region c1 = −c2 = −1 where the symmetry is now
CPT :











No symmetry in region 3
. (3.58)
We have observed that one can find a well-defined monopole solution in two discon-
nected regions. However, in the full theory, it is only one of the regions which are
considered physical. This is because the Higgs mass m20 is either positive or negative
depending on which side of Z2 = 1 it is defined. Because two disconnected regions
are defined on either side of the zero exceptional point Z2 = 1, the full physical re-
gion restricts one from moving region (1) to region (3) by changing Z. This is most
clearly seen in the figure 3.1 where the plot of m20 (green line) becomes negative
beyond the zero exceptional point. Therefore the region (3) does not coincide with
the physical region shown in figure 2.6. This may imply that the purely complex
monopole solution we observed is not a possible solution of the theory. However,
the purely complex solution can exist in the full physical region. An example of this
is shown in the figure 3.6 where we observe that the profile function h1 (therefore
h2) is purely complex, and the Higgs masses, gauge mass are all real and positive
Finally we comment on the diagonalisation of the Lagrangian. As stated at the
beginning of this section, the changing of the CPT -symmetry in going from region
1 to 3 is only visible because we have worked with the action (3.20) instead of fully
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Figure 3.6: Both panels are plotted for X = 1, Y = 1, n = 1, e = 2. The solid line represent
the real part and dotted line represent the imaginary part of the masses.
diagonalised Lagrangian. If we now assume that we diagonalised and repeated the
analysis of this section, we would have found the monopole solutions (3.54) and
(3.55) but with a linear combination of the fields φ1 and φ2 defined in equation
(2.26) (note that the equation (2.26) is only used for would-be Goldstone but same







, a ∈ {1, 2}. (3.59)
Recalling that φai = hir̂






Then notice that in the region 3, the field ψ1 is real because the overall quantity√
m42 − µ4 is purely complex in region 3. Therefore we would not have observed the
changing of the CPT -symmetry. We can conclude that different CPT -symmetries
of the complex solutions combine to one CPT -symmetry in the diagonalised theory.
In next two section, we will consider models where there is no known Dyson
map. Therefore it is important to identify the appropriate CPT -symmetry of the
solutions to guarantee the real energy.
3.2.6 Summary
We have found the t’Hooft-Polyakov monopole solution (3.51) in the non-Hermitian
theory by drawing an analogue from the standard procedure in the Hermitian theory.
The monopole masses were plotted with the massive gauge and Higgs masses where
the physical region of the monopole masses coincides with that of the gauge mass.
It was also observed that there are two distinct physical regions bounded by the
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zero exceptional point and the parameter limit where the vacuum manifold becomes
trivial. The profile function (radial part of the monopole solution) is plotted in
figures 3.3, 3.4, 3.5, where it is real and purely complex in the regions 1 and 3
respectively. Incidentally, the CPT -symmetries of the solution are different in the
regions 1 and 3.
3.3 Topological solitons in 1 + 1 dimensions
This section will extend the study of the BPS soliton solution observed in the last
section by taking the special limit in the equations of motion. The focus will be
on the 1 + 1 dimensional non-Hermitian field theories to simplify the analysis. We
investigate three different types of non-Hermitian field theories.
1. A complex version of a logarithmic potential that possess BPS super-exponential
kink and antikink solutions.
2. Two copies of Hermitian sine-Gordon theories, coupled with non-Hermitian
metric term.
3. A Complex extended sine-Gordon theory with known similarity transforma-
tion.
Despite the fact that all soliton solutions obtained in this manner are complex in the
non-Hermitian theories, we show that they possess real energies. For the complex
extended sine-Gordon model, we establish explicitly that the energies are the same
as those in an equivalent pair of a non-Hermitian and Hermitian theory obtained
from a pseudo-Hermitian approach by means of a Dyson map, which also maps a
complex solution to a real solution. We argue that the reality of the energy is due to
the topological properties of the complex BPS solutions. These properties generally
result from modified versions of antilinear CPT symmetries that relate self-dual and
an anti-self-dual theories.
3.3.1 BPS solitons from self-duality and anti-self-duality




















as a starting point for the setup of a BPS theory, where the quantities Aα(φ, ∂µφ),
Ãα(φ, ∂µφ) are functions of the fields φ appearing in the Lagrangian L of the field
theory under consideration and at most of first order derivatives thereof. It is clear
that the relations in (3.61) ensure that the topological charge is always a lower bound
for the energy E ≥ |Q|. Following [123], one may then use these definitions to derive
two equations, one being the Euler-Lagrange equation resulting from varying E and
the other from considering infinitessimal changes δφ in Q and demanding δQ = 0.
The latter requirement incorporates that Q is interpreted as a topological charge,
which should be a homotopy invariant, i.e. invariant under smooth variations in
the fields. The compatibility between these two equations then implies (anti)-self-
duality of the quantities Aα, Ãα and moreover that Q saturates the Bogomolny
bound for the energy E
Aα = ±Ãα, and E = |Q| . (3.62)
Evidently the energies of the self-dual and anti-self-dual fields are the same. As-
suming next the existence of a pre-potential U(φ) defined as η−1ab (
∂U
∂φa
)( ∂U∂φb ) = V(φ)
where V is a potential of the model, one may write the energy functional and the













































Comparing the general expressions for Aα and Ãα in (3.61) with those for U(φ) in
(3.63), (3.64) implies the identifications




where ρ factorizes the target space metric as ρTρ = η. The (anti)-self-duality rela-






Allowing the scalar fields to be complex and the potential to be non-Hermitian, the
reality of the energy could be guaranteed when the Hamiltonian is CPT -symmetric










dxH† [φ(x)] = E∗. (3.67)
Since in the scenario considered here the self-duality imposes the kinetic energy to
equal the potential energy, it would suffice therefore to establish that
V [φ±(x)] = V† [φ±(−x)] , or V [φ±(x)] = V† [φ∓(−x)] (3.68)
in order to ensure the reality of the energy by means of (3.67). Note that the second
condition in equation (3.68) is precisely the condition (1) presented in section 3.1.
In fact, we shall demonstrate that the first condition is broken in all of our examples,
highlighting the three conditions as an extension of the one proposed in [116]. We
have denoted here by φ± the solutions of (3.66) corresponding to the two options
for the sign in (3.62). Evidently it follows from (3.61) that the energy is the same
for either choice. The second option in (3.68) is novel due to the set up involving
anti-self-duality and not available in the standard setting in many other integrable
systems [116, 124, 125, 126]. Alternatively, by analysing directly the model, the
energy is real if
lim
x→∞
Im {U [φ(x)]} = lim
x→−∞
Im {U [φ(x)]} . (3.69)
Finally let us comment on the stability of the solutions. The topological charge





















This was also discussed briefly in the previous section. However, since A and Ã can
be complex, the inequality above might be violated. This problem is resolved once
the similarity transformation of the theory is identified. Unfortunately finding the
similarity transformation is in general very difficult as discussed in the introduction.
Therefore, for some of the examples in this section and next, we directly analyse
the complex theory with complex solutions. Crucially for any similarity transforma-
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tions the energy of the solution is unchanged, meaning the topological charge of the
solution is a well-defined lower bound of the energy. Therefore, the only quantity
we will analyse in the complex theory is the energy of the solutions. We will see in
section 3.4.2 that some of the complex solution stay complex even after similarity
transformation. In such case, the complex solution is non physical in a particular
Hermitian theory obtained by a particular similarity transformation. However, as
explained above, it may have a different similarity transformation where the solution
becomes physical in different theory.
We shall now analyse several different theories with concrete choices for pre-
potential that lead to non-Hermitian scalar field theory with an antilinear symmetry.
3.3.2 A non-Hermitian BPS theory with super-exponential kink
solutions
We start by generalising a Hermitian field theory that was recently studied by Ku-
mar, Khare and Saxena [127] to one with two-component complex fields in a non-
Hermitian setting. The original model was motivated in parts by its proximity to a
φ6-type potential and its feature of minimal nonlinearity. Interestingly, this model
possesses kink and antikink solutions with a super-exponential profile rather than
the more standard arctan type solutions, seen in sine-Gordon theory. This feature
survives our generalisation, and the complex BPS solutions interpolating between
five out of nine vacua of our model have real energies.



















with λ, µ1, µ2 ∈ R, respectively. Using the relation between the potential and the
pre-potential (3.63) we obtain from the Ansatz (3.71) the non-Hermitian potential
























According to the standard pseudo-Hermitian approach to non-Hermitian field theo-
ries, one may seek a similarity transformation using a well defined Dyson map, e.g.
[75, 79, 7, 8, 9], to map the theory to a Hermitian theory or introduce non-vanishing
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surface terms [77, 88, 82, 81, 83] and analyse these systems. However, as we shall
demonstrate below, just as in a standard quantum mechanical setting [104, 111], the
energy is preserved in this process so that one may also analyse the solutions of the
non-Hermitian theory directly.
Note that the complex theory and solutions can only be viewed as a physical
theory if an appropriate metric is chosen (see section 2.3.3). Therefore, directly
analysing the quantities other than energy such as position, momentum of the soliton
in the complex theory is not physical unless the metric is fixed. Our approach is
further justified in section 3.3.4, where we shall present an explicit system for which
a non-Hermitian Hamiltonian is related to a Hermitian Hamiltonian by means of an
explicit nontrivial Dyson map.
Using the BPS equations (3.66), the static solutions associated with the potential
(3.72) are the two pairs of coupled first-order differential equations
BPS±1 : ∂xφ1 = ±
µ1
[













=: F±1 , (3.73)
BPS±2 : ∂xφ2 = ±iλ
µ1
[













=: F±2 . (3.74)
We will need both versions in (3.73) and (3.74) to verify the general argument that
guarantees the reality of the energy. We observe that these equations are compatible
under two types of modified CPT -transformations
CPT ± :
 φ1(x) → ± [φ1(−x)]
†






Using these symmetries we can derive the second relation in (3.68). We notice that a





. However, this symmetry can not be employed in
the argument in (3.67) that guarantees the reality of the energy. The introduction
of time by means of a standard Lorentz transformation, x→ (x− vt)/
√
1− v2, will
not change this feature, so that the reality of the energy is not a consequence of
this particular antilinear symmetry. Moreover, we do not find solutions below that
posses this kind of CT -symmetry.
Let us now solve the pair of the two BPS equations (3.73) and (3.74). In the
Hermitian limit, when λ = 0, the equations decouple, and the solutions can be
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with integration constants κi ∈ C and i = 1, 2. We fix our constants in such a
way that we obtain proper kink and antikink solutions with well-defined asymptotic
behaviour. We select our solutions as
















, µi ≥ 0, (3.77)
















, µi < 0, (3.78)
so that φa+i (0) = φ
k−
i (0) = 1/e, φ
k+
i (0) = φ
a−
i (0) = −1/e and φ
a+
i (x) = φ
k−
i (−x) =
−φk+i (x) = −φ
a−
i (−x). The asymptotic limits are therefore
lim
x→−∞







φk+i (x) = limx→∞






φa+i (x) = limx→∞
φk+i (x) = limx→−∞
φa−i (x) = limx→−∞
φk−i (x) = 0. (3.79)
Hence, using the expression for the pre-potential (3.64) we obtain for all combina-





2 (µ1, µ2) =
|µ1|+ |µ2|
2e
, p, q = k, a; n,m = ±; µ1, µ2 ∈ R. (3.80)
In the non-Hermitian scenario, when λ 6= 0, we solve the two sets of coupled BPS
equations (3.73) and (3.74) numerically. Some sample computations are presented
in figure 3.7.
We observe that for increasing values of the coupling constants µi the real parts
of φi approach H(−x)/
√
e with H(x) denoting the Heaviside step function. The
imaginary parts keep oscillating with larger amplitudes with increasing µ and cru-
cially vanish at x→ ±∞, which means that the energy is also given by the expression
in (3.80) for all values of λ. The analytical solution for λ = 0 are smooth kinks and
antikinks who also approach a Heaviside step function for increasing values of µi.
We also observe from our numerical solutions in figure 3.7 that the solutions
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Figure 3.7: Complex BPS kink and anitkink solutions of the two pairs of coupled BPS
equations (3.73) and (3.74) associated to the potential (3.72) with initial values φk+1 (0) =
φk+2 (0) = φ
a−
1 (0) = φ
a−
2 (0) = −1/e and φ
a+
1 (0) = φ
a+
2 (0) = φ
k−
1 (0) = φ
k−
2 (0) = 1/e for
µ1 = 0.2, µ2 = 0.1, λ = 0.1.
realise the CPT −-symmetry as









































and similarly for the other pairs of solutions. Changing the initial conditions, we
may also construct solutions that manifest the CPT +-symmetry. The relation in
(3.82) is precisely the second option in (3.68) that relates solutions of the self-dual
system to solutions of the anti-self-dual system. As the energies in both systems
must be the same, it is guaranteed to be real.
Next, we will identify which vacua are interpolated by which kind of BPS solu-
tion. It is easy to check that the real part of the potential has nine minima at
v±± = (±e−1/2,±e−1/2), v0± = (0,±e−1/2), (3.83)
v±0 = (±e−1/2, 0), v00 = (0, 0),
corresponding to the fixed points of the dynamical system (3.73) and (3.74) as
solutions of F±1 (φ1, φ2) = F
±
2 (φ1, φ2) = 0. Next we compute the eigenvalues of the
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, i, j = 0,+,−, (3.84)
in order to determine their stability. For the F+-system with µi > 0 we find













have a positive and a negative eigenvalue. For φi → 0 we have to
evaluate the values in an ε-neighbourhood. This means, see e.g. [128], that v±± are
unstable fixed points, v0± and v±0 are saddle points and v00 is the only stable fixed
point. For the F−-system still with µi > 0 all signs of the eigenvalues are reversed.
Changing the sign of µi will also reverse the sign of one eigenvalue. Using the so-
lutions from above as represented in figure 3.7, we have the following interpolations
between the different vacua




v00 v++ φa+1 φ
a+
2−−−−−→
v00 v00 φa−1 φ
k−
2−−−−−→





This behaviour is also confirmed by the gradient flow for F+ that is indicated in
figure 3.8 superimposed onto the potential. We obtain similar relations for the F−-
system.




















Figure 3.8: Real part of the potential V (φ1, φ2) in (3.72) as a function of Reφ1 and Reφ2
with the gradient flow of the real parts of F+ superimposed in white. The kink-kink, kink-
antikink, antikink-kink and antikink-antikink interpolate between the different types of stable
and unstable vacua as specified in (3.85)
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When passing from the V+-theory to the V−-theory, we pass through the special
point µ1 = µ2 = 0. The energy (3.80) is defined for all values and does not become
complex. To investigate this point further, the next model is designed in such a way
that it appears to have an exceptional point, which, however, turns out to be not
genuine.
3.3.3 A non-Hermitian coupled sine-Gordon model
Next, we consider a modified version of a model whose real variant has been in-
vestigated recently in [129]. We generalise that model to one involving a complex
non-Hermitian potential with a complex two-component scalar field and add an ad-
ditional term designed in such a way that we obtain an exceptional point [130]. We
shall demonstrate that the system possesses complex solutions to its BPS equations
with real energies in a certain region in the parameter space where the topological
charge of the system is well-defined and real. There is also a region in which the
energy is not well defined and not finite on the entire real x-axis.




 , and U (φ1, φ2) = −(cosφ1 + µφ1 + cosφ2), (3.86)
λ, µ ∈ R, respectively. The potential resulting from the expression in (3.63) is
derived as




(sinφ1 − µ)2 + 2iλ (sinφ1 − µ) sinφ2 + sin2 φ2
]
. (3.87)
We note that the singularity at λ = 1 present in the real version of this model
discussed in [129] has been removed as the quantity 1/(1− λ2) becomes 1/(1 + λ2).
The static versions of the BPS equations (3.66) obtained from (3.87) are the pairs
of complex coupled first-order equations
BPS±1 : ∂xφ1 = ±
1
1 + λ2
(sinφ1 − µ+ iλ sinφ2) =: G±1 , (3.88)
BPS±2 : ∂xφ2 = ±
1
1 + λ2
[iλ (sinφ1 − µ) + sinφ2] =: G±2 . (3.89)
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These equations are compatible under the modified CPT -transformation
CPT :
 φ1(x) → [φ1(−x)]
†
φ2(x) → − [φ2(−x)]†





Notice that we require again both signs to achieve consistency under the CPT -
conjugation. It is precisely this symmetry that is needed to derive the second relation
in (3.68) and the condition (1) from section 3.1. Trying instead to realise the com-
patibility of BPS+i or BPS
−
i with itself requires just a modified CT -transformation
φ1(x) → [φ1(x)]†, φ2(x) → − [φ2(x)]†, which as for the previous model is, however,
not sufficient to be used in the argument in (3.67) that ensures the reality of the
energy.
In the Hermitian limit, when λ = 0, the two pairs of BPS equations decouple
and are easily solved analytically by the kink and antikink solutions for the upper
and lower sign, respectively,
φ
±(n)




























1 (x) = limx→−∞
φ
−(n)





1 (x) = limx→∞
φ
−(n)





2 (x) = limx→∓∞
φ
−(n)




for |µ| ≤ 1, we obtain from (3.64) for both signs the same expression for the energy











For |µ| > 1 the limits limx→±∞ φi(x) are not well defined as the solutions become
periodic in this case. Limiting this case to a theory on a finite interval will, however,
still gives real energies. For instance, for an interval [a, b] with κ1 = κ2 = n = 0 we
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compute the energy
E±(µ) = ±µz(x)− cos [z(x)]± tanhx|ax=b . (3.97)








. This is real and well
defined as long as one avoids a, b = (2nπ+π)/
√
µ2 − 1, n ∈ Z. In the non-Hermitian
scenario, when λ 6= 0, we solve the coupled equations (3.88) and (3.89) numerically,
see figure 3.9 for some sample behaviours.
































Figure 3.9: Complex BPS kink and antikink solutions of the pair of BPS equations (3.88) and
(3.89) with initial values φk+1 (0) = φ
k+
2 (0) = φ
k−
2 (0) = φ
a−
1 (0) = π/2 and φ
a+
1 (0) = φ
a+
2 (0) =
φk−1 (0) = φ
a−
2 (0) = −π/2 for λ = 3, µ = 0.5.
We observe that the real parts are perturbed versions of the smooth kink and an-
tikink solution of the Hermitian case, which exhibit more and more oscillations near
the origin as λ increases. Asymptotically the solutions of the Hermitian and non-
Hermitian cases tend to the same value. Crucially, we read off the CPT -symmetry





































This is once more the second option in (3.68). Thus assuming the energies of kinks
and antikinks in the + system are the same as the antikinks and kinks in the −
system, respectively, this energy is guaranteed to be real.
Since the limits x → ±∞ for these solutions are the same as for λ = 0, the
expression for the energy E(µ) in (3.96) holds for all values of λ. Considering the
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expression in (3.96), it appears that µ = 1 is an exceptional point of the system and
that for |µ| > 1, one might obtain complex conjugate pairs of eigenvalues. However,
just as in the previous model, when the threshold is passed into that region, the
asymptotic limits of the kink solutions are no longer defined, meaning the expression
for the energy becomes meaningless. Moreover, when defining the theory on a finite
interval in space, the energy is still real and does not occur in complex conjugate
pairs. In order to qualify µ = 1 as a genuine exceptional point of the complex
solution, we expect to also find a BPS solution with finite complex energy beyond
the exceptional point. However, in this example the solutions and energy becomes
divergent. Hence we conclude that µ = 1 is not an exceptional point. Note that the
zero exceptional point of the monopole solution, we considered in section 3.2 was
the zero exceptional point of the mass matrix of the theory. Therefore, it was a zero
exceptional point of the Higgs and Goldstone fields, but not the monopole.
Next we identify the precise relation on which vacua are connected by which of
the various BPS solutions. The infinite amount of vacua of the potential (3.87) are
easily found to be
v
(n,m)
1 = (arcsinµ+ 2πn,mπ), and v
(n,m)
2 = (π − arcsinµ+ 2nπ,mπ), (3.100)
corresponding to the fixed points of the dynamical system (3.88) and (3.89), that are
the solutions of G±1 (φ1, φ2) = G
±
2 (φ1, φ2) = 0. Computing once more the eigenvalues













with j = 1, 2, we find for the + system that J(v
(n,2m)
1 ) has two positive eigenval-
ues, J(v
(n,2m+1)




2 ) have a





2 are always saddle points, v
(n,2m)
1 are unstable/stable
nodes (G+/G−) and v
(n,2m+1)
2 are stable/unstable nodes (G
−/G+). Hence the kink





indicated for an example in figure 3.10 with the accompanying gradient flow. The
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Figure 3.10: Real part of the potential V (φ1, φ2) as a function of Reφ1 and Reφ2 with
the gradient flow of the real parts of G+ superimposed in white. The kink solutions φk+1 (x),




2 (red dots) as indicated by the red solid
trajectory.






















The G− system admit same flow map as figure 3.10 but with every flow in the




















hence confirming the consistency of the above. The other vacua v
(n,m)
i for different
choices of n and m are obtained by including the n-dependence into the solutions.
In both of our previous examples, we have directly analyzed the complex non-
Hermitian systems. In analogy to the treatment of many quantum systems, such
an approach is especially meaningful under the assumption that there exists an
equivalent Hermitian system with the same energy. In the next section, we present
such a system and thus further justify our approach.
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3.3.4 Complex extended sine-Gordon model and its Hermitian part-
ner
In this section we investigate a model with two complex fields consisting of two
copies of sine-Gordon models of which one is complex PT -symmetrically extended















with constants m,µ ∈ R and |ε| ≤ 1. For simplicity, we have not introduced an
interaction term between φ1 and φ2 as the feature we are trying to illustrate can
even be shown for a theory with one field only. We keep a second field to maintain
similarity with the previously discussed systems and directly compare the BPS solu-
tions for the two fields. The constant term proportional to
√
1− ε2 is introduced for
convenience. In order to find a Hermitian partner potential v to the non-Hermitian









Here the momentum operator π1(x, t) := ∂tφ1(x, t) satisfies the canonical equal time
commutation relation [φ1(x, t), π1(y, t)] = iδ(x− y). The inverse adjoint action of η̃
on V then leads to
v (φ1, φ2) = η̃















whereas the kinetic term remains unchanged as η̃ commutes with it. Even though
we are here mainly interested in the properties of classical solutions, we briefly drew
on the quantum field theory version of the model in order to carry out the similarity
transformation. The effect of the adjoint action of η̃ on any smooth function of the
fields (φ1, φ2) is (φ1, φ2)→ (φ1 + i/µarctanhε, φ2).
We shall now demonstrate that the energies of the BPS solutions for the system
involving the non-Hermitian potential V and the Hermitian potential v are identical
and real. Following the procedure of the previous sections, we first note that the
115
potential V can be derived from the pre-potential





















when taking the metric of the target space simply to be diagonal diagη = (1, 1).
According to (3.66) the two pairs of coupled BPS equations are therefore





























Once again we can identify a pair of modified CPT -transformations under which
these equations are compatible
CPT ± :
 φ1(x) → − [φ1(−x)]
†
φ2(x) → ± [φ2(−x)]†





We solve the equations (3.108) and (3.109) by
φ
k/a+







































with integration constants κ1, κ2 ∈ C. The solution respect the CPT −-symmetry as


















for the potential that guarantees the reality of the energy when arguing along the
same lines as above.
We may of course also compute the energies directly from the asymptotic limits
of the solutions. For |ε| ≤ 1 we find
lim
x→±∞












φa+j (x) = limx→∓∞

























, p, q = k, a; n = ±; m,µ ∈ R. (3.116)
The special point ε = 1 is not an exceptional point as the BPS solutions for φ1 and
φ2 have no definite asymptotic values. For |ε| > 1 the energies become complex,
albeit not complex conjugate. The reason for the latter is that the CPT -symmetry
is not just broken for the solutions, but also at the level of the Hamiltonian. It
is now easy to verify that the pre-potential u (φ1, φ2) leading to the real potential
v (φ1, φ2) is simply obtained as u = η̃
−1Uη̃. The solutions to the real BPS equations
are then given by (3.111) and (3.112) with (φ1, φ2)→ (φ1 − iarctanh(ε)/µ, φ2). The
expression for the energy E = limx→∞ u (φ1, φ2) − limx→−∞ u (φ1, φ2) is then the
same as the one in (3.116).
3.3.5 Summary
We defined the BPS solution and studied three models containing BPS solutions:
super-exponential, non-Hermitian coupled sine-Gordon, and complex sine-Gordon
models. In all three models, we have found the complex solution with real and finite
energies and identified the CPT -symmetry responsible for the reality. We plotted the
gradient flow for the first two models to show how the solution flows from one vacuum
to the other. In the last model, we have identified the similarity transformation and
compared the energy of the solutions in non-Hermitian and Hermitian counterparts
and observed that they are indeed equal.
3.4 Topological solitons in nuclear physics
We conclude the chapter by investigating several complex versions of extensions
and restrictions of the Skyrme model with a well-defined BPS limit. The models
studied possess complex kink, anti-kink, semi-kink, massless and purely imaginary
compacton BPS solutions that all have real energies. The reality of the energies
for a particular solution is guaranteed when a modified antilinear CPT -symmetry
maps the Hamiltonian functional to its parity time-reversed complex conjugate and
the solution field to itself or a new field with degenerate energy. In addition to the
known BPS Skyrmion configurations we find new types that we refer to as step,
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cusp, shell, and purely imaginary compacton solutions.
3.4.1 The Skyrme model - extensions and restrictions
To establish our notations and conventions, we briefly recall some key aspects and
definitions of the Skyrme model. Largely following [131, 132], we consider an ex-
tended version of the standard Skyrme model described by variants of a Lagrangian
density of the general form
L = L̃0 + L2 + L4 + L6 + L0, (3.117)











L6 := −λ2N20BµBµ, L0 := −µ2V,
with Lie algebraic currents in form of right Maurer Cartan forms, topological current






εµνρτTr (LνLρLτ ) , U := e
iζ(σ·~n), (3.119)
respectively. Here fπ can be interpreted as the pion decay constant, and the dimen-
sionless constant e is referred to as the Skyrme parameter. As is well known, these
parameters can be scaled away to set them both to 1 in what follows. Moreover, we
denote by σ the standard Pauli matrices and take the three-component unit vector
to be of the form ~n = (sin Θ cos Φ, sin Θ sin Φ, cos Θ) rather than the rational map
or stereographic projection often used instead in this context, see, e.g. [133]. Our
space-time metric g is taken to be diagg = (1,−1,−1,−1). The normalization con-
stant N0 is chosen in such a way that the Baryon number B =
∫
B0d
3x ∈ Z becomes
an integer as it should be for a two flavour theory to guarantee that Baryons with
an even and odd number of quarks are Bosons and Fermions, respectively. See for
instance [134] for a more detailed reasoning on this issue. For a standard static
compacton solution the normalization constant is usually taken to be N0 = 24π
2.
Dropping and decomposing terms or further specifying the potential in the gen-
eral Lagrangian L gives rise to different versions of the model. The original Skyrme
model [135] is comprised of the sum of the sigma model term L2 and the Skyrme
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term L4 with occasionally the potential term L̃0 added which is of the same func-
tional form as L0. The BPS version of the model introduced in [131] consists of the
sum of L6, that mimics the interactions generated by the vector mesons, and the
potential term L0.
Consistent submodels may be obtained by further decomposing terms in L. With
our choice of the parameterization for the SU(2)-group valued element U the various
parts of the Lagrangian take on the following forms: For reasons that will become
clear below, we decompose the sigma model and the Skyrme term as
L2 = L(1)2 + L
(2)

























4 ζ sin2 Θ (ΘµΦ
µΘνΦ
ν −ΘµΘµΦνΦν) (3.124)
where Θ,Φ are defined above as angles of the unit vector ~n and the Lorentz index









sin4 ζ sin2 ΘBµBµ =
λ2
4





where Qia := 12εabcε
ijkϕbjϕ
c
k, ϕ := (ζ,Θ,Φ) and a, b, c, i, j, k ∈ {1, 2, 3}.
Finally, the pion mass term in the standard BPS version of the model (BPSS)
LBPSS0 = −µ2V is taken to involve the potential V = 12Tr (I−U) = 1− cos ζ, but we
will allow here other forms of the potential as well. Further extensions, including for
instance, a sextic derivative term [136] or multiplying the terms with field-dependent
coupling constants [137] have also been studied.
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In what follows, we shall investigate different combinations of various complex
extended or deformed versions of different parts of this model related to the form of
L in (3.117).
3.4.2 Pseudo Hermitian variants of Skyrme models
In this section, our first guiding principle is to identify a CPT -symmetry in a Her-
mitian Hamiltonian and extend the model by deforming or adding complex terms to
convert it into a non-Hermitian Hamiltonian that still respects this symmetry. Sub-
sequently, we try to identify a pseudo-Hermitian counterpart in a similar fashion as
what is by now standard for non-Hermitian quantum mechanical systems [104, 111].
Complex boosted BPS Skyrme models
We start with the standard BPS Skyrme model consisting of L6 +LBPSS0 by noting
that it remains invariant under the antilinear CPT -transformation: ζ → −ζ, ı →
−ı . Thus we may introduce a complex shift in ζ → ζ + ıκ with κ ∈ R without
breaking that symmetry. We will later see that this anti-linear symmetry is not
the appropriate symmetry to satisfy the three conditions stated in section 3.1 but
there is a non-trivial anti-linear symmetry of the solution which satisfies the three
conditions.
We denote here and in what follows the imaginary unit as ı :=
√
−1 to distinguish
it from indices i. Choosing κ = −arctanhε with ε ∈ R and using the identities
√
1− ε2 sin (ζ − ıarctanhε) = sin ζ − ıε cos ζ,
√
1− ε2 cos (ζ − ıarctanhε) = cos ζ +




(sin ζ − ıε cos ζ)4 sin2 ΘBµBµ − µ2
(√
1− ε2 − cos ζ − ıε sin ζ
)
, (3.127)
after re-scaling the coupling constants as λ→ λ(1−ε2), µ→ µ(1−ε2)1/4. By design,
for vanishing ε the model reduces to the standard BPS Skyrme model limε→0 Lb =
L6 + LBPSS0 as introduced and discussed in [131]. We shall now demonstrate that
the energies for the topological solutions to the equations of motion resulting from
Lb and its corresponding Hermitian counterpart are identical and real.
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Topological energies for the real solutions of the Hermitian counterpart
At first we derive the Hamiltonian corresponding to Lb in the standard fashion by






0, with Gac =
λ2
2










J2λ2 (sin ζ − ıε cos ζ)4 sin2 Θ
, (3.129)






While overall our considerations are mainly classical as before, we now briefly
appeal to the quantum field theoretic version of the model, by assuming the standard





the fields ϕa(r, t) and their conjugate momentum operators Πa(r, t). We then use a











to map the non-Hermitian Hamiltonian functional Hb to a Hermitian counterpart
hb by means of the adjoint action of η







sin4 ζ sin2 ΘBµBµ + µ̃2(1− cos ζ). (3.131)
We notice that hb is in fact the standard BPS Skyrme model with reversing the
previous re-scaling of the coupling constants as λ → λ̃ = λ(1 − ε2), µ → µ̃ =
µ(1− ε2)1/4.
In this case the static BPS solution that saturates the Bogomolny bound is
known to be computable exactly [131] when using spherical space-time coordinates
(x, y, z) → (r, θ, φ) with r ∈ [0,∞), θ ∈ [0, π), φ ∈ [0, 2π) and the identifications
Θ = θ, Φ = nφ with n ∈ Z together with the assumption that ζ is a function of r
only. In this case one obtains a well-defined real compacton solution, see e.g. [138]
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2 |n| µ̃λ̃π(1− ε2)5/4. (3.133)
Next we show that there are in fact more solutions in this case and how the same en-
ergy results from a direct computation for the complex solution of the non-Hermitian
system (3.127).
Energies for the complex solutions of the non-Hermitian system
We adopt here and below the approach proposed in [123] as outlined in section
3.3.1, which slightly reformulates the BPS theory and exploits the self-duality and
anti-self-duality between certain fields. For this purpose, we first note that the
Hamiltonian density for static solutions may be expressed as





(sin ζ − ıε cos ζ)2 sin ΘB0,
Ã = µV = µ
(√
1− ε2 − cos ζ − ıε sin ζ
)1/2
. (3.135)
Once more, the self-duality and anti-self-duality between the fields A and Ã
A = ±Ã, (3.136)
is then interpreted as being identical to the BPS equations [121, 119]. The energy











Explicitly the BPS equations (3.136) may be written as
λ
2




sin Θεijk∂iζ∂jΘ∂kΦ = ±1. (3.138)
Since εijkζiΘjΦk is simply the Jacobian for the variable transformation (x, y, z) →
(Θ,Φ , ζ) the multiplication of (3.138) by the volume element d3x leads to
λ
2




sin ΘdζdΘdΦ = ±r2 sin θdrdθdφ, (3.139)
where we used spherical coordinates on the right hand side. With the same identifi-
cations between (r, θ, φ) and (ζ,Θ,Φ) as chosen in the previous section and together
with the aforementioned trigonometric identities the relation (3.139) converts into
nλ̃
2r2




1− cos (ζ − ıarctanhε). (3.140)
These equations are easily integrated out by separating variables. Corresponding to
the different branches we obtain different types of solutions
ζ±i,m(r) = ζ̃
±








for i = 0, 1, 2, m ∈ Z and ω = e2πı/3 denoting the third root of unity. We analytically
continue here the arccos-function to the entire complex plane by the well-known






. Note that for the Hermitian case, i.e. ε = 0,
all these solutions also arise, but in that case one simply discards the complex
solutions or the parts of the solutions that become complex after a certain value of
r, by requiring solutions to be real. In order to identify possible compacton solutions
in the real part we need to specify the critical values r0 for which the solution vanish,
ζ̃±i (r0) = 0, and also those values rπ for which ζ̃
±

















These values are irrelevant when complex, whereas when real they may produce
different types of scenarios depending on their ordering and signs of the constants.
In figure 3.11 we depict some interesting possibilities.
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Figure 3.11: The ζ̃-part of the solutions of the BPS equation (3.140) for different scenarios
with n = λ̃ = 1, µ = 3/2 and different choices for c. The different relative orderings are: panel
(a) rπ ≤ 0 ≤ r0 with c = 1/2, panel (b) 0 ≤ rπ ≤ r0 with c = −1/2, panel (c) r0 ≤ 0 ≤ rπ
with c = 1/2 and panel (d) 0 ≤ r0 ≤ rπ with c = 7/2. Real parts correspond to solid lines and
imaginary parts to dotted ones.
It is clear from figure 3.11 that we may construct compacton type solutions in




0,0 for 0 ≤ r ≤ r
−
0




ζ̃−1,0 for 0 ≤ r ≤ r−π
ζ̃−0,0 for r
−
π ≤ r ≤ r−0
0 for r−0 < r
. (3.143)
Noting that r+π,i(c) = r
−
π,i(−c), we may also glue together solution that are self-
dual with those that are anti-self-dual as
ζ̃Cusp(r) :=

ζ̃+0,0(c > 0) for 0 ≤ r ≤ r+π = r−π
ζ̃−0,0(c < 0) for r
−
π ≤ r ≤ r−0




0 for r < r+0
ζ̃+0,0(c > 0) for r
+
0 ≤ r ≤ r+π = r−π
ζ̃−0,0(c < 0) for r
−
π ≤ r ≤ r−0
0 for r−0 < r
. (3.144)
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A purely imaginary compacton solution is obtained as ζ̃iBPS(r) := ζ̃
+
0,0 for r < r
+
0
and 0 otherwise. Here and below, our terminology is inspired by the radial profile of
our solutions. We have dropped the second subscript on r±0,i and r
±
π,i as the branch
that produces a real values depends on the values of λ̃, µ̃ and c. It appears that
in this way, one is combining solutions from different equations. However, noting
that the equation of motion resulting from (3.127) is simply the square of the BPS
equations (3.140), see, e.g. [131] for a derivation when ε = 0, we adopt here the
view that the latter is more fundamental. Hence, we are combining solutions for one
single equation with different choices of integration constants in different domains.
Whilst the first-order derivative are discontinuous at the ‘gluing points’ r±0 and r
±
π
in the solutions in (3.143) and (3.144), we may argue here in a similar way as in
[131] to establish that the solutions are in fact well defined solutions. The derivative
dζ̃/dr always occurs multiplied with a sin2 ζ̃ in the BPS equations, so that the left
and right limits of this combination is always finite at the glueing points, but might
differ by a sign. Since this sign is irrelevant in the equations of motion, the solutions
are well defined and lead to meaningful values for the energy density and the Baryon









































Figure 3.12: The BPS solution ζ̃BPS with n = 1, c = 1/2, µ̃ = 3/2, λ̃ = 1, the step solution
ζ̃St with n = 1, −c = 1/2, µ̃ = 3/2, λ̃ = 1, the cusp solution ζ̃Cusp with n = 1, c = 3/2,
µ̃ = 3/2, λ̃ = 1, the shell solution ζ̃Shell with n = 1, c = 11/2, µ̃ = 3/2, λ̃ = 1 and the purely
imaginary solution ζ̃iBPS with n = 1, c = 11/2, µ̃ = 3/2, λ̃ = 1.
In figure 3.13 we present the Skyrmion solutions of compacton type (3.144) -
(3.143) as slices in form of level curves. We may compare with figure 3.12. In panel
(a) we have a standard real (fractional) Skyrmion ζ̃BPS starting at a finite value
at r = 0 and then decaying to zero at some critical value r−0 . In panel (b) we
depict the solution ζ̃St taking on the form of a step like function with an inflection
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point at r−π . The solution ζ̃Cusp shown in panel (c) has a discontinuous first order
derivative at r = r+π = r
−
π , which is usually referred to as peakons in the context
of 1+1 dimensional integrable systems. The most interesting structure ζ̃Shell is seen
in panel (d), which corresponds to a real shell with a peakon structure. We may
even change this solution in the region r < r+0 , by defining it as ζ̃Core(r) = ζ̃
+
0,0
for r < r+0 , hence adding a purely imaginary core to it. It turns out that this is
consistent as the core has also real energies despite the fact that it is complex.
Figure 3.13: Different types of solutions to the equations of motion as defined in (3.144) -
(3.143) with parameters n = λ̃ = 1, µ̃ = 3/2 and c = 1/2 in panel (a), c = −1/2 in panel (b),
c = 3/2 in panel (c), c = 11/2 in panel (d).
Next we demonstrate that all types of solutions depicted in figures 3.12 and 3.13
possess real energies. We compute these energies on some domain r ∈ [r̃c, rc] by





(sin ζ − ıε cos ζ)2 sin ΘB0
(√


































for c ≥ 0 on the domains as indicated in figure 3.11. One may question if the energy
of the cusp and shell solutions should be evaluated with the formula (3.146) as they
do not fully satisfies the BPS equations, but only partially, depending on the region
of the domain for the values of r ∈ R. Although cumbersome, the energy of the cusp
and shell solutions has been calculated using the full expression of the energy and
it is found that surprisingly it coincide with the energy found by above expression.
The upper signs in equation (3.147) stand here for BPS and the lower signs for
the step and cusp solutions, with the same energies. As expected, the expressions
(3.147) reduce to the energy of the standard real case (3.133) in the limit c → 0,
since in that case the fractional BPS Skyrmions become full BPS Skyrmions with
ζ(r = 0) = π. For the shell solution ζ̃Shell and the purely imaginary core solution





2nµ̃λ̃π, and EiBPS = −EBPS, (3.148)
respectively. The reality of the solutions is ensured by verifying that the respective
solutions satisfy all three conditions (1)-(3) from section 3.1 for a particular CPT ′-
symmetry. With condition (1) we identify here the symmetry to
CPT ′ : ζ(xµ)→ ζ∗(−xµ) + 2ıarctanhε = ζ(−xµ). (3.149)
We are considering static solutions in which the angle dependence has already
been eliminated, so that our solutions only depend on r. Hence the change in
the arguments of the fields xµ → −xµ is automatically satisfied. The CPT ′-





+2ıarctanhε = ζ±i,m(r). Since the solutions are mapped to them-
selves, the condition (iii) is automatically satisfied and energies for these solutions
must be real. Notice that the symmetry CPT ′ differs from the symmetry CPT we
used for the construction of the model.
Apart from ζiBPS all the solutions are mapped to real solutions via similarity
transformation. Therefore, their corresponding energies saturate the lower Bogo-
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molny bound. However, we note that ζiBPS is nonphysical since its corresponding
energy is not bounded from below. This is either seen from (3.148) or more generally
from (3.137), which implies that for purely imaginary A and Ã the right-hand side
constitutes an upper bound for the energy.
We conclude this section with a brief comment on the values for the Baryon









εµνρσTr (LνLρLσ) , Lµ = U
†∂µU. (3.151)















where {φ1, φ2, φ3} = {ζ,Θ,Φ} to match the notation in section 3.4.1. Insert this to












Notice that the expression in the square bracket is the volume form so we can perform


































where {r−, r+} represents the generic end points of the profile compacton solution
128
φ1 = ζ. For the above quantity to equal n, one must choose an appropriate normal-
isation N0 and ensure that the endpoints of the compacton solutions do not depend
on n. For example, solutions listed in figure 3.12 all have zero for the upper bound
of the profile function ζ(r+) = 0. Except for the shell and cusp solutions, whether
the Baryon number is an integer or not depends on their initial values at r = 0. The
value of the profile function defined in equation (3.141) at r = 0 is independent of
the integer n for all values of c. Therefore BPS, iBPS, and step functions all have
integer Baryon numbers.
At first sight, the cusp and shell solutions seem to have zero Baryon numbers
because their endpoints are zero. However, if one evaluates the Baryon number nu-
merically by inserting the solution (3.144) in to the definition of the Baryon number
(3.150), then the result is non-zero. The reason for this is most easily understood
if we observe that the integration in equation (3.156) is a contour integration with
the profile function as a path of the contour evolving by increasing r ∈ [r−, r+].
To evaluate the contour integration, one needs to specify the direction of the path.
Since two solutions that compose cusp and shell solutions are solutions of self-dual
and anti-self-dual BPS equations, they are equivalent by transforming r → −r. This
means the flow of the two contours is opposite. Therefore the Baryon number of the
cusp and shell solutions should be given by evaluating the integration separately for
two contours (or two sections separated by r+π in figure 3.12) with opposite direction
and subtract the two results, compensating for the fact that the two contours have
opposite flow. Therefore the key quantity to investigate is the value of profile func-
tion (3.141) at r = r+π . By inspection, one may notice that the n appearing in r
+
π
cancels with the n in the profile function, meaning the shell and cusp solutions also
have non-zero Baryon numbers. By appropriate normalisation N0, one can obtain
an integer value for the Baryon number.
An interesting question is to determine whether the normalisation constant N0 is
universal among all five solutions. This can be answered without explicitly evaluat-
ing the Baryon number. The key values of each solutions which determines whether
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the Baryon number is an integer are















π ) = ζ̃Shell(r = r
+
π ) = π.
If we want all solutions to have an integer value as a Baryon number, we require
all quantities above to coincide. This is only possible when c = 0. In which case,
the key quantity r±π (c = 0) = 0, becomes zero and cusp, shell and step solutions
all reduce to BPS solution. We can conclude that these distinct four solutions only
appear when some of the Skyrmions are fractional, in their Baryon number.
It is worth pointing out that we may reach similar conclusions as in the boosted
model discussed in this section for a model with complex rotated fields. With a slight
modification of the Dyson map used in equation (2.51), having the effect on the fields
is that they transform as ϕa → e−iθaϕa and Πa → eiθaΠa, we may construct a new
complex models. The model obtained in this manner also possesses complex BPS
solutions with real energies.
3.4.3 Skyrme model with semi-kink and massless solutions
While most Skyrmion solutions are of compacton type, there exist also interesting
variants of the model L0 +L6 with potentials that lead to solutions which are partly
of kink type with real energies. We consider here the potential
VSK(ζ) = sin
2 ζ(1 + cos ζ)2. (3.157)











are easily solved to









with s = ±1 and c denoting an integration constant. A similar solutions to s = 1
was found in [139]. Evidently we have ζ±s (r
±




asymptotically ζ±s acquires a finite value limr→∞ ζ
±
s (r) = sπ for ±µ/nλ > 0. We
depict some sample solutions in figure 3.14 panel (a). For r < r0 we notice the
previously observed standard real or purely imaginary compacton solutions, but for
r > r0 the solutions ζ
+
± exhibit the interesting feature of being of compacton type
at r = r0 and of kink type when r →∞.
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Figure 3.14: Panel (a): Purely imaginary and real compacton and semi-kink solutions (3.159)
resulting from the potential VSK(ζ) with parameter choices n = λ = 1, µ = 2 and c = ±1 for
γ = ∓1. Panel (b): Complex solutions with zero energy resulting from the potential Vm0(ζ)
with parameter choices n = λ = 10, µ = 2 and c = ±25.15 for γ = ∓1. Real parts correspond
to solid lines and imaginary parts to dotted ones.
Crucially, it turns out that the energies of these solutions are all real and finite.
























4e6c − 3e8c − 1
)
Esemi-kink, (3.162)
for c > 0 and nλµ > 0.
Another interesting variant emerges when considering the potential Vm0(ζ) =




vanish for r±0,i = ω
i(∓3nλ(c + 2πm)/µ)1/3 with m ∈ Z and ζ̌±s (r±π,i) = 2πs for
r±π,i = ω
i[∓3nλ(c+ 2π(m+ 1/2))/µ]1/3. A sample solution is depicted in figure 3.14
panel (b). We observe a re-occurring complex periodic shell solution that becomes













Therefore the energy of the shell solution is zero. Let us also analyse the Baryon
number in this case. From the previous section, one might suspect that the Baryon
number of this solution is non-zero, as was the case for the shell solution in the
previous case. However, this solution differs from the previous shell solution at a
crucial point. The shell solution from the previous section was composed of two so-
lutions of the self-dual and anti-self-dual BPS equations. The current shell solution
is a solution of one of the BPS equation. Therefore the contour of the integration
is a closed contour with the consistent flow in the correction direction. Since the
integrand of the Baryon number in equation (3.156) is analytic everywhere in the
complex plane, the contour integration of the closed path is zero by Cauchy’s theo-
rem. We can conclude that the Baryon number for this particular shell solution is
zero.
We observe from (3) that the energies of the solutions are ensured to be real
by the CPT ±-symmetries: ζ(r)→ ±ζ∗(r). For the same reasons as in the previous
subsection there is no effect on the arguments of the fields. For the complex solution




= ζ∓±s(−c). Thus in this case this CPT ±-
symmetries map solutions to different solutions. However, invoking condition (3)
and noting that the energies for ζ̌±s (r) are the same for both BPS equations and
independent of s, c, they must be real.
3.4.4 Skyrme model with a Bender-Boettcher type potential
We will now investigate further variants of the model L0 +L6 by allowing for a wider
range of potentials in L0, including the possibilities of functions of just ζ. This will
break the symmetry of the original Lagrangian, but here we are only interested in
the solutions to the BPS equations and their energy. Since the anti-linear symmetry
guarantees the reality of the energies, we will still expect to find real energies. As a
first example we consider the potential
VBB(ζ) = (ıζ)
ε sin4 ζ, ε ∈ R. (3.164)
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This potential closely resembles the classical prototype potential studied in PT -
symmetric quantum mechanics [1], remaining invariant under the CPT -transformation:
ζ → −ζ, ı→ −ı. Using the same parameterization and reasonings as in the previous









(ıζ)ε/2 r2 . (3.165)













where s = ±1, c ∈ R,m ∈ Z. In principle the integration constant c could be
complex, but we only obtain real energies for c ∈ R so we ignore that possibility in
what follows. We have defined the constant s := sign[±nλ/µ(ε− 2)] where as above
sign denotes the signum function. The last factor accounts for all the branches of
ζ, as can either be seen by inserting 1 = e2πım into the square bracket or by noting
that ζ → ζe2πı
2m
ε−2 is a symmetry of equation (3.165). The BPS solutions ζ±m(r)
exhibit two different types of qualitative behaviour. When c ∈ R−, ε < 2 we obtain
compacton solutions with finite values at r = 0 and ζ±m[(3 |c|)1/3] = 0. For c ∈ R+,
ε > 2 the solutions are finite at r = 0 and tend to zero only for r →∞. We illustrate
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Figure 3.15: BPS solutions ζ±m(r) for a Skyrme model with a Bender-Boettcher type potential
for the parameter choices λ = 1, µ = 2, n = 1. In panels (a), (b) we have taken c = −2 and in
panels (c), (d) we have c = 0.2.
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By the same reasoning as in the previous subsections the energies for these












where rc = (3 |c|)1/3 for the compacton solutions and rc → ∞ for the unbounded
ones. As is evident from (3.164) these energies can be real when ζ is either purely
imaginary or real. Together with (3.166) real energies are found when
ζ ∈ −ıR+: ε = 4m+ 4`− 3s
2`
, `,m ∈ N, (3.168)
ζ ∈ ıR+: ε = 2 + 4m+ 4`− 3s
1 + 2`
, m, ε ∈ N,` ∈ N0, (3.169)
ζ ∈ R: ε = 2(1 + 4m+ 2`− 3s)
1 + 2`
, `,m ∈ N0,`, ε ∈ 4N. (3.170)
Examples for these solutions are depicted in figure 3.15. In panel (b) of that figure
we also displayed a two solution real solutions with ε /∈ 4N. Next we plot the
corresponding energies for these cases as functions of ε in figure 3.16.




















Figure 3.16: Real energies E±BB of the compacton (panel a) and unbounded (panel b) BPS
solutions for the cases (3.168) - (3.170) with λ = 1, µ = 2, n = 1 and c = 0.2 for several values
of `,m.
We observe from figure 3.16 that the energies are finite and follow distinct curves
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for the different cases. Moreover, for the case ζ ∈ −ıR+ the curve is fairly dense and
becomes more connected when including more values for ` and m, hence ε. In the
other cases this can not be achieved due to the additional restriction on ε so that
the distribution is more sparse. The transition at ε = 2 is not smooth.
For these models the CPT ′-symmetry identified from (3) must act as ζ → −ζ∗.
For our solutions in (3.166) this becomes ζ±m → −(ζ±m)∗ = ζ∓−m. Noting now that
ε(m, `, s) = ε(−m,−`,−s) in (3.168) and ε(m, `, s) = ε(−m,−`− 1,−s) in (3.169),
(3.170), we simply have to choose a new `′ = −`, `′ = −`− 1, respectively, to obtain
the same value for ε. This establishes that E[ζ±m] = E[ζ
∓
−m] so that condition (iii)
in (3) also holds and the energy must therefore be real. Notice once more that the
CPT ′-symmetry that ensures the reality of the energies is different from CPT , that
was observed initially for VBB(ζ).
3.4.5 Skyrme model with complex trigonometric potentials
Next we study a model for which the Hamiltonian respects again the CPT -symmetry:
ζ → −ζ, ı → −ı, but which has solutions transforming under a CPT ′-symmetry to
satisfy (1) with conditions (2) and/or (3) violated. Thus we are in the broken CPT ′-
regime. For this purpose we consider the variant of the model L0 +L6 involving the
trigonometric potential
VT (ζ) = sin
4 ζ cos4(ζ + iε), ε ∈ R. (3.171)
We notice that unlike as in the pseudo Hermitian model discussed in section 3 only
one of the factors in the potential is shifted so that the potential is not simply





dζ = ±r2dr ⇒ dζ
dr
= ±3α cos2(ζ + iε)r2, (3.172)
where we abbreviated α := 2µ3nλ . Integrating this equation we find the solutions
ζ±α,γ(r) = −iε± arctanα(r3 + γ) . (3.173)
with integration constant γ ∈ C. The symmetry identified from condition (i) in (1)




= ζ∓α,γ . Thus the second condition (2) still holds.
However, the energies of the two solutions related in this manner are in general
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not degenerate, i.e. E[ζ+α,γ ] 6= E[ζ−α,γ ]. Depending on the nature of the integration
constant γ we find two different types of behaviour and we can still find discrete
values for the two CPT ′ related solutions that have degenerate energies.
Real integration constants γ ∈ R















































is in the broken CPT ′-phase. However, we note that the imaginary part vanishes
when parameterizing the integration constant as




, ` = ± . (3.176)
In this case we have also satisfied condition (iii) in (3) with E[ζ+α,γ ] = E[ζ
−
α,γ ] and the
CPT ′-symmetry is restored. In order to keep the condition γ ∈ R, we must restrict
|ε| ∈ [12arccosh 3,∞).
Purely imaginary integration constants γ ∈ iR







































Interestingly the real part becomes very simple and does not depend on the integra-
tion constant γ. We may, however, still find values for γ as function of α and ε for
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which the imaginary part (3.178) vanishes, but not in a closed form as in (3.176). In
this case condition (iii) in (3) becomes E[ζ+α,γ ] = E[ζ
−
α,−γ ] and the CPT ′-symmetry
is also restored.
3.4.6 A new Skyrme submodel with complex BPS solutions and
real energy
By decomposing the sigma model and the Skyrme term, Adam, Sanchez-Guillen and
Wereszczynski noticed in [140] that one may define further consistent and solvable












Choosing the coupling constant in front of L4 to be negative relative to L2, we








, λ ∈ C. (3.179)
The corresponding Hamiltonian density for static solutions may then be written as
H(2)− = λ(5ζ)2 − λ sin4 ζ sin2 Θ (5Θ×5Φ)
2 = A2 + Ã2, (3.180)
where the dual fields are defined as
Ai =
√
λζi, and Ãi = ı
√
λ sin2 ζ sin ΘεijkΘjΦk. (3.181)
Thus, the Hamiltonian density is of the same generic form as for the class of general
BPS models discussed in [123]. Hence, following the same reasoning, the imposition
of a self-duality and anti-self-duality between Ai and Ãi,
Ai = ±Ãi (3.182)
selects out the BPS equations [121, 119] as explained above. Thus the energy func-
tional E
(2)
− for the solutions of (3.182) therefore acquires the form as in equation
(3.137).




− for the solutions obtained. Multiplying (3.182) by Θi, Φi , ζi and summing over
i we obtain the respective equations
ζiΘi = 0, ζiΦi = 0, and ζiζi = ±ı sin2 ζ sin ΘεijkζiΘjΦk. (3.183)
The first two constraints are satisfied by a suitable choice of the space-time de-
pendence of Θ, Φ , ζ. Since εijkζiΘjΦk is simply the Jacobian for the variable
transformation (x, y, z) → (Θ,Φ , ζ), the multiplication of the last equation by the
volume element d3x in (3.183) leads to
(5ζ)2d3x = ±ı sin2 ζ sin ΘdΘdΦ dζ. (3.184)
Similarly as above, we choose spherical space-time coordinates (x, y, z) → (r, θ, φ)
with r ∈ [0,∞), θ ∈ [0, π), φ ∈ [0, 2π), identify Θ = θ, Φ = nφ with n ∈ Z and
assume ζ(r) ∈ C. These choices will automatically solve the first two equations in






Apart from the ı, this equation coincides with equation (3.6) in [140] derived for L(2)+









+mπ, c ∈ C,m ∈ Z. (3.186)
As seen in figure 3.17 the imaginary parts of these solutions tend to zero for r →∞,
whereas the real parts approach asymptotically the constant value mπ + c̃/2 when
taking c = ı cot(c̃/2), c̃ ∈ R\{2nπ} with n ∈ Z. Moreover limr→0 ζ(m)± (r) = mπ.
At first sight the solution (3.186) may seem to be unattractive due to its complex
nature. However, first of all it is continuous throughout the entire range of r and






+ mπ found for
L(2)+ in [140], which are discontinuous at r = n/c. Moreover the energies for these
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c = ι 0.1
c = ι 0.6
c = ι 1.5
c = ι 3.0
c =ι 0.6














Figure 3.17: Complex BPS solutions ζ
(0)
− for different values of n and the initial condition c
for L(2)− . Real parts as solid and imginary parts as dotted lines.
solutions are real. We compute
E
(2)





























= ±2πınλ [2ζ − sin(2ζ)]|ζ(∞)ζ(0) .(3.188)
Thus taking now the complex coupling constant to be of the form λ = ıλ̃, λ̃ ∈ R,
we obtain for solutions ζ
(m)









= ±2πnλ̃ [sin(c̃)− c̃] . (3.189)
We identify the CPT -symmetry from (3.180) as CPT : ζ → ζ∗, which for our



























, the energies are guaranteed to be real by the antilinear symmetry
CPT .
3.4.7 Summary
We have begun by reviewing the Hermitian Skyrme model, then extended to the non-
Hermitian case with the complex potential term. We have considered four different
models with complex potentials presented in sections 3.4.2-3.4.5 and one model
presented in section 3.4.6, where the non-Hermiticity comes from the previously
unexplored combination of the sub-Lagrangian shown in equation (3.179). In the
first model shown in section 3.4.2, we have also developed a new way to construct a
solution by pasting two solutions at the point of discontinuity, shown in figure 3.12.
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In all models, the CPT -symmetries were identified. Notably, some of the symmetries
were non-trivial such as in equation (3.149), where it is difficult to pre-determine
it unless the solution is known. The model considered in section 3.4.5 satisfied the
CPT -symmetry, but the condition (3) presented in section 3.1 was violated, resulting
in a complex solution except at specific fixed point in the parameter space. In other




Many aspects of non-Hermitian quantum field theories were analysed in this thesis.
Concise summaries of the main features were presented at the end of each sections.
Here we conclude with a list of some notable results we have obtained. In this thesis,
we have
• observed the breakdown of Higgs mechanism at the zero exceptional point.
• confirmed the Higgs mechanism at exceptional points.
• observed the vanishing gauge mass at the zero exceptional point.
• confirmed the existence of complex t’Hooft-Polyakov monopole in non-Hermitian
theory with real energy.
• observed the vanishing monopole mass at the zero exceptional point.
• discovered the reality condition for the complex solutions of the equations of
motion.
• identified non-trivial CPT -symmetries, responsible for the reality of the energy.
• confirmed the existence of complex BPS Skyrmions in non-Hermitian theory
with real energy.
• confirmed the existence of complex BPS Skyrmions in Hermitian theory with
real energy.
As discussed in the introduction, the non-Hermitian quantum mechanics in a closed
system is well-establish on the basis of many applications in other fields of physics.
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However, the non-Hermitian quantum field theory development is still in its infancy,
and there are many open questions to be answered.
From chapter 2, we have left questions such as the derivation of the metric
operator, which respect the (zero) exceptional point, and the consequence of the
ambiguous metric operator to Goldstone and Higgs mechanism. The quantisation
is still an open issue to be addressed, and in particular, the connection between
the metric operator and the path-integral has not been explored in-depth (except
for [76, 141]). Another attractive avenue for further investigations is the Goldstone
theorem in 1+1 dimensional non-Hermitian theory. This is because, in the Hermitian
theory, the theorem does not apply when the spacial dimension is d ≤ 2 [142].
In chapter 3, we have explored the soliton solutions in non-Hermitian theory. We
have employed the pseudo-Hermitian approach to finding the monopole solution; it
would be interesting to find the monopole solution using the alternative method
first proposed in [77]. One of the novel features of the non-Hermitian theory is the
existence of the exceptional point. Therefore the natural question is to find out if one
could find a soliton solution with a more structured exceptional point. This question
can have a physical significance. For example, the exceptional point is significant
in optics as a point where the gain and loss of the waveguide becomes unbalanced.
The Skyrme model considered is also used as an approximate model of the nuclei.
It was known to give a good approximation for large Baryon number [143], and
recently, the approximation was improved to include the smaller Baryon number
[144]. Therefore, calculating the binding energy and consequence of exceptional
points in non-Hermitian theory are exciting challenges.
In conclusion, we have demonstrated the potential significance of non-Hermitian
extended quantum field theory. A wide range of applications of quantum field theory
in many areas of physics means the non-Hermitian extension and its novel features
may lead to many discoveries of new phenomena. We are confident that our inves-
tigation has contributed to further understanding the non-Hermitian quantum field




The topology of the monopole
solutions and Derrick’s scaling
argument
A.1 Derrick’s scaling argument
We wish to find a time-independent solution to the equations of motion (3.3) with
finite energy (i.e
∫
d3xL < ∞). According to G.H. Derrick [145], such solutions do
not exist in a non-gauge field theory with spatial dimension larger than 3. To see




ab(φ)∂µφb − V (φ). (A.1)
Given a static solution (i.e. ∂0φcl = 0 and δS[φcl] = 0) with finite energy E =∫
dDxH > 0 whereH is a corresponding Hamiltonian and D is the spatial dimension.
The kinetic part and potential part of the Hamiltonian can be written by confining











, IΛV [φ] ≡
∫ Λ
0








0 dx2· · ·
∫ Λ
0 dxD. The energy of the classical solution φcl
is
EΛ[φcl] ≡ IΛK [φcl] + IΛV [φcl]. (A.3)
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Let us re-scale the radial spatial length by φ(t, ~x) → φ(t, r~x) ≡ φr(t, ~x). Then the























Note that in quantum field theory, the space-time volume is assumed to be infinite.
Therefore the square box needs to expand to infinity Λ → ∞. The static solution
φcl also satisfies the following two conditions
lim
Λ→∞






Let us define the energy of the re-scaled solution by E(r) := limΛ→∞E
Λ[φrcl]. Then
the equation (A.6) implies that E(1) = constant and ddrE(r)|r=1 = 0. Combining
this with equation (A.5) and (A.4) we find
(D − 2)IK [φcl] +DIV [φcl] = 0 (A.7)
Since we assume IK ≥ 0, IV ≥ 0, for each spatial dimensions, we find the relation
between the kinetic and potential energies.
D = 0 2IK [φcl] = IV [φcl],
D = 1 IK [φcl] = IV [φcl],
D = 2 IV [φcl] = 0,
D ≥ 3 IK [φcl] = IV [φcl] = 0.
(A.8)
This conclude Derrick’s argument that for spatial dimension lager than 3 (i.e. D ≥
3), the only finite energy solution is a constant vacuum solution. This is a problem
if one wants to find a finite energy non-trivial solution in the physical space-time
where the spatial dimension is 3. Fortunately the above relations (A.8) take on a
different form when the theory is modified to accommodate for a gauge symmetry.














c. For simplicity, let us assume the vanishing of the electric






Tr(F 2), IK [φ,A] =
∫
dDxTr(DiφDiφ), IV [φ] =
∫
dDxV. (A.10)
Letting φcl, Aclµ be classical solutions of our gauged theory. We re-scale once more
the length
φcl(x) → φcl(rx) ≡ φr, (A.11)
Aclµ(x) → Aclµ(rx) ≡ Arµ. (A.12)
If we define the re-scaled energy as E(λ) ≡ E[φr, Ar] = IF [Ar] + IK [φr, Ar] + IV [φr]
then
E(r) = r4−DIF [Acl] + r
2−DIK [φcl, Acl] + r
−DIV [φcl]. (A.13)
Now recall that ddrE(1) = 0 we have
(D − 4)IF [Acl] + (D − 2)IK [φcl, Acl] +DIV [φcl] = 0. (A.14)
This shows that we could have non-constant solution for D ≥ 3. Furthermore, by
inspecting the vacuum solutions of the theory, one can impose extra constraint on
the asymptotic behaviour of the non-trivial solutions. Let us denote the non-trivial
solutions, which is inequivalent to the vacuum solution as φcl. By definition, the
non-trivial soliton satisfies
δS|φcl = 0. (A.15)
Next, let us define a collection of vacuum field configurations M0 defined by
M0 = {φ | IV [φ] = 0 , IK [φ] = 0} . (A.16)
If the theory is symmetric under global symmetry (i.e. ungauged), then the solu-
tions belongs to M0 are called vacuum solutions. On the other hand, for the local
symmetric theory (i.e. gauge theory) the solutions are called the Higgs vacuum.
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Since the non-trivial solution φcl(t, ~x) gives a finite energy (i.e IV [φcl] ≤ 0).
Inserting the non-trivial solution φcl into the equation (A.4) implies that the non-




IV [φcl] and IV [φcl] ≤ ∞ (A.17)
=⇒ limr→∞ IV [φclr] = 0 ⇐⇒ limr→∞ φcl(t, r~x) ∈M0.
We conclude that the non-trivial solution to the equations of motion of a theory with
local symmetry have finite energy if and only if it asymptotes to the Higgs vacuum
solution in the spatial infinity.
A.2 The topology of the monopole solutions
A.2.1 Deriving equation (3.15)
The main aim of this appendix is to explicitly derive equation (3.14) and (3.15). Let
us start with the definition of the homotopy class, adapted from [146]. Consider a
map/loop f : S1 → M from a circle S1 to a topological space M. The homotopy
class of f at x0 ∈ M is an equivalence class [f ] where two loops are said to be
equivalent if they can be continuously deformed into each other. A set of homotopy
classes at x0 ∈M forms a group with group action
f ? g(x) =
 f(2x) x ∈ [0, 12 ]g(2x− 1) x ∈ [12 , 1] . (A.18)
This group is called the first homotopy group or fundamental group and denoted as
π1(M, x0). The n-th homotopy group is simply replacing S1 with Sn and denoted
as πn(M, x0). Let us consider a simple exampleM = S1 where the mapping is now
between two circles
α : S1 → S1target,
θ 7→ α(θ), (A.19)
where θ is an angle of your rotation in S1 and α(θ) is an angle of rotation in S1target.
Let us consider a specific form of the mapping αn(θ) ≡ nθ where the domain of the
mapping is θ ∈ (0, 2π] and the range is α(θ) ∈ (0, 2nπ]. Therefore, the integer n
146
counts the number of times the function α goes around the circle. This quantity is














where normalisation 2π is found by
∫ 2π
0 dθ = 2π. Next we see that two mappings
αn and αm with different integers n 6= m are topologically inequivalent as they
can not continuously deformed into each other. One can also check that the group
multiplication is satisfied αn ? αm(θ) = (n+m)θ. Therefore, the set of equivalence
classes [α] form a group Z. This means that the first homotopy group is the set of
integer numbers π1(S
1) = Z.
We can repeat this for S2 with loops defined by
(α, β) : S2 → S2target (A.21)
(θ, ϕ) 7→ (α(θ, ϕ), β(θ, ϕ))
Where explicit form of α and β are chosen to be α(θ, ϕ) = θ, β(θ, ϕ) = nϕ. Analo-




























where dαdβ sin(α) is a solid angle. Let us define a unit vector on sphere
x̂(α, β) = (sin(α) cos(β), sin(α) sin(β), cos(α))T ≡ (x1, x2, x3). (A.23)
This can be seen as a smooth mapping from a two sphere to a two sphere
x̂ : S2 → S2. (A.24)














where we used the definition of a solid angle dSxa ≡ dSa and dS ≡ dαdβ sin(α).
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a. Using this, the above
























where we have used ∂xa/∂xa = 3 and 6 = εabcεabc. Next let us perform a coordi-
nate transformation in the 3 dimensional space. The coordinate transformation is















where J ia ≡ ∂x
i











































where in the last line we used the fact that terms like εabc∂a∂bx
j will be zero because



































abcx · (∂bx× ∂cx) (A.29)
Where ∂a ≡ ∂∂ya . One may notice that this is equivalent to the third term in equation
(3.14) if one identifies x with the radial unit vector r̂ defined in equation (3.6). This
implies that the equation (3.15) follows immediately from the above equation (A.29).
In order to complete the argument in section 3.2.1, we are left with the derivation
of equation (3.14) from (3.13).
A.2.2 Deriving equation (3.14) from (3.13)
Let us begin with the general Ansatz (3.5) given in section 3.2.1.
3∑
a=1
(φa(t, ~x))2 = v2 and (Dµφ0)
a = ∂µφ
a
0 − eεabcAbµφc0 = 0, (A.30)
148
where v2 = µ/λ to coincide with the result in section 3.2.1. However, we will keep






















0. To verify equation (3.14),
let us insert the equation (A.31) in to the field strength tensor
Faµν = 2∂[µAaν] − eε
abcAbµAcν . (A.32)
Where the square bracket in the subscript is an anti-symmetrizer f[µgν] ≡ 12(fµgν −
fνgµ). For simplicity let us write φ̂
a
0 = φ̂
a and A0 = A. To begin with, we focus on




























In the second line, we used the commutativity of the derivatives ∂[µ∂ν] = 0. The



























where we have used εabcεaed = (δbeδcd − δbdδce). Expanding the above bracket, we









































































where several identities εabcφ̂bφ̂c = 0, εabcεaed = (δbeδcd − δbdδce), φ̂aφ̂a = 1 and
0 = 12∂(φ̂
aφ̂a) = φ̂a∂φ̂a are used to simplify the expression. The second term of
the last line can be simplified further by noticing that for any tensor V , we have
V [abcd] = 0 because the group index only takes values between 1 and 3. Utilising






















where in the second line we used 0 = 12∂(φ̂
aφ̂a) = φ̂a∂φ̂a. Finally the field strength





















































Notice that the quantity appearing in the bracket, which we denote by Fµν , is




≡ Fa0µν = φ̂a0Fµν . (A.38)
Recall from section A.1 that the finite energy solution will approach Higgs vacuum
φa0. So the field strength tensor of finite energy solution will approach electromag-
netic field strength tensor (i.e U(1) strength tensor). By using the definition of the

















This is precisely what we claimed in equation (3.14).
Finally let us comment on the physical implication of the winding number. From
electromagnetism, the magnetic charge is given by
g ≡
∫
d~S · ~B (A.40)























where first term in the first line vanishes due to Stokes’ theorem. Now recall that
we found a similar mapping x̂ : S2 → S2 equation (A.24) which can be categorised
by integers given by the winding number equation (A.29). If we redo the calculation





















Type I (standard) versus type II
(zero) exceptional points
This appendix presents a discussion illustrating the two types of exceptional points
for a finite-dimensional matrix with one free parameter. Many types of exceptional
points exist, often referred to as a higher-order exceptional point or EPN where the
integer N indicates the number of coalescing eigenvalues. However, we will focus on
two types: the type I (standard) exceptional point and the type II (zero) exceptional
point. The main distinction is their behaviour beyond the exceptional point where
the coalesced eigenvalues become real for type II and complex for type I. The zero
exceptional points occur when two eigenvalues coalesce at zero, hence the name.
As an example, we consider here a (3 × 3)-matrix of a very generic form that
occurs for instance as a building block of the squared mass matrix in the model







Here we carry out the discussion for a Hamiltonian H, having in mind the analogy to
the squared mass matrix. The determinant is easily computed to detH = Aκ−CW 2,
κ := V 2 − BC. In order to obtain a zero eigenvalue, λ0 = 0, we enforce now the









κ2 ((B + C)2 − 4V 2) + 2κW 2 (C(B + C)− 2V 2) + C2W 4.
According to [36], the exceptional points are identified by simultaneously solving the
two equations
det (H − λI) = 0, and d
dλ
det (H − λI) = 0, (B.3)











λ0− = λ0 = 0, λ
0
+ =












respectively. We abbreviated κ̃ := ±
√
κ (κ+ V 2 − C2)± 2κ3/2V and κ̂ :=
√
V 2 − C2.
The first set of eigenvalues in (B.4) correspond to the standard exceptional point
and the second set to the zero exceptional point.
Next we calculate the bi-orthonormal basis from the normalised left and right








(W (κ̂2 − Cλ±), κ(C + λ±), V κ), ui = Uvi.
with U = diag(1,−1, 1) and normalisation constants N0 = κ2 +W 2κ̂2, N± = V 2κ2 +
W 2[V 2 − C(C + λ±)]2 − (C + λ±)2κ2. By construction these vectors satisfy the
orthonormality relation ui · vj = δij .
We observe now that at the standard exceptional point the two eigenvectors
for the non-normalised (N± become zero at the exceptional points) eigenvalues λ
e
±
coalesce, which distinguishes exceptional points from standard degeneracy. The left
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+ V 2κ̃2. (B.9)
Similarly, at the zero exceptional point the eigenvectors for the eigenvalues λ0
and λ0− coalesce, which qualifies this point also to be called “exceptional” in the
standard terminology. In this case the left and right eigenvectors become
v0,r+ =
(
V κ, iV κ̂(C −B), iκ̂3
)
, v0,r = v0,r− = (iκ̂, C, V ) , (B.10)
v0,l+ =
(
V κ, iV κ̂(B − C), iκ̂3
)






C3 +BV 2 − 2CV 2
)2
, and v0,l · v0,r = 0. (B.12)
In order to understand the key difference between these two types of exceptional
points we consider at first the eigenvalues (B.2) near the critical values in (B.5).
Concerning the standard exceptional points we note that the two eigenvalues become
identical when τ → 0. Thus writing τ/C2 = [W 2− (W e)2](W 2− W̃ ), with W̃ being
the second root of the polynomial in W 2 under the square root, it is now clear
that if we consider the eigenvalues as functions of W 2 the argument of the square
root has different signs for W 2 = (W e)2 + ε and W 2 = (W e)2 − ε. Hence the
eigenvalues are real on one side of the exceptional point in the W 2-parameter space
and complex on the other. In contrast none of the eigenvalues becomes complex in
the neighbourhood of the critical value W 0.
For completion we also report the Dyson map and hence the metric operator for
which the same behaviour may be observed. Using the operator that diagonalises
the non-Hermitian Hamiltonian H







(λ− − λ+)(κ2 +W 2κ̂2), (B.14)
we verify the pseudo and quasi Hermiticity relations
η−1Hη = h = h†, ρH = H†ρ. (B.15)
We observe that the map breaks down at both exceptional points, i.e. det η = 0 for
the critical values W e and W 0, and on one side of the standard exceptional point. In
all other regions of the parameter space it holds. Thus we find the same behaviour




In the Lagrangian density functional considered in section 2.3, we chose a particularly
simple interaction term and carried out our analysis for an even simpler version. In
this section, we explore the possibilities of allowing for more general interaction
terms so that the action still respects the discrete CPT -symmetries (2.35) and the
continuous global U(1)-symmetry (2.36), while keeping the kinetic and mass term as
previously. We present here explicitly the case for I3, after which it becomes evident
how to generalise to all In. We carry out our analysis for the equivalent action Î3



















which is invariant under the ĈPT transformation defined in equation (2.54) and
U(1) transformation. The field vector if given by Φ := (ϕ1, χ2, ϕ3, χ1, ϕ2, χ3)
T .
Each matrices in equation (C.1) are defined as
H =






2 0 0 0
0 cνν
2 −c3m23 0 0 0
0 0 0 −c1m21 −cµµ2 0
0 0 0 −cµµ2 c2m22 −cνν2











Here A and B can be arbitrary 3× 3-matrices and diag Ω = (−1, 1,−1).
We briefly show how the form of this action is obtained. The respective sym-
metries (2.54) and (2.36) are realised as follows
ĈPT 1,2 : Î3 [Φ] = Î3 [C1,2Φ] (C.3)









when α is taken to be small. Next we compute how these symmetries are imple-










with as yet unknown 3 × 3-matrices A, B, C and D. The transformed Noether






T Ω̂Φ− ΦT Ω̂∂µΦ
)
(C.7)





























Φ = 0. (C.9)



























with {·, ·} denoting the anti-commutator. The solutions to (C.10) for ĈPT 1 and
ĈPT 2 are E and F , respectively, whereas the solutions to (C.11) for ĈPT 1 and
ĈPT 2 are F and E, respectively. This mean the action (C.1) contains the most
general ĈPT 1,2 and U(1) invariant interaction terms of the form (3.165). There is
no distinction between a ĈPT 1 or ĈPT 2-invariant action as the solutions of (C.10)
and (C.11) always combine to allow for both ĈPT -symmetries to be implemented.
We carried out our analysis for the Goldstone boson for diag A = (1, 0, 0) and
B = 0, but from the above it is now evident how this structure of more complicated
interaction terms generalises to În, and therefore In, for n > 3. Similar computa-
tions can also be carried out for the symmetries CPT 3/4 and CP ′T , where P ′ is any
of the six remaining operators constructed in section 2.3.3. We note here that while
it is a uniquely well defined process to identify the ĈPT -symmetries when given the







In section 2.4 and (2.5), we were required to perform the similarity transformation












c for adjoint representation. In order to
perform the transformation, one needs to Legendre transform the above Lagrangian,
which is generally difficult for gauge theories as one needs to employ sophisticated
quantisation procedures such as BRST quantisation. However, we will see that our
particular similarity transformation will not affect the quantisation procedure.
Let us begin with the fundamental representation. The BRST Lagrangian of
(2.160) is
LBRST = L[φ] + F [Aµ]B − ∂µc̄∂µc ≡ |Dµφ|2 − V (φ) + U(Aµ, B, ∂µc, ∂µc̄), (D.2)
where the gauge fixing is implemented though the equation F [Aµ] = 0 and one
auxiliary scalar field B and two auxiliary fermionic ghost fields c, c̄ are introduced to
compensate for the extra degree of freedom due to the gauge freedom. For example,
the Lorentz gauge is F [Aµ] = ∂µA
µ. The potential V (φ) is the same non-Hermitian
potential considered in equation (2.160) and (2.195). The auxiliary term U contains
all the terms involving the auxiliary fields. By performing a Legendre transformation
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and imposing equal-time commutation relations, one obtains the quantised field-
theoretic Hamiltonian. For example, in the Lorentz gauge case ∂µA
µ, the equal-time
commutation relations are
[φ(t, ~x),Πφ(t, ~y)] = iδ(~x− ~y), [Ai(t, ~x),ΠAj (t, ~y)] = iδijδ(~x− ~y) (D.3)
[B(t, ~x),ΠB(t, ~y)] = iδ(~x− ~y), {c,Πc} = iδ(~x− ~y), {c,Πc} = iδ(~x− ~y),
where [·, ·] and {·, ·} are commutator and anti-commutator respectively.
Next, we perform the similarity transformation. We will not explicitly write the
Legendre transformed auxiliary terms as we will see that the only terms affected by







+ ȦiΠAi + ḂΠB + ċΠc + ˙̄cΠc̄ − LBRST. (D.4)
Where Πφ = δLBRST/δφ̇ = (D0φ)† = ∂0φ† + ie(A0φ)† and Πφ† = δLBRST/δφ̇† =
































+ V (φ) + U(F),
where F represent the rest of the quantities such as Ai, B,ΠAi , . . . . Recall from







its corresponding conjugate momenta transforms under the similarity transformation
by the Dyson map (2.165)
ϕk1 → ϕk1 , ϕk2 → −iϕk2 , χk1 → χk1 , χk2 → −iχk2 , Aµ → Aµ, (D.6)
Πϕk1
→ Πϕk1 , Πϕk2 → iΠϕk2 , Πχk1 → Πχk1 , Πχk2 → iΠχk2 . (D.7)
The above Hamiltonian (D.5) can be transformed with the Dyson map (2.165) by
either defining a new Dyson map or by rewriting the conjugate momenta {Πφ,Πφ†}
in terms of the conjugate momenta of real components. The relation between two
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Finally the conjugate momenta of complex field can be written as
Πφ = (D0φ)
† = Re(D0φ)− iIm(D0φ) = Πϕ − iΠχ (D.10)
Πφ† = (D0φ) = Re(D0φ) + iIm(D0φ) = Πϕ + iΠχ (D.11)
The similarity transformation of the complex fields and its corresponding canonical
momenta are







Πφ1 → Πφ1 , Πφ2 → iΠφ2 , Πφ†1 → Πφ†1 , Πφ†2 → iΠφ†2 (D.13)










+ V (φ) + U(F),
Performing an inverse Legendre transformation, we obtain the real Lagrangian
(2.167).
Next we will verify the similarity transformation shown in section 2.5.2. We will
not explicitly consider auxiliary terms in the quantisation procedure as it will not








µφα − V (φ,Aµ), (D.14)






































2 + V (φ,Aµ).
The similarity transformation will only affect the φ2 field and its corresponding
conjugate momenta
φ2 → −iφ2, Π2 → iΠ2. (D.16)








2 + V (φ,Aµ). (D.17)
The inverse Legendre transformation will map this Hamiltonian to (2.204).
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