Abstract-This paper proposes a class of full space diversity full rate space-time turbo codes. Both parallel concatenated and serially concatenated codes are designed. A rank theory proposed by the authors earlier is employed to check the full space diversity of the codes. The simulations show that the space-time turbo codes can take full advantage of space diversity and time diversity if they are available in the channels. We also study the robustness of performance of both turbo codes and trellis codes in space-time correlated fading channels.
is dominated by the case when all the channels in the multiple antenna transmission scheme are in a deep fade. However, when the frame size is increased, the frame error rates of turbo codes stay the same due to the interleaving gain [5] , [6] , while the frame error rates of trellis codes keep increasing. The interleavers also introduce a huge amount of memory into turbo codes. As a result, turbo codes can take much better advantage of time diversity when it is available than trellis codes. These advantages motivate us to design turbo codes for multiple antenna systems.
In addition to simple fading channels, we also study the robustness of the performance of space-time turbo codes and space-time trellis codes in channels typical of that will be encountered in wireless practice. The space-time correlation of a wireless channel will greatly influence the performance of a space-time code [7] . A space-time turbo code, due to its inherent randomness, may mitigate the degradation due to the interaction of the code structure and the channel structure. We investigate the robustness by considering the model proposed by Chen et al. [8] which captures many of the important characteristic of land mobile communications.
Several research groups have proposed different versions of modified turbo codes for multiple antenna systems [9] [10] [11] [12] [13] [14] [15] [16] independently at approximately the same time. In [11] , we gave the name "space-time turbo codes" to our design. In this paper, all the turbo codes for multiple antenna systems will be called space-time turbo codes, even though some of them can not guarantee full space diversity. The remainder of the introduction overviews the relevant work in space-time code design followed by a discussion of the characteristics of the proposed space-time turbo code designs.
A. Space-Time Codes
The goal in this paper is to design turbo codes that are guaranteed to work well in quasi-static fading and will provide improved performance over channels with additional time diversity. Consequently, a brief overview of the design criterion for quasi-static fading is in order. In quasi-static Rayleigh fading channels, each possible code word difference in a linear coded modulation produces a "signal" matrix. Increasing the rank of a "signal" matrix increases the amount of diversity in demodulation and reduces the pairwise error probability [3] , [17] . If the code length in symbol times, , is larger than the number of transmit antennas, , the maximum possible rank of a "signal" matrix is . A code is said to achieve full space diversity when the rank of every "signal" matrix corresponding to every code word pair is equal to .
While the rank of "signal" matrices are defined over the complex field, traditional code design is usually carried out in finite fields or finite rings. This discrepancy causes a serious obstacle 0733-8716/01$10.00 © 2001 IEEE Fig. 1 . Turbo code is concatenated with a short space-time block code [9] . Fig. 2 . Full space diversity serially concatenated turbo code proposed in [10] . Fig. 3 . Full space diversity self-concatenated turbo code proposed in [10] .
in the design. The paper by Hammons and El Gamal [18] represents an important first step to bridge this discrepancy. They provided binary rank criteria for binary binary phase-shift keying (BPSK) codes and quaternary phase-shift keying (QPSK) codes to ensure full space diversity. As a generalization of the binary rank criterion, we have proposed a new rank criterion [19] for higher order of constellation ( QAM), such as QPSK, 16 QAM, 64 QAM. It includes the BPSK binary rank criterion as a special case. For QPSK constellation, it is applicable to GF(4) codes instead of codes as given in [18] . This new criterion enables us to design full diversity space-time turbo codes for QAM modulation.
Codes that achieve full space diversity have an upper bound on transmission rate for each constellation [3] . We will call the upperbound full rate. For example, the full rates for BPSK, QPSK, and 16 QAM are one bits/symbol, two bits/symbol, and four bits/symbol respectively. In this paper, we shall propose full rate, full space diversity codes and examine their performance over a variety of channel configurations.
B. Space-Time Turbo Codes
Our goal is to design full rate and full space diversity codes and a brief overview of the prior work is in order to demonstrate that this is still an open question. In [9] , a turbo code is serially concatenated with a short space-time block code (Fig. 1) . In [10] , space-time trellis codes are first modified to be recursive. Then, two encoder structures are proposed. The serially concatenated encoder uses a convolutional code as outer code and recursive space-time trellis code as inner code (Fig. 2) . The parallel concatenated case (Fig. 3) is, in fact, a self-concatenated [20] recursive space-time trellis code. The structures of codes in [9] , [10] guarantee full space diversity but full rate can not be achieved.
In [13] , the outputs of a turbo code are bit-interleaved, mapped to QPSK symbols and transmitted using multiple antennas (Fig. 4) . Full rate is achieved but the code is not guaranteed to achieve full space diversity. However, this is a very flexible scheme. Essentially, any traditional code for single antenna systems can be employed.
In [12] , a BPSK parallel concatenated turbo code is used for a multiple transmit antenna system. The encoder structure is shown in Fig. 5 . Since the turbo code is a linear block code, the generator matrices, which have absorbed the operation of interleaving, are used to check with binary rank criterion provided in [18] to ensure full space diversity. A few random trials may be needed to find an interleaver which enables the generator matrices to satisfy the binary rank criterion. The code achieves full rate as one bit/symbol. Full rate could also be achieved with QPSK modulation using an I/Q construction as proposed in [21] .
More recently, it is proposed in [16] that a space-time trellis code is serially concatenated with interleavers and a rate 1 recursive inner code (Fig. 6 ). QPSK modulation is considered there. This structure can achieve full rate but it may result in codes without full space diversity. Our proposed rank criterion can be applied to check whether the code achieve full space diversity. In their general structure, the interleavers and inner codes are allowed to be different for different output branches of the space-time trellis code. If this is the case, the space diversity level depends on the choices of interleavers. On the other hand, if the same interleaver and inner code are used for all branches, as what the authors choose for the simulation example, it is proved in Section IV that the resulting code can achieve full space diversity independent of the choice of the interleaver.
In this paper, we focus on the design of QPSK full rate and full space diversity space-time turbo codes. The design can be easily generalized for higher order QAM constellations. The uniqueness of this work is that our proposed -rank theory [19] is applied to facilitate full space diversity design. In Section II, we give the signal models and explain the space-time code performance criteria. To maintain a reasonably self-contained presentation, the main theorem of [19] is restated and another theorem, which facilitates the design of serially concatenated space-time turbo codes, is proved in Section III. The parallel and serially concatenated space-time turbo code designs and decoding algorithm are given in Section IV. Section V presents the simulated performance, design tradeoff, and the robustness in a physically motivated channel model with variable parameters. Section VI concludes the paper.
II. SIGNAL MODELS AND PERFORMANCE CRITERIA
A space-time code word is an by matrix with elements drawn from a finite alphabet. The code symbol matrix is defined as , where is an element-wise constellation mapping from the finite alphabet to points of a constellation on the complex plane. The element at th column and th row of , is transmitted from th antenna at symbol time . Note that, in this paper, the variable in the subscript is used to indicate the column of a matrix if not explicitly specified.
Let be the number of receive antennas. The signals transmitted and received from antenna pairs experience spatially independent quasi-static Rayleigh fading. The matched filter output of the received signal at th receive antenna from time 1 to is
where by one vector; by one complex AWGN vector with one-sided power spectrum ; and by one fading coefficient vector. Let denote the th element of . models a Rayleigh fading channel common in wireless communications by being a zero-mean complex Gaussian random variable.
s are assumed independent for different or and known to the receiver but not to the transmitter. Fig. 7 shows an example of such system with two transmitter antennas and two receiver antennas.
Considering two code symbol matrices, and , the code symbol difference matrix is defined as . With a goal of minimizing the pairwise error probability, the quasistatic fading channel design criteria [3] , [17] are to maximize the rank of the code symbol difference matrix and maximize the product of nonzero eigenvalues of for all pairs of code words. Full space diversity is achieved if every possible code symbol difference matrix is of full rank.
III. THEORY OF RANK CRITERIA
In [19] , we provided sufficient conditions to design full space diversity codes with QAM modulation. Those results and some extensions will be the basis for our space-time turbo codes construction. The necessary theorems from [19] are presented here without proof to make this paper self-contained. We need some definitions first.
A. Preliminary Definitions
The full space diversity rank criteria developed in [19] are for codes defined on the ring . In the sequel, and are used to denote the modulo addition and the subtraction, and subscript is dropped if the context is clear.
Definition 1: (Ring ):
The ring is a finite set and is a positive integer. Each element has the form where the real part and imaginary part are integers in and . In this paper, nonnegative integers in are used to label elements in . The addition and multiplication in this ring are the addition and multiplication in complex number field followed by modulo operation on the real part and the imaginary part.
Definition 2: (Linear Code with Translation Mapping): A linear
code is a set of code words which form an additive group. Each code word is an by matrix with elements in the ring . The linearity implies that if , then . Each code word matrix is mapped to a complex code symbol matrix by the translation,
. It results in a square QAM constellation.
A linear code can be represented as a linear transformation from an information sequence to a code word (2) where th column of the code word matrix; input information sequence defined on ; and generator matrix for th antenna.
Definition 3: ( -Coefficients):
A group of coefficients, , in is said to be -coefficients if there exists at least one such that is odd, where . The concept of -coefficients is used to define a special rank on the ring.
Definition 4: (Column -Rank):
A matrix over the ring has column -rank if is the maximum number of column vectors of , such that for all possible -coefficients, . The row -rank can be similarly defined. Since column -rank is equal to row -rank [19] , the common value is denoted as -rank.
Definition 5: (Full -Rank): An by matrix defined on ring is said to be of full -rank if it has -rank equal to the minimum of and .
B. -Rank Criterion
The sufficient conditions on codes to achieve full diversity are given in this section. These sufficient conditions will be employed to check the diversity of space-time turbo codes.
Theorem 1: ( -Rank Criterion): Let be a linear code with translation mapping to QAM constellation. If every nonzero code word has full -rank, then achieves full space diversity.
It is proved in [19] that all linear binary BPSK codes and linear GF(4) codes with Gray mapping or set partitioning mapping are special cases of linear codes. A QPSK turbo code can be viewed as a linear GF(4) code. Therefore, -rank theory is applicable.
For linear codes, the conditions can be translated into the conditions on the generator matrices.
Theorem 2: Let be a linear code. The th column of the code word matrix is defined as (3) where is the information sequence defined on is the generator matrix for th antenna. If for all -coefficients, , and for all nonzero information sequence,
then all nonzero in is of full -rank. Thus, the code achieves full space diversity.
As we can see, the key issue of the design is to find the generator matrices, s, which, in the sequel, will represent the combined effects of the constituent codes, the information interleaver, the symbol puncturing, channel interleaver, and multiplexing in space-time turbo codes.
C. Example-Delay Diversity
In this section, we analyze the diversity level of a four-state delay diversity QPSK code [3] to illustrate the definitions and theorems in previous sections. Fig. 8 illustrates the ring and the translation mapping for the case that is equal to . The ring has four elements which are mapped to a QPSK constellation.
An example of -coefficients defined on is because the summation (in complex field) of the real part and the imaginary part of or is odd. However, are not -coefficients. The reason is that both and have even summation of real and imaginary parts.
The four-state delay diversity QPSK code can be viewed as a linear code and can be easily proved to satisfy the -rank criterion using the generator polynomials [19] . To illustrate how to check -rank criterion using the generator matrices, we consider a short frame corresponding to two information bits. The two generator matrices corresponding to the two transmit antennas are As stated in Theorem 2, we need to check the singularity of all linear combinations of and using -coefficients. There are 12 possible different -coefficients,
. It is proved in [19] that it is sufficient for to take values only in the following six pairs, , and . For example, if , then the linear combination is To verify for or is equivalent to check the GF(2) rank of which is a concatenation of the real part and imaginary part of . The standard Gaussian elimination algorithm in GF(2) may be used to verify the full rank of this matrix.
Compared with verifying the full rank of all possible code symbol difference matrices in complex field, employing -rank theory dramatically reduces the computation. For twotransmit antenna and full rate QPSK modulation, if a frame corresponds to 100 information bits, there are code symbol difference matrices with dimensions 50 2. Employing -rank theory, we only need to check the GF(2) rank of six matrices with dimensions 100 100.
D. Linear Transformation of Space-Time Codes
The serially concatenated space-time turbo code design in Section IV.B can be viewed as a nonsingular transformation of a space-time code. While it is obvious that nonsingular transformation of a matrix preserves the rank in the complex field, the following theorem needs to be carefully proved because the code is defined on a complex ring with the specially defined rank -rank. The following theorem is an extension of the corresponding theorem in [18] . Similar proof method is used. is the generator matrix of the th column of a code word matrix and is the input information sequence defined on . Let be a code with a code word defined as
If satisfies (6) for any nonzero vector defined on , then satisfies the -rank criterion and, therefore, achieves full space diversity.
Proof: It is proved by contradiction. Assuming there exists a nonzero information sequence corresponding to a code word matrix , which is not of full -rank, then there must exist coefficients, , such that (7) Substituting (5) into (7) gives (8) By (6), (8) implies which contradicts the condition that satisfies the -rank criterion. Therefore, all nonzero code words are of full -rank. By Theorem 1, code achieves full space diversity.
When this theorem is used to design serially concatenated turbo codes, the matrix , represents a channel interleaver and a recursive convolutional code. Consequently, the resulting space-time turbo code is of full space diversity independent of the choice of , as long as is nonsingular. 
IV. SPACE-TIME TURBO CODES
In this section, we present QPSK full space diversity and full rate turbo code design and decoding algorithm. Both parallel and serially concatenated designs are presented, starting with the parallel design.
A. Parallel Concatenation

1) Encoder Design:
The encoder of the proposed spacetime turbo code [11] is composed of a turbo code followed by the operation of puncturing, channel interleaving and multiplexing (Fig. 9) . A similar scheme can also be found in [12] for BPSK modulation. The puncturing allows flexible code rates. The channel interleaving and the multiplexing take advantage of both time diversity and space diversity. As an example, we consider a rate turbo code [22] with and QPSK modulation. Fig. 10 illustrates the structure of the turbo code. Let be a binary matrix corresponding to the transfer function from to , where and are the binary input and output of the component code of the turbo code. If are mapped to QPSK symbols using the Gray mapping, then the space-time turbo code can be viewed as a linear code with th column of a code word as where matrix corresponds to the information interleaver and matrix corresponds to the operation of puncturing, channel interleaving and multiplexing.
It is difficult to find a systematic method to construct the matrix and so that and satisfy Theorem 2. However, our experience has shown that a randomly picked information interleaver and channel interleaver result in a full space diversity code with relatively high probability. Therefore, the design procedure is to randomly choose interleavers until the code satisfies the -rank criterion.
2) Decoder:
The optimal decoding of a space-time turbo code is complicated for the following reasons. First, the received signal is a linear combination of symbols transmitted from different transmit antennas and the noise, i.e.,
. Second, the inputs of the component encoders are the interleaved versions of the same information bit sequence as for single channel turbo codes. However, we can use a suboptimal iterative algorithm based on belief propagation on Bayesian networks [23] . This algorithm works well as demonstrated in turbo code decoding because the interleavers make the existence of short loops rare events.
The proposed decoder for parallel space-time turbo codes iterates simultaneously along the two loops as shown by arrows in Fig. 11 . The components of the iterative decoder consist of two types of probability calculators: a channel symbol decoder and a component code decoder. In the block diagram "e" corresponds to the "evidence" available from the other parts of the decoder. It should be noted that all probability calculations accomplished in the decoding architecture do not use evidence corresponding to the specific random variable being considered in the calculations to guarantee the information is extrinsic to other components. In Fig. 11 , is an interleaved version of the input information sequence .
In the decoder structure, if no loops were present in the corresponding Bayesian network, then the inputs and outputs would exactly be joint and conditional probabilities as labeled in Fig. 11 . Since the decoder has loops, the soft information is only an approximation to the desired probabilities and likelihood functions. The channel symbol decoder takes the matched filter output , and the a priori probability of the symbols , to calculate the likelihood function , of the channel symbols . The other part of the decoder is similar to a standard turbo decoder, which uses the likelihood information to do one iteration of turbo decoding and, in addition, calculates the updated a priori probabilities of the channel symbols. The channel symbol decoder uses the updated a priori probabilities to refine the likelihood information about the channel symbols, which is the start of the second iteration. After several iterations, hard decisions on information bits are made based on the soft information of the information bits produced by the turbo decoder. The reason we emphasize the probability meaning of the soft information is that, once the meaning is clear, only basic knowledge about probability is needed to formulate the calculations. The final calculation is done in log probability domain to reduce the complexity.
B. Serial Concatenation 1) Encoder Design:
In the serially concatenated design, each output branch of a space-time trellis code is interleaved and coded by a recursive convolutional code. The structure is similar to that in [16] . However, we require that all the interleavers and the recursive convolutional codes be identical.
The code is viewed as a linear block code. The code rate of the recursive convolutional code is chosen to be one for full rate. The numerator of the transfer function of the recursive convolutional code is chosen to be one to avoid a catastrophic code. The same choice is made in [16] . Let be a matrix corresponding to the operation of the interleaver and the recursive convolutional code. Then, the code word has the following form where s are the generator matrices of the th output of the full diversity and is the input information sequence.
If is nonsingular, by Theorem 3, the code achieves full space diversity. Therefore, as long as the inner code is not singular, full space diversity is guaranteed independent of the choice of the interleaver, which is different from the parallel design.
This scheme can be applied to any linear space-time TCM code [19] . Consequently, we can easily obtain QAM space-time turbo code for any number of transmit antennas.
2) Decoder: The decoder (Fig. 13 ) is similar to that for standard serially concatenated turbo codes. The inner decoder jointly decode all the recursive convolutional codes corresponding to all the output branches of the outer space-time code. The decoding complexity is higher than that proposed in [16] , where each inner code is decoded separately. This price is paid to avoid the information or possibly diversity loss due to the marginalization of the probabilities of the channel symbols. Based on the received signals , and the a priori probabilities , the inner decoder calculates the likelihood functions of the output of the outer code . The outer decoder uses this soft information to update the a priori probabilities , of the output of the outer code. This updated a priori probability is then used in the next iteration. After several iterations, the outer decoder uses to calculate the likelihood of the information bits and make hard decisions.
V. PERFORMANCE AND ROBUSTNESS
In this section, we explore many aspects of the performance of the full rate full space diversity space-time turbo codes. In particular, the performance of the proposed parallel and serial concatenation schemes are examined in a variety of wireless channels. These channels include the quasi-static channel, time varying fading channel, and a space-time correlated channel model introduced in [8] . These simulation results show the space-time turbo codes presented in this paper can take advantage of space and time diversity whenever they are available. Comparisons are made when appropriate with highperformance space-time trellis codes.
The example codes considered are to illustrate the full diversity design. The component codes and the interleavers are not optimized for coding gain.
A common frame structure will be adopted in comparing the various coded modulations discussed in this section. The frame structure studied in this paper will have roughly 130 channel symbols. This was the format presented in many of the studies in [3] . The number of information bits will depend on the code rate. It is shown that the relative advantage of turbo coded space-time modulations versus trellis coded space-time modulations increases with frame size. Consequently, a short frame size study seemed the appropriate vehicle for a fair comparison among the different coding schemes considered herein.
A. Parallel Concatenation in Quasi-Static Fading
First, consider the parallel concatenated turbo code of Section IV-A. Assuming no puncturing is used, codes are designed by specifying the component codes, an information interleaver, a channel interleaver, and an antenna multiplexer. The component codes are chosen as in Fig. 10 . The resulting code has transmission rate 2 bits/symbol. The frame error rate versus SNR for one receive antenna case in quasi-static fading channel is shown in Fig. 14 , where the SNR is defined as the ratio between the total symbol energy and one-sided white Gaussian noise density . For comparison, the performance of a 64-state space-time trellis code with the same transmission rate and frame size in [3] and the outage probability [2] are also shown in the plot. There are three cases worth considering for the parallel concatenated turbo coding scheme.
In the first case, the information interleaver and the channel interleaver are randomly chosen. The outputs of each component code of the turbo code are multiplexed in a periodic fashion to two transmit antennas. The code does not satisfy the -rank criterion and rank deficient error event did happen in the simulations. As shown in Fig. 14 , this modulation at low SNR is performance competitive with the AT&T 64-state TCM [3] but the performance tailed off for high SNR. Because the performance slope indicates the diversity level, this code does not achieve full space diversity.
In the second case, information interleavers and channel interleavers were examined until the generator matrices satisfied the -rank criterion. The resulting code is a guaranteed full space diversity code with maximum likelihood decoding. With the suboptimal iterative decoding, this design has the same characteristics as the nonfull space-diversity code as shown in Fig. 14 . At low SNR, the code is performance competitive with the AT&T 64-state TCM but the performance tailed off for high SNR. The performance of the second case showed a steeper slope with SNR than the first case. This characteristic is attributed to the code being a full diversity code.
The third case is also a full space diversity code. However, what differs from the first and the second case is that there is no multiplexing, which means that all the outputs from one component code are transmitted only on one antenna. The third case has the same or better performance than the 64-state trellis code and is 2.5 dB away from the outage probability at frame error rate 0.01. This indicates that the space-time turbo code is of full space diversity and that this code structure can achieve good performance with simple component codes (four-state) even if the frame size is short. The third case (no multiplexing) considered herein performs better than the second case (with multiplexing). This is counterintuitive since in the second case, with multiplexing, the outputs of one component code experience spatial independent fading, which should result in better performance.
To explain this counter intuitive phenomenon, one needs to realize that the iterative decoding algorithm is not optimal and the code rate of each component code of the turbo code in Fig. 10 is one. If the symbols of one component code experiences a deep fade, the MAP decoder of turbo decoding for this component code will produce unreliable soft information about the information bits. If both of the component encoders have a portion of outputs experiencing deep fades, then the suboptimal iterative decoding can have difficulty converging to correct decisions on the information bits. This is what happens for case 2 when one of the fading coefficients associated with one of the transmit antenna has small amplitude.
To verify that this characteristic truly produces the observed degradations, an experiment was run. In order to exclude the suboptimal effect of channel symbol decoder, a genie decoder is used, i.e., the channel symbol decoder has perfect knowledge about symbols transmitted from one antenna when it calculates the likelihood of a symbol from the other antenna. A simulation was performed where the coefficients of the two antennas were fixed with the fading coefficient for the first transmit antenna set to one and the second fading coefficient was varied from 0.8 to 0.1. Fig. 15 shows numerical results for this simulation. As the second channel coefficient become progressively smaller, case 2 (dotted line) performs progressively worse than case 3 (solid line). This demonstrates that multiplexing has a deleterious effect in quasi-tatic fading. Engineering intuition would tell us that when the code rate is lower, this phenomenon may vanish and multiplexing may bring significant benefits due to the additional diversity.
In all the simulation results in this paper, the iterative decoding uses ten iterations. Fig. 16 shows how the performance of the third case of the parallel concatenated code converges as the number of iteration increases. Six iterations already produce performance close to that of ten iterations. 
B. Parallel Concatenation in Time-Varying Fading
The simplest time-varying fading channel model is the case when the channels for transmit-receive-antenna pairs are spatially independent but have temporal variations. Fig. 17 shows the performance of the parallel concatenated design case 3 with different Doppler spreads for spatially independent channels. The performance of the space-time turbo code improves significantly when temporal diversity is available. At a frame error rate of 0.01, the performance corresponding to temporally independent fading has a gain of greater than 8 dB over the quasi-static fading case. Trellis codes with a larger number of states will also provide space and time diversity. Consequently, the performance of case 3 is also compared with the performance of a 32-state space-time QPSK trellis code [24] at different Doppler spreads. At a frame error rate of 0.01, the performance gain in terms of SNR is shown in Fig. 18 . The gain increases with the Doppler spread. In independent fading channel, the gain is as much as 6.4 dB.
C. Parallel Concatenation in Space-Time Correlated Fading
The final simulations that are considered for the parallel concatenated code is in a channel where a physical model is used to generate a space-time correlated channel distortion. The spacetime channel model considered in this study is given in [8] . The model of Chen et al., which is applicable to medium-to-large cell land mobile systems, assumes a uniform ring of scatters around the receive antenna (mobile) and elevated transmitter antennas (base station). Fig. 19 shows the geometry of this model. This model is the coherent and space-time extension of the idea presented in [25] for analyzing the correlation between base station antennas. The space-time channel model from [8] produces a space -time correlation function between two antennas as in (9) , found at the bottom of the page, where are functions of the fundamental parameters of this model which are summarized as scatter ring radius in wavelengths; receiver distance from transmitter antenna pair center in wavelengths; mobile position angle with respect to the end-fire of the antennas; mobile moving direction with respect to end-fire of the antennas; normalized Doppler spread; distance between the base stations in wavelengths. Fig. 19 . Geometry of a space-time fading model which assumes a uniform ring of scatters around the receive antenna (mobile) and elevated transmitter antennas (base station) [8] .
All the other parameters in the model given in Fig. 19 are functions of these parameters [e.g., ] and the detailed derivations are available in [8] .
The model of Chen et al. can produce significant space-time correlations for certain mobile moving directions. It was shown in [7] that this space-time correlation can significantly degrade performance of structured trellis codes. In this simulation, we compare the downlink performance of a parallel concatenated space-time turbo code (case 3 above) with Grimm's 32-state space-time QPSK trellis code [24] . The symbol frame length is still 130 symbols and the Grimm's 32-state code was implemented with a block interleaver producing an effective interleaver depth of 15 symbols. Fig. 20 is a plot of the frame error rate versus driving direction for the considered codes when where the antennas are separated by . We choose the SNR for the turbo code be 11 dB and that for the trellis code be 14 dB to have them in the same frame error rate range.
One can see that degradations in performance of up to one dB can be produced by the mobile driving direction. This degradation is due to higher space-time correlation at the receiver. It is postulated that the turbo coded modulation would be less sensitive to channel variations if the rate of the component code was reduced to be less than one.
(9) Figs. 21 and 22 show the frame error rate of the turbo code and the trellis code versus Doppler spread for the best case driving direction , which results in small space-time correlation, and worst case driving direction , which results in large space-time correlation. The SNR for the turbo code and the trellis code is 12 dB. We observe that the performance of the turbo code almost improves monotonically with the increase of the Doppler spread for both driving directions, while the trellis code performance becomes worse for some range of Doppler spread. This demonstrates again that the turbo code can take better advantage of time diversity even in space-time correlated channels.
D. Serial Concatenation in Quasi-Static Fading
Now consider the serially concatenated turbo code of Section IV.B. The performance with one receive antenna in quasistatic fading channel is shown in Fig. 23 . For comparison, the performance of a 64-state space-time trellis code in [3] and the outage probability [2] are also shown in the plot. The outer code is chosen as an eight-state, , QPSK space-time code [26] which is proved to be a linear code [19] . The inner code is a simple modulo accumulator over the ring . The performance of the serial concatenated code is marginally better than the 64-state space-time trellis code.
The above comparison is not in the favor of the turbo code because the turbo code has better performance for longer frame size. Fig. 24 shows the performance comparison for frames corresponding to 260 (dotted lines) and 1000 (solid lines) information bits. The outer code of the full diversity serially concatenated code differs from the previous one by using the Grimm's four-state trellis code [21] . For trellis codes, such as the Tarokh's four-state code and Grimm's 32-state code as shown in the figure, the frame error rate increases as the frame size is increased. However, the frame error rates of the space- [3] , [24] with different frame sizes in quasi-static fading channels.
time turbo code stay roughly the same for increased frame size. Therefore, space-time turbo codes can provide better performance for large frame applications.
VI. CONCLUSION
We proposed a class of full space diversity and full rate spacetime turbo codes. Methods based on a rank theory [19] are used in the full space diversity design. Both parallel and serially concatenated space-time turbo codes are designed.
The excellent performance of space-time turbo codes is demonstrated by simulations. The simulation results of the example codes show that the codes have full space diversity and that the performances are within 2.5 dB of the outage probability in quasi-static fading channel at frame error rate 0.01. The example codes show that even for short frame size, we can use very simple component codes, e.g., four states, to obtain the same or better performance than the previously proposed space-time trellis code with 64 states [3] .
In time varying fading channel and space-time correlated fading channel, space-time turbo codes are demonstrated to have superior performance compared with trellis codes. In independent fading channels, the performance of an example code has more than 6.4 dB gain over a 32-state space-time trellis code. This shows that space-time turbo codes can take full advantage of both space diversity and time diversity.
