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Abstract – We study a class of non-equilibrium quasi-stationary states for a Markov system
interacting with two different thermal baths. We show that the work done under a slow, external
change of parameters admits a potential, i.e., the free energy. Three conditions are needed for the
existence of free energy in this non-equilibrium system: time-scale separation between variables
of the system, partial controllability (external fields couple only with the slow variable), and an
effective detailed balance. These conditions are facilitated in the continuous limit for the slow
variable. In contrast to its equilibrium counterpart, the non-equilibrium free energy can increase
with temperature. One example of this is that entropy reduction by means of external fields
(cooling) can be easier (in the sense of the work cost) if it starts from a higher temperature.
Introduction. One reason for the effectiveness of ther-
modynamics is that its concepts and ideas apply beyond
the domain of equilibrium states, e.g., in real life thermo-
dynamics is applied to systems having different tempera-
tures, even though such states do not belong to equilib-
rium. There are specific mechanisms for this applicability,
e.g., thermodynamics applies to systems that are pertur-
batively close to equilibrium [1–4]. Another general mech-
anism is the time-scale separation. In fact, this mechanism
is inherent in the structure of thermodynamics, which is
built up via the notion of a quasi-static process [3]. It
is also important in statistical physics of open systems,
where even low-dimensional systems can play the role of
a thermal bath, provided that they are fast [5, 6]. A re-
lated point is seen in stochastic thermodynamics, where
the notion of white (i.e., fast) noise is relevant [7].
There is already a body of work concerning thermo-
dynamic aspects of systems with time-scale separation
[8–26]. In particular, much attention was devoted to
the effective temperature of glassy systems, where the
time-scale separation emerges from the many-body physics
[8, 10–12]. Recent works studied time-scale separation
in stochastic thermodynamics focusing on dissipative fea-
tures such as entropy production [13–18].
Time-scale separation is a much wider notion, and it
is frequent also in biology and society, where it allows to
reduce the complexity of emergent structures [27, 28]. In-
deed, components of such systems enjoy a certain auton-
omy (though in different ways): fast variables “live” under
fixed values of the slow ones, while the slow variables “see”
stationary distributions of the fast ones.
We aim to look at a class of stationary, non-equilibrium
states for a Markov stochastic system that is out of equilib-
rium due to interaction with two different thermal baths;
see [29] for an introduction to such systems. We impose
three conditions.
– Time-scale separation: the system under considera-
tion consists of two variables, fast and slow.
– Partial controllability: external fields act on the slow
variable only. This assumption can be validated from op-
erational reasons: it is normally difficult to have a pre-
cise control on variables that move fast. Both conditions
need not hold for the equilibrium situation (equal tem-
peratures of the thermal baths), where thermodynamics
applies under any type of controllability and the ratio of
characteristic times.
– Transition rates of the slow variable hold certain con-
straints—they are given by activation rates, or the slow
variable lives in a tree-like structure—that amount to an
effective detailed balance that holds after averaging (trac-
ing out) over the fast variable.
Under these conditions the slow (isothermal) work done
on this system admits a potential, i.e., there exists the free
energy. This definition is unambiguous, because the work
is defined for an arbitrary non-equilibrium state [4]; see
the discussion after (15) for details of this point. Hence
the free energy need not have further equilibrium features.
Indeed, we show that its behavior with respect to temper-
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Fig. 1: Time-scale separation approach versus numerically exact features of the stationary distribution given by (1). In (2, 3)
we took β = 1, βs = 10, Eiα = αi
2/N and n = 2. Here N (n) is the number of different states for the slow (fast) variable. For
transition rates in (2, 3) we choose the Kawasaki rates: ρij|α = e
β
2
(Ejα−Eiα) and ωαγ|i = e
βs
2
(Eiγ−Eiα). Left panel: |〈E〉−〈E˜〉|
vs. ǫ, where 〈E〉 =
∑
iα
piαEiα is the exact average energy in the stationary state, 〈E˜〉 is the average energy calculated via
the time-scale separation approach, and ǫ controls the slow-fast limit in (1). The value of 〈E〉 (not shown on figure) is some
100–150 times larger than |〈E〉 − 〈E˜〉|. Right panel: max(piα − p˜iα) vs. ǫ, where piα are the exact stationary probabilities,
while p˜iα are calculated via the time-scale separation approach. We found that max(piα − p˜iα) = max|piα − p˜iα|.
ature changes can be different from the features of the
equilibrium free energy.
Two-temperature Markov dynamics. Consider
the following master equation for two discrete variables
i = 1, ..., n and α = 1, ..., N (see, e.g., [2, 7]):
p˙iα =
∑
j
[ρij|α pjα − ρji|α piα]
+ǫ
∑
γ
[ωαγ|i piγ − ωγα|i piα], (1)
where piα is the joint probability of i and α, ρij|α and
ωαγ|i are the transition probabilities for i← j (for a fixed
α) and α ← γ (for a fixed i), respectively. In (1), ǫ is
a small parameter that makes {α} slower than {i}. We
assume that all sums over Latin (Greek) indices run from
1 to n (from 1 to N).
The transitions are controlled by different thermal baths
at temperatures T = 1/β > 0 and Ts = 1/βs > 0 respec-
tively. Hence the transition probabilities ρij|α and ωαγ|i
hold the detailed balance conditions (see e.g., [2, 7]):
ρij|α e
−βEjα = ρji|α e
−βEiα , (2)
ωαγ|i e
−βsEiγ = ωγα|i e
−βsEiα . (3)
Without loss of generality we parametrize (3) as
ωαγ|i = e
Bαγ|i+
βs
2
(Ei γ−Ei α), Bα γ|i = Bγ α|i, (4)
where Bαγ|i accounts for the symmetric part of α↔ γ.
Time-scale separation holds when ǫ in (1) is sufficiently
small; see fig. 1. This is a reliable approximation, since its
predictions are close to the exact stationary probability
even for moderately small ǫ; see the left panel of fig. 1
We now work out the stationary state (p˙iα = 0) of (1)
for a small ǫ following the standard perturbation theory
approach; [30] for a rigorous presentation and [31] for a
physical discussion. One puts into (1)
piα = B
[0]
iα +
∑
a≥1
ǫaB
[a]
iα , (5)
and obtains for successive terms which are of order O(1)
and O(ǫa), respectively:
∑
j
[ρij|αB
[0]
jα − ρji|αB
[0]
iα ] = 0, (6)∑
j
[ρij|αB
[a]
jα − ρji|αB
[a]
iα ]
+
∑
γ
[ωαγ|iB
[a−1]
iα − ωγα|iB
[a−1]
iα ] = 0, a ≥ 1. (7)
Note that there are solvability conditions found from sum-
ming (7) over i:
∑
iγ
[ωαγ|iB
[a−1]
jα − ωγα|iB
[a−1]
jα ] = 0, a ≥ 1. (8)
Now (6) and (8) with a = 1 are solved as
B
[0]
iα = p¯i|αp¯α, (9)
where we used (2), the stationary conditional probability
p¯i|α of the fast variable has the equilibrium form
p¯i|α = e
−βEiα /Zα[β] , Zα[β] =
∑
k
e−βEkα , (10)
and where the probability p¯α of the slow variable is found
from (8) with a = 1
∑
γ
[Ω¯αγ pγ − Ω¯γα pα] = 0, Ω¯αγ ≡
∑
i
ωαγ|i p¯i|γ . (11)
The meaning of (9) is that the fast variable relaxes to the
conditional equilibrium, which determines via (11) and the
effective rates Ω¯αγ the probability of the slow variable.
Due to
∑
iα piα =
∑
iα p¯i|αp¯α = 1, (9) implies normal-
ization condition:
∑
iαB
[a]
iα = 0 for a ≥ 1. Thus B
[1]
iα is
found from this condition, (7) with a = 1, and (8) with
a = 2. Expectedly, for a small ǫ we get B
[1]
iα = O(ǫ). Now
the right panel of fig. 1 confirms this fact with numeric
results, but it also shows that the difference between (9)
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and the true joint probability piα is a sublinear function
of ǫ for a larger values of ǫ. This is favorable for the ap-
proximation
piα = p¯i|αp¯α, (12)
that we adopt from now on for the stationary probability
piα of (1).
External fields are introduced via time-dependent pa-
rameters a(t) = (a1(t), ..., aA(t)) in the energy Eiα(a) of
the system. We assume that
Eiα(a) = Eα(a) + Eˆiα, (13)
where Eˆiα does not depend on a. Eq. (13) means that
external fields couple only with the slow variable, e.g., be-
cause it is difficult to control fast objects. The stationary
probabilities (12) depend on parameters a through (13).
Now a(t) is slow as compared to the relaxation of both
fast and slow variables. The temperatures T and Ts are
constant. Hence the (quasi-stationary) probabilities of the
system are found from (12), where a is replaced by a(t).
The differential thermodynamic work w is [2] [see (13)]
w =
∑
iα
p¯iα ∂aEiα =
∑
α
p¯α ∂aEα, (14)
where ∂a is the gradient in the a-space. Note that rela-
tions between thermodynamic and mechanic work have to
be specified in the context of concrete applications [32].
This has to do with the following freedom in the defini-
tion (14): ∂aEα (and hencew) will change upon adding to
Eα a factor ϕ(a) that does not depend on α, but depends
on a (this is akin to the gauge-freedom of the potential
energy in mechanics). Hence the energies Eα need to be
specified, before defining the work w [32].
Each component of w = (w1, ..., wA) can have a sep-
arate physical meaning, since components of a may be
driven by different sources.
The integral work is a line integral in the a-space:
W =
∫ tf
tin
dt
da
dt
w(t) =
∫
af
ain
da w, (15)
where ain = a(tin) and af = a(tf) are the initial and final
values of a(t) reached at times tin and tf , respectively.
We stress that (15) refers to slow changes of parameters
a(t), but if we change p¯iα in (14) to the time-dependent
probability piα found from (1), then the same expression
for work applies for arbitrary processes [4].
The work admits a potential (i.e., free energy F) if
w = ∂aF , W = F(af)−F(ain). (16)
If (16) does not hold, the work extraction (i.e., W < 0) by
means of a slow, cyclic (ain = af) variation of a is possible.
Indeed, if W 6= 0, then W changes its sign when the cycle
is passed in the opposite direction. The extracted work is
determined by the closed-contour integral.
Below we give pertinent examples of W 6= 0 for cyclic
processes; see (39). Now we turn to studying cases, in
which (16) does hold despite the fact that Ts 6= T .
Non-equilibrium free energy for the activation
rate. An example of slow dynamics is given by the acti-
vation energy rate in (4) [7]
ωα γ|i = e
βsEiγ , Bαγ|i = βs(Eiγ + Ei α)/2. (17)
One interpretation of (17) is that there is a barrier with
energy E∗ that is larger than all other energies. Choosing
E∗ = 0, we see that ωαγ|i in (17) assumes the standard
Arrhenius form.
Now Ω¯αγ in (11) depends only on γ: Ω¯αγ = Ω¯γ . The
probability p¯α in (11) is found via the detailed balance
condition Ω¯αγ p¯γ = Ω¯γαp¯α. This leads to p¯γ ∝ 1/Ω¯γ.
Thus we get from (10, 11, 13, 17)
p¯α = µαe
−βsEα
/∑
γ
µγe
−βsEγ , (18)
where µα corresponds to the weight of the energy Eα and
expresses via the statistical sum of the fast variable:
µα = Zˆα[β] / Zˆα[β − βs], (19)
Zˆα[β] ≡
∑
k
e−βEˆkα . (20)
Note that µα does not depend on a due to (20) and (13).
Eqs. (13, 16, 18) imply the existence of a free energy:
F = −Ts ln
[∑
α
µα e
−βsEα
]
. (21)
Recall that F is defined up to a constant,
F → F + C, (22)
that can depend on anything besides a [32]. Eq. (21) is
obtained under a specific choice of C that proves useful
below when calculating derivatives of (21).
Temperature-dependence of Fand entropy re-
duction (cooling) via external fields. The free en-
ergy Feq(a) = −T ln
∑
k e
−βEk of an equilibrium system
is a decreasing function of the temperature:
∂TF eq(a) = −Seq(a) ≤ 0, (23)
where Seq(a) is the entropy. Since Feq(a) is defined under
a specific choice of an additive and temperature-dependent
constant (cf. (22)), (23) changes for a different choice of
the constant. Hence (23) cannot be interpreted directly.
But it can be related to the work cost of a cooling process
via externally driven parameters a(t) [33].
Normally, cooling means temperature reduction of a
macroscopic system that has a single and well-defined tem-
perature. But the needs of NMR-physics [34], atomic and
molecular physics [35, 36], quantum computation [37] etc
led to generalizing this definition [33,38,39]. In these fields
one needs to reduce the entropy of a system that is coupled
to a fixed-temperature thermal bath. Reducing the bath
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temperature is not feasible. But it is feasible to reduce
the entropy via external fields. For instance, in NMR spin
systems, entropy decrease for a spin means its polarization
increase, which is necessary for the NNR spectroscopy [34].
Thus, cooling amounts to an isothermal process, where
a(t) slowly changes from ain to af and achieves a lower
final entropy. For the equilibrium situation this means
Seq(af) < Seq(ain) (dynamic aspects of this problem are
analyzed in [33]). Now
∂T [Feq(af)− Feq(ain)] = Seq(ain)− Seq(af) ≥ 0, (24)
compares two setups at different temperatures, but the
same values ain → af of the external fields. Eq. (24)
means that the work cost Feq(af)−Feq(ain) of cooling in-
creases with the temperature T , i.e., cooling from a higher
temperature is harder, as expected.
Turning to the non-equilibrium free energy F , we
characterize its temperature dependence via ∂TsF|T and
∂TF|Ts , since T and Ts are independent parameters. We
deduce for the activation energy rate (17, 19):
∂TsF|T = −Ss −
∑
α
p¯α
[
βsEˆα(β − βs) + lnµα
]
(25)
= −Ss −
∑
α
p¯α
∫ βs
0
dy [ Eˆα(β − βs)− Eˆα(β − y) ],
∂TF|Ts =
β2
βs
∑
α
p¯α
[
Eˆα(β − βs)− Eˆα(β)
]
, (26)
where
Ss = −
∑
α
p¯α ln p¯α (27)
is the entropy of the slow variable (cf. (23)), and
Eˆα =
1
Zˆ(β)
∑
k
Eˆkαe
−βEˆkα (28)
is the conditionally averaged energy of the fast variable;
cf. (10). Eˆα(β) monotonously decays from maxk[Ekα] to
mink[Ekα] when β goes from −∞ to ∞. Hence we get in
(25, 26):
∂TsF|T ≤ 0, ∂TF|Ts ≥ 0. (29)
Now we explore implications of ∂TF|Ts ≥ 0 for a cooling
process. Denote by
Sˆα(β) = −
∑
i
p¯i|α ln p¯i|α = βEˆα + ln Zˆα, (30)
the entropy of the fast variable conditioned by a fixed
value α of the slow variable; cf. (10). Recall that Ss +∑
α p¯αSˆα(β) amounts to the full entropy −
∑
iα p¯iα ln p¯iα.
We denote: Sˆ1 = minα[Sˆα]. Then we can define a cool-
ing process, where all energies Eα6=1 in (13) slowly increase
leading to p¯1 → 1; see (18). Though the process is real-
ized by external fields holding the partial controllability
restriction (13), we still get a cooling of the whole (slow
plus fast) system. Indeed, not only the entropy Ss of the
slow variable decreases to zero, but also the conditional
entropy of the fast variable decreases from its initial value∑
α p¯αSˆα(β) to a smaller value Sˆ1(β).
We note that the considered cooling process can also
decrease the internal energy of the system. Recall that
the internal energy is defined as [cf. (12), (13)]
∑
iα
Eiαp¯i|αp¯α =
∑
α
Eαp¯α +
∑
α
Eˆαp¯α, (31)
where Eˆα is defined after (26). Since Sˆα and Eˆα are equi-
librium quantities, Sˆα is an increasing function of Eˆα.
Hence it is possible to choose Eˆ1 = minα[Eˆα] in addition
to Sˆ1 = minα[Sˆα]. We can also choose E1 = minα[Eˆα].
Then p¯1 → 1 means that the internal energy (31) decreases
during the cooling.
The cooling process incurs a work cost [cf. (21)]
∆F = −Ts ln[µ1e
−βE1 ]−F ≥ 0, (32)
where F is the initial free energy. Now ∆F > 0 means
that the work is taken from the external source, hence this
is indeed a work cost.
The change of ∆F with the temperature T of the fast
variable reads from (26):
∂T∆F|Ts = −
β2
βs
∑
α
p¯α
[
Eˆα(β − βs)− Eˆα(β)
−Eˆ1(β − βs) + Eˆ1(β)
]
. (33)
Let us now indicate several scenarios for ∂T∆F|Ts ≤ 0
in (33), and show that they are consistent with condi-
tion Sˆ1 = minα[Sˆα] that defines the cooling process. For
example, in (33) one can take Eˆ1(β − βs) ≃ Eˆ1(β), but
Eˆα6=1(β − βs) 6≃ Eˆα6=1(β). Another example is to make
βs small. Then Eα(β − βs) − Eˆα(β) ∝ Cˆα amounts
to the heat-capacity Cˆα ≥ 0, and then ∂T∆F|Ts < 0
can be implied by Cˆα6=1 > Cˆ1, which is consistent with
Sˆ1 = minα[Sˆα].
We conclude from ∂T∆F|Ts ≤ 0 that it can be easier
(in terms of the work cost) to cool from higher temper-
atures than from the lower ones. Note that the result
survives also in the near-equilibrium limit β ≃ βs. With
the same logics, one shows from (25) that when increasing
the temperature Ts of the slow variable, one normally has
∂Ts∆F|T ≥ 0 [cf. (24)], and we revert to equilibrium with
[∂Ts∆F|T + ∂T∆F|Ts ]T=Ts ≥ 0.
Tree-like topology of the slow variable. Free en-
ergy (21) exists for general rates (4), if the topology of
connections between the states α, γ, ... in (11) is that of a
tree (a network without loops or closed cycles): for a fixed
i, ωαγ|i 6= 0 (and hence Ω¯αγ 6= 0) only along branches of
a tree; see fig. 2 for examples. Let node σ0 be the root of
the tree. This root can be chosen arbitrarily, the freedom
of choosing it will connect to an arbitrary constant (22) in
the free energy. Each node σ of the tree is related to σ0
via a unique path σσ′...σ′′σ0. The stationary probability
p-4
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Fig. 2: Four examples of tree-like structures. Bold points denote states, and lines between them indicate on inter-state
transitions.
p¯σ of σ is deduced from (11), it is made of the transition
probabilities along this unique path:
p¯σ =
Ω¯σσ′Ω¯σ′...Ω¯...σ′′Ω¯σ′′σ0
Ω¯σ′σΩ¯...σ′Ω¯σ′′...Ω¯σ0σ′′
p¯1, (34)
where p¯1 is gotten from normalization. We add to (13):
Bαγ|i = Bαγ(a) + Bˆαγ|i, (35)
where Bˆαγ|i does not depend on a. Now Bα γ(a) cancels
out in (34), and (34) reduces to (18), where [cf. (20)]
µσ>1 =
Ωˆσσ′Ωˆσ′...Ωˆ...σ′′Ωˆσ′′σ0
Ωˆσ′σΩˆ...σ′Ωˆσ′′...Ωˆσ0σ′′
, µ1 = 1, (36)
Ωˆαγ =
1
Zˆγ [β]
∑
i
eBˆαγ|i+
βs
2
(Eˆiγ−Eˆiα)−βEˆiγ . (37)
Hence the free energy (21) applies with µα given by (36).
For (17), this free energy differs from (21) due to a choice
of the constant C in (22).
Note that the tree topology supports the detailed bal-
ance: Ω¯γαp¯α = Ω¯αγ p¯γ . This relates with the Kol-
mogorov’s criterion for the detailed balance: for all loops
of the connection network the product of the transition
probabilities Ω¯γα calculated in the clock-wise direction
should be equal to the product in the anti-clock-wise di-
rection [40]. For a tree-like network there are no loops,
hence the criterion holds.
For general rates already one loop (i.e., a three-level
system) may suffice for invalidating the existence free
energy. But we expect that loops will be less relevant
for multi-dimensional models. Indeed, let us return to
p¯α ∝ µαe
−βEα , p¯iα ∝ e
−βEˆiα , but instead of (13) we as-
sume that only one externally driven parameter (out of
two) pertains to the slow variable:
Eiα(a) = Eα(a1) + Eˆiα(a2). (38)
Eq. (38) is the minimal situation, where the work-
extraction via a slow, cyclic process is possible.
We get for the rotor of the work w [cf. (14) and (20)]:
∂a2wa1 − ∂a1wa2 = 〈 (∂a1E ) ∂a2 [ lnµ− Tβs ln Zˆ ] 〉
−〈 ∂a1E〉 〈 ∂a2 [ lnµ− Tβs ln Zˆ ] 〉, (39)
where 〈X〉 ≡
∑
α p¯αXα. Eq. (39) shows how far is the
work from having a gradient when the partial controlla-
bility (13) does not hold. It also determines the amount
of work extracted from a cycle in the (a1, a2)-space. Now
since (39) is a correlation, the existence of a gradient for
wa can be recovered if fluctuations are negligible.
Quasi-continuous limit for the slow variable.
Recall that the index γ = 1, ..., N numbers the states of
the slow variable. We now consider the case, where these
states are arranged over a segment of a line (1D situation),
so that only transition from one neighbour state to another
are allowed. This is an example of birth-death processes
that have many applications [41]. If the segment is finite
and the states are homogeneously and densely located in
it, then one can pass to the continuous limit, where instead
of a discrete index γ we shall have a continuous variable
x [42, 43]. The continuous limit is achieved by
Ei γ → Ei(x), Ei γ+1 → Ei(x) + ǫˆE
′
i(x), (40)
Bγ+1γ|i → Bi(x), (41)
where x is a continuous parameter, ǫˆ is a small parameter
(the distance between the states γ and γ + 1 on the seg-
ment), and where A′(x) ≡ dA(x)/dx. We now expand in
(4) over a small ǫˆ
ωγ+1 γ|i = exp
[
Bγ+1γ|i
]
(1 + βs(Ei γ − Ei γ+1)/2), (42)
and get in (1) (see [42, 43] for similar derivations):
∑
γ
[ωαγ|i piγ − ωγα|i piα] = βs[ζi α+1 − ζi α]
+ξi α+1 − ξi α, ξi α+1 ≡ e
Bα+1α|i (pi α+1 − pi α), (43)
ζi α+1 ≡ e
Bαα+1|i (Ei α+1 − Ei α) (pi α + pi α+1)/2.
Taking in (43) the continuum limit, we get from (1):
p˙i(x, t) =
∑
j
[ρij|x pj(x)− ρji|x pi(x, t)] + ǫ ǫˆ
2∂xJi(x, t),
(44)
Ji(x, t) ≡ βs e
Bi(x) pi(x, t)E
′
i(x) + e
Bi(x) p′i(x, t), (45)
where pi(x) is the joint probability of i and x:∑
i
∫
dx pi(x, t) = 1, and Ji(x, t) is the probability cur-
rent related to the slow variable.
p-5
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Eq. (44) shows that as compared to (1) the slow-fast
limit is facilitated due to the additional small factor ǫˆ2.
This is confirmed by fig. 1 which shows that the slow-fast
limit improves when the number N of states of the slow
variable is large. Thus the above continuous limit is a way
to get the time-scale separation naturally.
We treat (44) wih the same time-scale separation ar-
gument (5–11) with minor modifications for the contin-
uous case. The stationary conditional probability is still
p¯i|x ∝ e
−βEi(x). For the stationary probability density
p¯(x)—which holds the zero-current condition
∑
i Ji(x) =
0—we obtain from (44, 45):
p¯(x) ∝ e−βsE(x)µ(x), µ(x) = eh(x)
∑
i
e−βEˆi(x),
h′(x) = (β − βs)
∑
i Eˆ
′
i(x)e
Bˆi(x)−βEˆi(x)∑
i e
Bˆi(x)−βEˆi(x)
, (46)
where by analogy to (13, 35): Ei(x;a) = E(x;a) + Eˆi(x),
Bi(x;a) = B(x;a) + Bˆi(x). The free energy is given as in
(21) by F = −Ts ln
∫
dxµ(x) e−βsE(x). Note that it goes
to the equilibrium expression for Ts = T .
Non-equilibrium free-energy with equilibrium
features. A particular case of (46) is when Bi(x) does
not depend on i, i.e., Bˆi(x) = 0. Now the non-equilibrium
free energy reads [20]:
F◦ = −Ts ln
[∫
dx (
∑
i
e−βEi(x) )βs/β
]
. (47)
The following features of F◦ are deduced directly from
(47) [20]. They all are very similar to those of the equilib-
rium free energy.
– F◦ is the potential for the work without restriction
(13), i.e., now a can also enter Eˆi(x):
Ei(x;a) = E(x;a) + Eˆi(x;a). (48)
– For the temperature-derivatives of we get
∂TF
◦|Ts = −S, ∂TsF
◦|T = −Ss, (49)
where S ≡ −
∫
dx
∑
kp¯k(x) ln p¯k|x and Ss ≡
−
∫
dx p¯(x) ln p¯(x) are, respectively, the conditional
entropy of the fast variable, and the marginal entropy of
the slow variable. Hence the anti-thermodynamic cooling
effect noted in (33) is impossible here.
Note the analogy between (49) and the equilibrium for-
mula ∂TFeq = −Seq. It leads us to F
◦ = U − TsSs − TS,
where U =
∫
dx
∑
kp¯k(x)Ek(x) is the average (overall)
energy. This expression for F◦ already appeared in the
physics of Brownian motion [19, 20] and glasses [12].
Eq. (47) has an intuitively appealing meaning [19–26],
since it implies that the free energy −T
∑
i e
−βEi(x) of the
fast variable (evaluated at a fixed value of the slow vari-
able) serves as an effective potential Ueff(x) for the (Gibbs)
distribution of the slow variable: p¯(x) ∝ e−βsUeff (x). And
then F◦ is the free energy related to that effective Gibbs
distribution: F◦ = −Ts ln
∫
dx e−βsUeff (x). While this
heuristic explanation is frequently applied in statistical
physics, we should keep in mind from the above derivation
that F◦ exists due to the continuous limit, e.g., assuming
Bˆαγ = 0 in the discrete case does not recover the above
equilibrium features (for T 6= Ts).
Summary. We studied a class of non-equilibrium sta-
tionary states generated by two thermal baths at different
temperatures. Three conditions were assumed:
(i) Variables of the system have different characteristic
times.
(ii) External fields act only on the slow variable.
(iii) The transition rates of the slow variable are such
that (under time-scale separation) it holds an effective de-
tailed balance. Examples of the effective detailed balance
are the activation transition rate for an arbitrary topology
of connections, and arbitrary rates for a tree-like topology.
Conditions (iii) are similar to those governing the no-
pumping theorem [44–48]. It considers a stochastic system
coupled to a single thermal bath—but driven by an oscil-
lating external field—and studies conditions under which
the time-averaged probability currents vanish. The no-
pumping theorem has extensions beyond of the activation
rates and loop-less networks [49].
Under conditions (i)–(iii) there exists a non-equilibrium
free energy. It describes quasi-stationary isothermal pro-
cesses, and is defined via the potential of the work done
via a slow variation of external parameters. As compared
to its equilibrium counterpart, the non-equilibrium free-
energy can be an increasing function of the bath tem-
perature. As a physical demonstration of this feature we
studied the free-energy cost of the isothermal cooling (i.e.,
entropy decrease via slow external fields): this cost can
decrease if the cooling starts from a higher temperature.
It is interesting to compare this finding with the Mpemba
phenomenon [50,51]: given two samples of water that are
identical except of their initial temperature, the initially
hotter samples cools (and freezes) quicker than the colder
one. This can have relatively straightforward physical ex-
planations, e.g., some part of the hotter water can evap-
orate thus decreasing its amount and making its cooling
easier. The Mpemba phenomenon disappears once such
scenarios are ruled out [51]. To compare our finding with
the Mpemba effect, we first of all note that our cooling
is not spontaneous. We focus on an (isothermal) entropy
reduction of the system by means of external fields. (Still
our cooling process is slow and it leaves the system in its
locally stationary state.) Hence we study not the speed
of cooling, but its work cost, as determined by the free-
energy. The effect we found is impossible in equilibrium,
because the equilibrium free energy is a decreasing func-
tion of the temperature. However, we show that this effect
survives close to equilibrium. Thus, the second difference
with the Mpemba phenomenon is that our effect is out of
equilibrium, as it relates to two different temperatures.
The existence of the free energy is facilitated in the (one-
dimensional) continuous limit of the slow variable. Now
p-6
Free energy for non-equilibrium quasi-stationary states
time-scale separation comes out naturally, and there is a
situation, where a non-equilibrium free energy exists for
all driven parameters, i.e., assumption (ii) can be relaxed.
The free energy allows to involve ideas of equilibrium
thermal physics for understanding non-equilibrium sta-
tionary states; other approaches that aim at a thermody-
namical description of such states are studied in [52–59].
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