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ABSTRACT Despite the significant improvement in accuracy supervised learning has brought into person
re-identification (re-id), the availability of sufficient fully annotated data from concerned camera-views
poses a problem for real-life applications. To alleviate the burden of intensive data annotation, one way is
to resort to unsupervised methods. This has motivated us to propose a novel algorithm for unsupervised
video-based person re-id applications. To achieve this, the frames of a person video tracklet are divided into
a set of clusters that are subsequently matched using a distance measure based on the Naive Bayes Nearest
Neighbor algorithm and Spearman distance. Knowing that person sequences may suffer from substantial
changes in viewpoint, pose and illumination distortions, our technique allows the rejection of poor and
noisy clusters while retaining the most discriminative ones for matching. Experiments on three widely used
datasets for video person re-id PRID2011, iLIDS-VID and MARS have been carried out, and the results
demonstrate the superiority of the proposed approach.
INDEX TERMS Person re-identification, Spearman distance, unsupervised method, video surveillance.
I. INTRODUCTION
Matching people across cameras is of great interest especially
for security applications. When a query person is presented,
retrieving that person from a gallery of people captured under
a different camera view is known as person re-identification
(re-id). In the case where subjects are represented by video
sequences, the problem of video-based person re-id is en-
countered.
The past few years have witnessed a large focus on metric
learning [1]–[4] and deep learning [5]–[14] to solve the re-
id problem. These methods have largely contributed into
the advancement of the field by considerably boosting the
performance. However, most of these methods require the
availability of a sufficient amount of annotated data from
concerned camera views to train the model before re-id can
take place. This still is a hindrance for the applicability of re-
id systems into real-world problems. In addition to the high
annotation cost, the availability of enough matched instances
under the camera views in question is a requirement that is
not easily fulfilled. These reasons motivate our work towards
improving unsupervised video person re-id to move a step
closer into solving the real-life problem.
FIGURE 1. A set-based matching process allows the selection of better
representative frames to be associated with their counterparts in the gallery
set.
A common practice to address video-based or multi-shot
re-id is by adapting the task into the single-shot scenario.
This could be achieved by averaging or max-pooling frame-
wise feature vectors of a person sequence to obtain one final
vector for each person tracklet [15]–[18]. In this case, a
single-shot matching method can subsequently be adopted
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to measure the similarity between probe and gallery vectors.
Although such approach is simple and efficient, it suffers
from major drawbacks. Firstly, the final representation of
a person sequence is biased towards the pose that is most
common among the frames constituting that sequence. Due to
disjoint camera views causing significant illumination, pose
and viewpoint angle variations [16], [19], this will frequently
result in large intra-class variations between positive matches
which will degrade the performance. Secondly, such an ap-
proach treats noisy outliers with the same importance as the
good informative frames by assigning them all equal weights.
To address the disadvantages presented by feature pooling,
we propose a simple yet robust learning-free distance mea-
sure based on the Naive Bayes Nearest Neighbor (NBNN)
classifier [20]. The latter has been initially used in im-
age classification in the context of Image-to-Class distance.
However, in this work, we leverage NBNN algorithm to
formulate a Set-to-Set distance measure. We also integrate
Spearman rank correlation coefficient into this framework
as the similarity kernel achieving remarkable improvement.
Nearest neighbor based classifiers have been successfully
used in image classification [20], [21], action recognition
[22], [23] and most recently they also have been investigated
in person re-id problems [24], [25]. However, to the best
of our knowledge, NBNN based methods and correlation
type distances such as Spearman distance have not been
investigated in re-id yet.
Our contributions are as follows: (i) We extend a state-of-
the-art image descriptor into 3 dimensions achieving signifi-
cant improvement in accuracy. (ii) By regarding person re-id
as a classification problem, we formulate the multi-shot re-id
task as a set-based matching problem that we tackle using the
NBNN classifier. (iii) For the first time, we explore Spearman
correlation distance based on rank vectors as opposed to
common distance metrics such as the Euclidean distance.
(iv) Finally, we advance the state-of-the-art significantly for
unsupervised re-id on two challenging datasets PRID2011
and iLIDS-VID. We also achieve competitive results on
MARS dataset. The improvement is over 22% and 6% in
rank-1 accuracy for iLIDS-VID and PRID2011 respectively,
compared to the current best performing method [15].
II. RELATED WORK
Video-based person re-id. The recent popularity of video-
based person re-id [8], [12], [26]–[32] is motivated by two
main reasons. Firstly, person videos are generally available
from surveillance cameras which makes the video re-id
problem a more realistic one. Secondly, video sequences
enable the use of temporal cues and provide rich person
representations due to the availability of multiple images for
each person. A few methods have therefore been proposed.
Early trends focused on designing spatio-temporal descrip-
tors [33], [34] before matching methods [27], [31], [33],
[35] were explored. In more recent years, especially with
the release of large-scale datasets [18], deep learning gained
huge popularity among re-id researchers [8], [12]–[14], [29],
[30], [32] who proposed different deep architectures to tackle
the challenges associated with cross-view matching in person
re-id. Nonetheless, a major drawback persists with these
algorithms that renders their use in real-life scenarios almost
inapplicable. Specifically, most of these methods require
large-scale annotated datasets from pairwise camera-views
for model training. This is not only prohibitively costly, but
this information is most likely unavailable given a specific
pair of cameras. This encourages resorting to unsupervised
methods to circumvent this requirement.
Unsupervised video re-id. Although unsupervised per-
son re-id is not extensively researched compared to the
supervised problem, the attention of the re-id community
seems to be shifting towards this direction lately [6], [15],
[24], [36]–[38]. Solving the unsupervised video re-id task
is a massive step towards real-world deployment. For this
purpose, a few algorithms have been recently proposed. For
instance, Liu et al. [34] proposed a spatio-temporal person
descriptor by extracting walking cycles and body action units
that are subsequently described using Fisher vectors. Ma et
al. [39] developed a video representation based on spatio-
temporal pyramids and performed sequence matching using
a modified dynamic time warping algorithm. Liu et al. [24]
and Ye et al. [37] devised methods to estimate the labels
progressively through iterative algorithms with hand-crafted
features. However, they implicitly [24] or explicitly [37] used
labels from one camera view for model initialization. More
recently, Chen et al. [15] and Li et al. [6] explored end-to-
end deep learning architectures to associate within-camera
and cross-camera tracklets by optimizing specifically tailored
objective functions.
In this work, we propose a fully unsupervised video re-
id method using a robust spatio-temporal descriptor. We
also design a set-based matching method by leveraging the
NBNN algorithm, to which we incorporate a correlation type
distance based on rank vectors, Spearman distance. Despite
its simplicity, the proposed system closes the gap with super-
vised methods on two widely used benchmarks and produces
very competitive results on a large-scale public dataset.
III. PROPOSED APPROACH
Considering the large amount of video data available from
surveillance cameras, existing pedestrian detection and track-
ing algorithms [40], [41] can be readily employed to ex-
tract person tracklets. For the supervised video re-id task,
person tracklets are collected from disjoint cameras, and
each person is assigned an ID. Accordingly, within- and
between-camera tracklets are annotated. Although in this
work each person tracklet is treated separately for feature
extraction and clustering as will be explained in the sequel,
no assumption on the identity of the person involved is made.
Therefore, unlike previous works that require labels from one
camera view for model initialization [24], [37], the proposed
technique is purely unsupervised, and does not involve any
learning. A brief description is given as follows. Firstly,
high-dimensional GOG3D features are extracted from person
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tracklets. The dimension of these features is then reduced
using PCA algorithm. The obtained frame-wise features of
each tracklet are subsequently clustered using k-means algo-
rithm, and each cluster is represented by its centroid. Finally,
an NBNN-based distance measure is used to compute probe-
gallery distances.
At the moment of testing, when a probe person tracklet is
presented to the system, pairwise distances between probe
and all gallery tracklets are computed. Gallery elements
are ranked according to their distance from the probe. The
correct match(es) should ideally appear in high rank(s). The
components of the proposed approach including person rep-
resentation and matching method are detailed thereafter. A
representative diagram is shown in Fig. 2.
A. FEATURES
For person sequences representation, we extend the state-
of-the-art GOG descriptor [42] into 3 dimensions, we
denote it GOG3D. The main modification lies in the
pixel feature vector that is now represented by f =
[x, y,M0◦ ,M90◦ ,M180◦ ,M270◦ , |It|, L,A,B]T where x and
y as the x- and y-coordinates of the pixel, M0◦ through
M270◦ are the bins into which the gradient orientation is
quantized and multiplied by the gradient magnitude, |It| is
the magnitude of the temporal gradient, and L, A and B
are the LAB color channels. Similarly to GOG, images are
first divided into small overlapping patches and R horizon-
tal regions. Each patch is initially modeled by a Gaussian,
and patches in the same horizontal region are subsequently
summarized by a unique Gaussian to achieve some viewpoint
invariance. These region Gaussians are then projected into
the Euclidean space and concatenated to form the final image
representation. More details on these steps can be seen in
[42].
Mean removal and `2-normalization are finally applied
to the extracted features, and the dimension is reduced by
Principal Components Analysis (PCA). Employing GOG3D
instead of GOG contributes mainly to leveraging temporal
information in addition to color and texture cues for better
discriminability between persons.
Matching between frame-wise features directly is not only
costly, it also ignores the rich representation obtained by
combining information from various frames. For this pur-
pose, we cluster the PCA-reduced frame-wise features con-
stituting each video tracklet using k-means algorithm, and
we represent each cluster by its centroid. That yields a set of
feature vectors for each video tracklet rendering the probe-
gallery matching a set-based process.
B. NBNN-BASED DISTANCE MEASURE
Let P = (p1, . . . , pn) be a probe person sequence repre-
sented using n feature vectors (clusters centroids) obtained
by clustering frame-wise features. Person re-id aims at find-
ing the class in the gallery set to which this probe belongs.
Namely, the purpose is to find the gallery subject Gk =
(gk1 , . . . , g
k
m) that is a correct match for query person P . FIGURE 2. Diagram of the proposed method.
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The maximum-a-posteriori (MAP) classifier minimizes the
average classification error:
Cˆ = argmax
k
p(Gk|P ), (1)
where k ∈ {1, . . . , C}, C being the number of classes in the
gallery set. The following Bayes’ rule can subsequently be
applied:
p(Gk|P ) = p(Gk).p(P |Gk)
p(P )
. (2)
Assuming a uniform prior over classes Gk, k ∈ 1, . . . , C,
and p(P ) being a constant independent of the class Gk,
MAP classifier reduces into the maximum-likelihood (ML)
classifier as such:
Cˆ = argmax
k
p(Gk|P ) = argmax
k
p(P |Gk). (3)
Assuming that probe descriptors p1, . . . , pn satisfy the Naive
Bayes assumption (they are i.i.d. given class Gk), p(P |Gk)
can be written as:
p(P |Gk) = p(p1, . . . , pn|Gk) =
n∏
i=1
p(pi|Gk). (4)
Substituting p(P |Gk) from (4) in (3) and taking the log
probability yields:
Cˆ = argmax
k
log p(P |Gk) = argmax
k
n∑
i=1
log p(pi|Gk).
(5)
If gk1 , . . . , g
k
m are all the descriptors in class Gk, then
p(pi|Gk) can be approximated using a Parzen window es-
timator [21] with similarity kernel K by:
pˆ(pi|Gk) = 1
m
m∑
j=1
K(pi − gkj ), (6)
pˆ(pi|Gk) in (6) can be further approximated by taking the r
largest elements in this summation. They correspond to the r
nearest neighbors of pi in class Gk:
pˆr(pi|Gk) = 1
m
r∑
j=1
K(pi − gkj ). (7)
This can be taken to the extreme by using a single nearest
neighbor of pi in Gk = {gk1 , . . . , gkm} denoted NNGk(pi).
Hence,
pˆ1(pi|Gk) = 1
m
K(pi −NNGk(pi)). (8)
Choosing a single nearest neighbor is particularly appealing
because in that case, equation (5) can reduce into a very
simple format [21]. For instance, by selecting a Gaussian
kernel for K and combining equations (5) and (8) we obtain:
Cˆ = argmax
k
n∑
i=1
log p(pi|Gk)
= argmax
k
n∑
i=1
log(
1
m
K(pi −NNGk(pi))
= argmax
k
n∑
i=1
log(
1
m
e−
1
2σ2
||pi−NNGk (pi)||2)
= argmin
k
n∑
i=1
||pi −NNGk(pi)||2
(9)
In other terms, the NBNN classification rule entails finding
the gallery instance with the minimum distance from the
probe. Based on the previous analysis, noting that in our
case n = m = 5 (number of k-means clusters) for all
probe and gallery elements, we define the distance between
a probe instance P = (p1, . . . , pn) and a gallery instance
G = (g1, . . . , gm) as:
dP→G =
n∑
i=1
δ(pi, NNG(pi)), (10)
where NNG(pi) is the nearest neighbor of pi in G, and δ is
a distance measure such as the Euclidean or Cosine distance.
Similarly, the distance from G to P can be computed as:
dG→P =
m∑
i=1
δ(gi, NNP (gi)), (11)
and the final similarity score betweenP andG combines both
formulas in a symmetric manner,
dNN (P,G) = dP→G + dG→P . (12)
Based on this definition, the correct match for a probe P
consists of the gallery element G with the minimum distance
from P . It is worth noting here that a more general deriva-
tion incorporating more than one nearest neighbor for each
descriptor pi with arbitrary values for n and m is given by:
dP→G =
1
n
n∑
i=1
r∑
j=1
δ(pi, gj), (13)
where gj , j = 1, . . . , r are the r nearest neighbors of pi in
class G. Similarly,
dG→P =
1
m
m∑
i=1
r∑
j=1
δ(gi, pj), (14)
where pj , j = 1, . . . , r are the r nearest neighbors of gi in
probe P . Eventually, the final distance dNN is derived as in
(12).
C. EMBEDDED MATCHING DISTANCE
The embedded distance δ plays a crucial role in the success of
the proposed re-id system. Although the Euclidean distance
has been widely used with unsupervised person re-id meth-
ods [15], [43], we believe it might not be the best option.
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By treating all features equally, the Euclidean distance is
very vulnerable to outliers. For instance, notable fluctuations
in a few features might affect the final pairwise distance
drastically. As these are likely to happen in the re-id scenario
due to cross-view camera variations and poor quality images,
we propose to use a rank-based distance measure instead. For
this purpose, Spearman distance is exploited. It is defined as
the Pearson correlation distance applied to rank vectors. That
is, feature vectors X = (x1, . . . , xd) and Y = (y1, . . . , yd)
are converted into rank vectors rX = (rX1 , . . . , r
X
d ) and
rY = (r
Y
1 , . . . , r
Y
d ) by replacing all the values by their
respective ranks. For instance, if vector X = (0.7, 0.2, 0.4),
then rX = (3, 1, 2). Subsequently, Spearman distance be-
tween X and Y is computed in terms of Spearman rank
correlation coefficient ρs as follows:
dS(X,Y ) = 1− ρs(X,Y )
= 1−
∑d
i=1(r
X
i − rX)(rYi − rY )√∑d
i=1 (r
X
i − rX)2
√∑d
i=1 (r
Y
i − rY )2
(15)
where rx = 1d
∑d
i=1 r
X
i =
d+1
2 and rY =
1
d
∑d
i=1 r
Y
i =
d+1
2 are the means of rank vectors rX and rY , respectively.
To further justify the use of Spearman distance, let us start
by defining other common distance measures: Euclidean, Co-
sine, and Pearson correlation distance. Element-wise notation
is used for more clarity. If x and y are the respective means
of vectors X and Y , then the distances in the previous order
are defined as as follows:
dEuc(X,Y ) =
√√√√ d∑
i=1
(xi − yi)2 (16)
dCos(X,Y ) = 1−
∑d
i=1 xiyi√∑d
i=1 x
2
i
√∑d
i=1 y
2
i
(17)
dP (X,Y ) = 1−
∑d
i=1(xi − x)(yi − y)√∑d
i=1 (xi − x)2
√∑d
i=1 (yi − y)2
(18)
Since our features are zero-centered and `2-normalized, it
can be easily seen that these 3 distance measures become
equivalent. Therefore, the comparison of Spearman distance
to one of them applies to all. In fact, from the formulations we
can see that Spearman distance is Pearson distance applied
to rank vectors. By taking ranks instead of raw values,
Spearman distance relaxes the assumption held by the former
of a linear relationship between feature vectors for higher
similarity, and looks for patterns of monotonicity instead.
That is, in this case 2 vectors exhibit higher similarity when
their features undergo the same type of fluctuations. This
proves to be more useful in the case of challenging person re-
id. The superiority of Spearman distance compared to other
metrics will be shown experimentally in section IV-D.
IV. EXPERIMENTS AND RESULTS
A. DATASETS
PRID2011 dataset [44] contains image sequences captured
by two adjacent static surveillance cameras. It includes 385
persons in camera A and 749 in camera B among which
200 subjects appear in both camera views. Sequences lengths
range from 5 to 675 frames with an average number of 100
frames per sequence. The challenges associated with this
dataset include mainly significant illumination changes and
viewpoint angle variations. We follow the common evalua-
tion protocol for PRID2011 [6], [15], [24], [33], [37], [45]
by retaining 178 video pairs with more than 27 frames per
sequence. Although training is not needed in our case, the
dataset is randomly divided into half for training and half for
testing (89 persons in each subset) for fair comparison with
other methods, and experiments are repeated over 10 trials.
Average results are reported using Cumulative Matching
Characteristic (CMC) and top-matching rates.
iLIDS-VID dataset [33] consists of 600 image sequences
for 300 individuals captured by two non-overlapping camera
views in an airport arrival hall. Sequences lengths vary from
23 to 192 frames with an average number of 73 frames
per sequence. iLIDS-VID is very challenging due to signifi-
cant cross-view illumination and viewpoint angle variations,
occlusions, and background clutter. Similar to PRID2011,
iLIDS-VID is randomly partitioned into two equal subsets
of 150 persons each for training and testing. Experiments are
repeated 10 times and average results in CMC top-matching
rates are reported.
MARS [18] is a large-scale video benchmark for per-
son re-id collected on a university campus by 6 near-
synchronized cameras. It consists of 1,261 pedestrians each
appearing in 2 cameras at least. Unlike other benchmarks,
persons are not manually detected and cropped. Alterna-
tively, a more realistic application is offered by automatic
pedestrian detection and tracking using DPM [40] detector
and GMMCP [41] tracker. This results in a total of 20,478
person tracklets with an average of 13.2 tracklets per person,
including 3,248 distractors caused by false detection or track-
ing. The standard train/test split [18] used by other algorithms
[6], [15], [24], [37] is adopted for evaluation. One tracklet
is selected for each person from each view as probe. As
multiple ground truths correspond to each query, in addition
to CMC curve, mean Average Precision (mAP) is used to
evaluate the performance.
B. IMPLEMENTATION DETAILS
For the proposed GOG3D feature, we use a different pa-
rameter setting from GOG [42]. Particularly, we set the
patch size to 9 × 9 pixels where patches are extracted at 2
pixels intervals, and we divide the image into 10 horizontal
regions with 50% overlap. The regularization parameter to
ensure non-singular covariance matrices is set to  = 0.0001.
PRID2011 and iLIDS-VID frames are kept in their original
size of 128 × 64 pixels, and MARS frames are resized to
128×48 pixels before extracting features for efficiency. This
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results in frame-wise feature vectors of 22,780 dimensions
each. The number of k-means clusters is set to 5 clusters
(m = n = 5 in (13) and (14)) for each probe or gallery
tracklet in all our experiments. In fact, small difference was
empirically observed when varying the number of clusters
k, therefore a small k is conveniently used for higher com-
putational efficiency. The dimension of the feature is reduced
using PCA so that enough components are kept to retain 95%
of the variance in the original feature space. One nearest
neighbor is used in our experiments (r=1 in (13) and (14))
unless otherwise specified.
C. COMPARISON TO STATE-OF-THE-ART TECHNIQUES
We compare our method against 9 state-of-the-art unsuper-
vised person re-id methods on PRID2011 and iLIDS-VID
datasets, and 5 on MARS dataset. We also report the latest
published supervised re-id results to show the current ex-
isting gap in performance. STFV3D, MDTS-DTW, unKISS
and PAM+LOMO rely on hand-crafted representations with
different unsupervised matching methods. SMP and DGM
also leverage hand-crafted features, but design algorithms to
generate labels that are subsequently used with supervised
metric learning. DAL and TAUDL are unsupervised deep
models that attempt to associate tracklets in an end-to-end
fashion. It is clear from the results reported in Table 2 that
the proposed method outperforms all existing unsupervised
techniques on PRID2011 and iLIDS-VID datasets by a mar-
gin of approximately 6% and 22% respectively in rank-1
accuracy with its closest competitor DAL. It also surpasses
supervised methods SDM and QAN, while the gap with the
best performing supervised method [26] is almost 6% on
iLIDS-VID and less than 2% on PRID2011. The proposed
approach also achieves very competitive results on MARS
benchmark as can be seen in Table 1. On the latter, it
outperforms the 3 non-deep models in rank-1 accuracy and
achieves competitive performance with the deep models DAL
and TAUDL. However, in general the gap in performance
between supervised and unsupervised methods is still very
large (approximately 40%) on this dataset.
The poor quality of the bounding boxes produced by
automatic detection and tracking on MARS, which causes
serious misalignment between consecutive frames as can be
seen in Fig. 3, is problematic for hand-crafted features using
part-based models (horizontal strips) and temporal cues like
GOG3D. Furthermore, it is no surprise that deep learning
methods can scale better to large-scale datasets while suf-
fering with small ones. Nonetheless, the amount of data
available at the moment of re-identification might not always
be substantial, therefore a successful re-id system should be
able to strike some balance between both scenarios.
Finally, the proposed approach contributes massively into
closing the gap in rank-1 accuracy between supervised and
unsupervised re-id on the small but challenging datasets
PRID2011 and iLIDS-VID. Meanwhile, more improvement
is still required to achieve similar performance for large-scale
datasets.
TABLE 1. Comparison against state-of-the-art on MARS dataset in
top-matching rates and mean Average Precision.
Dataset MARS
Rank R R = 1 R = 5 R = 20 mAP
U
ns
up
er
vi
se
d DGM+IDE [37] 36.8 54.0 68.5 21.3
DGM+XQDA [37] 23.6 38.2 54.7 11.2
SMP [24] 23.6 35.8 44.9 10.5
DAL (ResNet50) [15] 46.8 63.9 77.5 21.4
TAUDL [6] 43.8 59.9 72.8 29.1
Proposed 39.7 53.2 64.1 20.1
Su
pe
rv
is
ed Snippet [26] 86.3 94.7 98.2 76.1
STAN [29] 82.3 - - 65.8
PABR [46] 85.1 94.2 97.4 83.9
SDM [32] 71.2 85.7 94.3 -
D. ALGORITHM ANALYSIS
In this section, we analyze each component of our system,
highlighting the improvement it brings upon the overall per-
formance. For computational reasons, this analysis is con-
ducted solely on PRID2011 and iLIDS-VID.
GOG vs. GOG3D. To justify the extension of GOG into
3 dimensions by encoding temporal correlation between con-
secutive frames, experiments were conducted involving both
types of features on PRID2011 and iLIDSVID datasets. The
results obtained are shown in Fig. 4. Leveraging temporal
information added to the other changes applied to the pixel
feature vector and parameter setting by including the x-
coordinate and substituting RGB colour channels by LAB
channels, contribute into improving the performance by a
margin of approximately 3% for PRID2011 and 14% for
iLIDS-VID in rank-1 accuracy. The improvement on iLIDS-
VID is more remarkable since it additionally suffers from oc-
clusions and significant illumination changes. Hence, lever-
aging motion information brings additional discriminative
information into pedestrian representation.
PCA vs. no PCA. In addition to efficiency considerations,
reducing the dimension of the feature vectors is essential
when no supervision is involved to discard redundant features
and select the most discriminative ones for re-identification.
This step is particularly important in our case because rank
vectors are used for matching. Ranking a high-dimensional
feature vector where values slightly differ from each other is
sub-optimal. Therefore, to gauge the effect this might have on
the system’s performance, we evaluate our system with and
without PCA. It is noteworthy that the final feature dimension
is not user-defined but automatically obtained by retaining
95% of the variance (Section IV-B).
The results obtained are shown in Fig. 5. As expected,
employing PCA before matching brings substantial improve-
ment in rank-1 accuracy especially for iLIDS-VID dataset
(around 40%). Given the challenges associated with this
dataset, selecting discriminative features is essential to match
rank feature vectors of the same individual.
Embedded distance. To evaluate the effect of the embed-
ded distance on re-id performance, results using 2 distance
6 VOLUME 4, 2016
2169-3536 (c) 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2019.2896779, IEEE Access
Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS
FIGURE 3. Example tracklets from MARS dataset. Significant misalignment between consecutive frames can be observed which affects the system’s performance.
TABLE 2. Comparison against state-of-the-art results on PRID2011 and iLIDS-VID datasets in top-matching rates.
Dataset iLIDS-VID PRID2011
Rank R R = 1 R = 5 R = 20 R = 1 R = 5 R = 20
U
ns
up
er
vi
se
d
STFV3D [34] 37.0 64.3 86.9 42.1 71.9 91.6
MDTS-DTW [39] 31.5 62.1 82.4 41.7 67.1 90.1
unKISS [45] 38.2 65.7 84.1 59.2 81.7 96.1
PAM+LOMO [47] 33.3 57.8 80.5 70.6 90.2 97.1
DGM+IDE [37] 36.2 62.8 82.7 56.4 81.3 96.4
DGM+XQDA [37] 31.3 55.3 83.4 82.4 95.4 99.8
SMP [24] 41.7 66.3 80.7 80.9 95.6 99.4
DAL (ResNet50) [15] 56.9 80.6 91.9 85.3 97.0 99.6
TAUDL [6] 26.7 51.3 82.0 49.4 78.7 98.9
Proposed 79.1 93.5 97.5 91.7 96.7 98.7
Su
pe
rv
is
ed Snippet [26] 85.4 96.7 99.5 93.0 99.3 100.0
QAN [30] 68.0 86.8 97.4 90.3 98.2 100.0
STAN [29] 80.2 - - 93.2 - -
SDM [32] 60.2 847 95.2 85.2 97.1 99.6
metrics Cityblock (`1 distance) and Euclidean are also re-
ported. As previously mentioned, since the extracted features
are mean-centered and `2-normalized, Cosine distance and
Pearson correlation distance are similar to the Euclidean
distance (this was indeed verified experimentally). As can be
seen in Fig. 6, although the Euclidean distance consistently
outperforms Cityblock distance, the improvement in accu-
racy with Spearman distance is substantial on both datasets.
Looking for monotonicity instead of linearity proved in fact
useful by considerably improving the system’s accuracy.
Feature pooling vs NBNN. We also compare our method
against a commonly used matching protocol for video person
re-id, average-pooling [6], [16], [17]. In that case, frame-
wise feature vectors of a tracklet are averaged to obtain
one representation of each person sequence. The single-shot
scenario with Spearman distance is subsequently used for
matching. The results obtained are shown in Fig. 7. Despite
that the matching method does not seem to be the most
important component of our system, NBNN still brings some
consistent improvement over feature-pooling especially in
rank-1 accuracy on both datasets.
Number of nearest neighbors. It has been argued pre-
viously that the number of nearest neighbors considered in
the NBNN algorithm barely affects the system’s performance
[20]. This was also validated experimentally as can be seen
in Fig. 8, where the number of nearest neighbors (parameter
r) was varied between 1 and 5. Small difference or slightly
worse performance is observed for bigger r, which encour-
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FIGURE 4. CMC curves using GOG and GOG3D features on iLIDS-VID and PRID2011 datasets.
FIGURE 5. CMC curves of the results with and without performing PCA on iLIDS-VID and PRID2011 datasets.
FIGURE 6. CMC curves using Cityblock, Euclidean and Spearman distances on iLIDS-VID and PRID2011 datasets.
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FIGURE 7. CMC curves comparing NBNN matching vs. feature average-pooling on iLIDS-VID and PRID2011 datasets.
FIGURE 8. CMC curves obtained by varying the number of nearest neighbors r from 1 to 5 on iLIDS-VID and PRID2011 datasets.
ages the use of r = 1 to avoid unnecessary added complexity.
E. COMPUTATIONAL COMPLEXITY
The proposed system was implemented in Matlab on a
desktop PC with Intel Xeon CPU @ 3.60GHz and 64GB
RAM. As learning is avoided altogether in this system, we
report the matching time similarly to previous related works
[24], [37]. For the testing phase, the time taken to compute
the similarity between 2 tracklets is approximately 0.015
seconds. Therefore, the cost of finding the match for a given
probe depends on the size of the gallery set. For instance, for
PRID2011 dataset, it takes almost 1.35 seconds to generate a
ranking list of the gallery elements with respect to a given
probe. This indicates that the proposed method is in fact
efficient.
V. CONCLUSION
We have presented in this paper a novel learning-free method
for unsupervised video-based person re-identification. By
regarding video person re-id as a classification problem, we
have adapted the NBNN classifier endowed with Spearman
rank correlation coefficient as a similarity kernel into the set-
based matching scenario. We have also extended state-of-the-
art image descriptor GOG into 3 dimension achieving notable
improvement in accuracy. An evaluation of the proposed
method on 3 public benchmarks was conducted achieving
outstanding results on 2 challenging small datasets, and
competitive results on the large-scale benchmark. Different
components of the proposed system were also thoroughly
analyzed highlighting the amount each of them contributes
to the performance improvement.
In future work, the proposed matching method could be
embedded into a deep architecture to produce better feature
representation that accounts for frames misalignment and
scales better to large datasets.
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