Abstract. Let A be an m×n binary matrix, t ∈ {1, . . . , m} be a threshold, and ε > 0 be a positive parameter. We show that given a family of O(n ε ) maximal t-frequent column sets for A, it is NP-complete to decide whether A has any further maximal t-frequent sets, or not, even when the number of such additional maximal t-frequent column sets may be exponentially large. In contrast, all minimal t-infrequent sets of columns of A can be enumerated in incremental quasi-polynomial time. The proof of the latter result follows from the inequality α ≤ (m − t + 1)β, where α and β are respectively the numbers of all maximal t-frequent and all minimal t-infrequent sets of columns of the matrix A. We also discuss the complexity of generating all closed t-frequent column sets for a given binary matrix.
Introduction
Let us consider an m × n binary matrix A : R × C → {0, 1}, and an integral threshold value t ∈ {1, . . . , m}. To each subset C ⊆ C of the columns, let us associate the subset R(C) ⊆ R of all those rows r ∈ R, for which A(r, c) = 1 in every column c ∈ C. The cardinality |R(C)| is called the support of the set C. Let us call a subset C ⊆ C of the columns frequent (or more precisely, t-frequent) if its support is at least the given integral threshold t, i.e. if |R(C)| ≥ t, and let us denote by F t the family of all t-frequent subsets of the columns of the given binary matrix A. Let us further call a subset C ⊆ C infrequent (or t-infrequent) if its support does not exceed the given threshold t, i.e. if |R(C)| < t. Clearly, This research is supported in part by the National Science Foundation (Grant IIS-0118635), the Office of Naval Research (Grant N00014-92-J-1375), and Grants-inAid for Scientific Research of the Ministry of Education, Culture, Sports, Science and Technology of Japan. Visits of the second author to Rutgers University were also supported by DIMACS, the National Science Foundation's Center for Discrete Mathematics and Theoretical Computer Science.
subsets of frequent sets are also frequent, and supersets of infrequent sets are also infrequent. Let us denote by M t ⊆ F t the family of all maximal t-frequent sets (i.e. those which are t-frequent, but no superset of them is t-frequent), and by I t the family of all minimal t-infrequent sets (i.e. those which are infrequent but all proper subsets of them are t-frequent.)
The generation of frequent sets of a given binary matrix A is an important task of knowledge discovery and data mining, e.g. it is used for mining association rules [1, 2, 16, 21, 22] , correlations [8] , sequential patterns [3] , episodes [23] , emerging patterns [10] , and appears in many other applications. Most practical procedures to generate F t are based on the anti-monotone Apriori heuristic (see [2] ) and build frequent sets in a bottom-up way, running in time proportional to the number of frequent sets. It was also demonstrated recently in [9] that these methods are inadequate in practice when there are (many) frequent sets of large size (see also [4, 13, 19] ), due the fact that |F t | can be exponentially larger than
These results show that it is perhaps more important to find the boundary of the frequent sets, i.e. the families of maximal frequent and minimal infrequent sets M t ∪I t (proposed e.g. in [26] ), and use those as condensed representation of the data set, as suggested in [21] . Furthermore, no algorithm using membership queries "X ∈ F t ?" can generate all (maximal) frequent sets in fewer than |M t ∪ I t | steps (see e.g. [16] ). There were several other examples presented in [21] to show the usefulness of maximal frequent sets and minimal infrequent sets, e.g. providing error bounds for the confidence of an arbitrary Boolean rule, in terms of minimal infrequent sets.
In this short paper we prove the following inequality.
Note that the requirement that I t must be non-empty is necessary because for |I t | = 0 we would have M t = {C} and hence |M t | = 1, in contradiction with (1) . The condition I t = ∅ thus excludes the degenerate case, when the entire column set of A is t-frequent.
Before proceeding further, let us mention some algorithmic implications of (1). It follows from the results of [5, 16, 17] that the incremental complexity of generating M t ∪ I t is equivalent with that of the transversal hypergraph problem (for definitions and related results see e.g. [11] ). The latter problem is known to be solvable in incremental quasi-polynomial time [14] , implying thus the same for the joint generation of maximal frequent and minimal infrequent sets. Specifically, it follows from [14] that for each k ≤ |M t ∪I t |, we can generate k sets in M t ∪ I t in poly(n, m) + k o(log k) time. The above inequality (1) clearly implies that if we can generate M t ∪ I t in time T (|M t ∪ I t |), then the entire set I t can be generated in time T ((m − t + 2)|I t |). We thus conclude that the family of minimal infrequent sets I t can be generated in output quasi-polynomial time, i.e. in time bounded by a quasi-polynomial in |I t |. This can be further improved to show that the incremental complexity of generating I t is also equivalent with that of the transversal hypergraph problem (see [6, 7] for more detail). Hence
Let us note next that the matrix A can also be interpreted as the adjacency matrix of a bipartite graph G = (R∪C, E), i.e., in which (r, c) ∈ E iff A(r, c) = 1. Then, maximal frequent sets of A correspond to maximal complete bipartite subgraphs K R,C G, where R ⊆ R, and C ⊆ C. It is known (see e.g., [18] ) that determining the number of maximal complete bipartite subgraphs of a bipartite graph is a very difficult #P-complete problem, and hence by the above equivalence, determining | ∪ t≥1 M t | is also #P-complete. (In [12] an O(l 3 2 2l (m + n)) algorithm was presented to generate all maximal complete bipartite subgraphs of a bipartite graph on m + n vertices, or equivalently, to generate all maximal frequent sets of A, where l denotes the maximum of |C||R(C)|/(|C|+|R(C)|−1), with the maximum taken over all maximal frequent sets C.) Strengthening these (negative) results and a statement of [20] , we can show the following: Theorem 2. Given an m × n matrix A, a threshold t, and a subfamily S ⊆ M t , it is NP-hard to decide if S = M t , even if |S| = O(n ε ) and |M t | is exponentially large in n whenever S = M t , where ε > 0 can be arbitrarily small.
Yet, it is easy to show that determining whether or not S = M t for polylogarithmically large |S| can be done in polynomial time.
Finally, let us remark that the inequality (1) is best possible, as the following examples show. Let A be an m × (m − t + 1) matrix, in which every entry is 1, except the diagonal entries in the first m − t + 1 rows, which are 0. Then any m − t element subset of the columns is a maximal t-frequent set, while the set C of all columns is the only minimal t-infrequent set. Thus we have equality in (1) for such matrices.
It is also worth mentioning that (1) stays accurate, up to a factor of log m, even if m n and |I t | is arbitrarily large. To see this, let us consider a binary matrix A with m = 2 k rows and n = 2k columns (k ≥ 1, integer), such that each row contains exactly one 0 and one 1 in each pair of the adjacent columns {1, 2}, {3, 4}, . . ., {2k − 1, 2k}, and in all 2 k possible ways in the m = 2 k rows. It is not difficult to see that for t = 1 there are 2 k maximal 1-frequent sets (every row of the matrix is the characteristic vector of a maximal 1-frequent set), and that there are only k minimal 1-infrequent sets, namely {2i − 1, 2i} for i = 1, ..., k. Thus, for such examples we have |M t | = (m/ log m)|I t |. The same examples also show that |M t | cannot be bounded by a polynomial function in |I t | and n, the number of columns of A. Needless to say that in general, |I t | cannot be bounded by a polynomial in |M t |, n and m.
Closed Frequent Sets
Following [27] , let us call a subset C ⊆ C of the columns closed if R(C ) R(C) for all C C, or in other words, if c ∈ C exactly when A(r, c) = 1 for all r ∈ R(C) (see also [24, 25] ). Let us further denote by D t the family of all closed t-frequent column sets. Clearly, we have
For the converse direction, it is also easy to see by the definitions that every closed t-frequent set is also a maximal t -frequent set for some t ≥ t, implying the following claim.
Let us note next that for C ∈ D t \ D t+1 we either have a subset C ⊂ C, C = ∅ for which C ∈ D t+1 , or A(r, c) = 0 for all c ∈ C and r ∈ R(C). Since the number of subsets of the latter type is limited by n and it is easy to identify those in O(mn) time, all sets in D t \ D t+1 can be obtained in O(nm + n|D t+1 |) time by trying to increment all sets of D t+1 in all possible ways. Denoting by τ the maximum number of 1s in a column of A, we can claim that D t = ∅ for all t > τ , and that D τ can easily be generated in O(nm) time. Putting all these together, we can conclude that, in contrast to Theorem 2, closed frequent sets can be generated efficiently.
Proposition 2. The family D t can be generated in incremental polynomial time for any t ∈ {1, ..., m}.
Let us finally remark that in many examples we can have |D t | exponentially larger than |M t | and |F t | exponentially larger than |D t |, simultaneously. To see such an infinite family of examples, let us choose k, l > k and t as arbitrary positive integers, set m = kt, n = kl, and define the matrix A as follows. Let U i = {(i−1)l +j | j = 1, ..., l} for i = 1, ..., k, let C = ∪ k i=1 U i , and let a i ∈ {0, 1} n (1 ≤ i ≤ k) be a binary vector in which a ij = 0 if j ∈ U i , and a ij = 1 otherwise. Finally, let A ∈ {0, 1} m×n be the matrix formed by t copies, as rows, of each of the vectors a i , i = 1, ..., k.
It is now easy to see that the maximal t-frequent sets in this matrix are exactly the column subsets C of the form C = C \ U i for some 1 ≤ i ≤ k. Thus, |M t | = k. Furthermore, the column subsets of the form C = C \ ∪ i∈S U i for some nonempty subset S ⊆ {1, ..., k} are exactly the closed t-frequent sets of A, therefore we have |D t | = 2 k − 1. Finally, any subset C ⊆ C of the columns, disjoint from at least one of the sets U 1 , ..., U k , is a t-frequent set, implying that
Proofs of Theorems 1 and 2
For the proof of Theorem 1 we shall need the following combinatorial lemma.
Lemma 1. Given a base set V of size |V | = m and a threshold t ∈ {1, . . . , m}, let S = {S 1 , . . . , S α } and T = {T 1 , . . . , T β } be two families of subsets of V such that (i) |S| ≥ t for all S ∈ S, while |T | < t for all T ∈ T , and (ii) for each of the α(α − 1)/2 pairs S , S ∈ S there exists a T ∈ T , such that S ∩ S ⊆ T .
Then α ≤ (m − t + 1)β, whenever α ≥ 2.
Let us remark first that if α = 1 then the family T might be empty, which would violate the inequality α ≤ (m−t+1)β. Let us also mention that by (ii) β ≥ 1 must hold whenever α ≥ 2. In addition, conditions (i) and (ii) together imply that S is a Sperner family, i.e. S i ⊆ S j whenever i = j (since otherwise S i = S i ∩ S j ⊆ T k would follow by (ii) for some T k ∈ T , contradicting condition (i).) Without loss of generality we can assume that T is also Sperner, for otherwise we can replace T by the family of all maximal sets of T .
Proof of Lemma 1. We shall prove the Lemma by induction on t. If t = 1 then T = {∅} by condition (i). In view of (ii), this implies that the sets of S are pairwise disjoint, and hence α ≤ m = (m − t + 1)β.
In a general step, let us define subfamilies S v = {S \ {v} | S ∈ S, v ∈ S} and T v = {T \ {v} | S ∈ T , v ∈ T } for each v ∈ V . Let us further introduce the notations α v = |S v |, and β v = |T v |.
For vertices v ∈ V for which α v ≥ 2 (and thus β v ≥ 1) the families S v and T v satisfy all the assumptions of the Lemma with m = m − 1 and t = t − 1, and hence
follows by the inductive hypothesis. Let us then consider the partition
On the left hand side, using condition (i) and the definition of α v we obtain
where the first inequality follows by |S| ≥ t for S ∈ S, while the second one is implied by |V 1 | ≥ S∈S |S ∩ V 1 |, which follows from the definition of V 1 . On the right hand side of (2) we can write
where the first equality follows by the definition of β v and T v , and the last inequality follows by the conditions |T | < t for T ∈ T . Putting together (3), (4) and (5) we obtain tα − |V 1 | ≤ (m − t + 1)(t − 1)β, or equivalently that
If |V 1 | ≤ m − t + 1, then
and hence α ≤ (m − t + 1)β by (6) . On the other hand, if
Proof of Theorem 1. Assume without loss of generality that |M t | ≥ 2, for otherwise (1) readily follows from the assumption of the theorem that |I t | ≥ 1. Let us recall that to any subset C ⊆ C of the columns we have associated the subset R(C) of those rows r ∈ R for which A(r, c) = 1 for every column c ∈ C. Thus, by definition we have R(C) = y∈C R({y}), implying
In its turn, (7) implies that the mapping C → R(C) is anti-monotone, i.e. R(C ) ⊇ R(C ) whenever C ⊆ C . Furthermore, |R(F )| ≥ t for every maximal t-frequent set F ∈ M t , while |R(U )| < t for every minimal t-infrequent set U ∈ I t . It is also easy to see that the restriction of the above mapping on M t is injective, i.e. R(F ) = R(F ) for any two distinct maximal t-frequents sets of columns F , F ∈ M t . If F , F ∈ M t then their union F ∪ F is not tfrequent, and hence there exists a minimal t-infrequent set U ∈ I t , for which
Thus, the families S = {R(F ) | F ∈ M t } and T = {R(U ) | U ∈ I t } satisfy the conditions of Lemma 1 with V = R, which implies the inequality |S| ≤ (m − t + 1)|T |. Since the mapping C → R(C) is a one-to one correspondence between M t and S, we have |S| = |M t |. Now (1) follows from the trivial inequality |T | ≤ |I t |.
Proof of Theorem 2. We reduce our problem from the following well-known NP-complete problem: Given a graph G = (V, E) and an integer threshold t, determine if G contains an independent vertex set of size at least t. Let us first substitute every vertex v ∈ V of G by two new vertices v and v connected by an edge, i.e., consider the graph G = (V , E ), where
Clearly, G = (V , E ) has an independent set of size t if and only if G has one, moreover, if G has one, then it has at least 2 t . Let us now associate a matrix A to G as follows. Let C = V be the set of columns of the matrix A. To every edge (v, w) ∈ E we assign t − 2 identical rows in A containing 0 in the columns v and w, and 1 in all other columns. Furthermore, to every vertex v ∈ V we assign one row containing 0 in the column v and 1 in all other columns. Thus, A has m = (t−2)|E |+|V | = t|V |+4(t−2)|E| rows, and n = |V | = 2|V | columns.
Clearly, for every edge e = (v, w) ∈ E the set C e = C \ {v, w} is a maximal t-frequent set of A. Let S = {C e | e ∈ E }. We claim that S = M t for this matrix, if and only if there exists an independent set I of size |I| ≥ t in the graph G .
To see this claim, let assume first that I ⊆ V is an independent set of G , |I| ≥ t. Then R(V \ I) contains all rows corresponding to vertices v ∈ I, and hence |R(V \ I)| ≥ |I| ≥ t. Since I does not contain an edge of the graph, the set C = V \ I is not a subset of the member of S, and thus it is contained by a maximal t-frequent set of the matrix A, which does not belong to S.
For the other direction, let us assume now that C ⊆ C = V is a maximal t-frequent set of A, not contained by members of S. This latter implies that I = V \ C does not contain an edge of G , i.e. that I is an independent set of G . This also implies that R(C) cannot contain any of the rows corresponding to an edge of G , and hence |R(C)| = |V \ C| = |I|. Thus, |I| ≥ t follows by our assumption that C is a t-frequent set, i.e. I is an independent set of size at least t.
Let us recall finally that the maximum independent set problem remains NPhard, even if the input is restricted to cubic planar graphs (see e.g. [15] ), i.e. we can assume |E| = O(|V |). Therefore, we have |S| = |E | = |V | + 4|E| = O(|V |), and either we have S = M t , or |M t | ≥ |S| + 2 t . Since we can assume without loss of generality that t = Θ(|V |), we obtain the the statement of the theorem for |S| = O(n), that is for ε = 1. For smaller values of ε it suffices to add n 1/ε isolated vertices to G .
