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1 Introduction
In recent years, automatic annotation of semantic
roles in text, Semantic Role Labelling (SRL), has
gained much interest and research attention. Se-
mantic roles are useful in tasks such as question-
answering, document summarization and informa-
tion extraction.
For the CoNLL 2008 shared task on joint learn-
ing of syntactic and semantic dependencies (Sur-
deanu et al., 2008), we developed a pipelined SRL
system (Samuelsson et al., 2008). In line with
several previous SRL systems, predicate identifi-
cation, argument identification and argument clas-
sification were separated into different learning
tasks.
An important aspect of designing an SRL sys-
tem is to identify which features are useful. Many
features have been designed and used throughout
the years. Xue and Palmer (2004) showed that dif-
ferent features are useful for different tasks. How-
ever, to our knowledge, no systematic, compre-
hensive evaluation of these features has been per-
formed.
This paper presents a first step towards such an
evaluation for the sub-tasks of argument identifi-
cation and classification.
2 Features
For the feature evaluation, we implemented those
features commonly used in systems developed
from Gildea and Jurafsky (2002) and onward. We
analyse the impact of features belonging to differ-
ent feature types. By a feature type we mean e.g.
DEPREL,1 while by a feature we mean e.g. DE-
PREL=SUBJ. In total, over 100 feature types are
examined in the evaluation.
The classification framework in this paper is lo-
cal, in the sense that in each classification deci-
sion, only one predicate and one (candidate) ar-
1Short for Dependency Relation
gument is taken into account. We further assume
that the classifier to be learned is parametrized by
a weight vector, and that data instances are repre-
sented as vectors of features.
We distinguish between single node and node
pair feature types, where the former represents
atomic nodes in a dependency graph, and the lat-
ter represents the relation between a pair of nodes.
While some feature types are defined on the to-
ken level, e.g. (PoS/LEMMA), most of the feature
types are defined on dependency graphs.
All single node feature types defined on the de-
pendency level have been applied to four differ-
ent nodes: the current node itself, the parent of
the current node, and the left and right sibling of
the current node. They can be applied to both the
predicate node and the (candidate) argument node.
• Form, Lemma, PoS-tag, Deprel, Verb voice, and Form
initial case
• Children + self number of words, Form seq and BoW,
Lemma seq and BoW, PoS-tag seq and BoW
• Children Deprel seq and BoW
• Children + self content Form seq and BoW, Lemma seq
and BoW, PoS-tag seq and BoW
• Children content Deprel seq and BoW
• Immediate children Form seq and BoW, Lemma seq
and BoW, PoS-tag seq and BoW, Deprel seq and BoW
• First child Form, Lemma, PoS-tag, Deprel
• Last child Form, Lemma, PoS-tag, Deprel
Additionally, a number of node pair features have
been evaluated, where the pair consists of the pred-
icate and the (candidate) argument node.
• Relative Position (before/after), Distance in Words
• Full path (all deprels), Pos full path (starting with the
PoS-tag of the argument node, ending with the PoS-tag
of the predicate node)
• Mid path (lowest common node), Pos mid path
• Short path (first and last deprel only), Pos short path
• Full distance in deprels, Mid distance in deprels
3 Evaluation
In order to evaluate which features are most use-
ful for argument identification and classification,
we apply a feature set selection technique. We
use the SVM-RFE (Support Vector Machine - Re-
cursive Feature Elimination) algorithm (Guyon et
al., 2002), which makes use of the duality between
the feature space and the instance space in weight
vector parametrized models. More specifically,
we have used SVM-RFE(OVA) proposed by Zhou
and Tuck (2007), which is designed for multi-class
problems. The RFE conducts feature selection in
a backward elimination procedure, at each itera-
tion removing the features which least influence
the decision boundary. The feature selection is ap-
plied to features, not feature types. However, by
selecting the top performing features we can also
extract the top performing feature types. The LI-
BLINEAR software (Fan et al., 2008) was used in
the implementation of SVM-RFE.
4 Preliminary Results
We have performed our experiments on a subset
of the Wall Street Journal. Preliminary results on
the argument classification task show that the mi-
croaverage F1-score is generally improved when
the number of features is reduced. For example,
for the classification task, less than 10k features
are optimal.
In the classification task, when looking at the
F1-score per argument label, arguments of verbal
predicates get a minor improvement when reduc-
ing the number of features to 10k. This shows that
features can be removed to improve system speed,
without loss of accuracy.
However, for arguments of nominal predicates,
we also get a major improvement in the F1-score
per argument label, when reducing the number of
features to 10k. These features should thus be re-
moved to improve both speed and accuracy. More-
over, different argument types may have different
cut-off points in terms of the number of features
removed. We see for instance that the F1-scores
for some non-core arguments verbal predicates, do
not have the same cut-off point as core aruments.
The microaverage F1-score for arguments of
verbal predicates is generally much higher than for
arguments of nominal predicates. Generally argu-
ment structures for nominal predicates are more
difficult to learn, and benefit from different feature
types. For example, argument nodes and lexical
features seem to be more important for nominal
predicates.
In future work we will evaluate both the classi-
fication and the identification task in more detail
and on a larger corpus. We need to find the cut-off
points for both learning tasks, as well as for nom-
inal and verbal predicates. The specific features
and feature types to be removed need to be further
analysed.
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