Abstract-A social network site is one social structure made up of a set of users including individuals or organizations, which plays a very import pole in the digital age. It has been one type of fashion online platform at providing services on facilitating the establishment of social networks or social relations among social members. Most social network sites provide web-based services and web-based means that allow users to interact over the internet to share individual experiences and spread information. Thus, the user-online load movement analysis is increasingly important for one social network site because of its significant effect on resource allocation, web traffic, maintenance management and economy of operations. Among the varying soft computational tools and algorithmic models available, the back-propagation artificial neural network (BP-ANN) model is one of the most commonly used and robust models. In this study, a typical BP-ANN with a single hidden layer is employed for forecasting the user-online load movement. Experimental results of the user-online load movement forecast at several social network sites show workability the proposed method.
I. INTRODUCTION
Social network sites (SNSs) have been a type of fashion online platform and website, which aims at providing services on facilitating the establishment of social networks or social relations among social members to share individual experiences. A social network site is usually composed of a representation of a number of members and each one represented by a profile with its social links. Thus, a social network site [1] [2] [3] [4] is one social structure made up of a set of users including individuals or organizations. It plays a very import pole in the digital age as most social network sites provide web-based services [4] and web-based means for users that enable them to interact over the internet. Events, activities, personal ideals and interests are allowed to be shared and published within the social-network sites in a popular and convenient way, which has dramatically influenced and changed our normal daily lives [5] . It is observed that the interplay [6] by means of the digital interaction among individuals, organizations and social networks is mutually embedded and influenced. Since the first launch on the well-known recognizable network model called the "six degrees of separation" in 1997 [4, 7] , social network sites (SNSs) have increasingly received the attention of both academic researcher and industrial engineers. Recently, the online social network sites have been a global phenomenon [7] that an enormous scale appears in the usage of online social network sites: growth of the Internet-users visiting online social network sites at least once a month is expected to increase from 41.0% in 2008 to over 65.0% in 2014 [7] . Thus, to forecast the useronline load movement is rapidly growing in its importance for one social-network site because of its close and relative effect on web traffic, resource allocation, maintenance management and economy of operations, which have received particular interesting from relative studies [8] [9] [10] [11] [12] [13] [14] [15] and beyond [16] [17] , etc.
The daily user-online load movement, which may be influenced by various factors, is also time-series. Mathematic methods and technologies [18] [19] [20] mainly employed for time-series analysis include: spectral analysis, and classical time series analysis, and ccomputational intelligence, etc. The classical time-series analysis is a standard technique in statistics.
Among the varying soft computational models and tools available, the artificial neural networks (ANN) [21] [22] [23] [24] [25] , especially the back-propagation artificial neural network (BP-ANN) is one of the most commonly used and robust models and reported with good performance. In this study, a typical BP-ANN with a single hidden layer is employed for forecasting the user-online load movement. The paper is organized as follows: In Section 2, based on the BP-ANN, a forecasting method for the user-online load movement is presented. In section 3, it presents our experimental results at several social network sites. Section 4 presents result analysis. Finally, Section 5 presents conclusion and our future study. An artificial neural network (ANN), also called a neural network, is a widely used mathematical model. An artificial neural network (ANN) is composed of an interconnected group of simple artificial neurons that also called nodes, neurodes, processing elements or units, are connected together to form a network with mimicking a biological neural network.
II. BP-ANN BASED USER-ONLINE LOAD MOVEMENT FORECASTING
The ANN employs a connectionist approach to computation in processing information, which is used with algorithms designed to change the strength of the connections in the network to yield a desired signal flow. In most cases, an artificial neural network (ANN) can be seen as one adaptive system that alters its structural weights during a learning step. The ANN can be employed to model complex relationships between its inputs and outputs. Complex global behavior can also be determined by the connections between its processing elements and element parameters in the network. The typical structure of one completely connected ANN is composed of the input layer, the hidden layers and the output layer (Fig.1 ). The famous BP-ANN employs the feed-forward back-propagation (BP) algorithm [23] . The term of "feedforward" describes the processing flow in the neural network. In a feed-forward neural network, neurons (nodes) are only connected foreword. Connections in each layer of the neural network are linked to the next layer without connections backward. The term of "backpropagation" depicts the training type of the neural network that the backpropagation is a normal form used for the supervised training. That is, based on the given samples including the inputs and the desired outputs, the neural network compares the desired outputs against the actual outputs for the given inputs. Upon the error of the desired outputs and the actual outputs of the neural network, the backpropagation training algorithm then adjusts the weights of the layers in the network backwards from the output layer to the input layer, respectively. In this way, the artificial neural networks employing the backpropagation and feed-forward algorithms are called the BP-ANNs. The supervised training is similar to a child learning, but it is also unlikely that a child may recognize something after seeing them only once.However, many repetitions may usually be required for an artificial neural network in its training procedure. The best training procedure is also expected to be provided with a wide range of samples, which can present different and wide characteristics as much as possible.
Once the structure of an ANN is determined that the number of layers, and number of neurons (nodes) in each layer, has been selected, the connections' weights and thresholds in the network should be optimized as to minimize the error between its desired outputs and actual outputs. Its training algorithm is usually composed of the following steps.
Step 1, selecting and perpetrating training samples;
Step 2, updating of the neuron connection weights by training;
Step 3, repetition until convergence; Step4, the network is ready for simulation (working). In most practical problems, adopting one hidden layer is usually suggested [23] in building the ANN. Thus, to forecast the user-online load movement in the socialnetwork site, we choose a typical BP-ANN with a single hidden layer. To determine number of neurons in the hidden layer is also one problem [23] [24] , which should be considered. Many rule-of-thumb methods for choosing the appropriate number of neurons to use in the hidden layers are introduced [23] [24] [25] . Among them, some simple rules may be considered [19] : the hidden neurons' number may (a) be in the range of the input layer size and the output layer size; (b) be two-thirds of the input layer size plus the output layer size; (c) be less than twice of the input layer size. Actually the selection of the structure of an ANN may come down to trial and error [23] .
Each daily user-online load movement usually has 24 load values for 24 hours in each day. In each one-step forecast, we are to predict its next one at the successive time point in the future. After some testing, it is found that each using 12 previous ones to predict the next one seems to be a good choice. That is, in each step of forecasting the user-online load movement, we use its 12 previous load-value to predict its next one. Then 12 nodes and 1 node are selected in the input-layer and the outputlayer, respectively. Considering the mentioned rules [23] for selecting the number of neurons in the hidden layers, we choose 15 hidden neurons in the hidden-layer. That is, the structure of the BP-ANN employed for forecasting the user-online load movement is: (12-15-1) , that is, the network has 12 nodes in the input layer, 15 nodes in the hidden layer, and one node in the output layer.
III. EXPERIMENTAL RESULTS
The presented BP-ANN model for forecasting the daily user-online load movement is applied to the following two social network sites (BBS.NJU.EDU.CN and BBS.WHNET.EDU.CN ) in China.
A. Daily User-online Load Movement Forecasting for BBS.NJU.EDU.CN
10 daily user-online load movements from days of 2012-12-1 to 2012-12-10 at the social network site of BBS.NJU.EDU.CN are used for the user-online load movement forecast.
Table1 lists the first daily user-online load records on 2012-12-1 from 0:00 to 23:00.
We take 60% of the 10 daily user-online data as the training data (the daily user-online data of days from 2012-12-1 to 2012-12-6, which include 240 hourly records) to build the BP-ANN, and then we use the rest 40% (the daily user-online data of days from 2012-12-7 to 2012-12-10) are used for forecast testing.
The user-online values are mapped into the range of [0, 1] in the forecast modeling by using the BP-ANN, and then the obtained results are returned by being re-mapped to normal values.The sigmoid activation function is employed in the input layer and the hidden layer, and the linear activation function is used in the output layer, and its learning rate η=0.2. In Figures.2-6 , it is shown that the experimental results agree well with the actual user-online load movements at the social network site of BBS.NJU.EDU.CN .
B. Daily User-online Load Movement Forecast for BBS.WHNET.EDU.CN
In this section, we also use ten daily user-online load movements from the days of 2012-12-1 to 2012-12-10 at the social network site of BBS.WHNET.EDU.CN as the extra experimental data for forecasting the user-online load movement.
In Table2, we list its first daily user-online load records on 2012-12-1 from 0:00 to 23:00.
Under the similar setting condition that we use the sixty percent (60%) of the 10 daily user-online data with 240 hourly records at the social network site of BBS.WHNET.EDU.CN as the training data, i.e., the daily user-online data of days from 2012-12-1 to 2012-12-6 are taken as the training data to build the BP-ANN model. After training the BP-ANN model, we then use the rest 40% data (the daily user-online data of days from 2012-12-7 to 2012-12-10) for forecasting.
The user-online values are also mapped into the range of [0, 1] in the forecast modelling by using the BP-AANN, and then final results are returned by being remapped to normal values.
The sigmoid activation function is employed in the input layer and the hidden layer of the BP-ANN model, and the linear activation function is used in its output layer and its learning rate η=0.2.
By employing the BP-ANN model with its network structure of (12-15-1) , that is, there are 12 nodes in the input layer, 15 nodes in the hidden layer, and 1 node in the output layer.
Model fitting results in the training of the BP-ANN model for the daily user-online load movements of the days of from 2012-12-1 to 2012-12-6 are plotted in Figures.7-9 .
After training the BP-ANN model, the forecasting results for the daily user-online load movements of days from 2012-12-7 to 2012-12-10 at the social network site of BBS.WHNET.EDU.CN, are plotted in Figures.10-11 , respectively. In Figures.7-11 , it is shown that the experimental results agree well with the actual user-online load movements at the social network site of BBS.WHNET.EDU.CN.
IV. RESULT ANALYSIS AND DISCUSSION
The presented BP-ANN model for forecasting the daily user-online load movement has been applied to the two social-network sites of BBS.NJU.EDU.CN and BBS.WHNET.EDU.CN in China. For each one of the daily forecast tasks, the BP-ANN model has been repeated 5 times to report its average performance.
To measure the obtained experimental results, the called correlation coefficient is employed, which is a classical measurement in measuring the strength and the direction of the linear relationship between two variables (the predicted results and their actual observation results). This measure can determine the degree to which the two variable's movements are associated.
Given N actual observation results: Then, their covariance coefficient is defined by:
Accordingly, the definition of the correlation coefficient for the two variables (the predicted results and their actual observation results), denoted as r, is presented as follows:
However, the correlation coefficient is one incomplete measure for prediction as a noticeable bias may exist between the two variables (the predicted results and their actual observation results) though one well correlation coefficient is measured on the results. In additional, the called Root Mean Square Error (RMSE) is usually to be further measured.
In mathematical statistics, the Root Mean Square Error (RMSE) (also called the Root Mean Square Deviation, RMSD), as a risk function, is a also commonly used method for measuring the difference between the values predicted by a model and the actual observation values that is to be modeled.
The RMSE of prediction results by one model with respect to their actual values, is defined as the square root of the mean squared error:
Where i X is the actual observation value and ˆi X is its modeled value.
With these above considerations, we see that the commonly used correlation coefficient is measurement of strength and direction of linear relationship between two variables, which determines the degree to which two variable's movements are associated. The RMSE (rootmean-square error, known as the standard error, σ) is a measurement of differences between the prediction results and their actual results, which is the most commonly and frequently used measurement on prediction accuracy. Thus, both the correlation coefficients and the RMSE are employed in our result analysis for the experimental results at the two socialnetwork sites.
Ratios (percents) of RMSE (σ) to mean of actual useronline load values in the tasks of forecasting the useronline load movements are listed in Tables. 3-4. Correlation coefficients of the user-online load movements and their forecasting results are displayed in Table 5 .
The experimental results of forecasting the user-online load movements show workability of the proposed method. In Tables.3-5 , it is shown that with small errors, the forecast results agree well with their actual useronline movements, which indicates that the BP-ANN model yields satisfying results in tasks of forecasting the daily user-online load movements at the two socialnetwork sites of BBS.NJU.EDU.CN and BBS.WHNET.EDU.CN in China.
V. CONCLUSION AND FUTURE WORK
A social network site (SNS) is a popular online platform and web-server, which aims at providing services on facilitating the establishment of social networks or social relations among social members to share news, interests, activities, personal ideas or real-life valuable experiences. So, a social network site is usually composed of a representation of a number of members and each one represented by a profile with their social links. Usually, most social network sites provide webbased services for their members or users, which enable their users to interact over the Internet through emails or instant message tools to publish their shares within their individual cliques or networks in convenient ways.
Recently, the online social networks have been a global phenomenon [7] that an enormous scale appears in the use of the online social networks: the growth of the Internet-users visiting the online social networks at least once a month is expected to increase from 41.0% in 2008 to over 65.0% in 2014. Thus, the user-online load movement forecasting is increasingly vital for one socialnetwork site for its increasingly important effect on web traffic, resource allocation, maintenance management and economic operations.
The user-online load movement is also a time series and may be influenced by the various factors. The ANN (artificial neural network), an emulation of the biological neural networks inspired by the biological neural systems, often also named as the neural network, is a popular mathematical model for a wide variety of many applications, such as engineering and scientific computing, prediction and problem solving, pattern recognition, etc. Among the varying soft computational tools and models available, the back-propagation artificial neural network (the BP-ANN) is one commonly used and robust model. In this study, addressing the user-online load movement forecasting for the social-network sites, we employ a typical BP-ANN model for predicting the user-online load movement and apply it to experiments.
The experimental results indicate workability of the proposed method. It is shown that the presented BP-ANN model yields satisfying experimental results in the tasks of forecasting the daily user-online load movements at the two social network sites of BBS.NJU.EDU.CN and BBS.WHNET.EDU.CN. Result analysis indicates that with small errors, the forecast results agree well with their actual user-online load movements.
Only the user-online load data itself (its previous data) is employed in the presented BP-ANN model, to further improve and investigate the presented forecast approach based on the BP-ANN model for forecasting the useronline load movements in the social-network sites, is still included in our future study. 
