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RÉSUMÉ
Nous présentons une nouvelle méthode pour Festimation de mouvement entre
deux iiriages où les déplacement ne sont pas limités par la longueur cÏoncÏe des filtres
utilisés. Cette approche utilise des signatures de phase calculées pour chacun des
pixels à Faicle cFune banque de filtres localisés.
Dans iui pr(’nhi(’r temps. la (orrPlatu)n (it’ ((‘S sigi iaturvs p(’rn ((‘t (lustnhl(’r mi
mouvement entier entre deux pixels. Puisque iious utilisons ries filtres très minces et
ayant un support limité à une seule longueur cl onde, la méthode détecte efficacement
les bordures (le discontinuités de mouvement. De plus. nous exphcuons comment la
comparaison des filtres peut être robuste aux occlusions et invariante au changement
(le contraste et tlorientat.ion.
Un étape s tl )s(cuemit’ raffine le noiivmei1t é une préclsioll de son’-pix’l eu
mitilisant le gradient (les signatures. PI titot nue cïutiliscr une minimisation de chstance
pour chacune des réponses de la sigilature, nous proi)osons une nouvelle méthode de
résolution par vote. Cette méthode est plus robuste au bruit et détecte les nmouvemcnts
multiples. tel quohservés en zones de discontimmité de mouvement.
La méthode, quoique salis terme de régularisation, se compare rie façon très favo
rable aux autres méthodes récentes avec régularisation. Des résultats sont présentés
porir cÏes séquences dont le mouvement est connu et sur nIes séquences présentant de
grami(ls (l(plaf(’l t t( ‘uts.
mots-clefs flux optique. estimation de mouvement, quadrature, corrélation, phase,
énergie.
ABSTRACT
We present a new method for motion estimation hetween two images that does
lot (oustrailit lue motion Lv tue wavvhngtli of flic filhts used. T1H5 approa(Jl uses
signatures of phases computed for everv pixel using a localized filter Lank.
To find the dispiacement, we first correlate flic signatures aud choose the Lest
match as an initial integer dispiacement. Since ouï filters are very thin and have
a support limiteci to one wavelength. they are rohust to motion discontinuities. In
addition, we show that the correlation eau Le made invariant to change in brightness
and change in orientation.
( )iice aIl InItial (llsplacellletlt is IIi )tailled, a siihse(1lleIlt stel I rehiils tue (lisi )lace—
meut to suh—pixel accuracv using the gradient of the signatures. Instead of using a
least-square unniulization for this refluenienu we propose a usXV vote--hascd nicthod.
Ouï method is more robust to noise aod eau detect multiple motion, as observed u1
areas of motion discontiunity.
Our approach, although using direct search with 110 regularizatiou. compares fa—
vourably with other methods with regularization. Resuits are showu for sequeuces
with ground truth and sequences with large clispiacements.
keywords : opl.ical flow. motion (1Sf iniat ion, quadrature. (1 ifrelat iolI, phase, energy.
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Chapitre 1
INTRODUCTION
L’estimation du mouvement est utilisée dans une multitude d’applications en ima
germe: pour réduire la redondance temporelle en compression vidéo, stabiliser des
séquences vidéo, générer des mosaïques, augmenter la résolution par super-résolution,
pour du traddng, de la composition d’objets sur des scènes réelles, de la restauration,
calibrage. de la reconstruction et pour beaucoup d’autres. Malgré son rôle clef en
vision par ordinateur, il est difficile encore aujourd’hui de construire un système d’es
thuation de mouvement robuste qui se compare au système visuel hmnamn. b’ système
visuel humain interprète très bien les occlusions, la transparence, les réflexion. chan
gements d’illumination, de teinte, de forme, «orientation, d’échelle, le bruit ou encor
la mauvaise resolution temporelle
— .ilors (lite chacun (le ces phénomènes est un dcf
pour n’importe lequel des algorithme «estimation de mouvement.
Plusieurs méthodes ont été proposées au cours des dernières années. Quatre fa
milles de méthodes ont été identifiées par Barron et ai: par gradient. par énergie.
par phiu’ et par corrélation. Plusieurs méthodes n’appartiennent pas stiictemnc’nt à
une seule famille
— c’est le cas de celle que nous présentons. Notre méthode effectue
une analyse par phase, une recherche semblable à la corrélation et un raffinement au
sous-pixel par gradient. De plus, comme la méthode par vote que nous proposons pour
résoudre le sous-pixel a initialement été développée pour les méthodes par énergie.
nous commencerons par un résumé de ces quatre familles de méthodes.
Par la suite, nous survolerons le développement du flux optique à travers les 25
dernières aimées incluant les méthwk’s les plus récentes. Cette revue permettra d’ob—
2server que la recherche eu estimation de mouvement s’est principalement préoccupée
de trouver un modèle de régularisation et ciu’il y a eu très peu d’évolution tin côté
du terme d’information (défini dans la prochaine section). La méthode présentée en
§3 utilise seulement le terme d’information pour estimer le rnouveiïient et obtient
des résultats meilleurs que la plupart tics méthodes avec régularisation. Enfin, en §4,
nous présentons une méthode robuste développée afin d’estimer le mouvement par
vote plutôt que par minimisation, ce qui lui permet d’être robuste aux aberrants et
aux mouvements multiples.
1.1 Familles de flux optique
Comme heallcoup d’autres problèmes en imagerie et. eu vision par ordinateur,
l’estimation de mouvement clans une séquence d’images est un problème mal posé
au sens tic Hadainar [1]. C’est—à—dire qu’il manque d’information et ciu’ii existe une
multitude ‘le solutions possibles. Afin (le resouclrt ce genre tic’ problèmes. il faut fixer
des contraintes (lui permettront au svsteme (le converger vers une olutinii aecep—
table. Trouver les contraintes idéales revieHt m résoudre le probleme ci’estiniation (le
niouvement
La grande variété de types de séquences (voir figures 1.1, 1.2 et 1.3) rend difficile
le choix de contraintes pertinentes applicables clans tous les cas. De façon générale,
Bertero, Poggio et Torre [2] ou identifiés en 198$ trois types de contraintes qu’il faut
satisfaire simultanément
Conservation d’information : Il existe une certaine redondance clans l’informa
tion contenue entre cieux images. Que ce soit par constance d’intensité. de
gradient, de phase. etc., les deux images doivent être reliées l’une à Fautre
temporellement. La solution devrait donc minimiser le changement tic cette
information.
Cohérence spatiale : les objets ont un certain support spatial, et les points d’un
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FIG. 1.1. Deux images (luise s(quences eonteiiant des mOilVeiIl( lits rigides.
Seule la caméra se déplace. mais couime les surfaces sont à des profon—
tieurs diulerentes, elles se déplacent à tics vitesse différentes le hnig des lignes
épip daires. (Bas) Exemple dc (art t tic mi iuvcmvnt ia tuf (eS deux i nages à
j tartir tic la itiétlitidc jirt’sci itee iii 3.
même objet se déplacent de façon semblable dans un voismage. La solution
devrait favoriser la cohésion du mouvement.
Cohérence temporelle Le déplacement «un objet dans le temps devrait être re
lativement continu (souvent simplifié à une accélération constante). La solution
devrait donc maximiser la continuité du mouvement.
Les deux premières contraintes ont été introduites en 1981 lorsciue Horn et Schimck
[3j ainsi que Lucas et Kanatle [4] ont présenté leur méthodes par gradient. Yachida [5]
utilisait déjà la contrainte temporelle eu 1981. mais ce «est que 10 ans plus tard. en
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FiG 1.2. (Haut) Deux illiages d’une ‘éc1ute11ees contenatit (lcN rllol(Vf1ilf-tlts
ngicles artieutles. Eu tliis il( t-uuit(u)ir (l( .iiitls uuiUliVeiieuitS (le jutai se
deplace à phs fie (iO pixels pal nuage). la texture tic Isole change et mie
partie de la preuiière image est tachée par la seconde (et vice et versa).
(Bas) Exemple de c-acte de mouveitient pour ces dettx images à partir de la
iric”tliode présentée en §3.
1991 quelle a été plus formellement réintroduite par Black et Ananclan [6].
Ces (f iiitiaiiitex Si’ 1f’] )1éSeI[tellt sous la ti )Ïi11(’ (l’ulIlV forictioniielie ?t 11111 iiiiiiscr
fl1int.o + û2 ,til + a3tpori (1.1)
o spjI et touporei sont les pénalités des contraintes dïnforrllation de cohé
rence spatiale et de cohérence temporelle et où Lti, cc2 et (13 sont utilisés pour ajuster
‘iiiuii’
Les images sont 4-i B BC Motion Gallery (htip:f/www.bbcmotiongalery.com)
l’importance de chacune de ces contraintes.
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Fic;. 1.3. (Haut) Deux images d’iiiic -é’ueiitcs contenant cii’s inulivenients
11011 rigitit. En puis (If’ (t tilt (‘liii’ UI! hit )llVf’hilf’lit tlifht’ilt’ ii hit t([(liS(’Ï. teti e
Sf ‘(‘lit’ (t)liti( ut (It’ la traHsl)lhrelIt(’ ?ihllSi (111e tit’ la sp(titlaïite. (Bas) Exemple
de carte (le niouvelncnt pour ces deux images à partir de la iriétliocle
présent’e eu 3.
Les contraintes sont évaluées cumule mie distance à la condition idéale s = O
= (1.2)
Traditioniwlleint’nt, la fonction tu (2) (‘tait puise (‘011111W siiripleirieiit 2, ce qui avait
tendance à donner trop «importance aux aberrations. au bruit et rendre trop «im
probables» les discontinuités de mouvement. Black et Anaudan [6] ont apporté une
contribution majeure en 1991 en introduisant des distances redescendantes (figure
1.4) au domaine de l’estimation du mouvement.
Les images sont t’- BBC Motion Gallery (http://www.bbcrnotionnallery.com)
61.2 Régularisation
Le terme de régularisation temporelle reste le terme le moins utilisé et étudié
comme l’a fait remarquer \Veicker [7] en 2001. Ceci sexplique probablement. par les
efforts de calculs considérables cmi y sont associés, mais aussi probablement parce
iue l’échantillonnage temporel nassure pas toujours une fluidité (le mouvement. Le
modèle utilisé est généralement très simple on suppose un mouvement constant 011
une accélération constante.
Par ((nitre, 1111f’ pletiiore (l( régularisatiutis spatiales (tilt (‘te propos es. Bergeii,
Quadratique
T2
Geman & McClure
+ .x2
yD
FIG. 1.4. Une fonction ‘I ciuaclratitiue et 1111e fonction ‘I’ robuste ailisi (111e
leurs dérivées respectives. Dalities foiiutioiis robustes sont présentées (laus
la figure 2.1 à la page 47.
7Anandan, Hanna et Hingorani {8] identifient trois types de régularisation
Pleinement paramétrique Chaque pixel suit mi mouvement paramétrique, se
lon un modèle global, par exemple. llll scène planaire avec un mouvement de
caimicra.
Quasi—pararnétrique : Chacyue pixel est à la fois contraint par un mouvement pa
ramétrique et une information locale. Par exemple, si le mouvement de caméra
est connu, le mouvement paramétrique contraint les déplacements le long des
lignes épipolaires, mais chaque pixel a tille certaine liberté quant à sa vitesse.
Non—paramétrique Auf 1111 1110f Rit’ n’est utilisé. mais géiiérahinviit il existe tout fit’
même une contrainte de lissage. Certains mrnwerïients tels que les mouvements
11011 rigides et articulés sont difficilemnc’nt paramétrisables.
La paramétrisation Peut se faire de façon globale (e.tj. pour retrouver un mouve
ment tic caméra nu prédomimumant). par réginhls ou encore localeitient. Parmi les pa—
rairiétrisations les plus utilisées. on retrouve
Paramétrisation rigide : constante. dc sorte ciue les voisi is soient contraints tIc se
déplacer de la même façon.
Paramétrisation planaire : permet tic représenter la projection du mouvement
d’un plan 3D en 2D. Il s’agit cfun cas spécificue d’mie paramétrisation affine.
Paramétrisation affine permet de représenter mie transformation affine 2D. c’est
a (lire la projectiomi 2D tiunt’ dtformation linéaire 3D (lilt’l(0l1(Il1e.
Enfin, très tôt il a semblé avantageux de coupler la régularisation spatiale avec le
contenu de l’image. Déjà en 1983. Nagel [9j proposait d’utiliser le gradient de l’image
dans le terme de régularisation. Cette idée a été reprise plusieurs fois et formalisée
comme mie méthode de diffusion anisotropidlue par Alvarez. \Veickert et Sànchez en
2000 [10].
Plusieurs chercheurs ont également tenté tic représenter le flux opticimie à l’aide
clun modèle probabiliste — bien adaptés aux problèmes mal posés. En 1990. Singli [11]
8propose une méthode de corrélation de régions probabiliste, en 1991 Simoncelli, Adel
son et Heeger [12] présentent un modèle semblable pour les méthodes par gradients.
où la covariance d’une gaussienne est définie en fonction du gradient de l’image et
cri 2000, Rov et Govinclu [13] présentent un modèle plus réaliste non gaussien qui
tient compte de la variance à la fois spatiale mais aussi temporelle. Les approches
probabilistes ouvrent la porte à des nnmmisations de type niarkovieune [14] ou encore
l’utilisation de filtres de KaÏman [12].
L estimaf 1011 (le mouvement étant u probl’nie mal posé. plusieurs chercheurs ont
tenté de trouver un modèle qui puisse améliorer les solutions. Alors que beaucoup de
recherche a déjà été faite clans le domaine des statistiques (limages [15. 16]. RoUi et
Black [17] ont démontré réceimnent qu’il est possible «utiliser (le telles statistiques
à des fins de régularisation.
Mais au coeur de l’estimation clii mouvement, il y a le terme d’information. Quatre
familles de termes cl’informiiations ont été rénertoriées par Barron, Fleet cl. Beauclit’—
miii [18]. Plusieurs méthodes apparticinient i plusieurs familles à la fois. Par exemple.
les méthodes par phase et par gratlient emploient une approche semblable mais uti
lisent des filtres différents : un filtre en quadrature (une exponentielle complexe mo—
clulée) dans le cas des phases. et mmc clifiérence de gaussienne pour les gradients.
Les uietlioles par coflelatu)fl pe1v(’nt égal(nmeHt (‘tre eoiiiparécs aux iriétliodes par
énergie calculer la somme des différences au carré (SSD) dans le domaine spatial
est semblable à trouver la distance entre des échantillons et un plan tic mouvement
clans le domaine spectral. Similairement, les méthodes par phase se comparent aux
méthodes par énergie
— connue nous l’expliquons en §1.5. il s’agit clii changement
phase clans le spectre 2D qui génère un plan dans le spectre 3D. Trouver le plan en
3D revient cloue à trouver le déphasage en 2D. Bref, ces familles ne sont que des
min )flelf’s differemits represeiltamit une imiformuatiomi parfois tres semiilmiahie.
91.3 Approches par dérivées spatio-temporelles
Les méthodes par dérivées spatio-temporelles (aussi appelées méthodes différen
tielles. variationelles ou encore par gradients) estiment le mouvement d’un signa.l à
laide (le SCS (lénvé(s. Le tléplatcnwiit t’ entre mi signal [(r) au temps t et un signal
= J(i’ — v(r)) peut être calculé via une expansion de Taylor
g(x) = - et;))
= j() - v(.r) + v(y)2 - ()3 +
En supposant que le signal est purement linéaire (i.e. fat) (i) = O pourri > 1),
cette série se simplifie à
cj(a:) = [(r) + r(.t)j’(i)
et sexpniille généralenieut comme
h(’) + v(.r)f(ï) = O ou Vf y = O (aveu = 1)
C’tï t t (oiitraill( t (St ?tppeléu contrainte de d’intensité constante (constant biiyÏtt—
‘ness contraint
- CBC), ou encore contrainte de flux optique (optzcatfiow coiistrotnt
-
OFGl. ou bien supposition d ‘intensité constante (constant Ï)’riqhtness assurnp
tion - OBA) «est à cure, que l’intensité dun pixel ne devrait pas changer le long de
son déplacement.
Résoudre cette équation en une dimension est simple (figure 1.5) mais la résoudre
en deux dimeiisions implique une équation à cieux inconnues
f,(r, y) + v1(:r, y)f(i, y) + r(T. y)fï, y) = 0. (1.3)
où J1. f, et f sont les gradients spatiaux-temporeis. Plusieurs méthodes existent pour
résoudre ce système d’équations. Unie approche consiste à supposer que le mouvement
est perpendiculaire au gradient. appelé flux «normal» (figure 1.6) et donc de poser
t’1 comme une fonction de u. Le déplacement peut alors être calculé avec
‘o
t I t 11 df1i_n34()
I ‘‘ 145 158 128 13$ = lu’
af ajf f36 (48 58 168 78 188 (58
-
= f) = 2
X
FIG. 1.5. On peut estimer le mouvement d’un signal 1D à partir de ses dérivées
spatio—temporelles.Uii signal (‘Ii tratlsIatioH (h 2 f)ix(’ls par iu;ag(’ vt’rs la
(lu j t’. La (h’riVU(’ (‘11 t (t (if I J)(i11 (‘t (lt’Stilll(’r h’ i it )llV(’lil( ‘lit.
V
= Kf f)W2 (1.4)
Le flux normal correspond à la perception cht signal à travers une fenêtre très
petite. Ce phéiiomèiie est appelé problème d’ouverture (aperture prrbÏem) et est
aussi rencontré lorsque la texturf’ ne pPrlrIet P° iiiie est in iation (111 nouveui ient sans
aiii )igmte (figure 1.7 . Le problèiiie ti ouverture rend éct’ssaïc la prOpagatlOll d’infor-
niai nui (‘Hi Cl’ Voisins ]l1(111 a (lin’ h’ 1I1OIIV(’1ii(’1IÏ plIisS(’ (‘tl(’ f51 1111f’ saiis aiiil)igilltt’.
Le système humain doit aussi faire face à cc problème. ce qui explique plusieurs illu
sions d’optiques. par exemple celle du barbier (figure 1.). Dans le cas dc cette illusion,
les seuls points ne présentant pas d’ambigmté sont les points diitersection emitre la
texture et le cadre du fenêtrage. Si le fenêtrage est vertical, il y a plus de points se
déplaçant verticalement quhorizontalement et le mouvement global est perçu comme
vertical. Si le fenêtrage est horizontal, il y a plus de points se déplaçant horizontale—
nient et le mouvement global semble horizontal. Ferunfiler. Siniman et Aloimoiios [19]
discutent cLune autre illusion quiils expliquent par le problème d’ouverture Fillusion
dOuchi (figure 1.9). Lorsque la texture se déplace légèrement. l’orientation des rec
tangles amène l’oeil à résoudre le mouvement différemment dans les deux régions, ce
qui donne un mouvement apparent et une. segmentation de la région centrale.
Résoudre le problème d’ouverture peut se faire de deux façons. La première
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coiisiste à ChOIsir le flux normal et à laisser un terne de réguhuisation spatiale pro
pager et COI; lger le iïiouve;nciit Ï(el. La deuxiènie consiste à choisir un tenetragc
cl a UI 1115(1 1)111511115 (‘(lidlItillOlls )( )lI1 rtsolI(lrt’ lt(IlIati( )I1 1.3. cccl (‘ dppn)ch( est
géiïéraleiiient rcsolue par nioilldre carré. Tel que traité par Okutomi et Kanacle [20]
cette iiiéthode fonctionne dans la mesure où la fenêtre est assez grailce de sorte
que le système d’équation ait une réponse unique, mais cette flermère ne doit pas
contenir de mouvements multiples sans cftioi le moindre carré donnera mi mouvement
moyen qui n’a probablement rien à voir avec aucun des mouvements réels. Bergen
et ai [21] ainsi que Jepson et Black [22] proposent tics méthodes itératives afin de
séparer les lIIOUveinf’nts nuiltiples. Des méthodes plus sophist if111é(S ont (té piopos(C5
par la suite [23, 2-1. 25, 26]. La méthode Proposée en §4 s’inscrit tians cette liste et se
démarque par sa robustesse et son approche 11011 itérative et non paramétrique.
Les méthodes spatio—temporelles fonctiomient sous deux conditions
1(x) = f(x + t’(x)) g(x) implique ciue l’intensité du signal reste la même (un
bruit peut être modélisé). Dans plusieurs situations. cette condition n’est pas
‘I
Fic. 1.6. Le flux normal est le mouvement estimé le long de la normale du
gradient de l’image.
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acceptable (e.g. changement dexposition. zones cïombres, réflexion. aliassage,
Le signal doit être linéaire. Entre cieux pixels, pour des mouvements de moins
tIc 1 pixel, le signal peut être interpolé linéairement. Cependant, lorsque les
pixels se déplacent de plus dc 1 pixel, le sigilal pourrait ne plus être linéaire.
surtout en présence de hautes fréquences.
Dcs hltr(’s passt’—has soiit souvelit utilisés pull lilléarisf’r le signal. mais ce filtrage se
fait an détriment de la localisation. Jusquà réceinmellt. ces méthodes ne pouvaient
qu’être utilisées pour estimer (les déplacements de moins de mi pixel. Des approches
hiérarchiques et par focus progressif (figure L10) permettent destimer précisément
Fic. 1.7. Une texture ambigué ne permet pas de déterminer le mouvement avec
certitude. Uii (ar in )if 5( (lfpla(( iJ diag )ual. Une jst ite fvn’l le su 1(’ iul’
tlrt,it p(r(on liii lilullV’iIleiIt pllHlLt (influai) llurlolItluI. U1l( l)(tit fiitn
sur le bas perçoit un lliolIVtTfl(ilt appafeilt (normal) vertical. Seul le rouis
ont une texture assez bien déhiiie pour résoudre le unouveilient diagonal.
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sur plusieurs pixels chaque itération corrige pour la 11011 linéarité du signal connue le
ferait une méthode de Newton. Pour (le meilleurs résultats. Brox. Bruhns. Papeuberg
et Weickert [27, 28] proposeut de défonner par marpîng l’image à chaque niveau de
la hiérarchie. L idée (le (léfi)rlIler Limage il partir de la carte de nanivement avait
été proposée par Black afin d’identifier les mouvements multiples [29] et consiste à
inverser la carte de flux optique, de créer mie image déformée à partir de Limage al
temps t et du mouvement estimé et (le la comparer avec l’image au temps t + 1.
Polir plus de robustesse. quelques méthodes utilisent également les deuxièmes
dérivées
Fie. 1.8. L’illusion du barbier. Une tcxtnre se déplaçant vcrs la droitc mais
qui est perçue à travers une fenêtre verticale, carrée 011 horizontale n’aura
PetS le I nênie mouvement apparent
g’(.r) [‘Cr) + f”Cr)vC)
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FIG. 1.9. L’IIusion de Ouchi. Inventée par 1;ifI ist e japollas Hajiie ()uhi.
1 illusion consiste de rectangles horizontaux contenant un cercle de rt-ctaiigles
verticaux. Un léger mouvement (les veux fait apparaître un mouvement ap
parent. Limage provient de [19].
et plutôt que de simplement considérer le gradient en i et y, lcxpression devient
f2 Jy. ftx — 0 (1 )
Jxy Jdq2 JOj O
La contrainte cf intensité constante devient une contrainte de gradient constant ce qui
rend cette approche robuste aux changements d’illumination, mais plus sensible aux
changements d’orientation et d’échelle. De plus, à chaciue dérivation, le bruit devient
de plus en plus important. Ce genre d’approches est clone pius sensible au bruit.
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Pyramide
FIG. 1.10. Une approche hiérarchique peut être implantée par pyramide (à
gauche) ou focus progressif (à droite).
focus Progressif
16
1.4 Approches par phase
Les méthodes par phase estiment. le mouvement en observant le changement de
phase d’un signal convolué avec un filtre en quadrature (typiquement «_27 ou une
variante) Les filtres e f1uadratllre suit une pitire (1f’ filtres urtliogoiiaiix (le prodmt
scalaire entre les deux est O). L’angle formé par la réponse du signal à ces filtres
indique la phase, alors que la norme donne l’énergie.
Si on représente le filtre en coordonnés polaires, on peut imaginer que le sigTlal
convolué f(:i:) est enroulé autour d’un cercle dont la circonférence correspond à la
longueur d’onde du filtre (figure 1.11). [(ï) correspond alors à la norme d’un vecteur
orienté autours de ce cercle et la convolution consiste à additionner tous ces vecteurs.
La phase est dune l’orient ation (lu vecteur résultant (en rouge sur la figure) alors que
l’énergie est sa norme.
lix, t) --‘ // \\_,/
N
lx. H-I)
f(x. t) f(x. t+1)
FIG. 1.11. La convolution d’une fonction f(x, t) avec un filtre en quadrature
tel que e2 ‘‘ peut être vue comme l’enroulement de J(i, t) autours cÏ’mi
cercle de circonférence 1/u. Une translation au temps t + 1 introduit un
changement de phase dans le vecteur résultant.
Pour la transformée de Fourier F «un signal f. on peut démontrer que la trans—
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lation d’un signal induit un changement de phase proportionnel à la fréquence et à
la distance du déplacement:
F(f(t + 1), w)
= E f(z — y,
= E f(x, t)e_2hhh144S) (1 6)
= —2nwe E f(z. iy2sva
= e_2”F(f(t). w).
Pour une fréquence w, un déplacement t’ introduit un déphasage
= —2irwv (1.7)
où A&, peut être mesuré eu multipliant la réponse du ifitre au temps t avec le
conjugué complexe (opérateur j du filtre au temps t +1:
= arg (F(f(i).w)r(f(t + 1).w)). (1.8)
Combiner 1.8 et 1.7 permet dc retrouver t’. Idéalement, toutes les fréquences devraient
suggérer le même déplacement. La corrélation de phase. introduite par De Castro
et Morandi [30] est ime façon simple dc retrouver mi mouvement dans un signal
l)ério(licIlu’. Le mouvememit correspoml alors à
argmcI ‘ (Y(f(t),w)P(f(t + 1), w), z) I
ou Y est une transformée ou la norme de chacune des fréquences est normalisée à 1.
Plusieurs travaux ont étudié l’effet de transfonnation rigides sur k’ spectre (l’une
image [31,32] et d’autres méthodes ont été développées afin de supporter également
la rotation [30] et même le changement d’échelle [33].
Ces méthode fonctionnent si le signal est périodique ou si le support du filtre est
aseez large de sorte que la proportion de signal entrant et sortant au temps t +1 soit
petite par rapport à la quantité de signal toujours présent. De plus, elles se limitent
à des estimés de mouvements entiers. Comme les images ne sont généralement pas
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périodiques, plus le mouvement est grand. moitis la corrélation de phase est robuste.
Figure 1.12 illustre bien ce problème à mesure que l’image se déplace, le ratio de
pixel qi sont présents clans l’image au temps t et au temps t + 1 diminue et il devient
de plus cii plus difficile de discriminer le maximum des autres valeurs. On observe
aussi que la méthode est très sensible au bruit. Ces observations sont vraies en général
pour les méthodes par phase.
Dans le cas ou on sintéresse au fhLx optique dense, une vitesse locale plutôt que
globale doit être calculée et un fenêtrage doit donc être effectué afin de localiser la
réponse. Lorsque la fenêtre devient petite, les effets de la non périodicité du signal
deviennent plus importants. Pour palier à ce problème, le fenêtrage est souvent mo
dulé par d’une gaussielme afin de cloiiner moins dnnportance aux bords. Les filtres
deviennent alors (les filtres de Cahor (figure 1.13)
Ç(t)
Tout comme la transformé de Fci trier, la répc use d ‘un signal convohie par des filtres
de Gabor perliiet d’obtenir un spectr- de frequeuces. Contrairement Fourier cepen—
daut. ce spectre est local et peut être calculé pour chaque poiit (le I ‘ut nage (autoun’s
clucjuel 011 ceiitre la gatissienne).
L’introduction de la gaussienne permet de résoudre le problème de non—périochcité
de J’ mais introduit mi biais clans la réponse vers une phase de ç5 O. En effet, pour un
sigilal d’intensité constante f(.) = 1, mi filtre de Gabor coutillu obtient mie réponse
de
f 1 —2z —2a2w2
j IJ C d
Contrairement à la transformée de Fourier, qui anirait produit mi Dirac à w = O, un
filtrage par Gabor aura des réponses pour toutes les fréquences. La gaussienne vient
convoluer le spectre, distribuant ainsi la composante DC à travers ce dernier. Pour
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y = 20
t eh anicnent: I
V = 40
(eh aneIrient: 36 t
y = 60
changement 55°’o)
V 50
t etuingement 73%t
-
FiG. 1.12. Haut : Corrélation de phase appliquée sur une image au temps
t et au temps t + 1 ayant. subit ime translation e. Limage tait 110x110
pixels. lVIilieu Résultat de la corrélation de phases (les valeurs élevées
sont en noir) pour diverses translations. La coordonnée du point maximum
donne la translation estimée. Bas Maximum sur la médiane pour diverses
translations et bruit gaussien de diverses variances.
f(tt
V = O
(changement 0%t
tit+I
V= 100
(changement )
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Partie réelle du filtre de Gabor
2r
tl(I
— O i
— ) —
II I
IL -Il
fIG. 1.13. Partie réelle du filtre de gabor 2D pour diverses fréquences et
orientations.
cette raison.
Ç(É + 1) 2Ç(t).
Cependant, oii remarque que ilus u est grand. 11101115 cc biais est important. On
peut donc considérer
Ç(t + 1) e_2zuç(t)
en se rappelant que le support u iie devrait pas être trop petit. et ciue la fréquence
devrait être élevée. Dans c-es coiiditions, la phase change de façon quasi linéaire avec
le déplacement et mi peut utiliser mie approche semblable aux gradients discutés en
§1.3. L’équation 1.3 devient
(x,y) +v1(ï,y)(y) +v0(i,g)0(i,y) 0 (1.9)
21
et est appelée contrainte de phase constante (constant phase constraint). Les
mêmes stratégies po’ir résoudre le mouvement s’appliquent donc. mais nous pou
vons utiliser la réponse à plusieurs fréquences et orientations plutôt que d’utiliser le
voisinage.
1.5 Approches par énergie
Les méthodes par énergie utilisent une prOpriété de la transfonnéc de Fourier. où
les lignes clans le cloniaine spatio-temporel deviennent des plans clans l’espace spectral.
Puisque Fourier est séparable, commençons par effectuer la transformée sur chacun
des plans 2D (;. y). Si un plan au temps t + 1 contient une translation de la même
texture quau temps t, leur spectre aura la même énergie mais une phase Ïifférente
(tel que démontré dans léquation 1.6). En 2D. on obtient
wrwq(t + 1) —-
S’il ti’v avait pas eu dc translation et que les plans avaient été identiques. la
transformée Fourier 1D restante (en t) produirait un pian de Diracs sur la fréquence
0, ce ciue nous appelons un plan de mouvement en uj = 0. Par contre, la
différence clans la phase résulte en une translation de ces Diracs (l’inverse de ce qui
a été démontré en 1.6)
d_2 (wv+wyvy)T (t) = F(t (wtiq + wm’a))
Autrement dit. le plan de Diracs se trouve maintenant à
+ v,,w,, — w = 0. (1.10)
La normale de ce plan, (e1, e, 1) permet de retrouver la translation 2D du signal
(figure 1.14). Il est intéressant d’observer que l’équation 1.10 est quasiment identique
à l’équation 1.3.
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Tout comme les méthodes pal’ phase, cette approche est sensible a la non pério
dicité d’un signal. Pour cette raison, un fcnètrage gaussien est génériicuient effectué
(spatialcnieiit e t teniporel]eincnt)
Plusieurs méthodes existent pour retrouver le plan et sa normale. Hccger [34] pro
l)0’ (I utiliser ch filtres fhXtrihil(S tians 1t spectre. La repoils(’ (le (eS filtres permet fit’
retrouver analytiquement la position clii plan. D’autres méthodes dc paraniétrisation
ont été proposées, certaines permettant aussi de retrouver une distribution (le plans
plutôt qu’un seul plan. Manu et Langer [24] récupèrent une paralrlétrisatioll de plans
afin de cléchiire le mouvement de caméra (egomotzorr) dans des scènes contenant le pa
rallaxe d’une multitude d’objets à diverses profondeurs. Ils i’éfèrent à ce type de scène
comme de la «neige optique». La méthode en §1 permet de retrouver une distribution
de i1a (le façt )i1 11011 pat’atlwtrique.
Le problème d’ouverture discuté en §1.3 est également présent dans les méthodes
prir énergie. L’explication donnée au début de cette section suppose qu’il existe une
réponse non-mille pour presque chaque fréquence des images 2D. Par contre, dans
FR1. 1.14. La translation dune texture (à gauche) génère un plan dans l’es
pace fréquentiel (w., », w1) (à droite) avec les paramètres du mouvement
(v. v, v) (:tniiliit’ iif)flhlale (énérahimiit, i’, — I).
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le cas d’une texture ambigué, par exemple avec une texture purement horizontale,
la transformée 2D de ce signal donnera une ligne dans l’espace fréquentieL Cette
ligne restera une ilgile de Diracs plutôt qu’un plan après la transformée de Fourier
temporelle. Cette ligne ne permet pas de résoudre mi plan unique.
1.6 Approches par corrélation
Les méthodes par corrélation, aussi dites par région. essaient de résoudre f(.ï:. g)
g(.ï + v. + v) en choisissant la translation qui maximise la corrélation pondérée
des signaux
CQv,v) W(v c1)D (f(i,j).g(i + v,j + iq))
où IV est une fonction de fenêtrage et V est une fonction qui compare f et g. Une
corrélation au sens statistique peut être calculée, mais on utilise généralement une
sotin ta dc (cicrci1(v ai t (‘acre (. im. o/ squi tJ d,flt iï7 rs SSD) 011 encoi e UilO ,unii1ie
de diliérences absolues (siiu 0/ ObSOÏilt( (t/fifi’CflCCS SA D). PulScfW t’(5 nit’[hodes
sont potentiellement coûteuses en effort de calcul. elle sont souvent couplées avec
une approche hiérarchique. Plusieurs auteurs préfèreiit également travailler sur une
corrélation (les laplaciens ou autres prétraitenleuits passe—bande afin d’être résistant
aux changements d’illumination et donner plus dimportance aux bordures.
A moins de tester le sous-pixel explicitement, cette approche fonctionne pour des
valeurs (‘litières (le (lépla(’dnwnts V (‘t nia’ étape additioyitielh’ est iiéeessane pour
estirrier le sous—pixel. Plusieurs méthodes existent, par exemple, par modélisation de
la surface (linéaire ou quadratique) et maximisation de la SSD sur cette surface.
1.7 Méthodes multicontraintes
Des méthodes multicontraintes ont émergé vers la fin des années 19U, mais les
résultats n’étaient pas d’assez bonne qualité pour qu’elles deviennent populaires [35].
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Ces méthodes consistent à utiliser plusieurs contraintes — par exemple la. contrainte
«intensité constante
— afin d’obtenir un terme d’information plus robuste
fu + + f O, j — 1,... , n.
Parmi les fonctions proposées les dérivées directionnelles, le contraste, l’entropie,
la moyenne, etc. [36]. En ce sens, les méthodes fréqueutielles (phase et énergie) soiit
également des méthodes nntlticontraintes puisqu’elles résolvent simultanément pour
plusieurs fréc1uences et orient ations. Les SIFTs (ScaÏe In variant Feature Tra’nsfr.rm)
[37] sont aussi en quelque sorte une lllétho(le multicontrainte t nous eu discutons en
§5.2.
Ces iiiét l1Ddes Ont ré(MInndnt refait surfati [3d. 27]. Brox et aï anlélior(’Ilt, leur
résultats en combinant la constance cFintensit.é et la constance du gradient et la
méthode présentée en §3 utilise aussi une approche multicoHtrainte.
Chapitre 2
SURVOL DES MÉTHODES RÉCENTES
Le problème étant fondamental à la vision, mie iïmltitude d’algorithmes (le flux op
tique ont été présentés dans les dernières années. Nous proposors de survoler quelques
uns des principaux articles publiés au cours (les 25 dernières années. L’estimation du
mouvement a beaucoup de ramifications, par exeiïiple. la i’econstruiction (le stnic—
turc. seginentatioli. le trackirig et les features. la stéréoscopie )ous ne pouvons
évidemment pas couvrir tout ce qui à été écrit en lien avec l’estimation (le mouvement.
voila P°’V° flOuS lions (ollcelrtrons sur le t ‘rnu’ de conservation fi mfonnat ion pour
dii mouvement 2D et les terme de lissage.
1981 Dctcïinunnq opt?(u/ /iow /3J
L’approche de Horu et Schunek est l’une des plus référée dans la littérature.
Il s’agit dune mét hO(le par gradient. tel (foc présenté en 1.3. La résolut joli de la
contrainte d’intensité constante (eqi;ation 1.3) se fait globalement avec une ininirni
satioll itérative d’énergie sm mie region D t
iD
‘y + Jf)2 + 2(VvW2 + VeW2)cÏ (2.1)
où VI est le gradient spatial. I est le gradient temporel. Vu et Vii sont les gradients
des vecteurs de déplacement horizontaux et verticaux et où \ pondère le lissage de la
solution. Cette méthode permet de générer des flots denses : là ou l’information est
ambigué, le terme de lissage modulé par , appelé terme (le régularisation, permet de
désambigiier avec le voisinage. Plusieurs amélioratiouis ont été proposées par la suite.
notamment une régularisation temporelle et une régularisation qui tient compte du
contraste afin dc pcrii’ttr dcx dixcontmuité (le iiiouvcmcnt. Par eXeIIlI)l(’, Yachifla
26
publit un article la même année intitulé «Detc’r’mzrnng vetocity map bg 3-d iterative
estimation» [5] qui ajoute un terme dc régularisation temporelle à la méthode de
Horn et Schunck.
1981 : An teratzve ‘image reg is ti Non technicjue witÏi an (iy)pÏ’icatzoii to stereo vis ion /J
Lucas et Kanade [4] proposent également une méthode par’ gradient mais, cette
fi)is, VCC 1111e ÏésOllitI()1i locale. Lii ltiodVle de ïiiouveiiietit (zilistalit eSt utilise siii mi
voisinage Q porir resoudre l’équation 1.3 cia une minimisation de distances au carré
avec pondération en fonction de la distance des voisins
1V2(x)[VI(y t) V + It(x. t)]2
xEÇi
Ici. 1V est une fonction de fenêtrage. Conmie dans le cas (le Horn et $chuiick. cette
méthode a été plusieurs fois reprise et modifiée [18]. Elle ne garantit pas un flot dense
comme Horn et Schunck. niais i’ésistt’ mieux an bruit [18. 39]
1983 : Dzspiaee’ine ni vectors de’rieed froin scco’iid—orderuite’nsityj vaciaf:ions in ‘image
seqae’nees /91
Nagel propose un modèle semblable è Hoin and Schunc’k (minimisation globale
(leii(t’gie) (lui utilise les tleuivees sec )Ildes. Il fhv(loppe mi operatelir I )(‘I’Iil(ttallt (Ï(
détecter les zones où la texture permet une estimation de mouvement saris ambiguïté
(détecteur de coins) et utilise le flux de ces zones comme estimé initial du mouvement.
De plus. il modifie le terme de régularisation en fonction tic la norme dit gradient et
de son orientation afin de permettre une meilleur tolérance aux discontinuités tic
mouvement. La fonctionnelle à minimiser devient
f/(vITv+ 1)2 + v’2 2(t1 —
(e111
— uI1)2+
i(u + + tn + t)]didy.
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Dans son article de 1987, Nagel met en relation son propre modèle en relation
avec ceux de Horn et Schunck [3], Haralick et Lee [40], Tretiak et Pastor [41], de
Hilclreth [42].
1983 The facet app’roach ta optic flow [0J
Haralick et Lee ajoutent à la CBC (equation 1.3) une contrainte sur le gradient
qui doit, lui aussi, rester constant
J f [t t)
t ï
.f• f f O
vii
liii O
J O
obtt’iiaiit ut’ (t’tt(’ fac-toi lui sVSt(lIi(’ Sl1rdt(’11Ii1llc.
1980/1085 . “Coribiiou] m) ottiitd rant’ o q fe stgIliLLiioÏ: /ij cf
occlusion. aitalysisirt optzcaï ftow ficïds
Thompson propose de segmenter eu utilisant le flux optique et le contraste dc
hiiiagv, (‘11 faisant graliflir fl(’s r(gic)tlS (t)1Tt’Sp( )Iidallts ax siirfiuts (‘Il tilt )IIV(’ttl(’llt
Dans sou article (le 1985. Thonipson et aï. proposent dc segmenter les zones de mou—
veruent en comhinaiit le flux optique et le contrast passages par zéro par filtrage
Marr-Hildreth.
1986 t Scaïirig theorems Jhr zem crossinys
Yuille et Poggio démontrent que le bruit est amplifié dans les dérivées tic plus haut
niveaux. Ce problème décourage donc Futilisation de dérivées de plus haut degrés
pour les algorithmes par dérivées spatio—temporels. Dans le même ordre d’idée, en
1987 Kearney et aï. démontrent clans leur article « Optzcaï flow estimation. : an error
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analysis of gradient- bas cd methodswith tocaÏ optirnization » [46] 1 importance dc filtrer
les images par un filtre passe—bas afin d’augmenter la stabilité des gradients.
1987 Coi pntations underÏying flic rneasureme’rit of ms’aat ‘motion /2J
Hildreth propose d’utiliser les contours afin de calculer le mouvement. Les contours
sont obtenus par un filtrage gaussien suivit du laplacien (Laptacian of Gwussian
LOG). Le mouvement est mesuré à partir des zones de passage p zéro (zero cros
sing). Illitialement. le mouvement est pris comme étant perpendiculaire aux contours.
mais un terme de régularisation assure la propagation de l’information et un flux lisse
le long des contours
Uv + (v — v7)
où u’1 est un vecteur unitaire clans la direction perpendiculaire au contour et y” est
le Vp1aceniet mesuré per)eI1dÏicu]alT’IIIeet an antour
1987 : Sc€’ne segmcntat/.ol fronu 1)75 mi 70 of foR us /779 global optim izato n k 7]
Murray et Buxton proposent de segnienter le mouvement avec une approche bave—
sienne afin dicÏentifier les régions avec im déplacement propre. Comme ils utilisent
également une contrainte temporelle, ils représentent le flux optique comme un champ
Markovien temporel et résolvent par recuit simulé.
1988 : Opticat ftow ‘using spatzoternpor’ai fitters
Heeger présente une approche par énergie. Des plans «énergie sont retrouvés dans
le domaine spectral à l’aide de filtres de Gabors avec un support stratégique de sorte
cyu’une solution analytique puisse être calculée à partir de chacune de leur réponse.
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1988 : On the Co’mputation of Motion J’rom Sequences of Images
- A Review /35J
Aggarwal et Nauclhakmiiar présentent une revue du progrès en estimation de
mouvement entre 1979 et 1988. En plus de discuter des approches par de flux opticue,
ils présentent plusieurs approches par points d’intérêt ainsi que les méthodes de flux
optique et de stéréoscopie orientée vers la reconstruction 3D (structure from ‘motion).
1988 Coinputatio’nai approaeh [o motzo7l 7ie1YCptZOn ,8J
Uras et aï. présentent un méthode de gradient second degré. où on calcule la
Hessienne polir un bloc 8 X 8 pour résoudre léquation 1.5 en page 11. On preiicl les
8 nieifleius candidats du bloc (IVIU < VIj où if (Vv)T, et la solution est
utilisée pour les 61 pixels.
1988 IÏÏ-posecl probÏerris in cari: ‘vision [2]
Beitere P( ggic) et Torre redéfinissent le probièmc dc flux optique cantine t ant
mal 1)Osé au seuse de Hadainar [1]. ils expliquent que la dérivation dun signal discret
est prosci’lt puisque que la jout dune faible bruit (le haute fréquence sciait amplifié
par une dérivation. Le flux optique est également mal—posé è cause du problème
(louverture. Ils justifient clone l’utilisation du tvrme régularisateur utilisé par Rom
et Schunck et Hilberth.
1989 : Reg’ittarzzation of d’iscorttirntov,s ftow fieÏds /r9/
Shulmaim et Hervé développent une version de Rom et Schmick offrant une
meilleur tolérance aux discontinuités et changements dillumination. Suite aux récents
travaux de Blake et Zimmermaïi au MIT en 1987. à la thèse de Marroquin [50], des
travaux de Mumford et Shah [51] et de Geman et Geman [52]. ils introduisent un
seuil T à la fonctionnelle à minimiser, permettant une gestion différente chu lissage
lorsque le premier et second dérivées suggère une discontinuité dans l’image. Le ternie
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de régularisation de Horn et Schunck (equation 2.1) devient
À (q1 (V2) + qT2(V22))
où
YTJT) pour x T.
= T2 + 2Tx — Tj + e@r — T)2 pour x T.
Ici. r assure que la fonctionnelle soit strictement convexe. En pratique. Shulman et
Hervé mentionnent que ce ternie peut ètre négligé (ou avoir une très petite valeur
positive) puisque la fonctionnelle reste convexe sans r.
Ils permettent également un legère relaxation rie la constante d mtensité constante
eu y ajoutant un terme u. L’éqnation 1.3 devient
ft + e,,.f + vJ + rif = 0.
1989 : .4 (‘omputatunlo] framcwo’rk (‘Tld (iii (i/c/o +9m /rr [ha ‘macs an?mriult (J V, %‘U(Li
motion /5%!
Anadan propose mie méthode inéranInque par corrélation. Le laplacien est uti
lisée afin de donner une plus grande importance aux bords .Au prenuer niveau de
la pyramide, le mouvement est comparé à un voisinage de x 3 (—1. 0. + 1 horizon—
talenient (‘t verth’aleniint ) paon ime region W dc 5 x 5 inaobile par mie gamissiinne.
Le meilleur déplacement est trouvé par une minimization de SSD. Un estimé du
sous—pixel est ensuite obteim en modélisant une surface quadratique des SSD autours
du mouvement entier trouvé et en trouvant le mininmmnn. Un lissage global ma une
méthode itérative est ajouté afin de minimiser Vv.
1990 : An estmmation-thcoretzc framework for image-flo’w compatation /111
Singh propose une méthode par corrélation des laplaciens et introduit une cova
riance à ses réponses locales. Le nouvement est une distribution de probabilité avec
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i;ie moyenne
—
— ZdEQ R(d)d
011 R. t’sI. 1111<’ prol)al )ilitt” (le tlt”placeineiit Ï )asé sur la S$D (‘litre X (t mi d(pla(emeiit
R.(d) e—kSSD(X.X+d)
La eovaiiaiite (le la flistril)utioll est ul )1 (‘101e (le façon suinlaire
— Ï ( — Z R.(d)(cl — )(d.1 —
R.(d) Z R.(d) (d1
— ) (tl — Z R(d) (t!,, —
Un processus itératif tente par la suite de mirnmiser
[(y —
— V) + (y — o)’Z(v — Vo)dx
Oit , et ,, soiït les niovennes et covariances des VOisffis alors tIlle ôj et est. la
moyenne et (0V 1 ice à X.
Conscient qui une distril)utioll galissienhle n est rio une approxiniation de la clistri—
bution de SSD. Singh propose également dtitiliser trois images plutôt que deux afin
déviter les distributions nuiltimoclales. Les SSD sont modifiées coimne suit
S$Do(x. d) $$Do.i(x. d) + $3D0, 1(x. —d).
1990 : Corripzi.tation of cornpo’nent i’rnaqe veÏocity fro’m local phase information /5.]
FÏeet et Jepson proposent une méthode basée sur la phase plutôt que sur l’in
tensité. La phase est obtenue par convolution avec un filtre Gahor spatio-temporel
orienté spatialement
Ç(X. t; k0. ) ]V(X. t; Z)e2t)oJwoJ)
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où k0. o sont Forientation et la fréquence du filtre et où iV est une gaussienne avec
covariance . Seulement la phase de la réponse complexe du filtre est utilisée, car
la norme tolère mal les changements de contraste. Une méthode similaire à celle des
gradients est par la suite utilisée afin de retrouver le déplacement qui préserve la
phase (tel qu’à l’écjuation 1.9 à la page 20). La longueur v et. l’orientation de ce
déplacement se retrouvent par HotU normal à la fréquence utilisée (k0. ‘o) (semblable
à léquation 1.1 à la page 10)
ivH è argv = arctan
=
Comme la phase devrait varier de façon linéaire. on peut résoudre y par mi système
sirmiaire aux méthodes ïr gradients. Fleet et .Jepson suggèrent de miminiser un
système dec1uations en utilisant un voisinage (le 5 x 5.
Fleet. (t Jepsoii 1111 rodiiiseiit egah’ment nie mesure d’erreur. qui sera reprise (‘I
populrixée par Farticle tic Barron e ai. [1$]. Cette mesure dite. «erreur angulaire
(anquiam cirer) consiste à mettre le rectenr 2D (î. ç) e:o 3D (.‘. j. l et a comparer
les angles avec mm vecteur y de référence
<v.1> <. 1>
= arccos (2.2)
Vi + 11v112 i + iH2
1 99() $ C’ompu:tzmig two IrLOhOTIS front thice ti’(Irnes [21J
Bergen et et. proposent un modèle simple pour retrouver cieux mouvements si
multanés. Ils identifient cïuelques cas impliquant des mouvements multiples
• Deux objets séparés par une bordure
• Deux objets avec surface transparente. omÏire ou réflection
• Deux objets ent.recroisés
• Un mouvement dominant avec un objet à faible contraste ou petit avec mouve
ment indépendant (e.g balle partiellement suivie par une caméra)
Supposant qu’il y a deux mouvements p (prédominant) et q affectant cieux zones P
et (2 possihlement en superposition. ils proposent mie méthode itérative pour résoudre
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ces cieux mouvements à partir (le trois images fi. f2 et J. Si 1)1,2 et P2.3 sont connus
011 peut obtenir deux images de différence D12 et D93 qui représentent l’erreur entre
la prédiction J’ et limage J réelle
— 4’ 4’P1,2
— J2
—
Jy
— r t’P2,3
‘-‘2.3 = J3
— J2
alors. on peut retrouver les régions P et Q ainsi que q à partir de ces cieux images
de différence. En pratique. p n est pas c’onmi. alors on peut lestimer et. utiliser une
approche itérative
1. Estimer P0 avec une méthode traditionnelle
2. Générer D12 et D2,3 en utilisant p,,
3. Estimer qn+i en appliquant une méthode de flux optique traditionnelle entre
D1 et D9.
1. Générei D19 et D.3 en utïÏisant q,, i
5. Estimer PH-i-2 a 1»ti’ti du D12 et D93
6. Répéter à partir de l’étape 2
Bergen et aï. rapportent une convergence rapide. dc trois à cinq itérations. La
méthode, fort simple et élégante. se limite à deux mouvements et un opérateur e qui
d)it (‘tru t’onnll. L’idée que (les mouvements multiples puissent, être (ie(’olq)es en iiiie
superposition de régions est reprise par Wang et ai. [55] qui propose un moflèle par
couche pour les mouvements multiples.
1991 Pï’ohabmtztq dzstribvtion of optzcai flow /12j
En 1991, Simoncelli et aï. [12] présentent un modèle probabiliste à l’estimation du
mouvement. Le modèle présenté permet des imprécisions lors du calculs du mouve
ment, tenant compte du bruit de l’image et du gradient. Il est alors possible d’obtenir
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ue distribution de probabilité pour le mouvement avec covariance A. Pour une image
contenant un bruit gaussien, à mesure que le contrast.e augmente. la précision de l’es
timé du mouvement devrait également augmenter. Ce modèle permet non seulement
(l’adapter la forme du voisinage utilisé dans la méthode de Lucas et Kanade en foric
tion d’un seuil de probabilité désiré, mais ouvre également la voie à des méthodes de
minimisation de type markoviennes.
Les résultats expérimentaux de Barron et ai. ont cependant démontré que l’utili
sation de valeurs propres du système linéaire à résoudre domient une meilleure mcli—
cation de la qualité de Festimé.
1991 t Rohust dynairtic ‘mot2on estvinatioui over tirne /j
Pour les méthodes par corrélation. Black et Anadan expliquent qu’une simple SSD
a tendance à amplifier le bruit. Plutôt que (T utiliser r2. ils proposent cl’uti1iser(.r2)
+2u’ à la tois pour la rolnparaisoli de rglons mais égal nient pour le lissage, lors
de la Cohliparaison avec les vitesst’s VOiSihiS. Ils ajoutent une notion temporelle à
leur modèle en prédisant le vitesses au temps t partir des vitesses au teiiips t
— 1
(‘t (ii tenant (oluipte (1 lltI(’ a((elératioil Av (‘al(uih’v J)ar Bit )V(ulllage avec les louages
prétéclentc’s. Un lissage temporel est effectué avec la fonction de coût présentée. Enfin.
ils proposent également d’utiliser une surface biciibique pour estinier le sous—pixel. Le
tout est résolu avec mm modèle probabiliste cii utilisant une distribution de Gihbs et
mm recuit simulé continu [6] modifié afin de pouvoir réutiliser l’état à t — 1.
1992 : A tocutly afiaptive window foi’ slgnat matching [20J
Okutomi et Kanacle analysent le comportement des réponses par minimisation de
carré lorsqu’il existe plusieurs mouvements clans la fenêtre de résolution. Plus la taille
de la fenêtre est grande, plus il y a de chance d’y retrouver plusieurs mouvements et
ainsi de trouver nu minimum déplacé, mais si la fenêtre est petite, le ratio signal-bruit
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(ilminue et la solution devient instable. Ils proposent donc une méthode ou la taille
de la fenêtre est variable.
1992 : HzeTarclucaÏ ‘motJeÏ-based ‘motion, estimation /8J
Bergen et aï. proposent une approche hiérarchique pouvant s’appliquer à plusieurs
modèles de mouvement. Les modèles présentés sont
Modèle affine Le mouvement peut être décrit comme une simple transformation
affine 2D
I
(t1 0.9 (13
v(I. y) =
(14 (15
1
Modèle planaire : Le inceiveinent, peut ttre n1fléhsé l» im plan. Il faut pa—
ramètres pour décrire les mouvements possibles
v(x)
=
+ B(x)w
ou Z est la profondeur, t et w sont les matrices (le translation et de rotation du
plan. et A et B sont
—f O r Cf2) yA(x) = , B(x) =
2 . (2.3)O f s )
Si on prend r
= (. , 1), on peut substituer
Z(x)
= r(x)Tk
où k correspond à la normal du plan normalisé tel que k1X + k9Y + k3Z 1.
L’équation 2.3 devient
v(x) = (A(x)t)(r(x)Tk) + B(x)w
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iVIodèle de corps rigide Semblable au modèle planaire, ce modèle permet p111-
sieurs plans dans la niême image.
Modèle non contraint Aucune paramétrisation, mais les discontinuités de flux
sont péllahsées en supposant ciue Vv devrait être petit dans un petit voisinage.
1993 t Muitirnodat estimation of discontinuons optzcaÏ flcnu using ]T’iarkov randorn
fietds /57]
Heitz et Bouthemv expliqtient que le problème cl ouverture rend impossible un
flux optique purement local, mais cpi’une miitimisation globale résoucl les ambiguïtés
sans tenir compte des discontinuités de mouvement. Le mouvement devrait être traité
comme continu pai morceau (jnecewzse coiiftflUoUs). Ils proposent une niéthocle dans
le même ordre d’idée que ce qui avant été proposé par Nagel [9] et Hilclreth [42].
ils ni ilisetit h’ th’plateiiieiit (les (olitolus ( au (0111 railldr(’ le iiiouveiiieîit. La région
dii côté où le mouvement est le p1us colIil)atil)le aVet le c’placement du .ontour est
cousitlérét’ conime cacliante et est contrainte P° Ol1 untour. La région cachée «est
cependant pas contrainte. Ils utilisent, une formulation bavesienne qui contient cinq
contraintes
• une contrainte d’intensité constante (utilisée en zone lisse)
• une contrainte de contour et un lissage (utilisée eu zone de contour)
• une contrainte de lissage (cmi ne traverse pas les contours)
• une contrainte qui gère la détection de contours
• une contrainte c1uui gère la géométrie des contours
Le tout est présenté comme un problème markovien et résolut par «Mode concli—
tionel itéré» (IteTated Conditionat Modes) [58], une alternative déterminist.e au recuit
simulé.
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1993 : AIrrtv.re modets for optzcat fiom computatzo’n. in Partitioning Data Sets /2ïJ
Lorsque plusieurs mouvements sont présents claris mi voisinage (pour cause d’oc
clusion ou de transparance), les contraintes d’information convergent vers plus d’une
réponse. Une minimisation de carré claris une telle situation donne une solution qui
se situe souvent entre cieux solutions possibles. mais qui lien est pas une en soit.
Jepson et Black proposent une approche Espérance—Maximisation (EM) [591 pour
déterminer 1 appartenance des contramtes è mi mouvement et ainsi résoudre pour
des mouvements multiples.
1 99 Ptïftnrmn,tr 0/ optitat fia U, ttchui’itjitcs /18j
Larticie (le Barron. Fleet. et Beaudhemin marque un point marquant clans le
(léveloppelllenr des méthodes ci estimation de mouvement. En plus tic recenser les
priiril»dcs niétht )d(’S de flux 01)1 i(flW (h’ lépnqiie. lartitit (if’ Btrroii. Fleet et Beau—
heniii parut eï 1991 [1j ré1 poil [0 Dïdlliiïi’ fois une comparaison de plusieurs
algorithmes en utilisant mie métrique bien (Ïehilie. Les méthodes présentees sont
• Horn et Selnnick [3]
• Lucas et Kaiiade [4]
• Nagel [9]
• Uras. Girosi. Verri et Torrc [48]
• Ananclan [53]
• Singh [11]
• Heeger [31]
• Waxman, Wu et Bergholm [60]
• Fleet et Jepson [.54]
La contribution de cet article est incontestable car elle permet une comparaison
raisonnable entre les différentes approches. La métrique cFerreur angulaire (eq. 2.2)
avait tléjà été pr(serrt(e par Flett [54] mais a été pf)pidaïisé(’ P” l’article (h’ Barron
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et aï.
1 99 : Segmentation of visnat rrotmon bg’rni’nimnizi’ng conver non-qnadmatzc function aïs
tGJI
Sclinérr présente une méthode qui essaie de généraliser Horn et Schiinck et mi ro—
duit une détection de contours clans le ternie (le régularisation spatiale afin de mieux
traiter les discontinuités de mouvement. Ii obtient une fonctiomielle à minimiser
+ (I)_iAT(AV — b)2 + Vv2dx
où A et b contiennent les coiitraitcs
rO jO 10
id •Iy
fi ç0
— ‘r Jq
.It
ïn
‘ J t. ] ]
II I°P° aussi dc rv placer Vx par
À(cliv(v) + rot (y) + sh(v))
div(v) — +).r (0/
rot(v) =
iv
sh(v) =
(0,.
_
du,,
t9, dx
199 Reaï-Tzrne Opticaï Fïow /62J
Dans l’idée tic pouvoir estimer du flux optique en temps réel (pour des applications
en robotique), Camus propose d’utiliser mie méthode par corrélation (pins robuste
au bruit et an changement de luminosité selon lui) et une approche qui permet de
linéariser le tenips de recherche, normalement quadratique.
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Plutôt que de chercher clans une fenêtre (2ri + 1) x (2n. + 1) entre t et t — 1 et de
prendre la meilleure corrélat.ioii. il propose tic fixer la recherche à une certaine distance
(par exemple 1 pixel) et «effectuer la recherche dans le temps. Cette stratégie permet
de réutiliser les résultats des images précédentes, et clone, naturellement, le tenps de
recherche est linéaire plutôt ciue quacratique.
1996 TÏi.e robust estirriation of mnÏtipie motions : Para’metr,c and piecewrse s7nooth
ftow fickÏs /29J
Black et Anaiidan proposent mie approche imilti—échelle pouvant détecter des
inoiivuitit’nts IIliiltipl(5. Tel (110 nic’ntic )l iNC (0 1991. ils (‘Xpli(111C11t ufl tniietioii
quadratique. telle qu’utilisée clans une différence au carré (SSD) pour une corrélation,
n’est pas robuste au bruit et aux échantillons aberrant Ils encouragent donc d’utiliser
des fonctions robustes telles que présentées à la figure 2.1. Ces fonctions permettent
aussi dideittiher les écliamitillons aherrauts. Par t’xeniph’ avec miiie Lo tilt Z1CIHC. lui
point est aberrant si ci > u. et pool la Gean-àIcClmwe. si .c > dans :s f1QU)i
cas. les échantillons toiiilieiit alors dans 10 partie lion-colivexe de la fonction.
approxililatic )Il (le ht S( )ÏlltiUll (st tromtvec aVee lili(’ fnncth )ii saiis
polit aberrants u est choisi de façon à te que tous échantillons tomlient clans la
partir convexe afin que la fonctionnelle soit egalement convexe. La solution est ensuite
améliorée en itérant avec tics valeurs tic u de plus en plus petites. jusqu’à-ce qu’il ne
reste plus clu’un certain nombre d’échantillons non—aberrants.
Une approche mult i—échelle est également employée afin de résoudre de grand
déplacements. où l’image est déformée chaque niveau avec le mouvement trouvé.
Avec mie telle iiiétliodt’ c’t 1111 itioch’lt’ de flot affine, ils arrivent à retrouver plusieurs
mouvements tians une scène, par exemple. un avant et arrière plan. ou encore cieux
images transparentes superposées.
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1996 : Skin and Bon es : ilhdti-ia?Jer, Locally Affine. Optical Fiom and Regularization
‘with Tcansparencg [63]
Ju et al. présentent un modèle qui combine mie régularisation locale et globale.
Le flux est résolu localement avec un contrainte de régularisation affine. Une autre
contrainte, cette fois globale, vient propager l’information et permet d’obtenir des
mouvements aux endroits où le contraste dc l’image ne le permet pas. Ils parlent (lu
terme local comme des « os» et du terme global comme de la « peau » : la peau et les
os se (olitraiglient noituellenient
. Eu pbis (I utiliser mie des fonctions piamalisaiiti’s mf’
robustes. ils traitent les mouvements multiples en permettant plusieurs couches et en
résolvant par EM. Leur résultats restent encore anjourdImi parmi les meilleurs.
1998 Rccovcnriq motion fields An o.naiyses of ci.qht optzcol fiow aigonthros [39J
Calvin et ai. proposent ili reioullnlr(r pimisiciirs alg ail lums ( léjim cifinliarés par
Barrou et ai. [18] ainsi cille dcnx nouveaux algoritiunes En tout. on y ;etrcuve
• Auandan [53]
• Boni et Sclmnck [3]
• Lucas et Ramule [1]
• Nagel [9]
• Siugh [11]
• Uras, Girosi. Verri et Torre [48]
• Camus [62]
• Proesmaus. Van Cool. Pauwels et Oosterbnck [61]
Les comparaisons sont effectuées avec des scènes svnthéthiques plus complexes
qu’avec Barron et al.. avec des mouvements connus. De plus, ils évaluent la robustesse
rIes métbode au bruit.
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1992: A mtdtigrid appwach for hiemrchical motion estimation [65)
Mémin et Pérez proposent une approche multirésolution avec grille adaptative
dans laquelle le modèle de régularisation est construit itérativement. Une régula
risation constante (2 paramètres) est dTabort trouvée, puis une régularisation af
fine simplifiée (4 paramètres) est estimée à partir du mouvement constant. puis une
régularisation affine (6 paramètres). Pour chaque région. la meilleure régularisation
est conservée. La grille est découpée en fonction de Veneur et les modèles de pa
ramétrisation wmt ajustés aux frontières. Ce découpage c’nnct une convergence l)1115
rapide et une meilleure gestion des discontinuités.
La qualité du flux optique dense sur la séquence Yosemite se compare aux meil
leures méthodes non denses étudiées par Banon et aL.
1999: Estimating motion in image sequences f66J
StiLler et Konrad présentent mie synthèse des modèles de flux optique. Lartkle
est un excellent point de départ pour quiconque s’intéresse au flux optique et à un
modèle actuel.
uh abordent:
les modèles de mouvements translatiounel, affine. projectif linéaire, quadratique,
interpolé par échantillon et par polynôme.
le support global, par régions ou par pixel.
le multi-échelle avec sous-échantiflonage ou filtrage.
le modèle d’intensité constante qui peut aussi être remplacé par un modèle de
gradient constant.
de la régularisation par formulation bayesienne ou markovienne et des méthodes
de résolutions.
L’article traite aussi des approches par blocs (utilisées en compression vidéo) et
mentionne les approches par énergie.
42
1999 : Coinp’uting optzcatfiow via vaTiatïOnal techniques /67]
Auhert. Deriche et Kornprobst offrent une revue des modèles par gradients et
de leur terme de régularisation. Ils proposent un modèle à la Horn et Schuuk mais
robuste aux occlusions et justifient leur modèle mathématiquement Ils démontrent
également que leur méthode de résolution converge vers une seule réponse.
2000 : ReÏiabÏe estimation of dense opticat flow fieÏds’wzth taiïje dzspÏacements /10J
Alvarez, Weickert et Sénchez révisent le modèle de Nagel et Enkelmann [68] et
observent ciue le modèle (le régularisation qui prend en considération le gradient de
l’image est en fait un modèle de diffusion anisotropique développé par lijima [69]
pour la reconnaissance dc caractères et semblable à celui utilisé par Wcikert [70]
pour la rest auration ctiimiages. Ils pu )f)oSeiit lilic’ 11l(tllOfIe (if’ flux fl)ti(Ille r vise (‘t
couplée avec mie approche de focus théc-lielle (ScaÏe-Space focuss,nq). Cette approche
)ropagt’ Finh )rncttiorl à 1 aide cF coi fltra aiis:sie1i coiit ta variamu e suit une ft?rtctitar
décroissante i (-haqut-’ itération. Cet te méthode est sembla lie à une approt-he unriti
échelle, ruais permet un a]ustemf-’rlt plus graduel et mie meilleure convergence.
2000 : Fasf Computation of a Bo urutai.y Preservzng Estiniaf e of Optical Flou /71J
El—Feghali et Mitiche comparent trois termes de régularisation.
cpi tel que le poids ‘-q du pixel j clans la régularisation dépend du gratlient de l’image
à j clans la direction z du mouvement
‘t 1
= TT + —
où h’ est un terme de normalisation sur calculé sur les 8 pixels voisins.
tel ciue le poids ‘y du pixel j clans la régillarisation dépend clii gradient des
vitesses à j claris la direction i du mouvement
1 t 1
=
+ —
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où est un terme de normalisation sur calculé sur les $ pixels voisins et !3 > 1
est utilisé pour une meilleur différenciation lorsque l’étendue des mouvements
est petite. Un terme en v. et en y2 est calculé.
tel ciue le poids -y du pixel j dans la régularisation clépeiicl de la chstauce à la
médiane dans le voisinage.
Ils initialisent la l)ren1ère itération en estimant le mouvement sur les bordures
(détectées comme dans [42]) et propagent l’information avec j, c5 ou j. D’après
leur résultats, offre les meilleurs résultats.
1001 . arzationaÏ OJ)tiC ftow co7nputation. wit/i CL .spatLo-tcmpo’raÏ smoothricss con—
sba?nt /7J
Connue le suggérait Black [6] Sdhno [(il] et \Veickert [72]. la méthode présentée
utilise une fonction pénalisante robuste aux aberrations. permettant de conserver les
(115f )i1[i n ates h ÏIi( )UVf’uleJIt. La p(iia li r ut ihsé est.
= es2 + (1— ()(32/1 +
où O < e < 1 pondère entre une quadratique et une courbe telle quutilisée par
Charbonnier [73] (fig. 2.1).
Il montrent que l’ajout cfune régularisation temporelle (comme l’avait suggéré
Yaclnda [5], Murrav [47], Nagel [71] et Black [61) améliore (le heau(Olil) la qualité (les
résultat s.
2001 : The sto.tmstics of optical flow /19J
Fermfiller, Shilnian et Aloimonos modélisent le biais introduit par le bruit clans
l’estimation de mouvement. Ils montrent que ce biais est le même avec les méthodes
par gradient, par énergie ou par corrélation : les vitesses tendent à être plus petites
et les orientations à être orientées vers le flux normal prédominant clans la région.
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2002/2004 $ Lucas/Kanade Meets Horn/Schunck: Combmrrig Local and Global Optic
FÏow Methods /281
Bruhn et aL proposent mie approche hybride entre Horn/Schunck et Lucas/Kanade.
L•intention est cFêtre robuste au bruit comme Lncas/Kanade mais d’avoir également
lavailtage clii terme de régularisation pour remplir les zones airibigues et ainsi avoir
un flot dense. Cette méthode a beaucoup en commun avec celle développée par .lu et
aÏ. [63] en 1996 qui combinait aussi une régularisation locale et globale pour obtenir
(luXcellelits resultats.
La méthode reprend la fonctionnelle
J(VI y + J)2 + 2(WVu2 + VvW2)d.i
et explique le ternie (Vf y + [)2 (011110e lUI cas de zéro voisi iagc dc la iiiétlioÏc de
Lucas/Nanacle. La fonctionnelle devient alois $
/ t Z TI’2(x)tV](±. t) ‘V -H 11(x. j)]2 ± /\2(Vi1 4
‘D\xco
De plus. ils utiliseHt une approche de nHrnmisation non (tliadr-ttidllie du permet de
pénaliser les aberrants mois sévèrenient. Les méthodes non—linéaires traitent mieux
les discontinuités [75. 761.
f g’i ( W2 (x)[VI(.r. I) y + J(x. t)]2) + ‘I’2(À2(Rvu2 +xEQ
où lIIi(s) et ‘I’2(5) sont (les pénalisateurs non quadratiques convexes en s. Ils utilisent
un modèle de diffusion proposé par Charbonnier et aÏ. [73] (voir figure 2.1)
= 23 1 + ,i E 1.2
Ils utilisent également une approche hiérarchique qui consiste à déformer l’image à
mesure que le mouvement est trouvé et à recorriger par processus itératif.
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2005: On the spatial statistics of optical flou, f17)
Roth et Black présentent un modèle «FoE» (Field of Experts) afin d’améliorer la
qualité du flux optique. Ils reprennent la méthode locale-globale de Bnihn et al. [281
et modifient la fonctionnelle de façon à ce que la fonction de coût soit lorentzienne
(comme dans [29]) et un lissage spatial par FoE. À partir d’une base de donnée de
séquences, ils expliquent que les mouvements de caméra sont généralement biaisés:
les mouvements horizontaux sont plus fréquents que verticaux, un déplacement de
caméra vers l’avaia est phis fréquent que vers l’arrière. Us effectuent aussi une analyse
en composante principale afin de trouver les distributions de mouvement les plus
fréquentes dans une fenêtre donnée (e.g. 5 x 5 ou, pour leur expériences, 3 x 3) et
observent également que la distribution du gradient des vitesses suit une distribution
Student L Ce dernier résultat semble justifier l’utilisation de fonctions de coût robustes
et ces statistiques sont utilisées pour guider le lissage.
2.1 Remarques pertinentes
Cette revue pennet plusieurs observations sur les tendances et l’état de l’art en
estimation de mouvement et nous pennet de situer notre contribution.
Tout d’abord. il est frappant d’observer qu?une somme considérable de travail s’est
concentrée sur le terme de régularisation et sur la modélisation du mouvement. Le
terme d’information constante est resté quasi-inchangé : les méthodes les plus récentes
utilisent toujours la contrainte d’intensité (eq. 1.3) pour estimer le mouvement. Ceci
est inquiétant puisqu?un grand nombre d’articles admettent que cette contrainte est
rarement respectée. Quelques tentatives ont été faites en ne de modéliser le chan
gement d’intensité non relié au mouvement (e.g. changement d’illumination ou des
propriétés réfiectives des objets), mais ces modèles ne sont pas populaires à cause de
leur complexité.
Changer la contrainte d’intensité constante par une contrainte de gradient con-
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stant n’est pas une solution populaire puisqu’elle est plus sensible au bruit et ne tolère
pas la rotation et le changement d’échelle.
\‘Veickert et ai. montrent que d’autres termes dmformation constante peuvent être
utilisés pour plus de robustesse [77]. Dans cette optique, il semble que les travaux de
Heeger [34] et de son terme par énergie ainsi que les travaux de [54] et de leur terme par
phase soient restés presque ignorés de la recherche. Ces cieux termes sont robustes au
bruit et au changement ci’ intensité ruais soitfirent d’une mauvaise localisation spatiale.
Un autre problème non résolu et souvent invoqué est celui (les mouvements mul
tiples. Les approches supposent souvent qu’en réduisant le support du ternie d’mfor—
matiou (ou encore. en utilisant nu plan tic plus liante résolution clans les approches
luérarchiques). mouvements multiples deviennent de plus en plus séparables. Cela
n’est évidemment pas le cas clans les zones tic discontinuité de mouvement. iii clans
les cas de transparence, dombres. tic réflection ou ci’entrelaçagc cl’ob jets.
otre contribution se situe clans ces deux cÏoniamt-.s. Nous prof)Osolls un terme
d’iufonnation const(uite robuste. inspiré (tes travaux dc Fleet 54I. Netre prenilère
contribution se situe pri1mipaifmne1lt dans la localisation (les filtres utilisés pour cal
culer la phase qui permet de retrouver les discontinuité de mouvement avec grande
précision (section j3). Notre deuxième eontributioii est une muéthode permettant de
resciidie cits miioiiveiiients multiples saims paranietrisation C1tmtraireuieitt aux (nitres
méthodes présentées, la méthode n’est pas itérative et n’a pas besoin dc connaître le
nombre tic mouvements présents. Le résultat est une carte tic mouvement permettant
didentiher les mouvements irésents ou encore tic mesure le mouvement prédominant
sans interférence des autres montvemnents. Cette méthode sapphciue aussi bien aux
approches par gradient. par phase ou par énergie (section §1).
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Chapitre 3
ESTIMATION MOUVEMENT SANS RESTRICTION
Ce chapitre, décrivant notre méthode proposée d’estimation du mouvement, est
rédigé en anglais et est présenté tel que souniis à la conférence Eiiropean Contrence
on Computer Vision (ECCV,.) 2006. L’article s’intitule «Unconstrained Motion Esti
mation using Localizeci Quadrature Filters». Pour le mettre en contexte. Bergen a
(ilt en 1992
Because optical ftow computation is an underconstrained problein. aÏÏ
Hiotioïi estimation lgorithms involve additional assumptions about the
structure of the motion coinputed. In inanv case. however. tIns assumption
hi not expressed explicitlv as sucli. rat lier it hi prf-»ient.edl as a regularization
term iii au objective function ni describei prmiarit as a iinputatioiiai
issue [8].
L algorithme présenté dans l’article qui suit ne coniporte ni régulansation. ni
modèle paramétricjne ni lissage. Ce que nons proposons, c’est un t crue cÏ’infonnation
robuste.
3.1 Introduction
Most spatio—temporal and phase baseci motion estimation rnethods compute ins—
tantaneous motion that i5. a motion vector that explains the observed change in
brightness or phase of a pixel or neighbonrhood. These methocis work well for small
motions. for large motions, the lack of temporal continuity aud the presence of oc
clusions becoiues a difficult challenge.
Hierarchical approaches have heen proposed 8]. but pyrarnids do not. solve ail
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problems. They increase the proportion of pixels involveci in occlusion and errors
from higlier levels of the pvramid propagate and are amphfied in the lower levels.
Also. while pia1iiicl5 allow larger motions to he found, they (10 not help solvmg
motion in clutt.erecl scenes where the ordering constraint may he broken.
Te address large occluded motion. xve propose ail oriented filter which bas the
minimal support possible 1 pixel thick and 1 wavelength wide. Moreover, this biter
is clecentereci to resists occlusion. The accumulation cf responses for different orienta
tions and frequencies of the biter rnakes IiI) a pixel signature. This signature eau then
he cornparecl between potential matching pixels to resolve large integral motions in a
straightforwaid way.
The matching of two signatures eau be macle invariant to change in contrast. ro
tation. and very rohust to occlusions by using only a fraction of the componeuts for
the coinparison. This (:Oules froni an important propertv cf file filters as occlusions
becomes fliOi(-’ prevaleut. 111e biter cimpu11eii1 s do net degrade rauefu1lv. Soue oui
pone;its rewm accurate while 50111e et lu-’us Huome rrpidlv wr( .ng. in that context
keeping flic best5( C7 matching coHlporlerits. for cxainple. ciisures an exceptioiial
resistaHce to occlusion.
In order to no only resist occlusion but also f0 detect iL we propose the compute
a “forward” iiiotion twld for two ililages and a reverse [nid ohtaiiivd hy reordering tue
images. Imposing that the forwarcl motion is exactly cancellecl by the reverse motion
is an effective way of cletecting occlusion.
Signature matching provicles only integral motions. The resiclual subpixel motion
eau he estimated directly using the spatio—temporal derivatives of the signature itself.
In the fohowing section. we cliscuss instantaneons motion and whv thev cannot
he used for large dispiacements. \Ve proceed with an overview of phase methocis
alifi (‘Xplaill low tlwv trade loealizatioii for stahilitv. New fliladrature Hiters are then
presented. purposely designeci for localization along with a methoci to match pixels
with similar responses. finally. wc present sorne resuits, comparing the error with
50
othcr two—frame inethods and showing the optical flow of some examples with large
motion.
3. 1.1 hzstardaneois Veiocitics
Spatio—temporal denvat ive met Lods. also rcfcrrcd tE) as gradient based or differen—
fiai. dm1 vclocities hy estimating flic translation of a signal using its dcrivative(s). Gi
yen [(i. t) thc spatial signal of a image at time t and f (r. t + 1) f — cCr. t). t),
flic signal at tinie t + 1. flic translation e of flic signal is approximatcd with
±
,/.f
=•
dt di
Similarlv in phase bascd nicthods ( [51] ). thc intcnsity fis rcplaccd liv flic phase ø.
which is assnmcd constant according to
3d
+ r— = 0.
ut Je
Ail thcsc uictliods have ucquircuicuts. For spatio-teuiporal ours. flic i nage must lic
smooth enongli thaf the Hrst degrec approximation is gcod. For phase nictbods. tue
image Hoist lic pcriochc cuough so tint flic phase varies lmcarlv. Anot lier assmnpf ion
is made about flic two consccnf ive images in flic case of spatio-tcmporal mcfhods. flic
intcnsitv of flic pixel must not change with finie. and in flic case of phase met hods. flic
f i’xtnri’ nnist not (liange wil li finie. As shu wn iii figure 3.1. if is nof diii cuit to imagine
cases wherc these methods prcdiict vclocitics that do not safisfy their basic constraint
of constant brightness. Sincc if is acceptable to assume Iincarify betwccn consecut ive
pixels but not if thcv arc fnthcr apart. thcsc mcthod arc gcncrallv rcstricted f0 small
velocitv scqncnces or conplcd with a coarsc—to—fine strafegv.
Low—pass flltcring eau lie uscd to improve rIme resuits. Howevcr. while lowcr frc—
qucncics are better approximations of a lincar signal and will produce more stable
we use a 1D signal throughout to siniplify flic notation
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Fic. 3.1. Fast motion and the gradient method Translation of fast nioving
(liere, 3 pixels P frame) non—linear signal. The velocity is wrongly eomputed
as 11 pixels.
resuits. they offer 11111(11 less aceurate localizatioii than higher ftequencies. For locali—
zation accitracy pUrpeSes, the propesed inethod uses a full search approach analogeus
te region matching. rather than instantaneous velocities.
3. 1.2 Locui’zctton of Phase Ptfethods
Te Ull(tcrst and nur approac li. it sii11I)erta11t te rPcail seine et the r’sues relateti
te pliase-liased met 1011 estililatiolI. Fer o ptriodic signal with o (t tiist Otit Velecitv. taie
(ail hnd itt. t) 1 y ol )semvitg tin ï )ilitS( tiliillg( wil(ti (t )IIVt liviNg witli a (jmladratltt(
filter, for iiïst once (Fourier transform)
F(w. t + 1) — J(.r — v(x. t). t)e
= _27rwu(xt)F( t)
III polar coordinates, convolving f(x. t) with e2’ is equivalent te adding vectors of
length [(r, t) areurifi a circle. The phase is the angle of thu net suni of ail the vecters
(figure 3.2. left).
Convolving J(x. t) with e2 corresponds to adding vecters cf length f(i. t)
around a circle into a net vector (shown with au arrow), after f bas been wrappecl
around the engin to do w revolutions (2 in this example)
. A translation of the signal
is equivalent te a rotation around the circÏe. If the signal is net periodic (on the right).
(f t I t — 112
4!{ II I )/ 1112
I 120 132 142 160 1)1 236 42
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/-ftxt) / N
Periodc Signal ftx, t—I)
Non-Periodic Snznal Jtx, r-4-))
\\ \// /\
/(x. I) /(x. î-Ii f*(x, t—I)
Fi;. 3.2. Bias induced by the non-periodicity of a signal. On the lcft. the red
arrow inclicates the net. vector from t he convolution ut f(:r. t). A shift in a
p(nothc signal n )tatcs tll( net v((t r (itnddh’), 1)111 iIltr( )d 1(111 (11 ut 11(W (tata
in a non—periodic case induces a Lias (riglit).
iww data ippears as the signal is translated. If tue prOpOltiOli 0f new data is large.
theii the phase (tiffrlciR e cannot Le llsed anvuiore as a gc)c’ti esta 1011e (t the 11101 1011.
AlthoHgll the signal ut tram.lating nilages is generallv nut periodw. if tue support
of the Liter is large. the ainount of new data introduced al tue eciges 0f eadh frame is
usuaÏlv srnall fnullgll su as tu have lit tl(’ tfft’ct ()V(’Ï t lie saiitphs preselit iii Ï )Otll franit’s.
When applvmg the method to recover local velocities howevcr. this ratio increases
and eau become an important source ut error. figure 3.2 shows how the non—periodic
data interferes with the method.
A gaussian filter eau Le used to circumvent the penoclicitv problem. The Liter
becomes a Gabor Liter
1f
—
________
—- —2irii
—
2-
where u is generally set to Le a function of , su that larger wavelengths have a wider
support ami higher frequencies are more localized in space.
Unfortunately, the introdlictioll of the gaussian introdtices a Lias in the phase
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shift observed from transiating signais. This is problematic, especially since u was in
troduced for localization auJ should be as srnall as possible. Another problem arises
when tising Gabor in 2D. Gabor filters tuned with the same u horizontally tmd ver—
tically (i.e. covariance of ul) provide poor localization perpendicular to the tuneci
orientation. As shown in figure 3.3—I. the motion in scenes involving occlusions will
be blurred at iïiotion discontinmties. A possille solution is to use different u for both
orieïitatious (figure 3.3-II) a larger one along the onentatiori of the detected motion,
and a smaïler one the perpendidiliar snpport.Unfortunately. when the biter gets very
thin, it can lit) longer distingmsh the direction of the motion. The phase of thicker
fliters remains reiatively constant with perpendicular motion since the proportion of
uew data introduced hy the perpenclicular is smaii (figure 3.3—III). With tiïin filters. a
perpendicular motion introdtices a large proportion of new data anci indtices a change
in the phase. mchstinguishable form a motion oriented with the biter (figure 3.3—IV).
I II Ï11
Motion Pataud to the Motion Perpendicular to the
Orientation ofthe Filter Orientation ofthe Filter
FIG. 3.3. Discontinuities in motion. Shape B is moving and occlucles the
immobile shape A. (I) When the point of interest (tic center of the gaussian)
gets close to the occlucÏer, the biter detects a phase change. (II) A smaller
u perpendicular to the orientation of the fiiter achieves bette; locahzation.
(III) A vertical motion of B only slightly affects the phase. (IV) For thin
fiiters, nearly ail samples change, possibly inducing a large phase shift.
Clearly, there iS a trade—ofi hetween stai)ility ami localization in til(’ biter rex—
ponses. We intend to favour localization.
M3.2 Building Pixel Signatures
In order not W depend on temporal continuity, we intend W create a signature
for each pixel by convolving thin ifiters in the spatial domain. fle constant phase
assumption assumption slows estimation a large motion fiekl mateNng these
signatures. fle disàdvantage of a full soarch method is that it is limited W integral
pixel motion. Thus, subpbœl accuracy MU have to be processed in subsequent step.
lic ifiters have a support of a single wavelength, windowed using a rectangle
function rather than a gaussisn, making them bisa free. lie ifiter is one pixel thick,
as if using a veiy smal o perpendicularto the orientation.
Low frequency ifiters, having a wider support, are the first to be affected by ocdu
sions. h order W allow the detection W reach as dose as possible W discontinuities,
each ifiter is decentcrcd by hall a wavelength. This way, instcad of having a lower
match for a centered ifiter at a discontimdty, we have a good and a bad math for the
two opposite deeentered filters. Figurc 3.6 shows how decentered ifiters outpcrform
centcrcd fflters at motion edges.
Ideally. W ostimate orientation reliably. wc would test ail possible orientations, h
practice we select an angular aperture a sud integate the ifiters over tbis intenral -
yk’iding a radial lifter. a must dMde exactly the unit cirde, for a Wtal of ifiters
equaly distributed (figure 3.4). lie ifiter is deflned as
( !,-2wiwr
R(r,O,i,w) = r
I O otherwise
where r goes from O W . lie normlfration term is necessary W keep the sum of
the ifiter equal W zero: ffl?drdo= O.
As fflustrated in figure 3.5, tuned for the same frequency sud orientation, our
ifiters provide better localization than Gabor ifitas. This results in sharper edges at
motion discontinuities (figure 3.6).
A set of such filters is chosen with different wavelengths sud orientations. The
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Pic. 3.4. The Iocalized quadrature filter. The biter use(I is a radial complex
exponential norrnahzed SO that its SUIII 1S 0. It is oriented at ic, lias an
aperture of ( anci a wavelength of Wc use decentered filters (bottom)
ILr hetter response in cluttere scelles.
neiglil )ulUll( )ud ut (acli pixel ut l)utli franres is tian (‘OlIVOlV(d with ta(li biter an(l tlI(
responses are kept as signature vector s. Tvpicallv, signatures using 20 responses (5
wavelengtlis and 1 clifierent uïieiitatiuiis) wurk W(ll in pi actice
:].,1. I Ct)mpu,/nq S/!JIu1Lurts
Once built. the sigitatures eau Le uscd tu coiiipare pixels vitli cadi another. This
coniparison con Le made in several WOV5. In oui’ case, we computed the qualit of a
match Lelwt(ii pixels with signatuï(s s0 ami s1 as
Q(s°.s’) = ,JL0
5U
(3.1)
where denotes tic response of the biter s0 with orieutatioii t anci frequency w3
The dispiaceirient of a pixel is found by C’omparillg its signature with those of ail
pixels in the other image.
Tus method is very similar to those usirlg region matching. except that it is
more discriminating. With a signature of 1$ compiex keys, 36 values are compared.
Region matching with a 6x6 wiuclow has o similar complexitv. its rehiahilitv is highlv
clependent ou the qualitv of the textures.
I’
RI Pari laroar’, Pari
y
I /
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Response to Gahor Response to our Filter
Cuber Our Filter
Original Image
•
FIG. 3.5. Our filter vs. Gabor. The original image (left) is filtered with Gabor
(w = 1/16 auJ u = w/4) (middle) auJ our biter (w = 1/16 and =
) (right). The filters are tuued liorizontally. The Gabor biter lias some
spillover at the top aud bottom whule mir filters preserve sharp eciges. The
real part of the Gahor image shows o bios.
As shown in figure 3.7 with the sanie number of saniples to cOmpare, our met hod
oiitperfornis simple region matching. In this exaniple 36 saniples wee used (6x6
wincÏow v 6 wavalengt1is ancl 3 oriental iuns) te finci the poeiI )h clispLeenient of
pixel (at the left of the cube on the top image) bet ween frame I auJ frame 18 of
the Rubik sequence. The texture at the scleeted point contains littie information anci
similar 6x6 regions can be founci at several places in the other image. Oitr rnethod
resolves this ambiguity using lower frequencies. In this example, the 6 wavelengths
are equallv distrihuteci froni 8 to .58 pixels and flic 3 orientations are O. an(l
3.2.2 Robnst’ness to Local Change in Con trust
The signatures cari also he comparecl in siich a way t.hat they are robust to local
change in contrast (for instance, change in exposure or illumination). If we consider
such a change as a simple multiplication of the original signal hy a constant ([‘(r, t) =
cf(.r. t)), it is easy to show that this constant appears in the norm of the filter’s
responses and has no effect on the phase.
Hence, normalizing tire lcngth of ail responses to 1 would discard information
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about any multiplyrng factor. In practice. we chose to use a tolerance factor t insteaci
of a straiglit normalization
(1 — )s1 +
with taken between O auJ 1. figure 3.8 illustrates how ( affects the matching.
3.2.3 Robustness to Locat Change in Orientation
When the number of orientations used is small, the radial aperture û is large.
Hence, if the ohject rotates a littie, the response of the filter should not vary much.
Gabor Filters Our filters (centered)
b
frarne 2
cl
Our fi Iters (decentered)Our filters (decentered)
y=O y=O.5
FIG. 3.6. Improving Iocalization. (Left) A transiating square witli fractal tex
tures. (a) Rnsiilts (briglitiwss nidwal (s 1U)r1J1 ol no)tu)I1) frmn Gabm filters.
(b) ouf ceiitered filters. (c) rur clef eutr( (1 f-iltere and (d)our (1ccc11orcd fil—
tors with roleianee t o occlusions ( 0.5. soc 3.2.1). The diagonal pattera
shows reected motion after romid-trip verihcatioii (3. 2.5).
When hetter localization is required, û must he kept small auJ the tolerance to
5$
I
Region Matching Our Method
FIG. 3.7. Our filters vs. correlation. (Left) Image froin the Ruhik sequence
with a selected pixel. (Middle and right) Potential matches, in black, shown
for region matching (6 x 6 window, thus a correlation vector of size 36) ancl
oui methoci with 6 wavelengths equally distributed from $ to 5$ pixels and
orienteci at 0, ancl (thus, 6 wavelerigths x 3 orientations x 2 (real and
complex response) = 36).
rotation ix loxt.
Suac rlie fl1trs arc orgamzed 1i pJor coardinates. as thu bject rot-ates. flic rs
fl(tS(5 sliitt toati uiw hlttr t() tiixt widt tut int wavtitngtI i,nt tliH’itiit uÏieIltatU)it
(figure 3.9). The xhifrcd responses arc iiciiod. o phase (orrelatioli eau fie uscd f0
recovr this shift (figure :3.10). The angiilar translation ix the index of flic maximum
response in
where ix the Fourier transform with each frecuency normalizeci to a norm of 1,
the complex coujugate of the iiormalized Fourier transfoum and 5j and s are
the set of keys fhr the sanie wavelength but different angles in the saine signature.
Whetlier the angular translation should fie solved for ail wavelength simultaneously
or for each wavelength individually remains to fie investigated. In our implement.ation
we resolveci individually for each wavelength.
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a a a
ç=o.00
=O.25
Ç==O.50
Ç=O.75
ç=1.00 . *
FIG. 3.8. Tolerance to change in contrast. Effèct of the factor ( on the to
lerance to change in contrast. The pixel seiirchecl for is at the center of the
“a” pattern (top left) and the search space contains the sanie pattern with
backgronnds of varying intensity. As Ç increases, the response of the sirnilar
pixels with clarker backgrouncls increases.
3.2. Robvst’ness te OccÏusions
Occlusioii breaks tiic CO11t11iU1t if iit oj’tic.ii flow JiCl crentes au vt[’t t1iat is
hdrcl to locate. Tins is where flic localization of ouï filters lias an adva;itagc over
standard Gabor filters. Since flic filters have a radial wiclth of only one wavelength
with a sharp clisconthiuitv at both ends. an occluder cloes not affect the estimated
motion of a pixel when if is farther than haif a wavelength from it since it is outsicle
its s1iI)poÏt. In afidition. tin’ niotion of an f)fzhlder I)0VC or bclow flic futur lias httlc
or no influence on if since it is thin.
The only case wliere an occlnicler may interfere is wlien if is located at less than
haif a wavelength in the direction of the biter. This is ustiail not a problem when flic
wavelength is small, but can he inconvenient wlien we want to take advantage of the
stahility of lower frequencies. Other prohiems occur when an occluder is small and
very close to the target pixel. In this case, smaller wavelengtlis would contain errors,
but longer wavclengths reinani relativelv uiiaffeuted.
To increase rohustncss to all kinds of occluders, we compute the quality of a
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FIG. 3.9. Change in orientation and periodicity. Rotation of a pattern will
shift the responscs of the filter for clifferent angles but saine wavelength. In
this figure, the wavelength was 20 and 16 orientations were useci (n =
A rotation of the pattera by resulted in a shift 0f the responses by 4. Since
the signal is penodic, the shift cnn easily be recovcrcd with phase correlation.
match hetween two signatures by coniparing only a subset of t.he keys. A constant ‘
is chosen between O anci 1 to determine what fraction of the best matching kes are
used for cornpanson. The selection of keys is doue independent.lv from 01 conipanson
to another. As 6.eli1(;nsI ratecl in figure 3.0, thi iiiethcd obtains valid uintdics nmcli
(405cr to discontmmties. Unfortunatelv. as the nuniber of keys used clecreases. the
amhiguity in the response increases also.
3.2.5 Occlusion Detection
When computing motion from one frame to another. this method has an obvions
limitation : pixels must he present in both images. If we consider the hounclaries
of the image as an occlucling frame. tins situation happens when a pixel whicli was
visible is now occluded. In this situation, the method flnds an erroneous match.
b cletect these mismatches, after the displacements from t to t + 1 have been
computed, we compute the displacements from t + 1 to t. If the forwarcl and hackward
vectors agree with one another within a certain range (scaling or aliasing may produce
many-to-one matches, therefore we cannot simply look for perfect match), then the
forward displacement is ftagged visible ancl valid. The invalid displacements assigned
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açç)
J-
f - -
No Correction Correction for Rotation
FIG. 3.10. Tolerance to change in orientation. (Left) A pixel selecteci from
an image containing “a” patternsat varions orientation. (Middle) Poten—
tial matches without tolerance to rotation. (Right) Potential matches with
toleraice to rotation. 5 wavelengths from 4 to 36 pixels and 16 orientations
were used. Note that the original image is blended with the responses to
show the location of the matches with respect to the original patteras.
to an occlucleci pixel is discarcleci auJ can he recoiiiputecl or approxiuiated from nearhy
vuli(i disp1acenent In our (xpcnin ‘mts. we 1toe te H pproximate.
3.3 Improving Accuracy: Subpixel Motion
The methocl preseiited so far estimates integral (lispiacements only. Subpixel ac—
curacy is recovereci as a subsequent step. After an integral displacement is found, the
remaining motion is assumed to he within 1 pixel. Ibis subpixel motion is obtainecl
through a standard gradient method over the signature. The gradient of the phase
ancl norm of the complex keys are computecl in horizontal, vertical alld temporal
directions. The suhpixel clisplacement in :c anci ij must satisfy
arg(r)v + arg(r)qv. — arg(r)t
rXvT + ‘rLu — Hiit
In theory, a single key is enough to solve the system (two equations, two unknowns),
but siuce we have several keys, we try to finci a solution that satishes themn ail,
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either using a least square minimization or, as iii our implementatioii, using a voting
scheme [78]
3.4 Results
Our method was compared with various two-frame optical ftow methods on three
synthetic sequer ces with ground truth. Resuits for the secjuences TransÏati’ng Trec,
Divergirig Trec auJ Yosemife are showr in tables 1, 2 and 3. In these trec cases, we used
5 wavelengths auJ 6 orientations. with 110 tolerance to change in contrast, brightness
or occlusions ( = O anci y = O). The rmming time varies clependmg if we choose to
search the whole image (nearly an hour in the case of Yoseinfie) or if we restrict the
search to a 16 x 16 winclow (a few minutes). Most of the time is spent on the signature
comparison auJ the subpixel estimation (computing the signatures themselves takes
oiily a few seconds). Moreover. silice t.here is no depenclency between the matches once
tue sigiiature have ficen computeci. each ÏispIacmcnt can Le cc )ulpututl in paralle[.
Better feslllts are avadable in the literature. but we conipare only to otiier twa
trame methocis. \Ioreover. our muethod lias no snioothmg or parametric component.
essentially performs a direct searcb. This methods could Le improved with such a
inodel.
The method was also mn on three real sequences (figure 3.12, 3.13 and 3.14), a
synthetic sequence iivolviiig rotation (figure 3.15) and the Yoserriite sequence (figure
3.16). These sequences have very large displacements, given that we have used frames
far apart iii the original sequence. Ail but 3.15 feature a large arnount of occlusions.
These dliscontinuities are sharp and well localized. This is better illustratecl with the
niagnitufle of the full motion ficlds of figure 3.11 (toinpiited with 7 wavtJengtli amI 16
orientations auJ y = 0.5).
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FIG. 3.11. Marbled-hlock sequence. Magnitude 0f the motion fleld estimated
for the marbled-hlock. (left) frame 1 anci 10 and (right) frame 1 and 31.
The diagonal pattern shows detected occlusions.
3.5 Conclusions
This aper prPs(ntei o new approail to p’ase-based optical H ev c stii datioL 111
the context of large motion and a Ingh level of occlusions. A set of hlter& was designed
with minimal spatial support in order to achieve the Lest possible localization, The
pixel signatures used in the matching can Le made invariant to rotation and change hi
contrast. In addition, large integral displacemeiits are rehned Lv estimating suhpixel
motion from the gradient of the signatnres antI relyhig on the constant phase assnmp—
tion. Resnlts, even though compnted on only two frames ancl without any parametric
model are very goocl and featnre excellent motion clisconthmity localization.
7//?,7/7/1,%7/ys/?/s//,,
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TAB. 3.1. TransIatng Tree
Average Standard Density
\ Iethod Error Deviation (%1o)
Liii et aÏ [79] 3.670 2.18° 100
Rom and Schunck (original) [18] 38.72° 27.67° 100
Anandaii [1$] 4.54° 3.10° 100
Singli (n. = 2. = 2) [18] 1.25° 3.29° 100
Heeger (level t)) [18] 8.10° 12.30° 77.9
Heeger (level 1) [18] 4.53° 2.11° 57.8
Margarey (version 1. faster) [80] 2.31° 100
\Iargarey (version 2. mOIE’ accituite) [$0] 1.32° 100
Bemnard f81] t).78°
— 99.30
Our rnethod 0.28° 0.19° 100
TAB. 3.2. Diverging Tree
Average Stnnclard Deiisitv
Method Error Deviation (%)
Lin et aÏ [79] 1.67° 0.88° 100
Homn anci Schunck (original) [1$] 12.02° 11.72° 100
Ananclan [1$] 7.64° 4.96° 100
Singh (n = 2.w = 2) [18] 8.60° 4.78° 100
Heeger (level 0) [18] 4.95° 3.09° 73.8
Margarev (version 1. faster) [$0] 3.92° 100
Margarey (versioll 2, more aceumate) [80] 3.12° 100
Our rnethod 3940 2.83° 100
frame 1 frame 3 1
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FIG. 3.12. Results on the sequences Marbled. Real sequences taken several
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FIG. 3.14. Results on the sequences Taxi. Real sequences taken several frames
apart.
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Images from Antagonia, © Office National du Film du Canada
FIG. 3.15. Results on the sequences Antagonia. Synthetic sequences showing
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FIG. 3.16. Results on the sequences Yosemite. Synthetic sequences.
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TAB. 3.3. Yosemite (with clouds)
Average StawÏard Density
I’vIethod Error Deviation (%)
Liii et aï [f91 8.13° 10.12° 100
Horn and Schunck (original) [18] 32.43° 30.28° 100
Anandan [1$] 15.84° 13.46° 100
Siïigh ( = 2, w 2) [18] 13.16° 12.07° 100
Hveger (level t)) [18] 20.89’ 34.26° 64.2
Margarey (version 1. faster) [80] 7.70° 100
Margarey (version 2. more accurate) [80] 6.20° 100
Bernarci [811 6.5° 96.50
Our method 5.19° 10.74° 100
Chapitre 4
RÉSOLUTION DE PLANS DE MOUVEMENTS PAR
VOTES
Ce chapitre. couvrant la méthode de résolution de mouvement par vote, est rédigé
cri anglais et est présenté tel que publié dans les proceedings pour la conférence IAPR
Conference on Machine Vision Applications (M VA) 2005. L’article s’intitule ‘Solving
Motion Planes by Projection and Ring Integration”.
La 1i1(’tlR)d( avait iiiitialcnwnt Vt(’ flcvulopp((’ 1)01i1 rcs()1lflÏ(’ (l(’s plaiis (h’ mou—
veinent pour du flux optique par énergie (ou le pian apparaît après une transformée
Fourier 3D tel qu’expliqué en §1.5 à la page 21). La méthode s’est révélée utile clans
lin coliteXte où l’on veut résoudre [r. /• z] dans
A =0.
Dans bien (les (5. 011 petit réSOii(lr(’ par lIlOi)1(lr(’ (airé (par (XeiIlple, via une
pseuclo-inverse ou une décomposition en valeurs singulières). Dans d’autres cas. A est
multimodale et si on la résout par moindre carré, on obtient une solution moyenne qui
n’appartient à aucun des modes. Il est possible d’identifier les échantillons aberrants
daiis A et, par processus itératif, de converger vers mie meilleure réponse, mais cette
solution ne nous paraissait pas pratique. Voilà l’utilité de cette méthode. et pourquoi
elle a été développée.
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4.1 Introduction
vV1WII computing optical ftow irivolving occlusions or transparency, local motion
is ofteri ambignous anci needs to he resolveci in a larger winclow or globally as an
energy minimization problem. The niethoci presented in this paper was developed
to preserve information in the form of distributions of local motions anti provicles a
way to estimate ambiguity. This information can then be useci to resolve the system
globally. The method resolves planes that pass through t.he origin in n 3D samnpled
space. Such planes occur naturaHy in energy and spatio—temporal derivative methocis.
.1.J Energg motion pÏanes
Energy based motion estimation approaches rely on the puinciple that a linear mt—
tion of textures will cÏraw orienteti hues in time. These unes, in turn. form planes flint
intvrsect itt tJie engin in the sequences spectruni. Energv hased niotion estmiation
cffctive fer egouiotiOlI [211 but an a1o b’ useÏ ar opt i al Hnv whirre Gabor-]ikr
filters are uscd to lofallv estimat e frqmuncies [34].
Parametuizing eoeugv niotion planes is net. trivial. In the frequeHcv clomain. low
frequencies are close to the origin. giving little information about the orientation of
the plane while high frequencies give accurate inforniation but are sensitive to noise.
In addition, wlien motion is large. spectral overlapping occurs and the signal appear
tow’rap aromici” (fig.4.1).
The ciuality of the motion distribution recovereci clepencls niainly on the support
of the filters usecl (iisually cietermineci hy the window size in the spatial clomain) anti
flic response to the spatial textures, the uesolution in time ancl wether the assump—
tion that motion is constant over time is truc or not. Taking more samples in time
provides higher accurac (especially for large motion) but may break the assumption
of constant motion.
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. 1.2 Spatio-temporat fÏe’rzvat?ve planes
Spatio—temporal derivatives plotte] in 3D wilI also lie cii the sanie plane if t.hev
represent he noue inotioii. Tins con eno1v e 5EiI troin tue coiisint Erightness
constra ut winch Cl(scrihes a plane where the normal is tue niot.ioii in the spatial
domain
(v. v. v) . VI = O
Eadli sample clraws a une in the derwatwe space. Two samples or more are neces
sary to solve the plane. Assuming that motion is constant in a small neighborhood,
samples mav be taken inside a wincÏow. They could also lie taken at clifferent scales,
thus, the spatio—temporal derivative filters woidcl lie “tuned” to different frequencies
in the image texture.
. 1.3 Existing work
Traclitional implementa.tions make assumptions about the number or type of mo
tions present in the sampling wmdow. Heeger [34] assumes a single motion plane that
FIG. 4.1. Warping artifacts in the frequency domain : when motion
is not exactly one pixel per frame (left t less than one pixel. right : more
thon one pixel) warping artifacts begm to appear.
74
be solved analytically using gabor filters. Chen et aÏ. [23] makes no assumption
as far as the number of motions is concerned, but the methoci is sensitive to noise and
under-sampling artifacts. Manu and Langer [24] support varions motion speeds but
the orientation lias to he the same for ail. Pingault [25] makes an a priori estimate for
the number of motions anci uses 3D gaussians anci expectation rnaximization (EM)
to model the motion planes. Extra planes are then discarded a posteriori using thre
sholding. Our method is most similar to Yu et aÏ. [26] which takes responses of couic
filters to map precisely the planes in a spherical (, ) space. The main advantage of
ouï method is tliat we do not need to find the mimber of motions by clustering the
non—zero values near the O axis, auJ counting the clusters and moclel the spherical
signal using EM to recover the orientation of the plane corresponding to each dus—
ter. Instead, we propose to mtegrate the energy along rings and generate a motion
(Ïistribution where a simple voting scheme can theri be used to icÏentify t.he dominant
motions. This removes the ueed fDr thu ierative EM auJ. because ‘vu do not make
tue assumiiptions that tue iiioticii d]stri!)UtiOll is gaussian we obtain t tlistriÏuit.iûn
that eau bu more coniplex anti allows a motion tliat is not purely translational,
4.2 Pre-Filtering
In energv based methods. if the ifiter usecl does not naturally have a limited
support, the image should be filtered to prevent Ïiscontinuities ou the eciges. For
example. in a wiriclowed fourier transform we multiply the signal in ouï winclow hy a
sine : I’(i) = 1(r) sin () + 1. While several authors use a gaussian filter. we fincl
that it tends to blur the spectrmn (sec flg.4.2). If this step is neglected, the sharp
borclers will interfere with the motion analysis : they will he consiclereci as non—moving
discontinuities with full range spectrurn and will acld an artificial plane at t O.
The next step consists in attenuating the low frequencies using a high-pass filter.
Tlus filter will get rid of the DC component as well as frequencies that provide little
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information about flic motion auJ tend to interfere with file rest of flic process. A
typical standard (Icviatu)n for Ibis luter ix 2(1% of the nvqnist frcqncmuy.
4.3 Projection
‘I’iw proectioii reiiiaps flic i’iicrgy tin’ SCW1CiICC onto flic snrfacc (if a spiicre.
This step ix similar to [26] except flint instead of nsing couic filters. if simply projccts
hy casting rays along the normais of file sphere thus integrating file spectrum F onto
the surface S
iV9 = (siu O cos /, xiii q5, cos O cos
5(N)
= J FQN)dr
Gaussian Fiiter (a=016) Cosine Fiiter
Fic. 4.2. Effect of various filters on energy : tieglecting spatio-fenhl)orai
flltcring or using flic wrong image filter generatcs arfifacts in freqncncy
sp ace.
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V’here F is the 3D Fourier or derivative samples. Only haif the sphere neecls to be
processed. and rays may be cast halfway inside since the energy is even-symmetric.
Ail motion planes pass through the origin, therefore we expcct each plane to appear
a une on the surface of the spherc (fig.4.3).
The projection step is not necessary for the cierivative approach. The spatio
temporal clerivatives already describe a une in 3D that goes through the origin. The—
refore, instead of casting rays. we cari project the derivative unes on the surface of
the sphere clirectly.
4.4 Integration
The motioH distribution is found bv integrating rings arounci the sphere. \Ve
define ah axis (u. u. 1 — Vii2 + 2) on tue surface of t lie spherc auJ find a point Pu
perpenclicular tu tins axis
Po ( ( — 1) cos(arctun ).
(V+ r2 — 1) sin(arctan L)
u2 + (2)
We use quaternions to rotate Pu around the axis integrate S along the ring
P(u. u)
= / S(Roto p0)dO
o
Again, in practice. because the signal is cven-s mmet.ric, only une hemisphere
neecls tu be computeci and rings cari be linuteci to 180° insteaci of 360°.
The resuit is a gauss map P(u, u) that gives the response of each motion plane
orientecl with a normal (u. z. v’l — u2 — t’2). To enhance this map. its minimum value
is substracted from ail other responses. This minimum value corresponds to white
noise in the original signal and low frequencies that contributeci to severai or ah
orientations (thus. giving no relevant information about motion). The gauss map can
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FIG. 4.3. Projection of the energy on the surface of a sphere flic
top row shows flic scquence of a square tbat inoves to the right af a specd
of (1. 0) along with the ioq—encrgy of ifs 3D Fourier transform. The black
bols in flic center is a rcsulf of the bigh—pass biter. Rays are tben cast from
flic center of the cube and projected onto flic surface ol a spbere. Bottom
left projection on an actual sphere. Bottom right unwrapped (Û, é)
texture uiaj.
be represent ccl as a planar map, as sliown in flg.4.4.
After nonnalization. flic motion chstribution can be usecl as a probabilit distri
bution. The range of values (max(P) — min(P)) also provides an indication of tbe
anibiguitv of flic motion. Fnrtbcr aualvsis eau bu pe hwiiied Irmn flic motion distri
bution. The window size conld be readjusteci from the ruotion ambignitv (nnless file
spatial signal is a superposition of cbfferent signais. a more localized support should
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Fic. 4.4. Integration of rings around the sphere we define a normal
(i. y. c) with coordinates (:r. y. — r2
—
y2) ancl integrate the energv OU
the ring tht is perpendifular. MiddIe : thc gauss map wlure eich polit i
the resnons( of ii iiiotion plalle. Righ t1c f-qu1vEtldnt lHuar ciao Wilert
buti t lic EU tuai toorcliiittc oit lic niot 100 tht iiiarkcd iixiinhtni (oircspdnfÏu;
b tliv Vt(tt)Ï KI.O17. t))
resuit in less ambiguolls motion). Energv mimmization coulcl lie usecl to resolve nio
tion globallv from local patches, or additional parametrization could fie applieci for
specific iiiotiuii models. For instance, une can analyze the translation stretch caused
by paiallax of a sequence (sec fig. 4.7).
4.5 Spectral Aliasing in Large and Small Motion
Wjth energv based motion analvsis, spectral ahasing llsuallv occiirs when the
motion speed is larger than one pixel per frame. Sirice the filter is periodic. the
motion that is seen at a given frequency of the filter is actiially a modulus of that
frequency. In general, we assume that the motion is smaller than liaif the wavelength.
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but this is not always true. Aliasing can be temporal or spatial, but as pointed out
by Main ami Langer [24] , in natural sequences, spatial aliasing is less important
because of optical blur.
Mann and Langer describes a way W rectify the plane when there is single motion
(or a bow-tie). This rectification cannot be used in our method since rectifying for
one motion plane might interfere with another valid plane.
Instead, we choose W wrap the rays that we use when projecting the eneru on
the surface of our sphere. This way, the rays will foflow the planes as they wrap and
should hold a greater amount of energy when they reach the surface of the sphere.
h fig.4.6. we show how this method allows us to detect motion of 8 pixels using a
sampling of 31 x 31 x 9 even if the temporal alimdng is quite important at that speed.
Even without the warping of the rays, experimental results indicate that spectral
overlap hss little effet on or method. Since the wrapped planes are flot aligned with
the origin. t bey beroine diffused oit flic surface of the sphcre diuing the projection
step.
4.6 Conclusions
Wc presented a simple yet robust method to find multiple motion planes for
energy-based motion estimation. 11e mothod makes no assumption about the number
or the type of motion in the sampled window and is robust to the spatial and temporal
Riisising. We showed that the maximum response in the motion distribution map
corresponds W the plane of the dominant motion, thereby making the method suitable
for simple motion estimation. h addition, it is possible to perform further analysis on
the local maxima to learn and take into account other motions present in the sampling
window. Depending on the resolution of the motion density map, an implementation
of this method tales a fraction of a second to compute and one could easily imagine
furthc optimizations where the rings are evaluated from coarse to fine over a region
of interest.
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Fic. 4.5. Results on superposition of motion. Ail resuits used a 31 x 31 x 9
Wi11(it)W aiid ail elltÏgy aI)proa(i1. Tll(’ I(S()llltiDU fir 8(0. ç) and of tli( (lvnsity
ilia;) P(n, y) W(Ï( (S4 x 32 and 6-1 X 61 rcsp(ftiV(ly. H(rc. twt) llnages of
noise with motion (1. 0) and (—1, 0) addeci together
- The two motions are
recovered (orie mm axhïmm at 1.O04. 0) and another one at (—0992, O)). (Top
left) The sequence. (Top riglit) 3D Fourier transform; two planes appear.
(Bottom left) Projection on the sphere. (Top right) Ring integration
two maxima appear.
Sequence J
S(&, cji) P(u,v)
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Sequence Il F(IJ)ÀW
À
P(u,v)
fic;. 4.6. Results on large motion. Ail resiilts iised a 31 x 31 x 9 window
and au energy approacli. Tho resolution for 8(0, ) ancÏ of the density map
P(u. u) were 61 x 32 and 64 x 64 respectively. Here. a black rectangle on a
white l)ackground rnoving at (8, 0) pixels per franie. The large motion creates
severc aliasing along the temporal axis. Yet, motion is found at (7.46. 0). For
such a sequence, a better approach would be to Hrst subsample the image -
Ï(dll(illg tuf’ Sp(’f’d aiid tims tut’ aliisn1g. but W(’ waiitutl to show uo w ahasiiig
affects our method.
2’
FIG. 4.7. Results on parallax. Ail results used a 31 z 31 z 9 window and an
cnergy approach. The resolution for 8(9. q5) anci of te density map PQu. y)
were 61 z 32 and 64 z 64 respectivelv. a Two images of noise with motion
K 1,0) and (—1, 0) added together . rfg( two motions are recovered (one maxi
mum at (1.004.0) and another one at (—0.992.0)). Here, the window chosen
contains multiple motions going to the right (the camera translates to the
left ancl trees of different depth inove at different speeds). In the rightmnost
image, the parallax appears as stretch along the x axis.
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Sequence III F(JJJ)
t,3 . .
,-
j.
8(9,0) P(u,v)
Chapitre 5
AUTRES APPLICATIONS
Nous avons présenté notre méthode dans un contexte d’estimation tic mouvement,
mais elle pourrait très bien être utilisée dans d’autres contextes. Nous en présentons
deux autres brièvement la reconstruction par stéréoscopie et la mise en correspon—
ciance.
5.1 Reconstruction stéréo par filtres en quadrature localisés
La reconstruction par stéréo utilise l’effet de parallaxe suite à mi déplacement de
caméra pour déterminer la profondeur tics pixels pour des fins de reconstruction. Le
problènw dc éreo à betUfOHp dc simiPtudis avec probIèu d thix Ot)tqUe d(IÏi
s it (hill pn)I)h’Ill(’ Illal ]))St(. .)1l iiti1ii iii! tcrui(’ (h1lftnhlatn)il tt)111]fli f ILtIl
de coût et mie fonction dc régularisation spatiale. Cependant. puisquon connaît le
mouvement de caméra et qu’il s’agit du seul inouveureut prt’selit. le point Pc se déplace
au point p. le long des lignes épipolaircs tians l’espace caméra.
t f
_
pCEp(, — O
où E est la matrice essentielle (translation et rotation). Si les paramètres intrinsèques
tic la caméra ne changent pas, les points de l’image sont alors reliés par
t f O
où F est la matrice fondamentale. Cette nouvelle contrainte permet d’exprimer le
problème cmi une seule dimension piutôt que deux. Aussi, contrairement au flux op—
ticlue ou on permet des disparités arbitraires, en stéréo on fixe généralement le nombre
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de disparités afin de poivoir optinnser le résultats avec des graphe ou encore par pro
grammation clyliamique.
En stéréo, la fonction de coût est tout aussi importante que le modèle de ré—
Séqucncc Parcomètre
Ti
:. 1
variance filtres localisés
Fio. 5.1. Reconstruction de la scène Parcomètre. (Haut) Rccoiistriiction par
rech’rche directe (aucun lissage) à partir de cIeux images avec une fhnction
de coût de variance et notre fonction de coût. (Bas) Reconstrmticm à partir
des quatre images. La reconstruction sest faite avec 13 disparités pour
notre fonction de coût. 40 filtres ont été utilisés, avec c = 2ir/$ et w =
{4, 9. 11, 19, 21}.
gularisation et nous proposons cl’ritiliser la méine fonction de coût présentée en §3.
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Une étude pins approfondie révélerait le véritable potentiel de notre méthode par
rapport aux autres fonctions de coûts existantes, mais les cuelques tests que nous
avons effectués semblent encourageants.
Les figures 5.1. 5.2, 5.3, 5.4 et 5.5 comparent notre fonction de coût à une recherche
par minimisation de la variance. Dans le cas de notre fonctioiï de coût. la disparité
retenue était celle pour laquelle la somme des corrélation de signature entre toutes
les caméras était maximum (Q, tel que vu tians Féquation 3.1 à la page 55). Dans le
cas de la fonction de coût par variance, la disparité retenue était celle pour laquelle
la variance de l’intensité tics pixels était la plus petite à travers toutes les caméras.
Aucune forme de lissage n’a été utilisée. Les résultats obtenus montrent (lue notre
fonction de coût est nettement supérieure è mie simple fonction de variance. Les
erreurs sont présentées clans la table 5. i.
5. 1. 1 Gestion des occÏuszoris OT TECO7)S t uct(O’îf tjéomnétizqv
Pînsqte la géoniétrie est reconstruite en stéren. H serafi pssihie d cornbiicr I
formation de la géométrie pour ignorer la réponses (le certanis filtres dans la signature.
En effet, S1 on observe 1111 (liangcnwnt (If profoiideiir à l’intérieur (hi support (11111
des filtres. on sait que celui-ci est en zone d’occusion. Par exemple. tians la figure
TAB. 5.1. Erreurs de reconstruction Pour une comparaison avec les autres
méthodes et plus de détails sur les métriques, le lecteur peut se référer à {82]
(Hi (‘11(011’ [3]
saris occlusion image entière cliscontiimités
Tsukuha 4.74 6.67 19.6
Venus 9.91 11.4 37.5
Tedcly 14.3 23.1 30.7
Cones 8.42 18.7 20.7
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5.6. une occlusion couvre une partie du support du filtre. En tenant compte de la
géométrie de la scène, on peut déterminer quelle section du filtre utiliser lors de la
corrélation. Cette méthode tire avantage du fait que nos filtres ne soient pas centrés et
aient un support radial limité. Une approche semblable pourrait aussi être utilisée en
estimation du mouvement, mais plutôt que détecter les cbscontmuité de profondeur,
il faudrait détecter les discontinuité rie mouvement. Aucmi résultat n’a encore été
produit et cette idée est laissée pour ries travaux futurs.
5.2 Identification de point d’intérêt
Les sigi tatines utilisées par notre nietliesli’ ressei al )lent au vee eux de traits ra—
ractéristiques utilisés par les SIFTs (Scalc Invariant Fcatnrc Transfo’r’m) développés
par Lowe [37]. Il n’est pas clans notre intention de couvrir les détails concernant l’ex
traction et l’identification ries points d’intérêts, mais il semble indiqué rie comparer
la performance dc notre niethode axcc tclir (les SIETs. Pour plus dinfonua lon sur
les SIETs, le lectcnr devrait se référer à [37].
Les vecteurs rie traits caractéristiques obtenus par SIFTs peuvent être comparés
les uns mix antres pour obtenir (les (orrespoudames (le points «intérêts. Nons avons
comparé rie façon qualitative ces correspondances avec celles obtenues par nos filtres.
Les résultats en figure 5.7, 5.8 montrent quelques rhiférences entre les cieux méthodes.
Pour des séquences rie flux optique relativement difficile (la cieux paires «images sont
prises à plusieurs images d’intervalle et comportent beaucoup «occlusion), les cieux
méthodes ont plutôt bien perforiné. Ii n* a presque pas de différence pour la première
paire d’images. Par contre, notre méthode semble légèrement mieux perfonuer sur la
(lelixiènie pain’, en partie graee à la détection d’oeebision.
Il faut tenir compte du fait que nons sous utilisons les SIFTs dans un contexte
de flux optique. Les SIETs permettent de retrouver des caractéristiques sur deux
images d’échelle différente. ce que notre méthode ne permet pas. Par contre, contrai-
88
rement aux SIFTs, notre méthode est conçue pour retrouver des correspondances
denses, plutôt que seulement aux points d’intérêts et la recherche, dans le cas de
notre méthode, se fait sur toute l’image plutôt que sur des points d’intérêts ce qui
nous désavantage d’une certaine façon.
Cette expérience n’a pour but que de s’assurer que notre méthode fonctionne au
moins aussi bien que les SIFTs dans un contexte de flux optique pour retrouver des
points d’intérêts. En ce sens, les résultats semblent convaincants.
Séquence Tsukuba
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U
U
‘U
FIG. 5.2. Reconstruction de la scène Tsukuba. (Haut) Reconstruction par
recherche directe (aucun lissage) à partir de cieux images avec une fonc
tion (le coût de variance et notre fonction rie coût. (Bas) Reconstruction
à partir (les cinq images. La reconstruction s’est faite avec 16 disparités
pour notre fonction de coût, 40 filtres ont été utilisés, avec = 2/8 et
w = {1, 9. 11, 19. 24}.
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FIG. 5.3. Reconstruction de la scène Venus. (Haut) Pair d’images stéréo
«Venus». (Bas) Reconstruction par recherche directe (aucun lissage) à partir
dc cieux images avec une fonction de coût de variance et notre fonction de
coût. La reconstruction s’est faite avec 20 disparités; pour notre fonction de
coût. 40 filtres ont été utilisés, avec c = 27r/8 et w = {4, 9, 14. 19, 24}.
Image de gauche
[ j
Image de droite
variance filtres localisés
Images Irriru ha Xlrddlchun diii set: Iittp:wwwniiddIebiinedis sterco
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FIG. 5.4. Reconstruction de la scène Teddy. Haut Pair d’images stéréo
«Teddy» Bas Reconstruction par recherche directe (aucun lissage) à partir
dc deux images avec une fonction de coût de variance et notre fonction de
coût. La reconstruction s’est faite avec 60 disparités: po’ir notre fonction de
coût. 40 filtres ont été utilisés, avec c = 2ir/8 et w = {4, 9, 14. 19. 24}.
Image de droite
variance filtres localisés
lrntit,cx froru ho IrddIchurv diti sot htlp stou nridcllcbunsodusteroo
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Image de gauche Image de droite
4 iø\ ‘ - I ‘>. \j, t
À
• .
i Â
_____
::: *
variance filtres localisés
fIG. 5.5. Reconstruction de la scène Cone. Haut Pair «images stéréo
«Cone». Bas Recoristniction par recherche directe (aucun lissage) à par
tir de cieux images avec mie fonction de coût de variance et notre fonction
de coût. La reconstruction sest faite avec 60 disparités pour notre fonction
dc coût, 60 filtres ont été utilisés, avec i = 27r/8 et w = {4, 9, 14. 19, 24}.
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Fic. 5.6. Gestion des occlusions en fonctior de la géométrie. Gauche et
milieu La siguature de cieux pixels est comparée sur deux vues rie la iuéme
SUCIIC. Ou détecte sur chaque vue mie (liscOiltimut é rie proloudeur sur le
suppi (If (le ((‘li ((1115 hit ces. Droite Certains filtres (le ll( )t re sigiiatiiri sout
ignors (t la (orrilation des sigiiatiiies se fait sur la l)OrtioIl restante.
i,ihilii ai
94
%
_____;—‘•
—j
FIG. 5.7. (Haut à gauche) Points d’intérêts pour lesquels une corres
pondance à été recherchée. (Haut à droite) Différence entre les correspon
(lU1(’cS tH)UV(’(’S p’ SIfT (tvrulcs) ‘t 1lDtr(’ 11i(’t 11011f’ ((rI )iX) Cvrtaiiit’s croix
11ap1)1r(issvut PHS 10ÏSf111(’ 1(’ poInt (If’ tl’iiitert’t ri etc (létt’(t(’ (0111111f’ (‘talit
en occlusion avec notre méthode.
0(
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FIG. 5.8. (Haut à gauche) Points clintérêts pour lesquels une corres
pondanee à été recherchée. (Haut à droite) Différence entre les correspon
dances trouvées par SIET (cercles) et uotre méthode (croix). Certaines croix
Ii’apparaissent pas lorsque le point de (l’nltérut a etc détecté comme (‘tant
eu occlusion avec notre méthode.
Chapitre 6
CONCLUSION
Nous avons présenté en §3 une nouvelle méthode qui pennet de résoudre le flux
optique sans terme de régularisation. Nous y sommes parvenu en nous inspirant des
méthodes de flux optique par phase, et en modifiant le support des filtre de sorte
que ce denier soit réduit au minimmn. De plus. le décentrage de nos filtre permet
une excellente localisation et une gestion des occlusions qui était impossible avec des
filtres symétriques. Enfin puisque la méthode utilise des filtres de longueur d’onde
variable, elle intègre dinktement les avantage des teelmicjues miiltirésolutions.
Pour obtenir une méthode réellement robuste, il faudrait ajouter un tenue de
régularisation. U reste beaucoup de travail à faire de ce côté, puisqu’il n’est pas
évident que notre tenue d’information réagira au lissage de la même façon qu’an
ternie traditionnel de gradient.
Nous avons également proposé en §4 une nouvelle méthode pour résoudre les
plans de mouvements. La méthode présentée utilise une approche par vote plutôt
que de trouver une solution analytique, ce qui lui permet dêtre robuste au bruit et
de détecter les mouvements multiples. U est fort probable que cette méthode puisse
également s’appliquer à d’autres problème où on doit résoudre un système linéaire
dont les échantillons sont bruités ou proviennent de plusieurs classes.
Notre méthode s’applique à l’estimation du mouvement, mais comme nous l’avons
montré en §5. la stéréo et la correspondance de points pourraient aussi en bénéficier.
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