Ultrasonic imaging provides a non-invasive way to diagnose brain disease. However, due to imaging degradation effects from the phase-aberration and reverberation, it is still challenging to achieve an accurate transcranial imaging. The objective of this work is to improve the quality of transcranial imaging. To this end, a ray theory based transcranial phase correction method was proposed to correct the phase abberation induced by cranial bones. With the pre-knowledge of the shape and longitudinal velocity of the cranial bones, the corrected phases are derived by solving eikonal equation (ray-theory). The Ideal Synthetic Aperture Focusing Technique (I-SAFT) is applied for signal acquisitions in simulations and in-vitro phantom experiment with one-element transmitting and all-element receiving method. Dynamic focusing is achieved at each imaging position with I-SAFT and the transcranial imaging distortion is modified with the proposed phase correction method. Simulations and experiments show that the imaging distortion of target circular phantoms was corrected, and the imaging quality is improved after the phase correction. With the proposed method, the average error of the central position of target phantoms decreases from 1.98 mm to 0.21 mm, the eccentricity of fitted ellipse averagely decreases from 0.63 to 0.19, and the average maximum luminance contrast of phantoms improves from 37.36dB to 42.41dB. It is illustrated that the proposed ray-theory based phase correction method might be useful for intracranial imaging.
I. INTRODUCTION
Ultrasound imaging, X-ray computed tomography (CT) and magnetic resonance imaging (MRI) are traditional non-invasive transcranial imaging modalities. The last two techniques have shown significant applicability to obtain high-quality images. X-ray CT, however, is unsafe for people who require continuous observation of brain diseases [1] . MRI testing is expensive, which limits its application [2] . In contrast, ultrasound has been a safe, inexpensive, and portable method to diagnose brain diseases. Transcranial ultrasound imaging (or transcranial sonography (TCS)) is a neuroimaging method that displays the brain through the The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. skull. Its imaging principle depends on the reflection of ultrasound waves at tissue interfaces with diverse acoustic impedances to deliver information on the properties of tissues such as the basal ganglia, cerebellum, subcortical brain and midbrain structures. Transcranial ultrasound imaging is a routine technique for new-borns when the fontanelles are open [3] . For example, it is clinically applicable in new-borns in diagnosing neonatal hypoxic-ischaemic encephalopathy (HIE), neural tube defects (NTDs), etc. Transcranial ultrasound imaging has also been used to diagnose cerebral information and diseases for adults when the fontanelles are closed, e.g., cerebral colour blood flow measurement with Doppler technology [4] and brainstem and subcortical brain structure assessment with B-mode sonography [5] . For instance, this imaging detects marked hyperechogenic VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ substantia nigra (SN) in people with idiopathic Parkinson's disease [1] , detects brain stem raphe hypoechogenicity in people with small vessel disease [2] , and detects enlargement of the third and lateral ventricles in people with cognitive impairment [2] , [3] . In addition, transcranial ultrasound imaging is a promising tool for brain tumour visualization and resection [4] . However, significant acoustic property differences between cranial bones and soft tissue invalidate the applicable prerequisite of the traditional beamforming imaging technique. Acoustic property differences, especially velocity difference, tend to cause phase deviation. Without phase correction, the phase deviation results in transcranial ultrasound defocusing, which further degrades the image quality of intracranial tissues and blood vessels [6] - [8] .
Many phase correction techniques have been developed for transcranial ultrasound [10] - [20] , [22] , [23] . The phase correction can be accomplished by using the experimental reference signals or CT and MRI images. One of the most representative methods is the time-reversal method, where according to the acoustic reciprocity theorem [9] , the temporally reversed signal can be re-emitted to achieve transcranial focusing.
The experimental signal guided techniques include the representative time-reversal method. With this method, Fink et al. [10] realized phase correction by assigning a single-element probe inside the cranial bones to transmit the beacon pulse signal, and a phased array probe was located outside the cranial bones as receivers. Tanter et al. [11] and Aubry et al. [12] improved the method to achieve higherquality focusing by positioning a phased array inside the cranial bones. A spatial-temporal inverse filter matrix was established between the dual-array probes to estimate the phase correction. Those methods, however, are unrealistic in practice, as they require the presence of transducers inside the cranial bones [13] . Vignon et al. [14] then made further improvements by placing a pair of phase arrays on each side of the head and fabricating a virtual array between them. They established a triple layer spatial-temporal inverse filter matrix to estimate the phase correction. Another experimental signal guided technique concentrates on adaptively adjusting phases between probe elements [15] , [16] . Lindsy and Smith [17] estimated the phase aberration with a multi-lag least squares estimation technique, performed by computing the normalized cross correlation between all element signals within a specified spatial lag. In addition, Clement et al. [18] induced shear-mode conversions at the soft tissue-skull interfaces, and phase aberrations were deduced based on the fact that the shear velocity in cranial bones is close to the longitudinal velocity in soft tissue.
Recently, CT-and MRI-guided phase correction techniques, which are based on the structural information of cranial bones, have demonstrated success for transcranial ultrasound focusing (TUS) [19] , [20] , [22] , [23] . The techniques assume that the acoustic parameters of cranial bones vary with their spatial location [19] . The techniques include full wave simulation, using a simulated signal instead of the measured signal for time-reversal phase correction. For example, Almquist et al. [19] presented the hybrid angular spectrum method to simulate the received signal at the array probe. Phase aberrations were successfully corrected at multiple focusing locations based on the received signal. Marquet et al. [20] predicted and corrected the defocusing effect of the skull using a full 3D finite-difference simulation code together with stereotactic CT images. The full wave simulation method is computationally costly [21] . Therefore, another CT-or MRI-guided method, the ray-tracing method, was also introduced to correct phase aberrations [22] , [23] . This efficient method realizes phase correction via estimating the arrival time of the wavefront [24] . For example, Jin et al. [22] established a triple-layer model and idealized the skull layer as homogenous. Corrected phases and amplitudes were then estimated by integrating Snell's law and the transmission coefficient of the velocity intensity and used for microwave-induced thermoacoustic tomography. Jones et al. [23] presented an improved multi-layered model based on the spatially independent properties of cranial bones from CT images. The phases were then corrected by calculating the refractions at each layer interface. These traditional ray tracing methods remain to be improved since it is difficult to calculate refractions through rough surfaces [25] .
The present phase correction techniques require further investigation for high-quality transcranial ultrasound imaging. The paper aims to introduce a robust ray-theory-based transcranial phase correction method to improve the transcranial imaging quality. The method is inspired by seismic tomography technology, which uses backscattering waves under continuous medium interfaces to explore underground structures [24] . The method is expected to obtain the corrected phases with acoustic parameters ( the shape and longitudinal velocity) of cranial bones. The corrected phases, combined with ideal synthetic aperture focusing technology (I-SAFT) and the time domain beamforming reconstruction (delay and sum, DAS) method, can achieve high-quality transcranial imaging. The paper is organized as follows: in Sec. II, the methods, including I-SAFT and ray-theory-based phase correction, are introduced. In Sec. III, the phantoms are briefly introduced, and the simulation and experimental settings on the phantoms are presented in detail. In Sec. IV, The corresponding image quality enhancement results after phase correction are quantitatively evaluated. Finally, the discussion and conclusion are presented in Sec. V and VI, respectively.
II. THEORY A. IDEAL SYNTHETIC APERTURE FOCUSING TECHNOLOGY
The I-SAFT, originating from synthetic aperture radar technology, is generally used to improve the lateral resolution [26] . The time domain B-mode beamforming for the I-SAFT is based on a delay-and-sum (DAS) algorithm. The mathematical expression is shown as follows:
where x and z represent the spatial position of certain target points in the horizontal and vertical directions relative to the linear array, respectively;ȳ(x, z) denotes the synthesized signal related to the target point; i is the number of active elements emitting ultrasound; j is the number of active elements receiving the signal; m(x, z) represents the dynamic aperture that determines the quantity of active elements with the threshold arctan y (m(x, z)l) > π/4, where l is the element spacing of the array; R ij (t) is the Hilbert-transformed signal received by the j-th element after the emission of the i-th element; t is the discrete time series; and i (x, z) and j (x, z) denote the discrete time series from the target point to the i-th and j-th elements, respectively. To further improve the imaging quality, noise is suppressed by adding a filtering process. The filtering process is adapted from Wiener filtering in the frequency domain [27] . The mathematical expression is as follows: (2) is omitted for simplicity.
The I-SAFT, symbolized with one-element transmission and all-element receiving, can achieve synthesized steering and focusing for both transmission and receiving processes. I-SAFT is suitable for transcranial phase correction imaging because the phase aberration-induced physical steering and focusing deflections for the transmission process are difficult to correct with some well-known imaging technologies,e.g.,plane wave [28] , diverging wave [29] and focusing wave [30] . As shown in Fig. 1 , the space between the linear array and craniums, as well as the space below the craniums, is assumed to be fully occupied by soft tissue. Ultrasound undergoes significant refraction (solid lines) at the craniumtissue interfaces since the velocity difference is large between the two materials. The refractions and the velocity difference lead to time-of-flight (TOF) misestimation, which in turn results in transcranial defocusing. The TOFs t i and t j calculated using the ideal wavepath (dash-dotted line) are the same as the TOFs calculated using the refracted wavepath (solid line), as shown in Fig. 1 . The corresponding ideal focus A is different from the real focus B in spatial positioning. The defocusing indicates that the target point B is incorrectly located at position A. The ideal wavepath originates from the assumption of conventional beamforming that ultrasound expands spherically and propagates in a line in soft tissues. The TOFs from the target point to each element of the array can be utilized for beamforming with I-SAFT for both transmission and receiving processes, as shown in (1) . Improved images can be derived with the corrected TOFs.
B. THE SOLUTION OF EIKONAL EQUATIONS
The wave equation is a second-order linear partial differential equation (PDE) in homogenous media that describes ultrasonic waves as [31] :
where ∇ 2 is the spatial Laplacian operator, p is the sound pressure, c is the spatial varying velocity, and t represents the time. We can assume that the solution of (3) corresponding to the sinusoidal plane travelling wave has a form as follows [32] :
where A(x, z) denotes the acoustic pressure intensity;
(ωt − k 0 ϕ) is the wave phase; k 0 = ω/c 0 denotes the reference wavenumber, where c 0 is the corresponding reference velocity; and ϕ denotes a spatial position relevant parameter, By substituting (4) into (3), the PDE can be simplified to two parts [32] :
where ∇ is the Del operator and n = c 0 /c denotes the refractivity. The spatial positions (x, z) in (5a) and (5b) are omitted for simplicity. It should be noted that the simplification is based on high-frequency approximation. Equation (5a) denotes the intensity equation that determines the ultrasound pressure amplitude. Equation (5b) denotes the eikonal equation that determines the phase of the ultrasound, which is also a form of ray acoustics. By assigning the phase of the travelling wave, the ultrasound wavefront can be obtained:
After integrating (5b) and (6), the eikonal equation has the following form [32] :
where T (x, y) denotes the travel time (phases) of the ultrasound wavefront. The equation can be numerically solved with a finite difference algorithm by discretizing square grids throughout the space. We select one widely used finite difference method, namely, wavefront extrapolation [33] . The method is a repetitive process of searching the minimum time grid from the known time grids and calculating the times of the surrounding grids. The repetitive process continues until all the times in computational domain have been calculated. Fig. 2 shows the discrete form to calculate the times of the surrounding grids. The corresponding equations for the three cases are as follows [33] :
where h is the width of the square grid; T 0 is the minimum time from the known time grids; T 2 or T 1 is the known time adjacent to T 0 ; and S(x, z) = 1/c(x, z) denotes the spatial slowness, where S 0 , S 1 , S 2 and S 3 are the corresponding discrete forms to S(x, z). Fig. 2(a) shows the calculation of T 3 based on (8a), where the times T 0 , T 1 and T 2 at three corners of the square cell were calculated. The centre slowness changes to S = (S 1 + S 2 + S 3 + S 0 ) /4. Fig. 2(b) shows the calculation of T 3 based on (8b), where the times T 0 and T 2 at two corners of the square cell have been calculated. The centre slowness S changes to (S 2 + S 3 + S 0 ) /3. Fig. 2(c) shows the calculation of T 3 based on (8c), where the times T 0 , T 1 and T 2 of three consecutive points on a line have been calculated. The centre slowness S 1 and S 2 are consistent with that shown in Fig. 2(a) . With the above three equations, the times of eight points around the minimum time T 0 can be obtained.
The above method is computationally expensive at O(P 2 ) algebraic operations, where P denotes the total grid number. The computational times versus diverse grid numbers are shown in Fig. 3 .
For I-SAFT imaging, the element spacing of the phase array is close to the wavelength, and the distance between the phase array and imaging area is at least quintuple the wavelength. The ultrasound meets the far-field approximation criteria, and the elements of the phase array can be treated as point sources [34] . The travel time from the point sources to each imaging position is theoretically computable using this method, with the pre-knowledge of the acoustic parameters (shape and velocity) of cranial bones. Because the angles between the phase array and cranial bones are small in most circumstances, ultrasound mainly transforms to longitudinal waves in the cranial bones. The velocity of the cranial bones is therefore set as the longitudinal velocity for phase correction calculation in this paper. The corrected phases (travel time) are then used for I-SAFT reconstruction to improve the imaging quality.
III. SIMULATION AND EXPERIMENT A. 3D PRINTED PHANTOM PREPATRATION
Cranial bones, including the occipital bone, two temporal bones, two parietal bones, the sphenoid, ethmoid and frontal bones, perform the leading role to form a cavity for the brain. The porosity of the squamous part of temporal bone is low and estimated to be close to that of cortical bone (retrieved from CT images originating from public resource of Magnetic Resonance Research Facility of University of Iowa Health Care). In the present paper, a sectional-piece image of the squamous part of the temporal bone was obtained from the public CT image resource. Ray-theory-based phase correction was implemented on the image. Fourteen cylindrical phantom bars (soft tissues) with different diameters (4.5 mm, 9.0 mm, 12.5 mm and 15.0 mm) were secured separately in the intracranial region. In addition, the other regions were filled with water. Photopolymer was selected as the tissue-mimicking material of the cranial bones. Its basic acoustic parameters, i.e., longitudinal and shear velocity and attenuation, were respectively measured as c l = 2462m/s, c s = 1129m/s and α = 4dB/MHz/cm by using the ultrasound transmission method [35] . The longitudinal velocity of the material was close to that of the cranial bones, and the material was thus suitable for phantom construction of cranial bones [36] . The X-ray CT image of the cranial bones was extended in the vertical direction and printed using a photopolymer 3D printer to prepare the cranial bone phantom. The cylindrical phantom bars were prepared using a mixture of carbon powder, agar, and water (weight ratio 1:3:96), whose shape in the final image can be used to evaluate the results after phase correction.
Both the simulation and experiment were performed with the same basic setting as shown in Fig. 4 .
B. SIMUATION
The material parameters of the cranial bone phantom in the simulation were consistent with those of the photopolymer. The material parameters of soft tissues were uniformly and randomly distributed in space. The velocity distribution was c = 1505 ± 75 m/s, and the density distribution was ρ = 1000 ± 5kg/m 3 . Moreover, the velocity of water was c = 1480m/s under the normal temperature (20 • ), and the density was ρ = 1000kg/m 3 . The transmission signal was a Gaussian envelope pulse containing two sinusoidal cycles with a 1 MHz centre frequency. The full-wave simulations were implemented with the pseudospectrum time domain (PSTD) method [37] . The PSTD method assumes that all meshes have square shapes with the same sizes in the computational region. The mesh size was assigned as dx = 0.11 mm, approximately one-thirteenth the wavelength λ = 1.48 mm in water and one-third the element spacing of the phase array. The time step was arranged to satisfy the Courant-Friedrich-Levy condition as 0.1 [37] . Two simulations were implemented altogether. The first one assumed the cranial bones to be liquid, where the shear wave in the bone was neglected in the simulation. The second one assumed the cranial bones as solid, where the longitudinal wave, shear wave and attenuation were all considered. The attenuation in water and soft tissues was ignored in the simulations.
C. EXPERIMENT
A linear array was secured outside the cranial phantom. The experiments were implemented with a customized phase array probe (128-element, 0.675 mm element spacing with −6 dB bandwidth from 0.5 MHz to 1.5 MHz) driven by a programmable ultrasound system (Vantage 128, Verasonics Inc, Kirkland, WA). The relative positions of the phantoms and phase array were fixed with additional 3D-printed assembly support. They were immersed in distilled water to finish the experiments under normal temperature (20 • ). The transmission signal in the experiment was the same as that of the simulation, and ten frames of signal acquisition were restored in total for offline reconstruction.
IV. RESULTS

A. SIMUATION
The phase-contour images are shown in Fig. 5 , with ultrasound emitted from the first and last element of the phase array. The contour lines sweep across the whole imaging area, ensuring phase correction at each imaging position.
The reconstructed images with simulated signals are shown in Fig. 6 . The shapes and positions of the cranial bones and soft tissues are exhibited in Fig. 6 (a) without phase correction when the received signals are obtained from the first simulation. The corresponding image is exhibited in Fig. 6(b) after phase correction. The shapes and positions of the cranial bones and soft tissues are exhibited in Fig. 6(c) without phase correction when the received signals are obtained from the second simulation. The corresponding images are exhibited in Fig. 6(d) after phase correction. The reconstructed images are derived after a Wiener filtering process.
B. EXPERIMENT
Ten frames of experimental signals are averaged to reduce noise, and the reconstructed results are shown in Fig. 7 . The images in the first row (see Fig. 7 (a) and 7(b)) are the reconstructed results without phase correction, where soft tissues are distorted into quasi-ellipses. The images in the second row (see Fig. 7 (c) and 7(d)) are obtained after phase correction, where distortions of soft tissues are intuitively corrected. The results (see Fig. 7 (a) and 7(c)) are obtained using the DAS algorithm, and actual soft tissues are highlighted with dotted TABLE 1. Errors of mean and standard deviation (SD) for uncorrected imaging and phase correction imaging (visible circle). L denotes the center position shift, e represents the eccentricity of fitted ellipse. They are united to provide a standard for judging image distortion. In addition, C denotes the maximum luminance contrast to evaluated the extent of image enhancement. Median and interquartile range are displayed in the last column. circles. The images in Fig. 7(b) and 7(d) depict the corresponding Wiener-filtered results. Imaging noise is weakened, and the main structure of the soft tissues is more obvious after Wiener filtering. Experimental and simulation results are combined to evaluate the extent of distortion correction for transcranial imaging. The centre position shift, the eccentricity of the fitted ellipse and the maximum luminance contrast (difference between the maximum and minimum luminance values) for visible soft tissues (not degraded by artifact) are calculated and exhibited in Table 1 .
V. DISCUSSION
The cranium-induced phase errors result in an offset in the spatial position, mainly manifested as a centre shift in this article; shape distortion, mainly manifested as a change from circular to quasi-elliptical in this article (see Figs. 6(a), 6(c), 7(a) and 7(b)). Such a phenomenon is expected to become obvious as applied for clinical usage because real tissues are continuous and because shape distortion causes aliasing. This aliasing degrades the distinction of different parts of intracranial tissues and thereby affects the accuracy of the diagnosis of brain disease. With the raytheory-based phase correction, the images become accurate to reflect the spatial information of soft tissues, as shown in Figs. 6(b), 6(d), 7(c) and 7(d).
If only the longitudinal wave is taken into account for the PSTD simulation, the imaging quality improves. The Fig. 6 (c) and 6(d)). These artifact are caused by the longitudinal-shear-longitudinal mode conversion, which cannot readily be eliminated because only longitudinal waves are reserved for ray-theory-based phase correction.
Limited by the low centre frequency, wide spacing width of phased array and unexpected noise, the resolution of I-SAFT images is low in our experiments [38] . Only the upper and lower parts of the soft tissues are visible, and internal details are poorly imaged. Such a phenomenon also appears in structure imaging of cranial bones (see Fig. 8 (b) and 8(d)). The shape, size and spatial position of soft tissues, as well as the artifact (marked by yellow solid lines) in experimental results (see Fig. 7 (a) and 7(c)), are approximately similar to those of the second simulation (see Fig. 6 (c) and 6(d)). The centre position shift and eccentricity of the fitted ellipse of the soft tissues are chosen as two standards to evaluate the extent of phase correction. The two standards of ten visible soft tissues are compared between reconstructed images and actual situations (dotted line). With conventional reconstruction, the centre position shifts of the soft tissues (No. 6, No. 9 and No. 12) on the left portion are overall larger than those of the other tissues (see Figs. 4 and 7) . This is because the left part of the present cranial bone phantom is thicker than the right part. In addition, the eccentricity of the quasi-ellipse in the right part (No. 7, No. 8, No. 10 and No. 13 ) is larger than that in the left part (see Figs. 4 and 7) . This is because the irregularity of the present cranial bone phantom on the right is relatively high, causing more significant refraction than its counterpart in the left. The statistical information indicates that the centre position shift has increased from 1.98±0.20 mm to 0.21±0.02 mm (mean ± SD), and the eccentricity of the quasi-ellipse has increased from 0.63±0.06 to 0.19±0.02 (mean ± SD), after ray-theorybased phase correction. In addition, the contrast value of those soft tissues has evidently improved according to the simulation and experimental results (see Figs. 6 and 7) . The statistical information from the experimental results indicates that the average maximum luminance contrast has improved from 37.36±0.60 dB to 42.41±0.52 dB (mean ± SD) after ray-theory-based phase correction.
The ray-theory-based phase correction method has a wider imaging area than the limited beacon points with the timereversal method. It is also more universal and accurate than the auto-correlation method, in which the thickness compensation of cranial bones is necessary for accurate imaging [13] . The ray-theory-based phase correction has higher efficiency than full-wave simulation-based phase correction, while acoustic parameters are essential for those two methods. There are also some limitations of the present method. For example, mode-conversion-induced artifact cannot readily be eliminated; the phase correction relies on the preknowledge of cranial bones; the method cannot accurately correct the phases with anisotropic cranial bones, etc.
VI. CONCLUSION
Transcranial imaging correction is achieved by combining the ray-theory-based phase correction method and synthetic focusing aperture technology. With the pre-knowledge of the spatial position and longitudinal wave speed of the cranial bones, dynamic focusing is achieved at each imaging position. Simulation and experiment indicate that the proposed method can be used to improve the accuracy and contrast of transcranial imaging. The quantitative results demonstrate that the presented method can decrease the average error of the central position of the soft tissues from 1.98 mm to 0.21 mm and the average eccentricity of the fitted ellipse of the soft tissues from 0.63 to 0.19. The average maximum luminance contrast improves from 37.36 dB to 42.41 dB with ray-theory-based phase correction. Future investigations will be focused on a method for realizing phase correction imaging without knowing the bone morphology. Machine learning (ML) has the potential to revolutionize brain disease diagnosis by performing classification and efficient management by rapidly reviewing medical images. Higher-quality brain images are required to guarantee the reliability of both training data and test data, which helps to improve the accuracy of brain disease classification. 
