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We study admissible and equivalence point transformations between generalized multidi-
mensional nonlinear Schro¨dinger equations and classify Lie symmetries of such equations.
We begin with a wide superclass of Schro¨dinger-type equations, which includes all the other
classes considered in the paper. Showing that this superclass is not normalized, we partition
it into two disjoint normalized subclasses, which are not related by point transformations.
Further constraining the arbitrary elements of the superclass, we construct a hierarchy of
normalized classes of Schro¨dinger-type equations. This gives us an appropriate normalized
superclass for the non-normalized class of multidimensional nonlinear Schro¨dinger equations
with potentials and modular nonlinearities and allows us to partition the latter class into
three families of normalized subclasses. After a preliminary study of Lie symmetries of
nonlinear Schro¨dinger equations with potentials and modular nonlinearities for an arbitrary
space dimension, we exhaustively solve the group classification problem for such equations
in space dimension two.
1 Introduction
Nonlinear Schro¨dinger-type equations appear in physics in many contexts. They model nonlinear
physical systems in hydrodynamics, optics, acoustics, quantum condensates, heat pulses in solids,
plasma physics, quantum mechanics and biomolecular dynamics, to name just a few areas; see
for instance [2, 10, 21, 27, 28] and references therein.
There is a vast literature on the study of Schro¨dinger equations within the framework of
symmetry analysis of differential equations, including their Lie symmetries and point trans-
formations between them; see, e.g., the reviews in [9], [30, Chapter 17], [54, Section 4] and
below. This study was systematically begun in the 1970’s with linear Schro¨dinger equations
[6, 37, 38, 39, 40]. Nevertheless, linear Schro¨dinger equations are quite different from nonlinear
ones in symmetry and other related properties, and their study needs specific methods, including
modifications of methods of group classification; see [35, 41] and references therein.
To the best of our knowledge, the first paper with essentially using specific Lie symmetries
of nonlinear Schro¨dinger equations was the paper [62]. It was indicated there that the (1+2)-
dimensional cubic Schro¨dinger equations admits additional (conformal) symmetries in compari-
son with the case of general power modular nonlinearity |ψ|γψ. This displays the fact that power
γ = 2 is critical for space dimension two. Lie symmetries of nonlinear Schro¨dinger equations were
systematically considered for the first time in [7], where an inverse group classification problem
for (1+1)-dimensional nonlinear Schro¨dinger equations of the form iψt+ψxx+F (t, x, ψ, ψ
∗) = 0
was solved. More specifically, subalgebras of the essential [55] Lie invariance algebra of the
(1+1)-dimensional free Schro¨dinger equations were classified and equations of the above form
that are invariant with respect to listed subalgebras were constructed. Later, other inverse
group classification problems for nonlinear Schro¨dinger equations were also considered, see, e.g.,
[15, 29, 56, 61]. Some Lie reductions of nonlinear Schro¨dinger equations with power modular
nonlinearity, were carried out in [18, 19, 26]. In [21, 22, 23, 24, 25], classical Lie symmetry
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analysis was comprehensively carried out for (1+3)-dimensional cubic-quintic Schro¨dinger equa-
tions, whose nonlinear terms are of the form (a2|ψ|
4 + a1|ψ|
2 + a0)ψ, where a0, a1 and a2 are
real constants with (a1, a2) 6= (0, 0). This included the computation of the maximal Lie invari-
ance algebras of such equations depending on values of the parameters a’s, the classification
of subalgebras of these algebras, Lie reductions using the obtained subalgebras, the construc-
tion of exact invariant solutions and additional analysis of some specific submodels like the
spherical submodel. Lie reductions and invariant solutions of coupled systems of two (1+2)-
dimensional nonlinear Schro¨dinger equations were considered in [20]. Partially invariant solu-
tions of (1+1)-dimensional nonlinear Schro¨dinger equations of the form iψt+ψxx+fψ+gψx = 0
with complex-valued parameter functions f and g of (|ψ|, |ψ|x) were constructed in [36]. Clas-
sical Lie reductions and nonclassical reductions for generalized nonlinear Schro¨dinger equations
of the form iψt + ψxx + b1(|ψ|
2ψ)x + b2(|ψ|
2)xψ + a2|ψ|
4ψ + a1|ψ|
2ψ = 0 with b1, b2 ∈ C,
a1, a2 ∈ R and (b1, b2, a2) 6= (0, 0, 0) were carried out in [9, 12, 13]. Analogous reductions were
discussed in [9] for the case of space dimension three and in [10] for similar cylindrical equa-
tions. The integration of obtained reduced equations gave a number of exact solutions for the
above Schro¨dinger equations. Conditional symmetries of nonlinear Schro¨dinger equations with
modular nonlinearity, f(|ψ|)ψ, and of phase Schro¨dinger equations whose nonlinear terms are
of the form iβψ argψ2 + f(|ψ|)ψ with β ∈ R 6=0 were obtained in [16] for specific differential
constraints. The systems of determining equations for Lie symmetries of systems of nonlinear
Schro¨dinger equations with inhomogeneous nonlinearities were used in [64, 65, 66] for testing
a software for solving overdetermined systems of PDE’s. A special attention was paid to the
case of power modular nonlinearity with potentials that are quadratic with respect to space
variables. In [42], a new method of group classification, the so-called method of furcate split-
ting, was suggested, which is especially efficient for group classification of classes of differential
equations whose arbitrary elements are functions of one or two arguments. Using this ad-
vanced method, the complete group classification of nonlinear Schro¨dinger equations of the form
iψt+∆ψ+F (ψ,ψ
∗) = 0 was carried out for an arbitrary space dimension. Exact solutions of the
coupled matrix nonlinear Schro¨dinger equations, including those with an external potential, were
constructed in [57, 58, 59, 60] using an original method of generalized Ba¨cklund–Darboux trans-
formations. Note that a collection of exact solutions of various nonlinear Schro¨dinger equations
was presented in [48].
The algebraic method of group classification was first applied to Schro¨dinger equations in [27],
where admissible transformations and Lie symmetries for variable-coefficient generalizations of
(1+1)-dimensional cubic Schro¨dinger equations of the form iψt + G(t, x)ψxx +W (t, x)|ψ|
2ψ +
V (t, x)ψ = 0 with complex-valued functions G, W and V of (t, x) with ReG 6= 0 and ReW 6= 0
were studied. Exact solutions of such equations with G = 1 were considered in [2]. Lie sym-
metries of more general variable-coefficient cubic-quintic nonlinear Schro¨dinger equations were
classified in [46]. Results of [56] were extended in [67] via classifying (1+1)-dimensional nonlin-
ear Schro¨dinger equations of the form iψt + ψxx + F (t, x, ψ, ψ
∗, ψx, ψ
∗
x) = 0 with Lie-symmetry
groups of dimensions one, two and three. The equations invariant with respect to Galilei group
and its natural extensions were selected among listed ones, which was used for symmetry clas-
sification of Galilei-invariant complex Doebner–Goldin models; see also [17] for the classical Lie
symmetry analysis of these models. Group classification problems for various classes of nonlinear
Schro¨dinger equations with modular nonlinearities and potentials were solved on the series of pa-
pers [31, 32, 51, 52, 53]. Such equations are important for applications and were intensively stud-
ied within the framework of group analysis of differential equations, theory of partial differential
equations, etc., see e.g. [1, 3, 11, 14, 33, 47]. In fact, the consideration of the above group classifi-
cation problems stimulated revisiting the entire framework of the algebraic method of group clas-
sification, which was based on the notion of normalized class of differential equations [49, 50, 54].
In the present paper, we study admissible point transformations within classes of multi-
dimensional generalized nonlinear Schro¨dinger equations. This allows us to classify Lie symme-
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tries of multidimensional nonlinear Schro¨dinger equations with potentials and modular nonlin-
earities using the algebraic method of group classification of differential equations. We essentially
generalize results of [54] by considering an arbitrary space dimension and more general classes
of nonlinear Schro¨dinger equations. For this, we combine and further develop various techniques
of the modern group analysis of differential equations. We apply splitting into normalized sub-
classes, gauging arbitrary elements by equivalence transformations, looking for normalized super-
classes and singling out appropriate subalgebras of the corresponding equivalence algebras. The
basic notions and concepts used in this paper, such as class of differential equations, equivalence
groupoid, equivalence group, equivalence algebra, group classification and normalization proper-
ties of a class of differential equations, can be found in [4, 35, 44, 49, 54, 63] as well as in references
therein. See also [8, 43, 45] for the general theory of group analysis of differential equations.
Looking for an appropriate normalized superclass for the class of nonlinear Schro¨dinger
equations with potentials and modular nonlinearities, we begin with the study of point trans-
formations within the very wide class N of generalized (1+n)-dimensional (n > 2) nonlinear
Schro¨dinger equations with “variable mass” of the form
iψt +G(t, x, ψ, ψ
∗,∇ψ,∇ψ∗)ψaa + F (t, x, ψ, ψ
∗,∇ψ,∇ψ∗) = 0, (1)
where G and F are smooth complex-valued functions of their arguments with G 6= 0. The class N
is the superclass for all classes of Schro¨dinger equations considered in the present paper. This
class is not normalized but can be partitioned into the two normalized subclasses N0 and N¯0
singled out within the class N by the constraints G∗ 6= −G and G∗ = −G, respectively.
Notation. Throughout the paper, t and x = (x1, . . . , xn) are the real independent variables,
ψ is the unknown complex-valued function of t and x, and ρ := |ψ|. For a complex value β, the
notation β∗ denote its conjugate, and we define βˆ = β if Tt > 0 and βˆ = β
∗ if Tt < 0, where T is
t-component of point transformations in the space with coordinates (t, x, ψ, ψ∗). Subscripts of
functions denote differentiation with respect to the corresponding variables. The indices a and
b run from 1 to n, the indices µ and ν run from 0 to n, x0 := t, and we assume summation over
repeated indices. ∇ψ = (ψ1, . . . , ψn) and ∇ψ
∗ = (ψ∗1 , . . . , ψ
∗
n). The total derivative operator Dµ
is defined as Dµ = ∂µ + ψµ∂ψ + ψ
∗
µ∂ψ∗ + ψµν∂ψν + ψ
∗
µν∂ψ∗ν + · · · . Given a class of differential
equations, π denotes the natural projection of the joint space of the variables and the arbitrary
elements on the space of the variables only. E is the n× n identity matrix.
Choosing specific forms of G and F , we further single out several subclasses from the nor-
malized class N0. An important subclass is the normalized class F¯ singled out from N0 by the
condition that G is a (nonzero) real constant. The class F¯ is mapped by a family of scalings of t
and alternating the sign of this variable, which are equivalence transformations of the class F¯,
to its normalized subclass F associated with the constraint G = 1, i.e., consisting of equations
of the form
iψt + ψaa + F (t, x, ψ, ψ
∗,∇ψ,∇ψ∗) = 0. (2)
We combine this consideration of the class F with n > 2 with earlier results on the class F with
n = 1 from [54] and thus further assume n > 1. We simultaneously constrain the arbitrary
elements G and F by the equations G = 1 and Fψa = Fψ∗a = 0 to single out the normalized class
F1 whose equations are of the general form
iψt + ψaa + F (t, x, ψ, ψ
∗) = 0. (3)
Additionally restricting F to be F = S(t, x, ρ)ψ, we obtain the normalized class S of multidi-
mensional nonlinear Schro¨dinger equations of the form
iψt + ψaa + S(t, x, ρ)ψ = 0, Sρ 6= 0, (4)
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where S is an arbitrary smooth complex-valued function of its arguments. After a preliminary
study of the Lie symmetries of equations from the class S, we further constrain the arbitrary
function S by putting S(t, x, ρ) = f(ρ) + V (t, x), fρ 6= 0. This gives the non-normalized class V
of multidimensional nonlinear Schro¨dinger equations with potentials and modular nonlinearities
of the form
iψt + ψaa + f(ρ)ψ + V (t, x)ψ = 0, fρ 6= 0, (5)
where V is an arbitrary smooth complex-valued potential depending on t and x, and f is an
arbitrary complex-valued nonlinearity depending only on ρ. The class S is a quite narrow and
appropriate normalized superclass of the class V. Using results on the class S, we partition the
class V into normalized subclasses, study properties of Lie symmetries of equations from this
class and solve completely the group classification problem for the class V with n = 2. We note
that the case n = 1 and the case f = ρ2 with n = 2 was studied in [54].
The paper is organized as follows.
In Section 2 we compute the equivalence groupoid G∼
N
of the class N. This allows us to
find the equivalence group G∼
N
of the class N and the equivalence groups G∼
N0
and G∼
N¯0
of its
subclasses N0 and N¯0, to check the normalization of these subclasses and to show that equations
from these subclasses are not related by point transformations. As a result, we obtain a partition
of the equivalence groupoid G∼
N
, G∼
N
= G∼
N0
⊔
G∼
N¯0
.
A hierarchy of normalized subclasses of N0 is constructed in Section 3. For each next class in
the chain N0 ⊃ F˜ ⊃ F ⊃ F1 ⊃ S, we use results on its directly preceding normalized superclass
for describing of the equivalence groupoid of this class, which reduces to finding the equivalence
group of this class and checking its normalization. For the class S, we additionally derive its
equivalence algebra g∼
S
as the set constituted by the infinitesimal generators of one-parameter
subgroups of its equivalence group G∼
S
.
Section 4 is devoted to analyzing properties of the maximal Lie invariance algebras, gS, of
equations, LS, from the class S. Applying the Lie infinitesimal criterion, we derive the system of
determining equations for Lie symmetries of equations LS . The analysis of this system yields the
kernel invariance algebra g∩, which is the intersection of all gS , and a preliminary description
of the algebras gS . The latter includes the general form of elements of gS , the classifying
equations for functions and constants parameterizing these elements, the least upper bound of
the dimensions of the algebras gS, which is equal to n(n + 3)/2 + 4, as well as estimates of
dimensions of distinguished subalgebras of gS .
Section 5 deals with the preliminary scheme of group classification for the class V in the case
of an arbitrary space dimension n, which is based on the previous study of the class S. We find
the equivalence group of the class V and show that this class, unlike the class S, is not normalized.
Then the class V is partitioned into the disjoint normalized subclasses V′, P0 and Pλ, λ ∈ R 6=0,
which are related, up to gauge equivalence transformations in V, to general, logarithmic and
power values of the arbitrary element f , i.e., f = f(ρ), f = δ ln ρ and f = δρλ, where δ is an
arbitrary complex constant. The equivalence groups of these subclasses are constructed as well.
In order to study Lie symmetries of equations from these subclasses, we treat the nonlinear
terms in a special way: by fixing f(ρ) in V′ and δ (after gauging to |δ| = 1 and δ2 > 0 by
scaling equivalence transformations) in Pλ, λ ∈ R, and then consider V as the only arbitrary
element. We specify estimates for the dimensions of maximal Lie invariance algebras and of
their distinguished subalgebras, which are obtained for equations from the superclass S, for each
of the above normalized subclasses with specific nonlinearity f .
The complete group classifications of these subclasses in the (1+2)-dimensional case is pre-
sented in Section 6.1–6.3, respectively. We introduce G∼
V
-invariant parameters, which depend
on values of the arbitrary elements f and V and are related to the dimensions of distinguished
subalgebras of the corresponding maximal Lie invariance algebras. The ranges of these pa-
rameters can be estimated using the derived estimations of the subalgebra dimensions; in fact,
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they take only small integer values. We use them to distinguish subalgebras of the projections
of the equivalence algebras of the above normalized subclasses to the space with coordinates
(t, x, ψ, ψ∗) that are appropriate as the maximal Lie invariance algebras of some equations from
these classes. Therefore, it is natural to split the solution of the group classification problems in
these subclasses into different cases depending on values of the introduced parameters. In this
way, we obtain a complete list of G∼
V
-inequivalent Lie symmetry extensions in the class V with
n = 2 as the union of the group classification lists for the subclasses V′, P0 and Pλ, λ ∈ R 6=0, up
to G∼
V′
-, G∼
P0
- and G∼
Pλ
-equivalences, respectively.
An mentioned above, the results of the present paper generalize those given in [54] for the
(1+1)-dimensional nonlinear Schro¨dinger equations with potentials and modular nonlinearities
and for (1+2)-dimensional cubic Schro¨dinger equations with potentials. It is relevant to also
complete the study for the case of spatial dimension three as the most important from the phys-
ical point of view. Note that the complexity of group classification of nonlinear Schro¨dinger
equations with potentials and modular nonlinearities exponentially grows when the spatial di-
mension increases.
We intend to exploit the results of this paper to obtain Lie reductions and invariant solutions
for the class of nonlinear Schro¨dinger equations of the form (5) in future publications.
2 Admissible and equivalence transformations
within the superclass
Using the direct method, we compute the equivalence groupoid G∼
N
for the class N with n > 2,
which consists of equations of the form (1). In the course of this and other computations, we
should assume (ψ,ψ∗) to be the tuple of the dependent variables and extend the corresponding
arbitrary-element tuple with the complex conjugates of its components, e.g., (G,F ) with G∗
and F ∗. Confining an expression to the solution set of an equation from the class N, we should
supplement this equation by its complex conjugate, thus considering the system of two equa-
tions instead of the single equation; see [35, Section 1]. We find all point transformations of the
general form
ϕ : t˜ = T (t, x, ψ, ψ∗), x˜a = X
a(t, x, ψ, ψ∗), ψ˜ = Ψ(t, x, ψ, ψ∗), ψ˜∗ = Ψ∗(t, x, ψ, ψ∗) (6)
with dT ∧ dX1 ∧ · · · ∧ dXn ∧ dΨ∧ dΨ∗ 6= 0, that map a fixed equation LGF from the class N to
an equation LG˜F˜ ,
iψ˜t˜ + G˜(t˜, x˜, ψ˜, ψ˜
∗, ∇˜ψ˜, ∇˜ψ˜∗)ψ˜x˜ax˜a + F˜ (t˜, x˜, ψ˜, ψ˜
∗, ∇˜ψ˜, ∇˜ψ˜∗) = 0,
from the same class.
Theorem 1. The equivalence groupoid G∼
N
of the class N with n > 2 is constituted by triples of
the form ((G,F ), (G˜, F˜ ), ϕ). Here ϕ is a point transformation of the form (6) whose components
satisfy the equations
Tψ = Tψ∗ = 0, Ta = 0, X
a
ψ = X
a
ψ∗ = 0, X
b
aX
c
a = Hδbc, (7a)
for some positive smooth real-valued function H of (t, x), Tt 6= 0, δbc is the Kronecker delta and,
if G∗ 6= −G, then ΨψΨψ∗ = 0.
The transformed arbitrary elements G˜ and F˜ are given by
G˜ =
H
Tt
{
G if Ψψ 6= 0,
(−G∗) if Ψψ∗ 6= 0,
(7b)
5
F˜ =
Ψψ
Tt
F −
Ψψ∗
Tt
F ∗ +
(
∆ˆΨ +
n− 2
2
Ha
H
DaΨ
)
G˜
H
−
i
Tt
(
Ψt −X
b
t
Xba
H
DaΨ
)
, (7c)
where ∆ˆ := ∂aa + 2ψa∂aψ + 2ψ
∗
a∂aψ∗ + ψaψa∂ψψ + 2ψaψ
∗
a∂ψψ∗ + ψ
∗
aψ
∗
a∂ψ∗ψ∗.
Proof. Let ϕ be a point transformation of the form (6) connecting two equations LGF and LG˜F˜
from the class N. Applying the total derivative operators Dµ’s to ψ˜(t˜, x˜) = Ψ(t, x, ψ, ψ
∗) and
ψ˜∗(t˜, x˜) = Ψ∗(t, x, ψ, ψ∗), we obtain the equations
ψ˜x˜νDµX
ν = DµΨ, ψ˜
∗
x˜νDµX
ν = DµΨ
∗,
where we denote X0 := T , and x0 := t. After rearranging terms, we obtain the equations
(Ψψ − ψ˜x˜νX
ν
ψ)ψµ + (Ψψ∗ − ψ˜x˜νX
ν
ψ∗)ψ
∗
µ = −(Ψµ − ψ˜x˜νX
ν
µ),
(Ψ∗ψ − ψ˜
∗
x˜νX
ν
ψ)ψµ + (Ψ
∗
ψ∗ − ψ˜
∗
x˜νX
ν
ψ∗)ψ
∗
µ = −(Ψ
∗
µ − ψ˜
∗
x˜νX
ν
µ).
Denoting W = W (t, x, ψ, ψ∗, ∇˜ψ˜) := Ψ − ψ˜x˜νX
ν , we solve the above equations with respect
to ψµ and ψ
∗
µ:
ψµ = −
WµW
∗
ψ∗ −W
∗
µWψ∗
Y
, ψ∗µ = −
WψW
∗
µ −W
∗
ψWµ
Y
, (8)
where
Y : =WψW
∗
ψ∗ −W
∗
ψWψ∗
=
∣∣∣∣ Ψψ Ψψ∗Ψ∗ψ Ψ∗ψ∗
∣∣∣∣−
∣∣∣∣ Xνψ Xνψ∗Ψ∗ψ Ψ∗ψ∗
∣∣∣∣ ψ˜x˜ν −
∣∣∣∣ Ψψ Ψψ∗Xµψ Xµψ∗
∣∣∣∣ ψ˜∗x˜µ +
∣∣∣∣ Xνψ Xνψ∗Xµψ Xµψ∗
∣∣∣∣ ψ˜x˜ν ψ˜∗x˜µ . (9)
Note that Y 6= 0. Indeed, if Y = 0, then each of the determinants in (9) vanishes, which
implies that the tuples (Tψ ,X
1
ψ, . . . ,X
n
ψ ,Ψψ,Ψ
∗
ψ) and (Tψ∗ ,X
1
ψ∗ , . . . ,X
n
ψ∗ ,Ψψ∗ ,Ψ
∗
ψ∗) are linearly
dependent, leading to a contradiction of the invertibility of the point transformation.
We compute ψaa using the representations (8) for ψa:
ψaa = Daψa = ψaψ˜x˜µDaψ˜x˜µ + ψaψ˜
∗
x˜µDaψ˜
∗
x˜µ +R
=
1
Y
(DaX
µ)(DaX
ν)(ψ˜x˜µx˜νW
∗
ψ∗ − ψ˜
∗
x˜µx˜νWψ∗) +R,
where R is an expression not involving second derivatives of ψ and ψ∗, the precise form of which
is not essential. We substitute the derived expression for ψaa into the equation LGF and then
substitute for ψ˜x˜1x˜1 and ψ˜
∗
x˜1x˜1
in view of the equation LG˜F˜ and its conjugate. The obtained
equation Lˆ can be split with respect to ψ˜t˜t˜ and ψ˜
∗
t˜t˜
. Collecting the coefficients of the first degrees
of these derivatives leads to the equationsW ∗ψ∗(DaT )(DaT ) = 0 andWψ∗(DaT )(DaT ) = 0. Since
(W ∗ψ∗ ,Wψ∗) 6= (0, 0) in view of Y 6= 0, these equations obviously imply (DaT )(DaT ) = 0. The last
equation can be split with respect to ψa and ψ
∗
a, which leads to Tψ = Tψ∗ = 0, TaTa = 0. Hence
Ta = 0 and Tt 6= 0. Since n > 2, we can also split the equation Lˆ with respect to ψ˜x˜bx˜c and ψ˜
∗
x˜bx˜c
with (b, c) 6= (1, 1). We collect the coefficients of the first degrees of these derivatives. Taking
into account the inequality (W ∗ψ∗ ,Wψ∗) 6= (0, 0), we derive the equations (DaX
b)(DaX
c) = 0,
b 6= c, and (DaX
1)(DaX
1) = · · · = (DaX
n)(DaX
n), which can further be split with respect
to ψa and ψ
∗
a. The resulting system include the equations
XbψX
c
ψ = 0, X
b
ψ∗X
c
ψ∗ = 0, b 6= c, (X
1
ψ)
2 = · · · = (Xnψ)
2, (X1ψ∗)
2 = · · · = (Xnψ∗)
2,
XbaX
c
a = 0, b 6= c, X
1
aX
1
a = · · · = X
n
aX
n
a
6
implying Xaψ = X
a
ψ∗ = 0 and X
b
aX
c
a = Hδbc for some positive smooth real-valued function H of
(t, x). Using these results for T and Xa in (8) we obtain Y = ΨψΨ
∗
ψ∗ −Ψ
∗
ψΨψ∗ ,
ψµ =
XνµΨ
∗
ψ∗
Y
ψ˜x˜ν −
XνµΨψ∗
Y
ψ˜∗x˜ν −
ΨµΨ
∗
ψ∗ −Ψ
∗
µΨψ∗
Y
,
ψaa =
H
Y
(
Ψ∗ψ∗ψ˜x˜bx˜b −Ψψ∗ ψ˜
∗
x˜bx˜b
)
+ ψ˜x˜bDa
XbaΨ
∗
ψ∗
Y
− ψ˜∗x˜bDa
XbaΨψ∗
Y
−Da
ΨaΨ
∗
ψ∗ −Ψ
∗
aΨψ∗
Y
.
Due to the above expressions for ψt and ψaa we can easily split the equation Lˆ with respect to
ψ˜t˜ and ψ˜
∗
t˜
. Collecting the coefficients of the first degrees of these derivatives gives
(HG− TtG˜)Ψ
∗
ψ∗ = 0, (HG+ TtG˜
∗)Ψψ∗ = 0,
and thus the condition (7b) holds since (Ψ∗ψ∗ ,Ψψ∗) 6= (0, 0). If Ψ
∗
ψ∗Ψψ∗ 6= 0, then HG = TtG˜ =
−TtG˜
∗ and HG = TtG˜ = −HG
∗, i.e., G˜ = −G˜∗, G = −G∗. Finally, collecting the remain terms
gives the relation between F and F˜ .
Remark 2. The determining equations (7a) for elements of the equivalence groupoid G∼
N
rep-
resent the principal structure properties of equations from the class N with n > 2 or, more
precisely, of systems each of which consists of such an equation and its complex conjugate.
Thus, the equations Tψ = Tψ∗ = Ta = 0, X
a
ψ = X
a
ψ∗ = 0 and X
b
aX
c
a = Hδbc are associated with
the evolution form of these systems, their quasi-linearity and the involvement of the highest
(second-)order derivatives of ψ and ψ∗ via Laplacian, respectively; cf. [5, 34] for the case of
single equations.
Corollary 3. The class N is not normalized. Its equivalence group G∼
N
consists of the point
transformations in the space of (t, x, ψ, ψ∗,∇ψ,∇ψ∗, G,G∗, F, F ∗),1 where the components for
t, x and ψ are of the form (6) with T , Xa and Ψ satisfying the equations (7a) and ΨψΨψ∗ = 0,
and the components for G and F are of the form (7b) and (7c), respectively.
Since the class N is not normalized, we partition it into two disjoint subclasses N0 and N¯0,
which are singled out by the constraints G∗ 6= −G and G∗ = −G, respectively. It is clear that
there are no point transformations mapping equations from the class N0 to equations from the
class N¯0. We can obtain their corresponding equivalence groupoids G
∼
N0
and G∼
N¯0
, and as well as
their equivalence groups G∼
N0
and G∼
N¯0
from Theorem 1.
Corollary 4. The class N is partitioned by the constraints G∗ 6= −G and G∗ = −G into the
two disjoint subclasses N0 and N¯0, respectively, which are normalized and are not related by
point transformations. The equivalence group G∼
N0
coincides with the equivalence group G∼
N
of
the entire class N. The equivalence group G∼
N¯0
consists of the point transformations in the space
of (t, x, ψ, ψ∗,∇ψ,∇ψ∗, G,G∗, F, F ∗), where the components for t, x and ψ are of the form (6)
with T , Xa and Ψ satisfying the equations (7a), and the components for G and F are of the
form (7b) and (7c).
1According to the definition of equivalence groups, the group G∼N acts in the space with the coordinates
(t, x, ψ(2), ψ
∗
(2), G,G
∗, F, F ∗), where the subscript “(2)” of a dependent variable denotes the collection of jet coor-
dinates corresponding to derivatives of this dependent variable up to order two, including the dependent variable
itself as its zeroth-order derivative. At the same time, the arbitrary elements F and G depend only on the jet vari-
ables (t, x, ψ, ψ∗,∇ψ,∇ψ∗). In view of Theorem 1, admissible transformations in the class N preserve the subspace
of the second-order jet space J2(t, x|ψ,ψ∗) with these coordinates. Hence, we can restrict the space underlying the
group G∼N and thus assume that its elements act in the space with the coordinates (t, x, ψ,ψ
∗,∇ψ,∇ψ∗). It suffices
to present only the transformation components for (t, x, ψ) and for the arbitrary elements. The transformation
components for derivatives of ψ are constructed from the (t, x, ψ)-components by the standard prolongation us-
ing the chain rule. The transformation components for derivatives of ψ∗ and for the complex conjugates of
complex-valued arbitrary elements are obtained by conjugating their counterparts for derivatives of ψ and for the
corresponding arbitrary elements, cf. [35, Section 1]. We use the same approach for all the subclasses of N and
their reparameterizations considered in the present paper.
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In other words, the partition N = N0
⊔
N¯0 of the class N leads to a partition of its equivalence
groupoid G∼
N
, G∼
N
= G∼
N0
⊔
G∼
N¯0
, where the equivalence groupoids G∼
N0
and G∼
N¯0
are generated by
the corresponding equivalence groups G∼
N0
and G∼
N¯0
.
Corollary 5. If a subclass of the class N intersects both the subclasses N0 and N¯0, then its
equivalence group is a subgroup of G∼
N
.
3 Transformational properties of intermediate subclasses
Selecting the equations with G = 1 from the class N, we obtain the subclass F of N whose
equations are of the form (2). It is easy to single out its equivalence groupoid G∼
F
as a subgroupoid
from the equivalence groupoid G∼
N
computed in Theorem 1 for n > 2. In the case n = 1, the
equivalence groupoid G∼
F
was computed in [54, Theorem 1]. Merging the above cases of n, we
formulate the following assertion.
Proposition 6. The equivalence groupoid G∼
F
of the class F consists of triples of the form
(F, F˜ , ϕ), where ϕ is a point transformation in the space of variables, given by
t˜ = T, x˜a = |Tt|
1/2Oabxb + X
a, ψ˜ = Ψ(t, x, ψˆ), (10a)
and the target value F˜ of the arbitrary element is expressed via its source value F as
F˜ =
Ψψˆ
|Tt|
Fˆ − i
Ψt
Tt
+ i
(
Ttt
2|Tt|2
xa +
ε′
|Tt|3/2
X bt O
ba
)
(Ψa +Ψψˆψˆa) (10b)
−
1
|Tt|
(
Ψaa + 2Ψaψˆψˆa +Ψψˆψˆψˆaψˆa
)
,
where T and X a are arbitrary smooth real-valued functions of t with Tt 6= 0, Ψ is an arbitrary
smooth complex-valued function of t, x and ψˆ with Ψψˆ 6= 0, O = (O
ab) is an arbitrary constant
n× n orthogonal matrix, and ε′ = sgnTt.
Proof. Since the case n = 1 was studied in [54, Theorem 1], it suffices to consider the case n > 2.
Setting G = 1 and G˜ = 1 in the description of admissible transformations of N that is given in
Theorem 1, we obtain that transformational parts ϕ of admissible transformations of the class F
are of the form (6), where the components satisfy the equations (7a) and ΨψΨψ∗ = 0, where
H = |Tt|. This expression for H and the condition Ψψˆ 6= 0 follow from the equation (7b). As a
result, we obtain the representation (10a) for ϕ. The expression for the target value F˜ of the
arbitrary element is derived from (7c) in view of (10a).
The analysis of structure of G∼
F
shows that it suffices to choose the space with the coordinates
(t, x, ψ, ψ∗,∇ψ,∇ψ∗, F, F ∗) as the space underlying the equivalence group G∼
F
of the class F.
Corollary 7. The class F is normalized. The equivalence group G∼
F
of F is constituted by
the point transformations in the space with the coordinates (t, x, ψ, ψ∗,∇ψ,∇ψ∗, F, F ∗) whose
components for (t, x, ψ, F ) are of the form (10a)–(10b), and the other components are obtained
via the complex conjugation or the prolongation by the chain rule.
The continuous equivalence transformations of the class F are single out from the group G∼
F
by the constraints Tt > 0 and detO = 1. Therefore, the class F possesses only two discrete
equivalence transformations that are independent up to combining with each other and with
continuous equivalence transformations. These are the space reflection t˜ = t, x˜a = −xa, x˜b = xb,
b 6= a, ψ˜ = ψ, F˜ = F for a fixed a and the Wigner time reflection t˜ = −t, x˜ = x, ψ˜ = ψ∗, F˜ = F ∗.
The above property of the class F is inherited by its subclasses F1, S, V, V
′, Pλ, λ ∈ R, which
are considered below.
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Remark 8. From the point of view of physical applications, an important class of generalized
Schro¨dinger equations is the wider subclass F˜ of N0 that is singled out by the constraint that
G is a positive real constant, G ∈ R>0. The class F˜ is normalized as well. Similarly to the
class F, the equivalence group of F˜ consists of the point transformations in the space with
the coordinates (t, x, ψ, ψ∗,∇ψ,∇ψ∗, G, F, F ∗) whose (t, ψ, F )-components are given by (10a)–
(10b), the x-components is modified, in comparison to (10a), as x˜a = c|Tt|
1/2Oabxb + X
a,
the G-component is G˜ = c2G and the other components are again obtained via the complex
conjugation or the prolongation by the chain rule. Here c runs through R>0. The extension
of F to F˜ is not essential since the class F˜ can be mapped to its subclass F via gauging of G by
scalings of x. Relaxing the constraint G ∈ R>0 to G ∈ R 6=0 merely introduce the simultaneous
alternating of the signs of t, F and G into the corresponding equivalence group. In the same
way, the constraint G = 1 can be relaxed to G ∈ R>0 or G ∈ R 6=0 for the subclasses of F
considered below, and these relaxations are also not essential in the course of the study of
admissible transformations and Lie symmetries.
Constraining the arbitrary element F with the equations Fψa = Fψ∗a = 0, we single out the
subclass F1, whose equations are of the form (3). Then the expression (10b) for F˜ implies the
equations Ψaψˆ =
1
2X
a
bX
b
tΨψˆ and Ψψˆψˆ = 0. Integrating them, we obtain the expression for Ψ
and then substitute it to (10), which gives the description of the admissible transformations of
the class F1.
Proposition 9. The class F1 is normalized. Its equivalence group G
∼
F1
is a subgroup of G∼
F
and
consists of point transformations of the form (10a)– (10b), where
Ψ = exp
(
i
8
Ttt
|Tt|
xaxa +
i
2
ε′X bt
|Tt|1/2
Obaxa + iΣ+ Z
)
ψˆ +Ψ0,
T , X a, Σ and Z are arbitrary smooth real-valued functions of t with Tt 6= 0, Ψ
0 is an arbitrary
smooth complex-valued function of t and x, and O = (Oab) is an arbitrary constant n × n
orthogonal matrix.
We now turn our attention to the subclass of F1 singled out by the constraints
ψ
(
F
ψ
)
ψ
− ψ∗
(
F
ψ
)
ψ∗
= 0, ψ
(
F
ψ
)
ψ
+ ψ∗
(
F
ψ
)
ψ∗
6= 0,
which are jointly equivalent to the representation F = S(t, x, ρ)ψ with Sρ 6= 0, where ρ := |ψ|.
The reparameterization of this subclass by assuming S := F/ψ to be the arbitrary element
instead of F leads to the class S of equations of the form (4). In terms of S, the above auxiliary
system for the arbitrary element takes the form
ψSψ − ψ
∗Sψ∗ = 0, ψSψ + ψ
∗Sψ∗ 6= 0. (11)
Proposition 9 implies that the equivalence group G∼
S
of the class S is imbedded as a subgroup
into the group G∼
F1
, which is associated with the constraint Ψ0 = 0. A similar claim holds for
the equivalence groupoid of the class S.
Theorem 10. The class S is normalized. Its equivalence group G∼
S
consists of the point trans-
formations in the space with coordinates (t, x, ψ, ψ∗, S, S∗) that are of the form
t˜ = T, x˜a = |Tt|
1/2Oabxb + X
a, (12a)
ψ˜ = exp
(
i
8
Ttt
|Tt|
xaxa +
i
2
ε′X bt
|Tt|1/2
Obaxa + iΣ+ Z
)
ψˆ, (12b)
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S˜ =
Sˆ
|Tt|
+
2TtttTt − 3Ttt
2
16ε′Tt3
xaxa +
ε′
2
(
X bt
Tt
)
t
Obaxa
|Tt|1/2
+
Σt − iZt
Tt
−
X at X
a
t + inTtt
4Tt2
. (12c)
Here T , X a, Z and Σ are arbitrary smooth real-valued functions of t with Tt 6= 0, ε
′ = sgnTt
and O = (Oab) is an arbitrary constant n× n orthogonal matrix.
Theorem 10 is important in the group classification of any subclass of the class S. Admissible
and equivalence transformations for any such subclass are deduced from transformations of the
form (12).
Corollary 11. The ratio ρSρρ/Sρ is a differential invariant of the subgroup of G
∼
S
associated
with the condition Tt > 0. Moreover, if this ratio is a real-valued, then it is a differential
invariant of the entire group G∼
S
.
To find the equivalence algebra g∼
S
of the class S, we use the knowledge of the equivalence
group G∼
S
of the class S as described in Theorem 10. We evaluate the set of all infinitesimal
generators of one-parameter subgroups of the group G∼
S
by representing the parameter function
Σ as Σ = 14X
aX at + Σ¯, where Σ¯ is a smooth function of t, to ensure the existence of appropriate
one-parameter subgroup of G∼. Next we successively assume one of the parameters T , O, X a, Σ¯
and Z to depend on a continuous parameter δ and setting the other parameters to their trivial
values, which are t for T , E for O and zeroes for X a, Σ¯ and Z. This procedure leads to the
components of the associated infinitesimal generator Q = τ∂t+ξ
a∂a+η∂ψ+η
∗∂ψ∗+θ∂S+θ
∗∂S∗ ,
computed as
τ =
dt˜
dδ
∣∣∣
δ=0
, ξa =
dx˜
dδ
∣∣∣
δ=0
, η =
dψ˜
dδ
∣∣∣
δ=0
, θ =
dS˜
dδ
∣∣∣
δ=0
.
Corollary 12. The equivalence algebra of the class S is the algebra
g
∼
S =
〈
Dˆ(τ), Jˆab, a < b, Pˆ (χ), Mˆ(σ), Iˆ(ζ)
〉
,
where χ := (χ1, . . . , χn); τ , χa, σ and ζ run through the set of smooth real-valued functions of t,
Dˆ(τ) = τ∂t +
1
2
τtxa∂a +
i
8
τttxaxa (ψ∂ψ − ψ
∗∂ψ∗)
−
(
τtS −
1
8
τtttxaxa + i
τtt
4
)
∂S −
(
τtS
∗ −
1
8
τtttxaxa − i
τtt
4
)
∂S∗ ,
Jˆab = xa∂b − xb∂a, a 6= b,
Pˆ (χ) = χa∂a +
i
2
χatxa (ψ∂ψ − ψ
∗∂ψ∗) +
1
2
χattxa (∂S + ∂S∗) ,
Mˆ(σ) = iσ(ψ∂ψ − ψ∂ψ∗) + σt(∂S + ∂
∗
S),
Iˆ(ζ) = ζ(ψ∂ψ + ψ∗∂ψ∗)− iζt(∂S + ∂
∗
S).
4 Preliminary analysis of Lie symmetries of equations
from an intermediate class
For a fixed value of the arbitrary element S, let gS denote the maximal Lie invariance algebra
of the corresponding equation LS from the class S. Elements of gS are vector fields in the space
of variables (t, x, ψ, ψ∗) of the form Q = τ∂t+ ξ
a∂a+ η∂ψ + η
∗∂ψ∗ , where the components τ and
ξa (resp. η) are real-valued (resp. complex-valued) smooth functions of (t, x, ψ, ψ∗) that satisfy
the infinitesimal invariance criterion for the equation LS,
Q(2) (iψt + ψaa + S(t, x, ρ)ψ)
∣∣
LS
=
(
iηt + ηaa + (τSt + ξ
aSa)ψ + ρSρη
) ∣∣
LS
= 0. (13)
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Here η∗ is the complex conjugate of η. Q(2) is the second prolongation of the vector field Q
whose components ηt and ηab correspond to the jet coordinates ψt and ψab, respectively,
ηt = Dt (η − τψt − ξ
aψa) + τψtt + ξ
aψta, η
ab = DaDb (η − τψt − ξ
cψc) + τψtab + ξ
cψabc.
Recall that Dt and Da are the operators of total derivatives with respect to t and xa, respectively.
We expand the condition (13), confine it to the manifold defining by the equation LS in the
underlying jet space by substituting ψt = iψaa + iSψ and ψ
∗
t = −iψ
∗
aa − iS
∗ψ∗ and split the
obtained equation with respect to the parametric derivatives ψta, ψ
∗
ta, ψab, ψ
∗
ab, ψa and ψ
∗
a. After
an arrangement, we derive the system of determining equations for the components of a vector
field Q ∈ gS ,
τψ = τψ∗ = τa = 0, ξ
a
ψ = ξ
a
ψ∗ = 0, τt = 2ξ
1
1 = · · · = 2ξ
n
n , ξ
a
b + ξ
b
a = 0, a 6= b, (14a)
ηψ∗ = ηψψ = 0, 2ηψa = iξ
a
t , ψηψ = η, (14b)
iηt + ηaa + (τSt + ξ
aSa)ψ + ρSρRe ηψ + τtS = 0. (14c)
The general solution of the subsystem (14a)–(14b) is
τ = τ(t), ξa =
1
2
τtxa + κabxb + χ
a, η =
(
i
8
τttxaxa +
i
2
χaxa + iσ + ζ
)
ψ,
where τ , χa, σ and ζ are smooth real-valued functions of t, and (κab) is a constant skew-
symmetric matrix. Substituting these expressions into the equation (14c), we get the classifying
condition for Lie symmetry vector fields of equations from the class S.
Theorem 13. The maximal Lie invariance algebra gS of an equation LS from the class S
consists of the vector fields of the form D(τ)−
∑
a<b κabJab + P (χ) + σM + ζI, where
D(τ) = τ∂t +
1
2
τtxa∂a +
1
8
τttxaxaM, Jab = xa∂b − xb∂a, a 6= b,
P (χ) = χa∂a +
1
2
χatxaM, M = iψ∂ψ − iψ
∗∂ψ∗ , I = ψ∂ψ + ψ
∗∂ψ∗ ,
the parameters τ , χa, σ and ζ are arbitrary real-valued smooth functions of t and (κab) is an
arbitrary constant skew-symmetric n× n matrix that satisfy the classifying condition
τSt+
(
1
2
τtxa + κabxb + χ
a
)
Sa+ ζρSρ+ τtS =
1
8
τtttxaxa+
1
2
χattxa+ σt− iζt− i
n
4
τtt. (15)
Varying the arbitrary element S and splitting the classifying condition (15) with respect to
derivatives of S, we find the system of determining equations for elements of the kernel Lie
invariance algebra g∩ of equations from the class S, τ = χ = σt = ζ = 0 and κab = 0, which
implies g∩ = 〈M〉. Choosing various appropriate values of S in Theorem 10, we show that
common point transformations of equations from the class S are of the form (12a)–(12b) with
T = t, O = E and X a = 0 = Σt = Z = 0.
Proposition 14. The kernel point-symmetry group G∩ of equations from the class S is consti-
tuted by the point transformations t˜ = t, x˜ = x, ψ˜ = eicψ, where c is an arbitrary real constant.
The Lie algebra of G∩ coincides with g∩ = 〈M〉.
Consider the linear span g〈 〉 of all the maximal Lie invariance algebras of equations from the
class S, g〈 〉 :=
∑
S gS . Any vector field of the general form from Theorem 13, where at least
one of the parameters τ , κab, χ
a and ζ takes a nonzero value, belongs to gS for a value of the
arbitrary element S satisfying the classifying condition (18) for this vector field. Therefore,
g〈 〉 :=
〈
D(τ), Jab, P (χ), σM, ζI
〉
,
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where the parameter functions τ , χa, σ and ζ run through the set of real-valued smooth functions
of t. The nonzero commutation relations between vector fields spanning g〈 〉 are
[D(τ1),D(τ2)] = D(τ1τ2t − τ
2τ1t ), [D(τ), P (χ)] = P
(
τχt −
τt
2
χ
)
,
[D(τ), σM ] = τσtM, [D(τ), ζI] = τζtI, [Jab, Jbc] = Jac, a 6= b 6= c 6= a,
[Jab, P (χ)] = P (χˆ) with χˆ
a = χb, χˆb = −χa, χc = 0, a 6= b 6= c 6= a,
[P (χ), P (χ˜)] =
1
2
(χaχ˜at − χ˜
aχat )M.
From these commutation relations it is clearly seen that the space g〈 〉 is closed with respect to
the Lie bracket of vector fields and thus is a Lie algebra. The subspaces 〈σM〉, 〈ζI〉, 〈P (χ), σM〉,
〈P (χ), σM, ζI〉, 〈Jab, P (χ), σM〉, 〈Jab, P (χ), σM, ζI〉 and 〈D(τ), P (χ), σM, ζI〉 are ideals of g〈 〉.
Furthermore, the subspaces 〈D(τ)〉, 〈Jab〉 and 〈D(τ), Jab〉 are subalgebras of g〈 〉.
The algebra g〈 〉 coincides, in view of Corollary 12, with the projection π∗g
∼
S
of g∼
S
to the
space with coordinates (t, x, ψ, ψ∗). Therefore, within the framework of the algebraic method,
the group classification of the class S reduces to the classification of appropriate subalgebras
of g〈 〉 up to π∗G
∼
S
-equivalence.
Definition 15. A subalgebra s of g〈 〉 is said to be appropriate if there exists an arbitrary smooth
function S such that s = gS.
By D(T ), J (O), P(X ) with X = (X 1, . . . ,X n), M(Σ) and I(Z) we respectively denote the
point transformations in the space with coordinates (t, x, ψ, ψ∗) that are of the form (12a)–(12b),
where the parameter-functions T , O, X a, Σ and Z, successively excluding one of them, are set
to the values corresponding to the identity transformation, which are t for T , E for O and
zeroes for X a, Σ and Z. These elementary transformations generate the entire group π∗G
∼.
The nonidentity pushforward actions of elementary transformations from π∗G
∼ on the vector
fields spanning g〈 〉 are
D∗(T )D(τ) = D(τ˜), D∗(T )P (χ) = P (χ˜), D∗(T )(σM) = σ˜M˜ , D∗(T )(ζI) = ζ˜ I˜ ,
J∗(O)P (χ) = P˜ (Oχ),
P∗(X )D(τ) = D˜(τ) + P˜
(
τXt −
τt
2
X
)
+
(τtt
8
X aX a −
τt
4
X aX at −
τ
2
X aX att
)
M˜,
P∗(X )Jab = J˜ab + P (Xˆ )−
1
2
(X aX bt − X
bX at )M˜,
P∗(X )P (χ) = P˜ (χ) +
1
2
(χaX at − χ
a
tX
a)M˜,
M∗(Σ)D(τ) = D˜(τ) + τΣtM˜, I∗(Z)D(τ) = D˜(τ) + τZtI˜ .
Here tildes over the vector fields mean that these vector fields are expressed in the new variables,
where τ˜(t˜) = (Ttτ)(T
−1(t˜)), χ˜(t˜) = (|Tt|
1/2χ)(T−1(t˜)), Xˆ a = X b, Xˆ b = −X a, Xˆ c = 0, c 6= a, b,
σ˜ = σ(T−1(t˜)), ρ˜ = ρ(T−1(t˜)) and in each pushforward by D∗(T ) we should substitute the
expression for t given by inverting the relation t˜ = T (t); t = t˜ for the other pushforwards.
Lemma 16. gS ∩ 〈σM, ζI〉 = 〈M〉 = g
∩ for any S with (ρSρ)ρ 6= 0 or with Saρ 6= 0 for some a.
Proof. If τ = 0, χa = 0 and κab = 0, then the classifying condition (15) reduces to ζρSρ = σt−iζt.
Differentiating this equation with respect to ρ and xa, we derive ζ(ρSρ)ρ = ζρSaρ = 0, which
implies ζ = 0. Then σt = 0.
Lemma 17. gS ∩ 〈σM〉 = 〈M〉 for any S with Sρ 6= 0.
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Proof. For τ = 0, χa = 0, κab = 0 and ζ = 0, the classifying condition (15) reduces to σt = 0.
Lemma 18. dim gS 6
n(n+ 3)
2
+ 4 for any S with Sρ 6= 0, and this upper bound is least.
Proof. The proof is similar to the one of Lemma 1 in [35]. For each fixed value of the arbitrary
element S, the classifying condition (15) yields a system of linearly ordinary differential equations
of the following form:
τttt = γ
00τt + γ
01τ + γ0,a+1χa + γ0,n+2ζ + θ0abκab,
χctt = γ
c0τt + γ
c1τ + γc,a+1χa + γc,n+2ζ + θcabκab,
ζt = −
n
4
τtt + γ
n+2,0τt + γ
n+2,1τ + γn+2,a+1χa + γn+2,n+2ζ + θn+2,abκab,
σt = γ
n+1,0τt + γ
n+1,1τ + γn+1,a+1χa + γn+1,n+2ζ + θn+1,abκab,
where the coefficients γpq and θpab, p = 0, . . . , n + 2, q = 0, . . . , n+ 2, a < b, are functions of t.
From this it is clear that the upper bound of dim gS can not exceed the sum of the number of
pairs (a, b) of rotations with a < b and the number of arbitrary constants involved in the general
solution of the above system, i.e., n(n+3)/2 + 5. At the same time, Lemma 16 shows that this
number is reduced by 1 for any S with (ρSρ)ρ 6= 0 or with Saρ 6= 0 for some a. For other values
of S, we differentiate the classifying condition (15) with respect to ρ. In view of the constraint
Sρ 6= 0, the obtained equation Sρτt + Stρτ = 0 implies a linear first-order ordinary differential
equation in τ , and thus the above number is reduced by 2.
The dimension of gS for S = ρ
4/n coincides with the found upper bound.
Lemma 19. dim gS ∩ 〈P (χ), σM〉 6 2n+ 1 for any S with Sρ 6= 0.
Proof. Modifying the proof of Lemma 18, we omit the first and penultimate equations of the
system from that proof and set τ = 0, κab = 0 and ζ = 0.
5 Schro¨dinger equations with potentials
and modular nonlinearity
The class V of multidimensional nonlinear Schro¨dinger equations with potentials and modular
nonlinearities of the form (5) can be embedded into the class S as the subclass V˜ of equations
with S = f(ρ) + V (t, x), where f is an arbitrary complex-valued nonlinearity depending only
on ρ := |ψ| with fρ 6= 0 and V is an arbitrary smooth complex-valued potential depending on t
and x. The subclass V˜ is singled out from the class S by the constraints Sρt = Sρa = 0 and
Sρ 6= 0 or, equivalently,
ψSψt + ψ
∗Sψ∗t = ψSψa + ψ
∗Sψ∗a = 0, ψSψ + ψ
∗Sψ∗ 6= 0. (16)
Equivalence transformations of the subclass V˜ are exhausted by the elements of the group G∼
S
that preserve, additionally to (4) and (11), the constraints (16). It is obvious from Theorem 10
that not all admissible transformations of the subclass V˜ are generated by its equivalence trans-
formations.
Proposition 20. The class V˜ is not normalized. The equivalence group G∼
V˜
of this class consists
of the point transformations (12) with Ttt = 0 and Zt = 0.
The class V can be interpreted as a reparameterization of the class V˜, where the parameter
functions f and V are assumed to be arbitrary elements instead of S.
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Proposition 21. The class V is not normalized. The equivalence group G∼
V
of this class consists
of the point transformations in the space with coordinates (t, x, ψ, ψ∗, f, f∗, V, V ∗) whose (t, x, ψ)-
components are of the form (12a)–(12b) and whose components for the arbitrary elements f
and V are
f˜ =
fˆ
|Tt|
+ c, V˜ =
Vˆ
|Tt|
+
X btt
2|Tt|3/2
Obaxa +
Σt
Tt
−
X at X
a
t
4Tt2
− c,
where T , X a and Σ are arbitrary smooth real-valued functions of t with Tt 6= 0 and Ttt = 0,
Z is an arbitrary real constant, ε′ = sgnTt, O = (O
ab) is an arbitrary constant n×n orthogonal
matrix, and c is an arbitrary complex constant.
The appearance of the gauge equivalence transformations, which are associated with the
group parameter c, is related to the ambiguity in the representation of S as the sum of f and V .
Generalizing Theorem 6 from [54] to an arbitrary n ∈ N, we obtain the following assertion,
which is motivated by Corollary 11.
Theorem 22. The class V is partitioned into the normalized subclasses V′ and Pλ, λ ∈ R, which
are singled out by the conditions that the ratio ρfρρ/fρ ( ≡ ρSρρ/Sρ) is not a real constant and
that ρfρρ/fρ = λ − 1, respectively, V = V
′
⊔(⊔
λ∈R Pλ
)
. There are no point transformations
relating equations from different subclasses among the above ones.
In other words, the above partition of the class V induces the partition of its equivalence
groupoid G∼
V
= G∼
V′
⊔(⊔
λ∈R G
∼
Pλ
)
, where the equivalence groupoids G∼
V′
and G∼
Pλ
of the sub-
classes V′ and Pλ, λ ∈ R, are generated by the corresponding equivalence groups G
∼
V′
and G∼
Pλ
.
Moreover, G∼
V′
= G∼
V
and G∼
Pλ
) G∼
V
for any λ ∈ R, cf. the results of Sections 6.1–6.3 below.
Therefore, a complete list of G∼
V
-inequivalent Lie-symmetry extensions in the class V is exhausted
by the union of group-classification lists for the classes V′ and Pλ, λ ∈ R, with respect to the
corresponding equivalence groups.
Remark 23. Instead of the partition of the class V, one can consider the associated partition
of the class V˜, where the partition subclasses are singled out by the conditions that the ratio
ρSρρ/Sρ is not a real constant and that ρSρρ/Sρ = λ− 1, λ ∈ R, respectively. At the same time,
one needs to handle these conditions jointly with conditions Sρt = Sρa = 0 and Sρ 6= 0 for the
class S. This is why it is more convenient to work with the reparameterized class V in spite of
the fact that this class possesses gauge equivalence transformations.
Up to gauge equivalence transformations of the class V, for equations from the subclasses P0
and Pλ with λ ∈ R \ {0} the arbitrary element f takes the form f = δ ln ρ and f = δρ
λ,
respectively, where δ is an arbitrary nonzero complex constant. We reparameterize these classes,
assuming δ as an arbitrary element instead of f and preserving the notation for these classes.
Then gauge equivalence transformations are neglected.
5.1 General case of modular nonlinearity
As discussed above, the class V′ consists of the equations of the form
iψt + ψaa + f(ρ)ψ + V (t, x)ψ = 0 with fρ 6= 0, ρfρρ/fρ 6= const ∈ R. (17)
Proposition 21 implies the following assertion.
Corollary 24. An equation from the class V′ with a potential V is reduced by a point transfor-
mation to an equation from the same class with the zero potential if and only if the potential V
is real-valued and affine in x.
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Remark 25. The action of each element of the group G∼
V
on f is the composition of complex
conjugation, multiplication by a nonzero real constant, shift in a complex constant and rescaling
its argument, which does not change the form of f essentially. This is why in the course of group
classification of the class V′, we can assume that the nonlinearity f is fixed and the only arbitrary
element is V . By Vf we denote the subclass of equations in V′ with a fixed value of the arbitrary
element f . Vf = Vf˜ if and only if f˜ − f = const ∈ C. Hence the class V′ can be interpreted as
the disjoint union of its subclasses Vf , where f runs through the set of complex-valued smooth
functions of ρ := |ψ| with fρ 6= 0 and ρfρρ/fρ 6= const ∈ R modulo adding complex constants.
Proposition 26. The class Vf is normalized. Its equivalence group G∼
Vf
is constituted by the
projections of elements of G∼
V
on the space with the coordinates (t, x, ψ, ψ∗, V, V ∗), where Tt = 1
(resp. Tt = ±1 if f is a real-valued function), Z = 0 and c = 0.
Lemma 27. The maximal Lie invariance algebra gV of an equation LV from V
f with ρfρρ/fρ
not being a real constant consists of the vector fields of the form D(c)−
∑
a<b κabJab+P (χ)+σM ,
where c is an arbitrary real constant, (κab) is an arbitrary constant skew-symmetric n×n matrix
and the parameter functions χa and σ are arbitrary real-valued smooth functions of t that satisfy
the condition
cVt + (κabxb + χ
a)Va =
1
2
χattxa + σt. (18)
The kernel Lie invariance algebra of equations from the class Vf is g∩
Vf
= 〈M〉.
Proof. Substituting S = f(ρ) + V (t, x) into the classifying condition (15) and recalling that
ρfρρ/fρ 6= const ∈ R, we derive τt = 0 and ζ = 0. The algebra g
∩
Vf
is obtained by varying the
arbitrary element V and splitting with respect to its derivatives.
Any vector field of the general form from Lemma 27, where at least one of the parameters
c, κab and χ
a takes a nonzero value, belongs to gV for a potential V satisfying the classifying
condition (18) for this vector field. This is why we have
g〈 〉 :=
∑
V gV = 〈D(1), Jab, a < b, P (χ), σM 〉,
where the parameter functions χa and σ run through the set of real-valued smooth functions
of t. This linear span is closed with respect to the Lie bracket of vector fields and thus is a Lie
algebra, which coincides, in view of Proposition 26, with the projection of the equivalence algebra
of the class Vf to the space with coordinates (t, x, ψ, ψ∗). Obtaining the above coincidence is
the main incentive for fixing f . As a result, the action of the group π∗G
∼
Vf
on the algebra g〈 〉 is
naturally consistent with this algebra. Therefore, within the framework of the algebraic method,
the group classification of the class Vf reduces to the classification of appropriate subalgebras
of g〈 〉 up to π∗G
∼
Vf
-equivalence. The following conditions hold for any equation LV from the
class Vf , and thus for any appropriate subalgebra of g〈 〉, which by Definition 15 coincides with
gV for some V :
dim gV 6
n(n+ 3)
2
+ 2, dim gV ∩ 〈P (χ), σM〉 6 2n+ 1, gV ∩ 〈σM〉 = 〈M〉.
5.2 Logarithmic modular nonlinearity
The class P0 consists of the equations of the form
iψt + ψaa + δψ ln ρ+ V (t, x)ψ = 0, (19)
where δ is an arbitrary nonzero complex number, δ = δ1 + iδ2, δ1, δ2 ∈ R, and V is an arbitrary
complex-valued function of t and x. The corresponding subclass of the class V˜ is singled out from
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the class S by constraints Sρt = Sρa = 0 and (ρSρ)ρ = 0, i.e., ψSψt+ψ
∗Sψ∗t = ψSψa+ψ
∗Sψ∗a = 0
and (ψ∂ψ + ψ
∗∂ψ∗)
2S = 0.
We can find the point transformations connecting two equations from the class P0 by the
direct method. However, we have already described the equivalence groupoid G∼
S
of the class S
in Theorem 10, so we can use this description and single out the equivalence groupoid of the
class P0 as a subgroupoid of G
∼
S
, substituting S = δ ln ρ + V (t, x) and S˜ = δ˜ ln ρ˜ + V˜ (t˜, x˜)
into (12c).
Theorem 28. The class P0 is normalized. Its equivalence group G
∼
P0
is constituted by the point
transformations in the space with the coordinates (t, x, ψ, ψ∗, δ, δ∗, V, V ∗) whose components for
the variables are of the form (12a)–(12b) and whose components for the arbitrary elements δ
and V are
δ˜ =
δˆ
|Tt|
, V˜ =
Vˆ
|Tt|
+
X btt
2|Tt|3/2
Obaxa − δˆ
Z
|Tt|
−
1
4
X at X
a
t
T 2t
+
Σt − iZt
Tt
, (20)
where the parameter functions T , X a, Z and Σ are arbitrary smooth real-valued functions of t
with Tt 6= 0 and Ttt = 0, ε
′ = sgnTt and O = (O
ab) is an arbitrary constant n × n orthogonal
matrix.
Corollary 29. An equation from the class P0 with a potential V is reduced by a point transfor-
mation to an equation from the same class with the zero potential if and only if the potential V
is affine in x and the coefficients of xa are real-valued, i.e., Vab = 0 and Va are real-valued.
Remark 30. Theorem 28 implies that any point transformation connecting two equations in
the class P0 acts on δ by the multiplication with a nonzero real constant and by complex
conjugation. Similarly to Remark 25, we can fix an arbitrary value of δ and assume V the only
arbitrary element. By Pδ0 we denote the subclass of equations in P0 with a fixed value of δ.
The class P0 can be interpreted as the disjoint union of its subclasses P
δ
0, where δ runs through
the set of nonzero complex numbers. Theorem 28 implies that equations from subclasses Pδ0
and Pδ˜0 are related by point transformations if and only if δ˜/δ ∈ R>0 or δ˜/δ
∗ ∈ R>0, and then
the point transformation D(T ) with T = δδ˜−1t or with T = −δ∗δ˜−1t, respectively, maps the
entire subclass Pδ0 onto the subclass P
δ˜
0. In other words, up to G
∼
P0
-equivalence one can set the
constraints |δ| = 1 and Im δ > 0 on δ.
Proposition 31. The class Pδ0 is normalized. The equivalence group G
∼
Pδ0
of this class is consti-
tuted by the projections of elements of G∼
P0
on the space with the coordinates (t, x, ψ, ψ∗, V, V ∗),
where Tt = 1 if δ2 := Im δ 6= 0 and Tt = ±1 if δ2 = 0.
Setting S = δ ln ρ + V (t, x) in the classifying condition (15) and splitting with respect to ρ
yield τt = 0.
Lemma 32. Any vector field Q from the maximal Lie invariance algebra gV of an equation LV
from the subclass Pδ0 is of the form D(c)−
∑
a<b κabJab+P (χ)+σM+ζI, where c is an arbitrary
real constant, (κab) is an arbitrary constant skew-symmetric n × n matrix and the parameter
functions χa, σ and ζ are arbitrary real-valued smooth functions of t that satisfy the classifying
condition
cVt + (κabxb + χ
a)Va =
1
2
χattxa + σt − iζt − δζ. (21)
Lemma 33. The kernel Lie invariance algebra of equations from the class Pδ0 is g
∩
Pδ0
= 〈M, I ′〉,
where I ′ = e−δ2t(δ2I − δ1M) if δ2 6= 0 and I
′ = I + δ1tM if δ2 = 0. The kernel point-symmetry
group of this class consists of the transformations (12a)–(12b) with T = t, X = 0, O = E,
Z = Z0δ2e
−δ2t, Σ = Σ0 − Z0δ1e
−δ2t if δ2 6= 0 and Z = Z0, Σ = Σ0 + Z0δ1t if δ2 = 0, where Σ0
and Z0 are real arbitrary constants.
16
Any vector field of the general form from Lemma 32, where at least one of the parameters
c, κab and χ
a takes a nonzero value, belongs to gV for a potential V satisfying the classifying
condition (21) for this vector field. This is why we have
g〈 〉 :=
∑
V gV = 〈D(1), Jab, a < b, P (χ), σM, ζI 〉,
where the parameter functions χa, σ and ζ run through the set of real-valued smooth functions
of t. This linear span is closed with respect to the Lie bracket of vector fields and thus is a Lie
algebra, which coincides, in view of Proposition 31, with the projection of the equivalence algebra
of the class Pδ0 to the space with coordinates (t, x, ψ, ψ
∗). The above coincidence obtained due to
fixing δ leads to the consistency of the action of the group π∗G
∼
Pδ0
with the algebra g〈 〉. Therefore,
within the framework of the algebraic method, the group classification of the class Pδ0 reduces
to the classification of appropriate subalgebras of g〈 〉 up to π∗G
∼
Pδ0
-equivalence. The following
conditions hold for any equation LV from the class P
δ
0, and thus for any appropriate subalgebra
of g〈 〉, which by Definition 15 coincides with gV for some V :
dim gV 6
n(n+ 3)
2
+ 3, dim gV ∩ 〈P (χ), σM, ζI〉 6 2n+ 2,
gV ∩ 〈σM, ζI〉 = 〈M, I
′〉 = g∩
Pδ0
.
5.3 Power modular nonlinearity
For any fixed nonzero real constant λ, the class Pλ of nonlinear Schro¨dinger equations with
potentials and power nonlinearity consists of the equations of the form
iψt + ψaa + δρ
λψ + V (t, x)ψ = 0. (22)
Here δ is an arbitrary nonzero complex constant and V is an arbitrary complex-valued potential
depending on t and x. The subclass of the class V˜ corresponding to the class Pλ is singled out
from the class S by by the constraints Sρt = Sρa = 0, (ρSρ)ρ = λSρ or, equivalently, by the
constraints
ψSψt + ψ
∗Sψ∗t = ψSψa + ψ
∗Sψ∗a = 0, (ψ∂ψ + ψ
∗∂ψ∗)
2S = λ(ψ∂ψ + ψ
∗∂ψ∗)S. (23)
Using the description of the equivalence groupoid G∼
S
of the class S in Theorem 10, we
single out the equivalence groupoid of the class Pλ as a subgroupoid of G
∼
S
, substituting S =
δρλ + V (t, x) and S˜ = δ˜ρ˜λ + V˜ (t˜, x˜) into (12c).
Theorem 34. The class Pλ with λ ∈ R 6=0 is normalized. Its equivalence group G
∼
Pλ
consists
of the point transformations in the space with the coordinates (t, x, ψ, ψ∗, δ, δ∗, V, V ∗) whose
(t, x, ψ)-components are of the form (12a)–(12b) and whose components for the arbitrary ele-
ments δ and V are
δ˜ =
δˆ
µλ
, V˜ =
Vˆ
|Tt|
+
2TtttTt − 3Ttt
2
16ε′Tt3
xaxa +
ε′
2
(
X bt
Tt
)
t
Obaxa
|Tt|1/2
+
Σt
Tt
−
X at X
a
t
4Tt2
+ iλ′
Ttt
T 2t
,
where λ′ := 1/λ−n/4, T , X a and Σ are real-valued functions of t with Tt 6= 0, and e
Z = µ|Tt|
−1/λ
with real constant µ > 0.
Corollary 35. A (1 + n)-dimensional nonlinear Schro¨dinger equation of the form (22) with a
potential V is reduced by a point transformation to an equation of the same form with potential
independent of x if and only if
V = h(t)xaxa + h
a(t)xa + h˜
0(t) + ih0(t), (24)
where h, ha, h0 and h˜0 are real-valued functions of t. Moreover, the transformed potential can
be assumed imaginary-valued.
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Corollary 36. A (1 + n)-dimensional nonlinear Schro¨dinger equation of the form (22) with
a potential V is reduced by a point transformation to an equation of the same form with zero
potential if and only if V is of the form (24), where 16(λ′)2h = 2λ′h0t + (h
0)2. If λ = 4/n, then
the condition for V means that V is an arbitrary real-valued x-quadratic potential.
Proof. The expression (24) for V reducible to 0 is obtained by setting V˜ = 0 in Theorem 34.
The representations
h0 = −λ′
Ttt
Tt
, h = −
2TtttTt − 3T
2
tt
16T 2t
are jointly equivalent to the equality 16(λ′)2h = 2λ′h0t + (h
0)2.
Remark 37. Instead of the family of the subclasses Pλ parameterized by λ ∈ R 6=0, one can
study the entire class P of (1+n)-dimensional nonlinear Schro¨dinger equations with potentials
and power modular nonlinearities, i.e., the class of equations of the form (22), where λ is
assumed to be one more constant arbitrary element running through R 6=0. We can interpret
the class P as the disjoint union of the subclasses Pλ with λ ∈ R 6=0. A drawback of the above
approach is the need to consider the generalized equivalence group of P, where the x-component
of equivalence transformations will depend on λ, see Theorem 34, since the class P is normalized
in the generalized sense only.
Remark 38. Arguing similarly to Remark 30 using Theorem 34, we fix an arbitrary value
of δ and assume V the only arbitrary element. By Pδλ we denote the subclass of equations
in Pλ with a fixed value of δ. The class Pλ can be interpreted as the disjoint union of its
subclasses Pδλ, where δ runs through the set of nonzero complex numbers. Theorem 34 implies
that equations from subclasses Pδλ and P
δ˜
λ are related by point transformations if and only if
δ˜/δ ∈ R>0 or δ˜/δ
∗ ∈ R>0, and then the point transformation D(T ) with T = δδ˜
−1t or with
T = −δ∗δ˜−1t, respectively, maps the entire subclass Pδ0 onto the subclass P
δ˜
0. In other words,
up to G∼
P0
-equivalence one can set the constraints |δ| = 1 and Im δ > 0 on δ.
Proposition 39. The class Pδλ is normalized. The equivalence group G
∼
Pδ
λ
of this class is consti-
tuted by the projections of elements of G∼
Pλ
on the space with the coordinates (t, x, ψ, ψ∗, V, V ∗),
where µ = 1 and, if Im δ 6= 0, Tt > 0.
Substituting S = δρλ + V (t, x) into the classifying condition (15) and splitting with respect
to ρ, we obtain the determining equation λζ + τt = 0 and the classifying condition for the
class Pδλ,
τVt +
(
1
2
τtxa + κabxb + χ
a
)
Va + τtV =
1
8
τtttxaxa +
1
2
χattxa + σt + iλ
′τtt. (25)
As a result, Theorem 13 implies the following assertion.
Lemma 40. Any vector field Q from the maximal Lie invariance algebra gV of an equation LV
from the class Pδλ is of the form D
λ(τ)−
∑
a<b κabJab+P (χ)+σM , where D
λ(τ) = D(τ)−λ−1τtI,
(κab) is an arbitrary constant skew-symmetric n× n matrix, and the parameter functions τ , χ
a
and σ are arbitrary real-valued smooth functions of t that satisfy the classifying condition (25).
Lemma 41. The kernel Lie invariance algebra of equations from the class Pδλ is g
∩
Pδ
λ
= 〈M〉.
Any vector field of the general form from Lemma 40, where at least one of the parameters τ ,
κab, χ
a and σ takes a nonzero value, belongs to gV for a potential V satisfying the classifying
condition (25) for this vector field. This is why we have
g〈 〉 :=
∑
V gV = 〈D
λ(τ), Jab, a < b, P (χ), σM 〉,
where the parameter functions τ , χa and σ run through the set of real-valued smooth functions
of t. This linear span is closed with respect to the Lie bracket of vector fields and thus is a Lie
algebra, which coincides, in view of Proposition 39, with the projection of the equivalence algebra
of the class Pδλ to the space with coordinates (t, x, ψ, ψ
∗). The above coincidence is again both a
consequence and a justification of fixing δ since the action of the group π∗G
∼
Pδ
λ
is then consistent
with the algebra g〈 〉. Therefore, within the framework of the algebraic method, the group
classification of the class Pδλ reduces to the classification of appropriate subalgebras of g〈 〉 up
to π∗G
∼
Pδλ
-equivalence. The following conditions hold for any equation LV from the class P
δ
λ, and
thus for any appropriate subalgebra of g〈 〉, which by Definition 15 coincides with gV for some V :
dim gV 6
n(n+ 3)
2
+ 4, gV ∩ 〈σM〉 = 〈M〉, dim gV ∩ 〈P (χ), σM〉 6 2n+ 1.
Lemma 42. For all V , π0∗gV is a Lie algebra and dimπ
0
∗gV 6 3. Moreover,
π0∗gV ∈ {{0}, 〈∂t〉, 〈∂t, t∂t〉, 〈∂t, t∂t, t
2∂t〉} mod π
0
∗G
∼
Pλ
, where π0∗g〈 〉 = 〈τ∂t〉,
and π0 is the projection on the space with the coordinate t.
6 Group classification in dimension (1+2)
We present the complete group classification of the class V for n = 2. We recall that this class
is not normalized but it is partitioned into the normalized subclasses V′, P0 and Pλ, λ ∈ R 6=0,
consisting of equations whose general forms are (17), (19) and (22), respectively. Following
results of Section 5, we consider the classes Vf , Pδ0 and P
δ
λ instead of V
′, P0 and Pλ, respectively.
In this section, the maximal Lie invariance algebra of the equation from one of the classes
under consideration with a potential V and the corresponding nonlinearity is denoted by gV .
The indices a and b run from 1 to 2, and we assume summation over repeated indices. Since here
the collection {Jab, a < b} consists of the single vector field J12, for convenience we re-denote
J := J12 and κ := −κ12 = κ21. In each subsection of this section, we will omit the indication
of the class under study in the notation of its equivalence group shortly denoting this group
by G∼. We also use the notations
|x| =
√
x21 + x
2
2, φ = arctan x2/x1,
ω1 = x1 cos κt+ x2 sinκt, ω2 = −x1 sinκt+ x2 cos κt.
For each appropriate subalgebra s of the associated linear span g〈 〉, we also introduce five integers
that are invariant under equivalence transformations of the class under study. We define these
integers as
r1 := rank{χ | ∃σ : P (χ) + σM ∈ s},
k0 := dim s ∩ 〈σM〉 = dim g
∩ = 1 since s ⊇ g∩ = 〈M〉,
k1 := dim s ∩ 〈P (χ), σM〉 − k0,
k2 := dim s ∩ 〈J, P (χ), σM〉 − k1 − k0,
k3 := dim s− k2 − k1 − k0 = dimπ
0
∗s
for the classes Vf and Pδ0 in Sections 6.1 and 6.3 and as
r1 := rank{χ | ∃σ, ζ : P (χ) + σM + ζI ∈ s},
k0 := dim s ∩ 〈σM, ζI〉 = dim g
∩ = 2 since s ⊇ g∩ = 〈M, I〉,
k1 := dim s ∩ 〈P (χ), σM, ζI〉 − k0,
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k2 := dim s ∩ 〈J, P (χ), σM, ζI〉 − k1 − k0,
k3 := dim s− k2 − k1 − k0 = dimπ
0
∗s
for the class Pδλ in Section 6.2. Here π
0 is the projection onto the space of the variable t. It is
obvious that in each case dim s = k0 + k1 + k2 + k3, r1 ∈ {0, 1, 2}, k2 ∈ {0, 1}, r1 6 k1, and
r1 = 0 if and only if k1 = 0. Results of Sections 4 and 5 imply that k1 ∈ {0, . . . , 4}; k3 ∈ {0, 1}
within the classes Vf and Pδ0 and k3 ∈ {0, 1, 2, 3} within the class P
δ
λ, and dim s 6 7, 8, 9 for the
classes Vf , Pδ0 and P
δ
λ, respectively.
Lemma 43. If r1 = 1, then k2 = 0.
Proof. Suppose that r1 = 1 and k2 = 1. Then the algebra gV contains vector fields Q
1 =
P (χ11, χ12) + σ1M {+ ζ1I} with (χ11, χ12) 6= (0, 0) and Q0 = J + P (χ01, χ02) + σ0M {+ ζ0I}.
The condition Q2 := [Q0, Q1] = P (χ12,−χ11) + · · · ∈ gV implies r1 = 2, contradicting the
condition r1 = 1.
Below we separately solve the group classification problems for each of the classes Vf , Pδ0
and Pδλ, λ ∈ R 6=0. For this purpose, we classify appropriate subalgebras of the corresponding
algebra g〈 〉, taking into account the above constraints on the introduced invariant integers and
on the structure of appropriate subalgebras in general as well as the classification condition (18),
(21) and (25) for the classes Vf , Pδ0 and P
δ
λ, respectively. Simultaneously or successively with
this, we integrate the equations on V implied by the corresponding classification condition for
each appropriate subalgebra to be listed. In the course of solving the classification problems, we
find more constraints for the above invariant integers, which are, in contrast to the above ones,
intricate for separating their derivation from the process of group classification:
k1 6= 3; r1 = 1 if and only if k1 ∈ {1, 2}; r1 = 2 if and only if k1 = 4;
for the class Pδλ: k3 ∈ {0, 1, 2} if λ 6= 2, k3 ∈ {0, 1, 3} if λ = 2.
6.1 General case of modular nonlinearity
In view of results of Section 5.1, the following conditions hold for any equation LV from the
class Vf with n = 2:
dim gV 6 7, r1 ∈ {0, 1, 2}, k0 = 1, k1 ∈ {0, . . . , 4}, k2 ∈ {0, 1}, k3 ∈ {0, 1}.
Therefore, any appropriate subalgebra of g〈 〉 is spanned by
• the basis vector field M of the kernel g∩,
• k1 vector fields P (χ
p1, χp2)+σpM with linearly independent tuples (χp1, χp2), p = 1, . . . , k1,
• k2 vector fields of the form J + P (χ
01, χ02) + σ0M ,
• k3 vector fields of the form D(1) + κqJ + P (χ
q1, χq2) + σqM with q = k1 + k3.
Theorem 44. A complete list of inequivalent Lie symmetry extensions in the class Vf is ex-
hausted by the cases listed below, where U is an arbitrary complex-valued smooth function of
its arguments or an arbitrary complex constant, and the other functions and constants take real
values.
0. V = V (t, x): gV = g
∩ = 〈M〉.
1. V = U(x1, x2): gV = 〈M, D(1)〉.
2. V = U(ω1, ω2), κ 6= 0: gV = 〈M, D(1) + κJ〉.
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3. V = U(t, |x|) + σt(t)φ: gV = 〈M, J + σ(t)M〉.
4. V = U(|x|) + µφ: gV = 〈M, J + µtM, D(1)〉.
5. V = U(t, x2) +
1
4h
11(t)x21: gV = 〈M, P (θ
1, 0), P (θ2, 0)〉,
where θ1 and θ2 are linearly independent solutions of the equation θtt = h
11θ.
6. V = U(x2) +
1
4αx
2
1: gV = 〈M, P (θ
1, 0), P (θ2, 0), D(1)〉,
where θ1 and θ2 are linearly independent solutions of the equation θtt = αθ.
7. V = U(t,̟)+
χ1tt
4χ1
x21+
χ2tt
4χ2
x22, χ
1χ2t−χ
2χ1t 6= 0, ̟ = χ
1x2−χ
2x1: gV = 〈M, P (χ
1, χ2)〉.
8. V = U(ω2) +
1
4(α
2 − κ2)ω21 + ακω1ω2, ακ 6= 0:
gV = 〈M, P (e
αt cos κt, eαt sinκt), D(1) + κJ〉.
9. V = U(ω2)−
1
4κ
2ω21+µω1, κ 6= 0, µ > 0: gV = 〈M, P (cos κt, sin κt)+µtM, D(1)+κJ〉.
10. V = 14h
ab(t)xaxb + ih
00(t), h12 = h21: gV = 〈M, P (χ
p1, χp2), p = 1, . . . , 4〉,
where {(χp1(t), χp2(t))} is a fundamental set of solutions of the system χatt = h
abχb.
11. V = 14αx
2
1+
1
4βx
2
2+iν, β 6= α 6= 0: gV = 〈M, P (θ
1, 0), P (θ2, 0), P (0, θ3), P (0, θ4), D(1)〉,
where {θ1(t), θ2(t)} and {θ3(t), θ4(t)} are fundamental sets of solutions of the equations
θtt = αθ and θtt = βθ, respectively.
12. V = 14αω
2
1 +
1
4βω
2
2 + iν, β 6= α 6= 0, κ 6= 0:
gV = 〈M, P (θ
p1 cos κt− θp2 sinκt, θp1 sinκt+ θp2 cosκt), D(1) + κJ, p = 1, . . . , 4〉,
where (θp1(t), θp2(t)) are linearly independent solutions of the system
θ1tt − 2κθ
2
t = (κ
2 + α)θ1, θ2tt + 2κθ
1
t = (κ
2 + β)θ2.
13. V = 14h
11(t)|x|2 + ih00(t): gV = 〈M, P (θ
1, 0), P (θ2, 0), P (0, θ1), P (0, θ2), J〉,
where {θ1(t), θ2(t)} is a fundamental set of solutions of the equation θtt = h
11θ.
14. V = 14α|x|
2 + iν: gV = 〈M, P (θ
1, 0), P (θ2, 0), P (0, θ1), P (0, θ2), J, D(1)〉,
where {θ1(t), θ2(t)} is a fundamental set of solutions of the equation θtt = αθ.
Remark 45. Lie invariance algebras listed in Theorem 44 are really maximal for the corre-
sponding potentials if these potentials are G∼-inequivalent to listed potentials with larger Lie
invariance algebras. Here we discuss the maximality conditions of Lie invariance algebras for a
few classification cases. Thus, in Case 3 the condition is
(σtt, σtUt |x|, σt ImUtt) 6= (0, 0, 0) or, if σt = 0, (U|x| |x| − 2|x|U|x|, ImU|x| |x|) 6= (0, 0),
which excludes the values of V that are G∼-equivalent to those in Cases 4 and 13. Analogously,
the condition (µ 6= 0 or U|x| |x| 6= 2|x|U|x| or ImU|x| |x| 6= 0) singles out the potentials of Case 4
that are G∼-inequivalent to those in Case 14. The condition associated with Case 5 includes
the inequality (Ut, h
11
t ) 6= (0, 0) in order to exclude potentials G
∼-equivalent to those in Case 6.
To avoid the equivalence of potentials of Case 13 to those of Case 14 we require that ht(t) 6= 0
or h0t (t) 6= 0 in Case 13. Analogous inequalities should be satisfied by each tuple of parameter
functions appearing in a listed potentials and depending on the pure variable t. Similarly,
potentials in Cases 5–9 are G∼-inequivalent to ones in Cases 10–14 if and only if U̟̟̟ 6= 0
or ImU̟ 6= 0, where ̟ := x2 in Cases 5 and 6 and ̟ := ω2 in Cases 8 and 9. A potential
presented in Case 10 is G∼-inequivalent to a one in Case 13 if and only if the matrix (hab) is a
multiple of the identity matrix, h12 = h21 = 0 and h11 = h22, i.e., this potential itself belongs
to Case 13.
Remark 46. In Theorem 44 we neglect possible gauges of constant parameters in V by discrete
and scaling equivalence transformations. Thus, alternating the sign of x2, we can set µ > 0 in
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Case 4, and κ > 0 in Cases 2, 8, 9, and 12. If Im f = 0, then we can additionally set ν > 0 in
Cases 11, 12 and 14 using the Wigner time reflection. Deriving the group-classification list for
the class V ′ from that for the class Vf via varying f , we need to regularly take into account the
Wigner time reflection and the scale equivalence transformations, which corresponds to values
of the parameter function T linear in t. This leads to gauges µ ∈ {0, 1} in Case 4, α ∈ {−1, 0, 1}
in Case 6, κ = 1 in Cases 2, 8, 9, and 12, α = ±1 and ν > 0 in Case 11, α ∈ {−1, 0, 1}, ν > 0
and, if α = 0, ν ∈ {0, 1} in Case 14.
Proof. Following the discussion of Section 5.1, we single out different classification cases using
the invariant integers r1, k2 and k3. For the class V
f , the general form of basis vector fields of
gV from the complement of g
∩ is
Qs = D(cs) + κsJ + P (χ
s1, χs2) + σsM,
where the range of s is equal to dim gV −1, cs and κs are real constants, and χ
s1, χs2 and σs are
real-valued functions of t, and the parameter tuples (cs, κs, χ
s1, χs2) are linearly independent.
Substituting the tuples (cs, κs, χ
s1, χs2, σs) into the classifying condition (18), we derive the
system of dim gV − 1 equations with respect to V ,
csVt + (−κsx2 + χ
s1)V1 + (κsx1 + χ
s2)V2 =
1
2
χsatt xa + σ
s
t . (26)
r1 = k2 = 0. The value k3 = 0 corresponds to the general Case 0 with no Lie-symmetry
extension, gV = g
∩. If k3 = 1, then an extension of the algebra gV is given by the vector field
Q1 = D(1) + κ1J + P (χ
11, χ12) + σ1M . Up to π∗G
∼-equivalence we can set (χ11, χ12) = (0, 0),
σ1 = 0 and reduce Q1 to D(1) + κ1J , which results in Cases 1 and 2 depending on whether or
not the parameter κ vanishes.
r1 = 0, k2 = 1. The algebra gV contains, apart from the kernel, a vector field Q
0 with κ0 = 1.
Using P∗(X ) with an appropriate X , we can set χ
0a = 0, which gives Q0 = J + σ0M . For
constant σ0, Q0 is reduced to J by combining with M . Otherwise, no further reduction is
possible. If k3 = 0, then this extension is maximal. Integrating the equation (26) with s = 0
yields the potential presented in Case 3.
For k3 = 1, an additional extension is provided by a vector field Q
1 with c1 = 1. Combining
Q1 with Q0 allows us to set κ1 = 0. From the condition [Q
0, Q1] ∈ gV we derive that χ
1a = 0.
Acting by M∗(Σ) with an appropriate Σ on gV , we also set σ
1 = 0. Finally, recalling the
condition [Q0, Q1] ∈ gV gives σ
0 = µt with µ = const. The solution of the system (26), where
s = 0, 1, leads to Case 4.
r1 = 1. The algebra gV contains a vector field Q
1 = P (χ11, χ12)+σ1M with (χ11, χ12) 6= (0, 0),
and k2 = 0 in view of Lemma 6. The further consideration splits into two cases depending on
whether or not the tuple (χ11, χ12) is proportional to a constant tuple.
1. Suppose that χ11χ12t −χ
11
t χ
12 = 0. Modulo π∗G
∼-equivalence, we can set σ1 = 0, χ12 = 0 and
thus reduce Q1 to P (θ1, 0). Integrating the equation (26) with s = 1, we construct the potential
V = U(t, x2) +
1
4h
11(t)x21, where h
11 := θ1tt/θ
1. The classifying condition (18) implies that for
this value of V , the equation LV admits one more Lie-symmetry vector field of the similar form,
Q2 = P (θ2, 0), where θ2 is a solution of the equation θtt = h
11θ that is not proportional to θ1.
If no further extensions are possible, then we have Case 5.
Otherwise, an additional extension is provided by a vector field Q3 with τ3 = 1. The con-
ditions r1 = 1 and [Q
1, Q3] ∈ gV require κ3 = 0. Successively acting on gV by P∗(0,X
2)
and M∗(Σ) with appropriately chosen values of the parameter functions X
2 and Σ, we can
set χ32 = 0 and σ3 = 0. Further, the condition [Q1, Q3] = P (θ1t , 0) +
1
2(χ
31θ1t − χ
31
t θ
1)M ∈
〈Q1, Q2,M〉 implies that χ31θ1t − χ
31
t θ
1 = const, i.e., χ31θ1tt − χ
31
tt θ
1 = 0 and thus χ31tt = h
11χ31.
This means that χ31 ∈ 〈θ1, θ2〉. Therefore this parameter function can be set to zero by linear
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combining of Q3 with Q1 and Q2, which reduces Q3 to D(1) and gives Case 6, where Vt = 0,
i.e., h11t = 0 and Ut = 0.
2. Let χ11χ12t − χ
11
t χ
12 6= 0.
If k3 = 0, then the vector field Q
1 reduces to the form Q1 = P (χ11, χ12) up to π∗G
∼-
equivalence. The equation (26) with s = 1 integrates to the expression for V presented in Case 7.
For k3 = 1, there is an additional symmetry extension provided by a vector field Q
2 with
c2 = 1. We reduce Q
2 to D(1) + κ2J . Since the commutator [Q
1, Q2] belongs to gV , we have
the equations
χ11t + κ2χ
12 = αχ11, χ12t − κ2χ
11 = αχ12, σ1t = ασ
1 + β, (27)
where α and β are real constants. In view of (27), for κ2 = 0 the functions χ
11 and χ12 are
necessarily proportional. Consequently, κ2 =: κ 6= 0.
For α 6= 0, modulo shifts of t and combining with M , we have Q1 = P (eαt cos κt, eαt sinκt)+
βeαtM with a real constant β. Push-forwarding vector fields from gV by P∗(−β sinκt, β cos κt),
we set β = 0. The general solution of the corresponding equations (26) with s = 1, 2 is presented
in Case 8.
Let α = 0. Solving the system (27), we obtain the vector field Q1, which takes, after linearly
combining with M , the form Q1 = P (cos κt, sinκt) + µtM . No further simplification of Q1
preserving Q2 is possible. Therefore, we obtain Case 9.
r1 = 2. The algebra gV contains two vector fields of the form Q
a = P (χa1, χa2) + σaM ,
where a = 1, 2 and χ11χ22 − χ12χ21 6= 0. The equations (26) with s = 1, 2 imply that Va =
1
2h
ab(t)xb+h
0a(t), where the coefficients hab, h0a are real-valued functions of t. Since V12 = V21,
the matrix (hab) is symmetric and hence the potential V is a quadratic polynomial in x1 and x2
with the coefficients being functions of t, and only the coefficient of the zeroth-degree summand
may have a nonzero imaginary part,
V =
1
4
hab(t)xaxb + h
0b(t)xb + h˜
00(t) + ih00(t). (28)
The subclass Vfq of the class Vf with potentials of the form (28) is normalized. The coefficients
h0b and h˜00 can be set equal to zero up to π∗G
∼-equivalence, which reduces the potential V to
the form
V =
1
4
hab(t)xaxb + ih
00(t). (29)
The equations (26) with this V are split with respect to different powers of (x1, x2), yielding the
system
csh
11
t + 2κsh
12 = 0, csh
12
t + κs(h
22 − h11) = 0, csh
22
t − 2κsh
12 = 0, csh
00
t = 0, (30)
χsatt = h
abχsb, σst = 0. (31)
In view of the system (31), the algebra gV in fact contains, additionally to M , four vector fields
Qp = P (χp1, χp2), where the tuples (χp1, χp2), p = 1, . . . , 4, constitute a fundamental set of
solutions of the system χatt = h
abχb. Moreover, we can set χs1 = χs2 = σs = 0 for s 6= 1, . . . , 4
by linearly combining Qs with Q1, . . . , Q4 and M . Note that due to (30), the condition k2 = 1
is equivalent to having h11 = h22 and h12 = 0.
We analyze different cases depending on values of k2 and k3.
1. k2 = k3 = 0. This is the general case within the subclass V
f
q with no further Lie symmetry
extensions, which is represented by Case 10.
2. k2 = 0, k3 = 1. The additional Lie symmetry extension is provided by the vector field Q
5 =
D(1) + κ5J .
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If κ5 = 0, the system (30) with s = 5 is equivalent to that all h
ab and h0a are constants. Up
to rotations, we can reduce the matrix (hab) to a diagonal matrix diag(α, β) with β 6= α 6= 0,
obtaining Case 11.
Otherwise, up to translations of time, the general solution of the system (30) with s = 5
is h11 = α cos2 t + β sin2 t, h12 = h21 = (α − β) cos t sin t, h22 = α sin2 t + β cos2 t, h00 = ν,
where α, β and ν are arbitrary real constants with α 6= β due to the auxiliary conditions for
the subclass Vf0 . We integrate the system (31) with the above values of h
ab, rearranging the
potential V in terms of ωa. This provides Case 12.
3. k2 = 1, k3 = 0. The additional Lie-symmetry extension is provided by the vector field Q
0 = J ,
which corresponds to Case 13.
4. k2 = 1, k3 = 1. We obviously obtain Case 14, where there is one more Lie-symmetry vector
field Q5 = D(1) in comparison to Case 13.
6.2 Logarithmic modular nonlinearity
We recall that the class of Schro¨dinger equations with a logarithmic modular nonlinearity with
a fixed δ is denoted by Pδ0 and consists of equations of the form (19). For any equation LV from
the class Pδ0 with n = 2, the results from Section 5.2 imply that
dim gV 6 8, r1 ∈ {0, 1, 2}, k0 = 2, k1 ∈ {0, . . . , 4}, k2 ∈ {0, 1}, k3 ∈ {0, 1}.
It then follows that any appropriate subalgebra of g〈 〉 is spanned by
• the basis vector fields M and I of the kernel g∩,
• k1 vector fields P (χ
p1, χp2) + σpM + ζpI with linearly independent tuples (χp1, χp2), p =
1, . . . , k1,
• k2 vector fields J + P (χ
01, χ02) + σ0M + ζ0I,
• k3 vector fields D(1) + κqJ + P (χ
q1, χq2) + σqM + ζqI with q = k1 + k3.
We will also use the following notation:
I ′ = e−δ2t(δ2I − δ1M) if δ2 6= 0 and I
′ = I + δ1tM if δ2 = 0,
P ′(χ1, χ2) = P (χ1, χ2)− ζˆI − δ1
∫
ζˆ dtM with ζˆ = e−δ2t
∫
eδ2th0bχb dt,
where all involved parameters will be explained in the corresponding places, δ1 := Re δ and
δ2 := Im δ, and we assume that h
0a is the imaginary part of the coefficient of the summand of
the first degree in xa if this summand is explicitly presented in the corresponding potential V ,
otherwise h0a := 0. For example, h01 = ν1 cosκt − ν2 sinκt and h
02 = ν1 sinκt + ν2 cos κt in
Case 12 below.
Theorem 47. A complete list of inequivalent Lie symmetry extensions in the class Pδ0 is ex-
hausted by the cases listed below, where U is an arbitrary complex-valued smooth function of
its arguments or an arbitrary complex constant, and the other functions and constants take real
values.
0. V = V (t, x): gV = g
∩ = 〈M, I ′〉.
1. V = U(x1, x2): gV = 〈M, I
′, D(1)〉.
2. V = U(ω1, ω2): gV = 〈M, I
′, D(1) + κJ, κ 6= 0〉.
3. V = U(t, |x|) + (σt − iζt − δζ)φ : gV = 〈M, I
′, J + σ(t)M + ζ(t)I〉.
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4. V = U(|x|) + (µ− δ′ν)φ,
δ2 6= 0: δ
′ := δ1 + iδ2, gV = 〈M, I
′, J + µtM + νI, D(1)〉,
δ2 = 0: δ
′ := i, gV = 〈M, I
′, J + (µt+ 12νδ1t
2)M + νtI, D(1)〉.
5. V = U(t, x2) +
1
4h
11(t)x21 + ih
01(t)x1: gV = 〈M, I
′, P ′(θ1, 0), P ′(θ2, 0)〉,
where θ1 and θ2 are linearly independent solutions of the equation θtt = h
11θ.
6. V = U(x2) +
1
4αx
2
1 + iνx1: gV = 〈M, I
′, P ′(θ1, 0), P ′(θ2, 0), D(1)〉,
where θ1 and θ2 are linearly independent solutions of the equation θtt = αθ.
7. V = U(t,̟) +
χ11tt
4χ11
x21 +
χ12tt
4χ12
x22 + ih
01(t)x1, ̟ = χ
11x2 − χ
12x1, χ
11
t χ
12 6= χ11χ12t :
gV = 〈M, I
′, P ′(χ11, χ12)〉.
8. V = U(ω2) +
1
4(α
2 − κ2)ω21 + ακω1ω2 + iνω1, ακ 6= 0:
gV = 〈M, I
′, P ′(eαt cos κt, eαt sinκt), D(1) + κJ〉.
9. V = U(ω2)−
1
4κ
2ω21+(µ+iν)ω1, κ 6= 0: gV = 〈M, I
′, P ′(cos κt, sinκt)+µtM, D(1)+κJ〉.
10. V = 14h
ab(t)xaxb + ih
0b(t)xb, h
12 = h21: gV = 〈M, I
′, P ′(χp1, χp2), p = 1, . . . , 4〉,
where {(χp1(t), χp2(t))} is a fundamental set of solutions of the system χatt = h
abχb.
11. V = 14αx
2
1 +
1
4βx
2
2 + iνaxa, β 6= α 6= 0:
gV = 〈M, I
′, P ′(θ1, 0), P ′(θ2, 0), P ′(0, θ3), P ′(0, θ4), D(1)〉,
where {θ1(t), θ2(t)} and {θ3(t), θ4(t)} are fundamental sets of solutions of the equations
θtt = αθ and θtt = βθ, respectively.
12. V = 14αω
2
1 +
1
4βω
2
2 + iνaωa, β 6= α 6= 0, κ 6= 0:
gV = 〈M, I
′, P ′(θp1 cos κt− θp2 sinκt, θp1 sinκt+ θp2 cos κt), D(1) + κJ, p = 1, . . . , 4〉,
where (θp1(t), θp2(t)) are linearly independent solutions of the system
θ1tt − 2κθ
2
t = (κ
2 + α)θ1, θ2tt + 2κθ
1
t = (κ
2 + β)θ2.
13. V = 14h(t)|x|
2: gV = 〈M, I
′, P (χp1, χp2), p = 1, . . . , 4, J〉,
where {(χp1(t), χp2(t))} is a fundamental set of solutions of the system χtt = hχ.
14. V = 14α|x|
2: gV = 〈M, I
′, P (χ1, 0), P (χ2, 0), P (0, χ1), P (0, χ2), J, D(1)〉,
where (χ1(t), χ2(t)) is fundamental set of solutions of the equation χtt = αχ.
Remark 48. The condition of maximality of Lie invariance algebras presented in Theorem 47
are similar to those discussed in Remark 45 for algebras listed in Theorem 44. The required
modifications are obvious. For example, in Case 3 the maximality condition is (σtt − iζtt −
δζt, (σt − iζt − δζ)Ut |x|) 6= (0, 0) or, if σt − iζt − δζ = 0, (U|x| |x| − 2|x|U|x|, ImU|x| |x|) 6= (0, 0),
which excludes the values of V that are G∼-equivalent to those in Cases 4 and 13. A potential
presented in Case 10 are G∼-inequivalent to a one in Case 13 if and only if the matrix (hab) is
a multiple of the identity matrix, h12 = h21 = 0 and h11 = h22, and h0a = 0, i.e., this potential
itself belongs to Case 13.
Remark 49. In Theorem 47, we neglect some possible gauges of constant parameters in V .
Thus, alternating the sign of x2 and/or x1, we can set µ > 0 and, if µ = 0, ν > 0 in Cases 4
and 9, and κ > 0 in Cases 2, 8, 9, and 12. If Im δ = 0, then using the Wigner time reflection
we can additionally set ν > 0 in Cases 4, 6, 8 and 9 and make one of nonzero νa positive in
Cases 11, 12 and 14. In contrast to the class V ′, in the course of group classification of the entire
class P0, we have no additional possibilities for gauging constant parameters in V .
Proof. Similar to the proof of Theorem 44, we follow the discussion of Section 5.2 and single out
different classification cases using the invariant integers r1, k2 and k3. At the same time, this
proof essentially differs in some points from the proof of Theorem 44 due to the appearance of
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the vector fields ζI in g〈 〉 and the extension of the kernel Lie invariance algebra with I
′. For the
class Pδ0, the general form of basis vector fields of gV from the complement of g
∩ is
Qs = D(cs) + κsJ + P (χ
s1, χs2) + σsM + ζsI,
where the range of s is equal to dim gV −2, cs and κs are real constants, and χ
s1, χs2, σs and ζs
are real-valued functions of t, and the parameter tuples (cs, κs, χ
s1, χs2) are linearly independent.
Substituting the tuples (cs, κs, χ
s1, χs2, σs, ζs) into the classifying condition (21), we derive the
system of dim gV − 2 equations with respect to V ,
csVt + (−κsx2 + χ
s1)V1 + (κsx1 + χ
s2)V2 =
1
2
χsatt xa + σ
s
t − δ1ζ
s − i(ζst + δ2ζ
s). (32)
We operate with the parameters cs, κs, χ
s1, χs2 and σs within the class Pδ0 in the same way as
we did within the class Vf . This is why below we assume all the reductions for these parameters
having been carried out and present only the points, where the presence of ζI in g〈 〉 crucially
modifies the proof. Each case of this theorem corresponds to the case of Theorem 44 with the
same number. The derivation of Cases 0–3 is essentially the same as in the proof of Theorem 44.
r1 = 0, k2 = 1, k3 = 1. Up to π∗G
∼-equivalence, the Lie-symmetry extension can be assumed
to be provided by Q0 = J + σM + ζI and Q1 = D(1). The condition [Q1, Q0] ∈ gV reduces
to [Q1, Q0] = σtM + ζtI ∈ 〈M, I
′〉. This gives expressions for the derivatives σt and ζt, which
depends on whether or not δ2 vanishes. Integrating these expressions up to π∗G
∼-equivalence,
we find σ = µt, ζ = ν if δ2 6= 0 and σ = µt+
1
2νδ1t
2, ζ = νt if δ2 = 0. The equations (32) with
s = 0, 1 leads to the expression for V in Case 4.
r1 = 1. Then k2 = 0, and, the algebra gV contains, additionally to M , at least a vector
field Q1 = P (χ11, χ12) + σ1M + ζ1I with (χ11, χ12) 6= (0, 0). The further analysis depends on
whether or not the parameter functions χ11 and χ12 are linearly dependent.
1. χ11t χ
12 = χ11χ12t . Up to G
∼-equivalence, we can set χ12 = 0. It is then convenient to
re-denote θ1 := χ11. Then integrating the equation (32) with s = 1 with respect to V gives
V = U(t, x2) +
1
4
h11(t)x21 + ih
01(t)x1 + h˜
01(t)x1, (33)
where h11, h01 and h˜01 are smooth real-valued functions of t.
If k3 = 0, then we make the coefficient h˜
01 vanishing using equivalence transformations. For
this potential, the classifying condition (21) implies that the functions involved in Q1 satisfy
the system θ1tt = h
11θ1, ζ1t + δ2ζ
1 = −h01χ11 and σ1t = δ1ζ
1, i.e., Q1 = P ′(θ1, 0). Moreover,
the algebra gV contains one more vector field of the similar form, Q
2 = P ′(θ2, 0), where θ2
is a solution of the equation θtt = h
11θ that is linearly independent with θ1. As a result, we
have Case 5.
For k3 = 1, an additional Lie-symmetry extension is provided by a vector field Q
3 with
τ3 = 1. The conditions r1 = 1 and [Q
1, Q3] ∈ gV require κ3 = 0. Successively acting on gV
by P∗(X ), M∗(Σ) and I∗(Z) with appropriately chosen values of the parameter functions X
a,
Σ and Z, we can set χ3a = 0, σ3 = 0 and ζ3 = 0. Then the equation (32) with s = 3 takes the
form Vt = 0 and implies that coefficients h
11, h01 and h˜01 in the representation (33) for V are
constants. Acting by P(h˜01, 0) on LV , we annihilate h˜
01. Repeating the argumentation of the
case k3 = 0 leads to Case 6.
2. χ11t χ
12 6= χ11χ12t . The equation (32) with s = 1 integrates with respect to V to
V = U(t,̟) +
χ11tt
4χ11
x21 +
χ12tt
4χ12
x22 + ih
01(t)x1 + h˜
01(t)x1, (34)
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where ̟ := χ11x2 − χ
12x1, and h
01 and h˜01 are smooth real-valued functions of t.
If k3 = 0, then we make the coefficient h˜
01 vanishing using equivalence transformations. For
this potential, the classifying condition (21) implies that the functions involved in Q1 satisfy
the system ζ1t + δ2ζ
1 = −h01χ11 and σ1t = δ1ζ
1, i.e., Q1 = P ′(χ11, χ12), which corresponds to
Case 7.
If k3 = 1, then modulo π∗G
∼-equivalence we reduce a vector field Q2 with τ2 = 1, which
provides an additional Lie-symmetry extension, to the form Q2 = D(1) + κ2J . In view of the
condition [Q2, Q1] ∈ gV and modulo shifts of t and combining with M , we have (χ
11, χ12) =
(eαt cos κ2t, e
αt sinκ2t). The equations (32) with s = 1, 2 simultaneously integrates with respect
to V to
V = U(ω2) +
1
4
(α2 − κ22)ω
2
1 + ακ2ω1ω2 + (µ + iν)ω1.
Here α, µ and ν are real constants such that ζ1t + δ2ζ
1 = −ν and σ1t = δ1ζ
1 + µ. If α 6= 0,
then acting by P(−µ cos t, µ sin t) on LV , we set µ = 0. For α = 0, the annihilation of µ if it is
nonzero is impossible. After integrating the above system for (σ1, ζ1) and linearly combining Q1
with M and I ′, we obtain Cases 8 and 9 for α 6= 0 and α = 0, respectively.
r1 = 2. Similarly to the case r1 = 2 in the proof of Theorem 44, here the potential V is
quadratic in x,
V =
1
4
hab(t)xaxb + h˜
0b(t)xb + ih
0b(t)xb + h
00(t) + ih˜00(t),
where the functions h˜0b, h00, h˜00 can be set to zero up to G∼-equivalence. So, the form of V
sufficient to be studied is
V =
1
4
hab(t)xaxb + ih
0b(t)xb. (35)
Splitting the equations (32) in view of (35), with respect to different powers of (x1, x2) leads to
the system
csh
11
t + 2κsh
12 = 0, csh
12
t + κs(h
22 − h11) = 0, csh
22
t − 2κsh
12 = 0, (36)
csh
01
t + κsh
02 = 0, csh
02
t − κsh
01 = 0, (37)
χsatt = h
abχsb, σst = δ1ζ
s, ζst + δ2ζ
s = −h0bχsb. (38)
In view of the system (38), the algebra gV necessarily contains, additionally to M and I
′,
four vector fields Qp = P ′(χp1, χp2), where the tuples (χp1, χp2), p = 1, . . . , 4, constitute a
fundamental set of solutions of the system χatt = h
abχb. Moreover, we can set χs1 = χs2 = σs =
ζs = 0, s 6= 1, . . . , 4, by linearly combining Qs with Q1, . . . , Q4, M and I ′. Further analysis,
which depends on values of k2 and k3, is analogous to the proof of Theorem 44 and results in
Cases 10–14. Note only that due to (36), here the condition k2 = 1 is equivalent to having
h11 = h22 and h12 = h0b = 0.
6.3 Power modular nonlinearity
We solve the group classification problem of the class Pδλ of nonlinear Schro¨dinger equations
with potentials and power nonlinearity with a fixed δ, δ ∈ C0 for n = 2. For any potential V in
an equation of this class we have
dim gV 6 9, r1 ∈ {0, 1, 2}, k0 = 1, k1 ∈ {0, . . . , 4}, k2 ∈ {0, 1}, k3 ∈ {0, 1, 2, 3}.
and λ′ = 1λ −
1
2 . The algebra gV is spanned by the following vector fields:
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• the basis vector field M of the kernel g∩,
• k1 vector fields P (χ
p1, χp2) + σpM with linearly independent tuples (χp1, χp2) and p =
1, . . . , k1,
• k2 vector fields of the form J + P (χ
01, χ02) + σ0M ,
• k3 vector fields D
λ(τ q) + κqJ + P (χ
q1, χq2) + σqM , q = k1 + 1, . . . , k1 + k3 with linearly
independent τk1+1, . . . , τk1+k3 .
Theorem 50. A complete list of inequivalent Lie symmetry extensions in the class Pδλ is ex-
hausted by the cases listed below, where U is an arbitrary complex-valued smooth function of
its arguments or an arbitrary complex constant, and the other functions and constants take real
values.
0. V = V (t, x): gV = g
∩ = 〈M〉.
1. V = U(x1, x2): gV = 〈M, D(1)〉.
2. V = U(ω1, ω2), κ 6= 0: gV = 〈M, D(1) + κJ〉.
3. V = |x|−2U(̟), ̟ = φ− 2κ ln |x|, κ 6= 0, U̟ 6= 0: gV = 〈M, D(1), D
λ(t) + κJ〉.
4. V = |x|−2U(φ), Uφ 6= 0,
λ 6= 2: gV = 〈M, D(1), D
λ(t)〉,
λ = 2: gV = 〈M, D(1), D
λ(t), Dλ(t2)〉.
5. V = U(t, |x|) + µφ: gV = 〈M, J + µtM〉.
6. V = U(|x|) + µφ: gV = 〈M, J + µtM, D(1)〉.
7. V = |x|−2U , U 6= 0,
λ 6= 2: gV = 〈M, J, D(1), D
λ(t)〉,
λ = 2: gV = 〈M, J, D(1), D
λ(t), Dλ(t2)〉.
8. V = U(t, x2): gV = 〈M, P (1, 0), P (t, 0)〉.
9. V = U(̟), ̟ = x2: gV = 〈M, P (1, 0), P (t, 0), D(1)〉.
10. V = t−1U(̟), ̟ = |t|−1/2x2: gV = 〈M, P (1, 0), P (t, 0), D
λ(t)〉.
11. V = (t2 + 1)−1
(
U(̟) + 2iλ′t
)
, ̟ = (t2 + 1)−1/2x2:
gV = 〈M, P (1, 0), P (t, 0), D
λ(t2 + 1)〉.
12. V = x−22 U , U 6= 0,
λ 6= 2: gV = 〈M, P (1, 0), P (t, 0), D(1), D
λ(t)〉,
λ = 2: gV = 〈M, P (1, 0), P (t, 0), D(1), D
λ(t), Dλ(t2)〉.
13. V = U(t, ω2) +
1
4(htt − h)h
−1ω21 + hth
−1ω1, h = h(t) 6= 0: gV = 〈M, P (h cos t, h sin t)〉.
14. V = U(ω2) +
1
4(α
2 − κ2)ω21 + ακω1ω2, ακ 6= 0:
gV = 〈M, P (e
αt cos κt, eαt sinκt), D(1) + κJ〉〉.
15. V = U(ω2)−
1
4κ
2ω21 + µω1, κ 6= 0: gV = 〈M, P (cos κt, sinκt) + µtM, D(1) + κJ〉.
16. V = 14h
ab(t)xaxb + ih
00(t), h12 = h21: gV = 〈M, P (χ
p1, χp2), p = 1, . . . , 4〉,
where {(χp1(t), χp2(t))} is a fundamental set of solutions of the system χatt = h
abχb.
17. V = 14αx
2
1+
1
4βx
2
2+iν, β 6= α 6= 0: gV = 〈M, P (θ
1, 0), P (θ2, 0), P (0, θ3), P (0, θ4), D(1)〉,
where {θ1(t), θ2(t)} and {θ3(t), θ4(t)} are fundamental sets of solutions of the equations
θtt = αθ and θtt = βθ, respectively.
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18. V = 14αω
2
1 +
1
4βω
2
2 + iν, β 6= α 6= 0, κ 6= 0:
gV = 〈M, P (θ
p1 cos κt− θp2 sinκt, θp1 sinκt+ θp2 cosκt), D(1) + κJ, p = 1, . . . , 4〉,
where (θp1(t), θp2(t)) are linearly independent solutions of the system
θ1tt − 2κθ
2
t = (κ
2 + α)θ1, θ2tt + 2κθ
1
t = (κ
2 + β)θ2.
19. V = ih00(t): gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J)〉.
20. V = iν, ν 6= 0: gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J, D(1)〉.
21. V = iνt−1, ν 6= 0: gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J, D
λ(t)〉.
22. V = i(t2 + 1)−1 (2λ′t+ ν), (λ′, ν) 6= (0, 0):
gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J, D
λ(t2 + 1)〉.
23. V = 0:
λ 6= 2: gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J, D(1), D
λ(t)〉.
λ = 2: gV = 〈M, P (1, 0), P (t, 0), P (0, 1), P (0, t), J, D(1), D
λ(t), Dλ(t2)〉.
Remark 51. As in Theorems 44 and 47, Lie invariance algebras listed in Theorem 50 are
really maximal and coincides with gV for the corresponding potentials if these potentials are
G∼-inequivalent to listed potentials with larger Lie invariance algebras. For Cases 3, 4, 12
and 20–22, the maximality conditions are obvious and presented directly in the corresponding
cases. A potential presented in Case 16 is G∼-inequivalent to a one in Case 19 if and only if
h12 = h21 = 0 and h11 = h22, i.e., this potential itself belongs to Case 19. At the same time, the
maximality conditions for a number of cases of Lie-symmetry extensions within the class Pδλ are
more cumbersome than similar conditions within the classes Vf and Pδ0. A cause of this is that the
class Pδλ admits equivalence transformations with nonconstant Tt, which complicates describing
G∼-equivalent cases. Moreover, there are a number of cases of Lie symmetry extensions within
the class Pδλ that have no counterparts among Lie symmetry extensions within the classes V
f
and Pδ0 since they are associated with the values of k3 in {2, 3}. For example, the maximality
condition for Case 5,
µ(Ut |x|, ImUtt) 6= (0, 0) or, if µ = 0, (U|x| |x| − 2|x|U|x|, ImU|x| |x|) 6= (0, 0),
is analogous to that from Remark 45 for Case 3 of Theorem 44, and similarly excludes the
values of V being G∼-equivalent to those in Cases 6 and 16. Nevertheless, the maximality
condition for Case 6 is modified, in comparison with the condition from Remark 45 for Case 4
of Theorem 44, to
µ 6= 0 or, if µ = 0, (U|x| |x| − 2|x|U|x|, ImU|x| |x|) 6= (0, 0) and (|x|
2U)|x| 6= 0
to single out the potentials of Case 4 that are G∼-inequivalent to those in both Cases 7 and 16.
Inequalities to be satisfied by tuples of parameter functions appearing in a listed potentials
and depending on the pure variable t also become more complicated. Thus, the maximality
condition in Case 19 is that
(
(αt2+βt+γ)h00
)
t
6= 2αλ′ for any nonzero constant tuple (α, β, γ),
which excludes further Lie symmetry extensions G∼-equivalent to Cases 20–22. For Case 8, the
maximality condition is (U222, ImU2) 6= (0, 0) and
(
(αt2 + βt + γ)U
)
t
6= 2αλ′ for any nonzero
constant tuple (α, β, γ). In Cases 9–11 the maximality condition is (U̟̟̟, ImU̟) 6= (0, 0) and
(̟2U)̟ 6= 0, and this excludes values of V that are G
∼-equivalent to those in Cases 12 and 16–
23. Similarly, potentials in Cases 13–15 are G∼-inequivalent to those in Cases 16–23 if and only
if (Uω2ω2ω2 , ImUω2) 6= (0, 0). This condition is necessary and sufficient for the maximality of Lie
symmetry extensions given in Cases 14 and 15, but for Case 13 we need a further condition to
guarantee inequivalence with potentials in Cases 14 and 15.
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Remark 52. To make the presentation in Theorem 50 consistent with Theorems 44 and 47,
we avoid scalings of constant parameters and alternating their signs as well as gauging some
parameter functions. In contrast to the classes Vf and Pδ0, the class P
δ
λ admits scaling equivalence
transformations and even more general transformations with nonconstant Tt. As a result, we
can set µ ∈ {0, 1} in Cases 5 and 6, µ > 0 in Case 15, κ = 1 in Cases 2, 3, 14, 15, 17 and 18,
h11 = 0 (or h22 = 0) in Case 16, ImU > 0 if Im δ = 0 in Cases 7 and 12, ν = ±1 if Im δ 6= 0
and ν = 1 if Im δ = 0 in Case 20, ν > λ′ in Case 21 using the equivalence transformation
D(−t−1)I(2λ−1 ln |t|), and ν > 0 if Im δ = 0 in Case 22.
Proof. As in the proofs of Theorems 44 and 47, we use the discussion of the corresponding
Section 5.3 and single out different classification cases using the invariant integers r1, k2 and k3.
For the class Pδλ, the general form of basis vector fields of gV from the complement of g
∩ is
Qs = Dλ(τ s) + κsJ + P (χ
s1, χs2) + σsM,
where the range of s is equal to dim gV − 1, κs are real constants, τ
s, χs1, χs2 and σs are
real-valued functions of t, and the parameter tuples (τ s, κs, χ
s1, χs2) are linearly independent.
Substituting (τ s, κs, χ
s1, χs2, σs) into the classifying condition (25), we derive the system of
dim gV − 1 equations with respect to V ,
τ sVt +
1
2
τ st xaVa + κs(x1V2 − x2V1) + χ
saVa + τ
s
t V
=
1
8
τ stttxaxa +
1
2
χsatt xa + σ
s
t + iλ
′τ stt.
(39)
r1 = k2 = 0. The classification of Lie-symmetry extensions depends only on k3, and Lemma 42
reduces it to the classification of finite-dimensional algebras of vector fields on the real line. The
algebra gV contains k3 vector fields Q
s, s = 1, . . . , k3, where τ
s are linearly independent.
The condition k3 = 0 means that there is no Lie-symmetry extension, gV = g
∩ = 〈M〉, and
we have Case 0.
If k3 = 1, then up to π∗G
∼-equivalence we can set τ1 = 1, χ11 = χ12 = σ1 = 0 and, if δ2 = 0,
then κ3 > 0. Depending on whether or not κ is zero, this splits into Cases 2 and 3.
For k3 > 2, modulo π∗G
∼-equivalence and changing basis of gV we can assume that (τ
1, τ2) =
(1, t) and further set χ1a = σ1 = 0. In view of the equations κ1 = 0, χ
2a
t = σ
2
t = 0 following
from the condition [Q1, Q2] ∈ gV , we can annihilate σ
2 and (χ21, χ22) by combining Q2 with M
and by acting with P∗(2χ
21, 2χ22) on gV , respectively. Solving the equations (39) with s = 1, 2,
we obtain the expression for V from Case 4. Then the classifying condition (25) with such V
implies that there is no further Lie-symmetry extension for λ 6= 2, and for λ = 2 the algebra gV
contains one more vector field, Q3 = Dλ(t2).
r1 = 0, k2 = 1. The algebra gV necessarily contains the vector fieldQ
0 with τ1 = 0 and κ1 = 1,
where χ0a can be set to zero up to π∗G
∼-equivalence. The further consideration depends on the
value of k3.
k3 = 0. Modulo π∗G
∼-equivalence, we can assume that σ0 = µt with µ ∈ {0, 1}, which leads to
Case 5.
k3 = 1. The algebra gV additionally contains the vector field Q
1 with τ1 6= 0. Up to π∗G
∼-
equivalence we can set τ1 = 1, σ1 = 0. The condition [Q0, Q1] ∈ gV implies χ
1a = 0, σ0t = µ =
const and thus, linearly combining Q0 with M , we set σ0 = µt and obtain Case 6.
k3 > 2. Modulo π∗G
∼-equivalence and changing basis of gV , we can again assume that (τ
1, τ2) =
(1, t). We successively set κ1 = κ2 = 0 by linearly combining Q
1 and Q2 with Q0 and σ1 = 0
by acting with appropriate M∗(Σ) on gV . The condition [Q
0, Qs] ∈ gV , s = 1, 2, gives χ
sa = 0,
σ0t = 0. Therefore, we can set σ
0 = 0 by linearly combining Q0 with M . The simultaneous
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integration of the equations (39) with s = 0, 1, 2 provides the expression for V from Case 7. In
view of the classifying condition (25) with such V , there is no further Lie-symmetry extension
for λ 6= 2, and the algebra gV additionally contains the vector field Q
3 = Dλ(t2) if λ = 2.
r1 = 1. Then k2 = 0, and, the algebra gV contains, additionally to M , at least a vector
field Q1 = P (χ11, χ12) + σ1M . We again have two possibilities for the tuple (χ11, χ12).
1. χ11t χ
12 = χ11χ12t . That is, the tuple (χ
11, χ12) is proportional to a constant tuple. Up to
π∗G
∼-equivalence we can set Q1 = P (1, 0). Then the equation (39) with s = 1 is V1 = 0, in view
of which the classifying condition (25) implies that the vector field P (t, 0) also belongs to gV .
Thus we have V = U(t, x2), where (U222, ImU2) 6= (0, 0) (otherwise r1 = 2, cf. the case r1 = 2
below). Consider the subclass U of the class Pδλ of equations with potentials of this form, which
is singled out from Pδλ by the constraints V1 = 0 and (V222, ImV2) 6= (0, 0). This subclass is
normalized and its equivalence group is singled out from the equivalence group G∼ of Pδλ by the
conditions that T is fractional linear in t, O ∈ {diag(ε1, ε2) | ε1, ε2 = ±1}, and X
1 is affine in T .
We successively split the equations (39) with V = U(t, x2) with respect to x1 and U2, obtaining
τ sttt = 0, κs = 0 and χ
s1
tt = 0. Therefore, linearly combining Q
s, s 6= 1, 2 with Q1 and Q2, we can
annihilate χs1 for s 6= 1, 2. The classification of Lie-symmetry extensions within the subclass U
is reduced to the classification of subalgebras of the algebra 〈∂t, t∂t, t
2∂t〉 ≃ sl(2,R). A list of
inequivalent subalgebras of this algebra is exhausted by {0}, 〈∂t〉, 〈t∂t〉, 〈(t
2+1)∂t〉, 〈∂t, t∂t〉 and
〈∂t, t∂t, t
2∂t〉. The zero subalgebra corresponds to Case 8, where k3 = 0, which is the general
case for the subclass U. For k3 = 1, we should consider the one-dimensional listed subalgebras.
In other words, here the additional Lie symmetry extension is provided by a vector field Q3 with
τ3 ∈ {1, t, t2 + 1}. Acting by P∗(0,X
2) and M∗(Σ) with appropriate values of the parameter
functions X 2 and Σ, we can make χ32 and σ3 vanishing, deriving Cases 9–11. If k3 > 2, then
modulo π∗G
∼-equivalence the Lie-symmetry extension contains at least two vector fields Q3
and Q4 with τ3 = 1 and τ4 = t. We again reduce Q3 to the form Q3 = D(1). The condition
[Q3, Q4] ∈ gV implies that χ
42
t = σ
4
t = 0. This is why we can annihilate σ
4 and χ42 by combining
Q4 with M and by acting with P∗(0, 2χ
42) on gV , respectively. Then the equation (39) with
s = 3, 4 jointly integrate to V = Ux−22 , and it is obvious that k3 is equal to either 2 or 3 if λ 6= 2
or λ = 2, respectively. This gives Case 12.
2. χ11t χ
12 6= χ11χ12t , i.e., the tuple (χ
11, χ12) is not proportional to a constant tuple.
If k3 = 0, then we can, up to π∗G
∼-equivalence, make Q1 = P (h cos t, h sin t), where h(t) is
a nonvanishing smooth function of t, which gives Case 13.
The condition k3 = 1 means that the algebra gV contains exactly one (up to linear combining)
vector field Q2 with τ2 6= 0. Up to π∗G
∼-equivalence, the parameter functions χ1a, σ1 can be
set to zero, and Q2 reduces to Q2 = D(1) +κ2J . Further consideration, which is similar to that
in the respective case of the proof of Theorem 44, leads to Cases 14 and 15.
The case k2 > 2 is not possible. Indeed, otherwise the algebra gV would contain, modulo
π∗G
∼-equivalence, vector fields Q2 with τ2 = 1 and Q3 with τ3 = t. The condition [Q2, Q3] ∈ gV
gives κ2 = 0. Then the condition [Q
2, Q1] ∈ gV implies that (χ
11
t , χ
12
t ) ∈ 〈(χ
11, χ12)〉, which
contradicts case’s assumption.
r1 = 2. Following the corresponding case of the proof of Theorem 44, up to G
∼-equivalence we
reduce the potential V to the form (29) and substitute it into the equations (39). Then we split
the obtained equations with respect to different powers of (x1, x2) and derive the system
τ sh11t + 2τ
s
t h
11 + 2κsh
12 =
τttt
2
, τ sh22t + 2τ
s
t h
22 − 2κsh
12 =
τttt
2
,
τ sh12t + 2τ
s
t h
12 + κs(h
22 − h11) = 0, τ sh00t + τ
s
t h
00 = τtt,
(40)
χsatt = h
abχsb, σst = 0. (41)
In view of the system (41), the algebra gV in fact contains, additionally to M , four vector fields
Qp = P (χp1, χp2), where tuples (χp1, χp2), p = 1, . . . , 4, constitute a fundamental set of solutions
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of the system χatt = h
abχb. Moreover, we can set χs1 = χs2 = σs = 0 for s 6= 1, . . . , 4 by linearly
combining Qs with Q1, . . . , Q4 andM . Note that due to (40), the condition k2 = 1 is equivalent
to having h11 = h22 and h12 = 0.
The consideration of the cases (r1, k2, k3) = (2, 0, 0) and (r1, k2, k3) = (2, 0, 1) is similar to
that in the proof of Theorem 44 and leads to Cases 16, 17 and 18. The case (r1, k2, k3) = (2, 0, 2)
is impossible. Indeed, otherwise the algebra gV could contain, modulo π∗G
∼-equivalence, vector
fields Q5 and Q6 with τ5 = 1 and τ6 = t. The condition [Q5, Q6] ∈ gV implies that κ1 = 0 and
thus the system of equations (40) with s = 5, 6 admits, as a system with respect to h’s only the
zero solution, which contradict the condition k2 = 0.
In view of Corollary 35, the condition k2 = 1 implies that modulo G
∼-equivalence the po-
tential V does not depend on x and purely imaginary, i.e., V = ih00(t), where h00 is a smooth
real-valued function of t. Substituting V into the classifying condition (25) and splitting with
respect to the powers of x, we obtain the equations τttt = 0, χ
a
tt = 0, σt = 0, (τh
00)t = λ
′τtt.
They imply that the vector fields J , P (1, 0), P (t, 0), P (0, 1), P (0, t) belong to the maximal
Lie invariance algebra of any equation with potentials of the above form. Additional G∼-
inequivalent Lie-symmetry extensions are related to inequivalent nonzero subalgebras of the al-
gebra 〈D(1),Dλ(t),Dλ(t2)〉, which are exhausted by 〈D(1)〉, 〈Dλ(t)〉, 〈Dλ(t2+1)〉, 〈D(1),Dλ(t)〉
and the entire algebra itself. This leads to Cases 19–23.
Remark 53. Cases 10, 11, 21 and 22 of Theorem 50 can be replaced by the corresponding
G∼-equivalent cases with t-independent potentials,
10′. V = 14x
2
1 + U˜(x2): gV = 〈M, P (e
−t, 0), P (et, 0), D(1)〉.
11′. V = −14x
2
1 + U˜(x2): gV = 〈M, P (cos t, 0), P (sin t, 0), D(1)〉.
21′. V = 14 |x|
2 + iν˜, ν 6= 0: gV = 〈M, P (e
−t, 0), P (et, 0), P (0, e−t), P (0, et), J, D(1)〉.
22′. V = −14 |x|
2 + iν: gV = 〈M, P (cos t, 0), P (sin t, 0), P (0, cos t), P (0, sin t), J, D(1)〉.
Here ν˜ := 2(ν − λ′) 6= −2λ′ in Case 21′ and (λ′, ν) 6= (0, 0) in Case 22′. The mappings of
Cases 10′, 21′ to Cases 10, 21 and of Cases 11′, 22′ to Cases 11, 22 are realized by the equivalence
transformations D(e2t)I(−2λ−1t) and D(tan t)I(λ−1 ln cos2 t), respectively.
6.4 Classification list for the entire class
Summing up the results of this section, we obtain the following assertion.
Theorem 54. A complete list of G∼
V
-inequivalent Lie symmetry extensions in the class V with
n = 2 is the union of the group classification lists for the subclasses V′, P0 and Pλ, λ ∈ R 6=0, up to
G∼
V′
-, G∼
P0
- and G∼
Pλ
-equivalences, which are presented in Theorems 44, 47, and 50, respectively.
It is easy to select G∼
V
-inequivalent Lie symmetry extensions with stationary potentials. These
are cases involving the vector field D(1), which are exhausted by Cases 1, 4, 6, 11 and 14 of
Theorem 44, Cases 1, 4, 6, 11 and 14 of Theorem 47, Cases 1, 3, 4, 6, 7, 9, 12, 17, 20 and 23 of
Theorem 50 and the modified Cases 10′, 11′, 21′ and 22′ given in Remark 53.
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