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AN FBI CHARACTERIZATION FOR GEVREY VECTORS ON HYPO-ANALYTIC
STRUCTURES AND PROPAGATION OF GEVREY SINGULARITIES
N. BRAUN RODRIGUES
Abstract. In this work we prove a FBI characterization for Gevrey vectors on hypo-analytic structures,
and we analyze the main differences of Gevrey regularity and hypo-analyticity concerning the FBI
transform. We end with an application of this characterization on a propagation of Gevrey singularities
result, for solutions of the non-homogeneous system associated with the hypo-analytic structure, for
analytic structures of tube type.
1. Introduction
In 1983 N. Hanges and F. Treves proved in [9] that on CR (embedded) manifolds, holomorphic ex-
tendability for CR functions propagates along connected complex submanifolds. They actually proved
their result on the set up of hypo-analytic structures, introduced by M.S. Baouendi, C.H. Chang, and
F. Treves in [1], and they proved that hypo-analytic singularity of solutions propagates along connected
elliptic submanifolds. Propagation of holomorphic extendability is widely studied in the context of CR
geometry, for instance [12], [2] and [15]. Now for Gevrey regularity little is known concerning propaga-
tion of singularities on hypo-analytic structures. In 2000 P. Caetano started the study of Gevrey vectors
on hypo-analytic structures of maximum codimension in his Ph.D dissertation ([6]), and his work was
continued in [7] and [11], but their aim was solvability questions for the associate differential complex.
Our goal here is to initiate the study of regularity problems on these structures, for instance, propagation
of Gevrey singularities.
A very useful tool in the study of propagation of singularities is the FBI transform. Also in [1] the
authors proved that the decay of the FBI transform can be used to characterize hypo-analyticity. The
usual characterization of analytic regularity, Gevrey regularity (ultradifferential regularity) and smooth
regularity of distributions on RN by the decay of the FBI transform differs from one another by the type
of their decay. Loosely speaking, a distribution u is analytic at x0 if
|F[χu](x, ξ)| ≤ Ce−ε|ξ|,
for all x in some neigborhood of x0, all ξ ∈ RN , and for some positive constants C, ε, where χ is a test
function supported in some open neighborhood of x0, and F[χu](x, ξ) is the FBI transform of χu. Now
u is Gevrey at x0 if
|F[χu](x, ξ)| ≤ Ce−ε|ξ|
1
s ,
for all x in some neighborhood of x0, all ξ ∈ RN , and for some positive constants C, ε. So the difference
between analytic regularity and Gevrey regularity in this context is the type of the bound. On hypo-
analytic structures there is an additional difficulty that arises from its complex nature which remains
unseen when dealing with analytic regularity1.
For simplicity let M ⊂ CN be a smooth generic CR submanifold of codimension d, so the CR dimension
of M is n = N−d, and let p be an arbitrary point of M . Therefore there are L1, . . . ,Ln anti-holomorphic
vector fields tangent to M on a neighborhood of p, and real vector fields T1, . . . ,Td tangent to M on
a neighborhood of p such that {L1, . . . ,Ln,L1, . . . ,Ln,T1, . . . ,Td} span the complexified tangent bundle
of M on a neighborhood of p. In this set up our main theorem states that for a CR function u to be a
Gevrey vector for L1, . . . ,Ln,T1, . . . ,Td it is necessary and sufficient that its FBI transform has the same
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1In the context of hypo-analytic structures, by analytic regularity we mean hypo-analyticity
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bound as in the RN scenario, but only for points on the so-called real structure bundle, which is a real
subbundle of (T0,1M)⊥ (cf. section 2.3.). Here one might notice that we are not asking any additional
regularity on the CR structure.
Our initial goal was to investigate the validity of the propagation of singularities result proved in [9]
for Gevrey regularity. One difficulty is that this result is deeply based on holomorphic function theory,
which is not available for the Gevrey case. One of the drawbacks, when using the same techniques
(the FBI approach), is that in our case we need some sort of folliation near the ”propagator”, an un-
necessary assumption on [9]. On the other hand, this technique allows us to consider solutions of the
non-homogeneous system, which makes sense in the Gevrey scenario.
This paper is organized as follows: In the first section we discuss what is needed from locally integrable
structures theory, and hypo-analytic structures theory. Then in section 3 we prove a FBI characterization
for Gevery vectors, and in the last section we prove (and give some examples) a propagation of Gevrey
singularities result on hypo-analytic structures of tube type.
This work contains the results obtained by the author on his Ph.D. dissertation.
2. Preliminaries
2.1. Locally integrable structures. Let Ω ⊂ RN be an open set. By a locally integrable structure on
Ω we mean a complex vector bundle V ⊂ CTΩ, such that [V,V] ⊂ V, and at every point p ∈ Ω there are
Z1, . . . , Zm, smooth, complex-valued functions in some open neighborhood of p in Ω, such that{
dZ1 ∧ · · · ∧ dZm 6= 0;
LZj = 0, ∀L ∈ V, j = 1, . . . ,m.
We denote by T′ ⊂ CT∗Ω the orthogonal bundle, with respect to the duality between forms and vectors,
of the bundle V. Let p be an arbitrary point at Ω. Then there exist a local coordinate system vanishing
at p on some open set U = V ×W , (x1, . . . , xm, t1, . . . , tn), and smooth, real-valued functions φ1, . . . , φm,
defined on U and satisfying φ(0) = 0 and dxφ(0) = 0, such that the differentials of the functions
(2.1) Zk(x, t)
.
= xk + iφk(x, t), k = 1, . . . ,m,
span T′ in U . There are also linear independent, pairwise commuting, complex vector fields:
Mj =
m∑
k=1
aj,k(x, t)
∂
∂xk
, j = 1, . . . ,m,
and
Lj =
∂
∂tj
− i
m∑
k=1
∂φk
∂tj
(x, t)Mk, j = 1, . . . , n,
satisfying the relations
LjZk = 0 MlZk = δl,k
Ljti = δj,i Mlti = 0.
Now let u be a distribution on U such that Lju ∈ C∞(U), for j = 1, . . . , n, then actually u ∈
C∞(W ;D′(V )) (see proof of Proposition I.4.3 of [14] with minor modifications). By an uniform bound-
edness principle argument we have that for every compact sets K1 b V , and K2 b W , there exist a
constant C > 0 and an integer q > 0 such that
(2.2) |〈u(x, t), φ(x)〉| ≤ C
∑
|α|≤q
sup
x∈K1
|∂αφ| , ∀φ ∈ C∞c (K1),
for every t ∈ K2.
Now let H ⊂ Ω be a (embedded) submanifold. We say that H is maximally real if
CTpΩ = Vp ⊕ CTpH, ∀p ∈ H,
or equivalently,
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CT∗pΩ = CN∗pH⊕ T′p, ∀p ∈ H.
2.2. Hypo-analytic structures. Let Ω ⊂ RN be an open set. A hypo-analytic structure on Ω is a pair
{(Uα)α∈Λ, (Zα)α∈Λ} such that
• (Uα)α∈Λ is an open covering for Ω;
• Zα : Uα −→ Cm is a smooth map, for every α ∈ Λ;
• dZα,1, . . . ,dZα,m are C−linear independent on Uα, for every α ∈ Λ;
• if α 6= β, then to each p ∈ Uα ∩ Uβ there is a holomorphic map F such that Zα = F ◦ Zβ , in a
neighborhood of p in Uα ∩ Uβ ;
• if Z : U −→ Cm is a smooth function such that for every p ∈ U ∩ Uα there exists a holomorphic
function F such that Z = F ◦ Zα, then (U,Z) = (Uβ , Zβ), for some β ∈ Λ.
We call each pair (Uα, Zα) as a hypo-analytic chart. We say that a distribution u ∈ D′(Ω) is hypo-
analytic at p if for some α ∈ Λ such that p ∈ Uα, there is a holomorphic function F , defined on a complex
neighborhood of Zα(p), such that u = F ◦ Zα, in some open neighborhood of p. Given a hypo-analytic
structure on Ω we can associate a locally integrable structure V setting its orthogonal T′ as the complex
bundle locally defined by the differentials dZ1, . . . ,dZm. So let p ∈ Ω and (U,Z) a hypo-analytic chart,
with p ∈ U . We can assume that there are local coordinates (x1, . . . , xm, t1, . . . , tn) in U = V ×W , as
described in the section above, so the function Z is given by (2.1). Note that in this coordinate system,
the point p is the origin.
Definition 2.1. Let s > 1. We say that a distribution u on U is a Gevrey-s vector if u is a smooth
function on U , and for every compact set K ⊂ U there exists a constant C > 0 such that
sup
(x,t)∈K
|LαMβu(x, t)| ≤ C |α|+|β|+1α!sβ!s, ∀α ∈ Zn+, β ∈ Zm+ .
We denote by Gs(U ; L1, · · · ,Ln,M1, · · · ,Mm) the space of all Gevrey-s vectors on U1. If s = 1 we say
that u is an analytic vector, and we write u ∈ Cω(U ; L1, · · · ,Ln,M1, · · · ,Mm)).
We have the following characterization of Gevrey vectors in terms of almost-analytic extensions:
Theorem 2.2 (Theorem 1.1 of [6]). Let u be a distribution on U and U1 = V1 ×W1 b U , where V1 and
W1 are balls centered at the origin. Are equivalent:
(1) u is a Gevrey-s vector on U1;
(2) There exist O an open neighborhood of (Z(U1),W1) on Cn+m and a Gevrey function F ∈ Gs(O)
such that {
F (Z(x, t), t) = u(x, t), ∀(x, t) ∈ U1;(
∂z + ∂τ
)
F (z, τ) ∼ 0, on (Z(U1),W1).
Here f ∼ 0 at Σ means that f is flat on Σ. A useful consequence of this theorem, that we shall use later
on, is the following:
Corollary 2.3. Let u be a distribution on U and U1 = V1 × W1 b U , where V1 and W1 are open
balls centered at the origin. Suppose that u|U1 ∈ Gs(U1; L1, . . .Ln,M1, . . . ,Mm). Then there are an open
neighborhood O of {Z(x, t) : x ∈ V1, t ∈W1} on Cm and a smooth function F ∈ C∞(O ×W1) such that
(2.3)
{
u(x, t) = F (Z(x, t), t), (x, t) ∈ V1 ×W1∣∣∂zF (z, t)∣∣ ≤ Ck+1k!s−1dist(z;Wt)k, ∀k ∈ Z+, z ∈ O, t ∈W1,
where C is a positive constant, and
Wt = {Z(x, t) : x ∈ V1}.
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This corollary is a consequence of previous theorem and the Taylor formula. Despite the difference between
Gevrey and analytic vectors beeing a power of s in their definition, they have very different properties.
To illustrate this difference let us recall some well-known properties of hypo-analytic functions:
Let u be a distribution on U such that Lju = 0, j = 1, . . . , n. Then it is equivalent (see [14]):
(1) u is hypo-analytic at the origin;
(2) the restriction of u to a maximally real submaniold, passing through the origin, is hypo-analytic
at the origin (with respect to the induced hypo-analytic structure);
(3) u is an analytic vector in some open neighborhood of the origin.
Let us prove that (2)⇒ (1). So let H be a maximally real submanifold such that u|H is hypo-analytic at
p. Then there exists UH an open neighborhood of p on H, and a holomorphic function F defined on O,
an open neighborhood of Z(UH) on Cm, such that
u(p′) = F (Z(p′)), ∀p′ ∈ UH.
Now set u˜
.
= F ◦ Z, defined in some neighborhood of p on Ω. Since F is holomorphic we have that
Lu˜ = 0, for every L ∈ V, so the same is valid for u − u˜, and u − u˜ vanishes on a neighborhood of p on
H. By a standard uniqueness result, based on the Baouendi-Treves approximation formula, we have that
u − u˜ vanishes on some neighborhood of p, i.e., u is hypo-analytic at p. Note that a key ingredient of
this argument is that the composition of a holomorphic function with the first integrals Zs are solutions
in a full neighborhood of p. So in the Gevrey scenario, where the function F would be a Gevrey function
such that ∂zF is flat on Z(UH), we do not have this same phenomena anymore, that is, F ◦ Z is not a
solution on a full neighborhood of p, just on UH, so we cannot apply the uniqueness result in this case.
Conclusion: For Gevrey regularity, testing on maximally real submanifolds is not enough.
2.3. The real structure bundle and the FBI transform. An object that plays a central role in the
analysis on hypo-analytic structures is the so-called real structure bundle. It allows us to mimic some
”real techniques” on this complex scenario. Let H ⊂ Cm be a maximally real submanifold (i.e., the
restriction of the coordinate functions z1, . . . , zm to H defines an hypo-analytic structure of co-rank 0).
Suppose that the origin belongs to H, so H is locally the image of the map
Z(x) = x+ iφ(x),
where the function φ is real-valued, φ(0) = 0 and dφ(0) = 0. The real structure bundle of H is locally
defined as
RT′H = {(Z(x), tZx(x)−1ξ) : x ∈ U, ξ ∈ Rm},
where U is the open neighborhood of the origin where the map Z is defined. For every κ > 0 we write
Cκ
.
= {ζ ∈ Cm : |Imζ| < κ|Reζ|}.
If ζ ∈ Cm we write 〈ζ〉2 .= ζ · ζ = ζ21 + · · ·+ ζ2m. Using the main branch of the square root we can define
〈ζ〉 = [〈ζ〉2]1/2, for ζ ∈ Cκ, .
Definition 2.4. We shall say that the maximally real submanifold H of Cm at one of its points, p, is
well positioned if there is a number κ, 0 < κ < 1, and an open neighborhood U of p in H such that
∀z, z′ ∈ U, ζ ∈ Rm, and ζ ∈ (RT′H|z) ∩ (RT′H|z′) then,
(2.4)
{
|Imζ| < κ|Reζ|;
Im
{
ζ · (z − z′) + i〈ζ〉〈z − z′〉2} ≥ (1− κ)|ζ||z − z′|2.
We shall say that H is very well-positioned at p if, given any 0 < κ < 1, there is an open neighborhood
U of p in H such that (2.4) is valid.
After applying a biholomorphism we can always assume that a maximally real submanifold is very well
positioned at p. Now we recall the definition of the FBI transform on maximally real submanifolds:
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Definition 2.5. Let u ∈ E ′(H). So we define
F[u](z, ζ)
.
=
〈
u(z′), eiζ·(z−z
′)−〈ζ〉〈z−z′〉2∆(z − z′, ζ)
〉
,
for z ∈ Cm and ζ ∈ C1, where
∆(z, ζ) = det(Id + i(z  ζ)/〈ζ〉),
and (z  ζ) = (ziζj)i,j=1,··· ,m.
The real structure bundle is essential when it comes to estimates, as on can see in the next proposition
(Proposition IX.1.1. and Proposition IX.2.1. of [14]):
Proposition 2.6. Let u ∈ E ′(H). Then F[u](z, ζ) is holomorphic in (z, ζ) ∈ Cm × C1 and for every
K ⊂ Cm compact set and every 0 < κ < 1, there are constants C,R > 0 such that
|F[u](z, ζ)| ≤ CeR|ζ|, ∀z ∈ K, ζ ∈ Cκ.
Now if in addition H is well positioned at p ∈ H, then there exists an open neighborhood U of p on H
such that if the support of u is contained in U , there exist an integer k > 0 and a constant C > 0 such
that
|F[u](z, ζ)| ≤ C(1 + |ζ|)k, (z, ζ) ∈ RT′H|U ,
where (z, ζ) ∈ RT′H|U means that z ∈ U and ζ ∈ RT′H|z.
The FBI transform can be used to characterize holomorphic extendability, as well as other kinds of
extandabilities, as we shall see later on. To prove holomorphic extendability using the FBI transform one
needs the following inversion formula:
Proposition 2.7 (Proposition IX.2.2. of [14]). Let u ∈ E ′(H). Then
(2.5) u(z) = lim
ε→0+
1
(2pi)m
∫
Rm
e−ε|ξ|
2
F[u](z, ξ)dξ,
where the convergence is in D′(H).
So with this inversion formula one can prove the following theorem:
Theorem 2.8 (Theorem IX.3.1. of [14]). Let u ∈ E ′(H) and p ∈ H. The following are equivalent:
(1) There exists O ⊂ Cm, an open neighborhood of p, F a holomorphic function at O, such that
u|O∩Σ = F |O∩Σ;
(2) There exists O ⊂ Cm, an open neighborhood of p, 0 < κ′ < 1, and C, ε > 0 such that
|F[u](z, ζ)| ≤ Ce−ε|ζ|, ∀(z, ζ) ∈ O × Cκ′
(3) There exists O ⊂ Cm, an open neighborhood of p, such that F[u](z, ξ) is bounded by an integrable
function with respect to ξ ∈ Rm, uniformly in z ∈ O.
The third equivalence of this theorem does not appear in the literature, but it is how actually one prove
that (2) implies (1), using the inversion formula (2.5). This simple observation illustrates the advantage
of having holomorphic function theory at our disposal. In this cases the FBI decay is not very important
because we have the control of it on a full neighborhood of p. Now if one wants to measure, for instance,
smooth regularity with the FBI transform, then the estimate and where the estimate takes place are both
very important.
Theorem 2.9 (Theorem IX.4.1 of [14]). Let u ∈ E ′(H) and p ∈ H. Then are equivalent:
(1) u is C∞ near p;
(2) There exists U a neighborhood of p, such that for every k ∈ Z+ there is a Ck > 0, such that
|F[u](z, ζ)| ≤ Ck(1 + |ζ|)−k, ∀(z, ζ) ∈ RT′H|U .
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3. A FBI characterization of Gevrey vectors
Since the main result of this section, Theorem 3.6, is a local result, we will fix an arbitrary point at Ω,
and for simplicity we shall call it the origin. As we saw in the previous section, there is a hypo-analytic
chart (U,Z1(x, t), · · · , Zm(x, t)), with 0 ∈ U , and we can assume that the Z’s are given by
Zj(x, t) = xj + iφj(x, t), j = 1, · · · ,m,
with (x, t) ∈ U , where the map φ(x, t) = (φ1(x, t), · · · , φm(x, t)) is smooth, real-valued, φ(0) = 0 and
dxφ(0) = 0. We can associate to it the complex vector fields {M1, · · · ,Mm,L1, · · · ,Ln} with the following
properties:
LjZk = 0 MjZk = δj,k
Ljtk = δj,k Mjtk = 0.
We can also assume that
(3.1) |φj(x, t)| ≤ C(|x|3 + |t|), j = 1, · · · ,m,
for some positive constant C, and
(3.2) |φ(x, t)− φ(x′, t)| ≤ µ|x− x′|,
with 0 < µ small as we want, for instance, less than 1 (see pg. 433 of [14]). From now on we are going
to assume that U = V ×W , where V ⊂ Rm and W ⊂ Rn are balls centered at the origin. Under this
assumptions we can assume that for some 0 < κ < 1 and c > 0:
∀x, x′ ∈ V, t ∈W, ξ ∈ Rm, if ζ = tZx(x, t)−1ξ then,
(3.3)
{
|Imζ| < κ|Reζ|;
Im
{
ζ · (Z(x, t)− Z(x′, t)) + i〈ζ〉〈Z(x, t)− Z(x′, t)〉2} ≥ c|ζ||Z(x, t)− Z(x′, t)|2.
For every t ∈W we define the maximally real submaniold Wt as
Wt
.
= {Z(x, t) : x ∈ V } ⊂ Cm,
and we can write the real structure bundle of Wt as
RT′|Wt = {(Z(x, t), tZx(x, t)−1ξ : x ∈ V, ξ ∈ Rm \ 0)}.
We can also assume that
(3.4) Im
{
ζ · (Z(x, t)− Z(x′, t)) + i1
2
〈ζ〉〈Z(x, t)− Z(x′, t)〉2
}
≥ c|ζ||Z(x, t)− Z(x′, t)|2,
for every x, x′ ∈ V , t ∈ W , ζ ∈ RT′Wt
∣∣
Z(x,t)
∪ RT′Wt
∣∣
Z(x′,t). One consequence of (3.3) is that for every
ζ ∈ ζ ∈ RT′Wt
∣∣
Z(x,t)
the following is valid:
(3.5) Re〈ζ〉 ≥
√
1− κ2
1 + κ2
|ζ| and Im〈ζ〉 ≤ |ζ|.
Definition 3.1. Let u ∈ C∞(W ; E ′(V )) and λ > 0. We define the FBI transform of u as
Fλ[u](t; z, ζ) =
∫
V
eiζ·(z−Z(x
′,t))−λ〈ζ〉〈z−Z(x′,t)〉2u(x′, t)∆(λ(z − Z(x′, t)), ζ))dZ(x′, t),
with z ∈ Cm and ζ ∈ C1 \ 0.
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If we denote by u˜(z, t) = u(x, t), for z = Z(x, t), then we can write
Fλ[u](t; z, ζ) =
∫
Wt
eiζ·(z−z
′)−λ〈ζ〉〈z−z′〉2 u˜(z′, t)∆(λ(z − z′), ζ)dz′.
Note that the integral is to be understood in the dual sense. Since u has compact support in x we have
that Fλ[u](t; z, ζ) is holomorphic with respect to (z, ζ) ∈ Cm × C1 \ 0, and C∞ with respect to t. For
simplicity we write F[u](t; z, ζ), for λ = 1. As in 2.6, we have the following bound for the FBI transform:
Lemma 3.2. Let u ∈ C∞(W, E ′(V )). Then there exist C > 0 and k ∈ Z+ such that
(3.6) |F[u](t; z, ζ)| ≤ C(1 + |ζ|)k, ∀(z, ζ) ∈ RT′Wt .
Every characterization via control of the decay/growth of the FBI transform is based on an inversion
formula. The one that we will use here is not quite the same as in [14], so we will present its proof. We
start recalling the following inversion formula (usefull when dealing with holomorphic extendability, see
[14]):
Proposition 3.3. Let u ∈ C∞(W ; E ′(V )). For every ε > 0 set
(3.7) uε(x, t)
.
=
1
(2pi)m
∫
RT′Wt |Z(x,t)
e−ε〈ζ〉
2
F
1
2 [u](t;Z(x, t), ζ)dζ.
Then uε(x, t)→ u(x, t) in C∞(W ;D′(V )).
Remark 3.4. The integral (3.7) is to be interpreted as
lim
δ→0+
∫
{ζ∈RT′Wt |Z(x,t) : |ζ|>δ}
e−ε〈ζ〉
2
F
1
2 [u](t;Z(x, t), ζ)dζ.
We shall use this inversion formula to prove the one that we will actually use. But before doing so we
need to extend the function Z(x, t) with respect to the variable x to the whole Rm:
Let V1 b V and let ψ ∈ C∞c (V ) satisfying
0 ≤ ψ ≤ 1
ψ ≡ 1 in V1.
Define Z˜(x, t)
.
= x + iψ(x)φ(x, t). Then Z˜ defines the hypo-analytic structure in V1 ×W , but Z˜(x, t) is
defined for all x ∈ Rm. Also note that tZ˜x(x, t)−1 = (Id − it(ψφ)x(x, t))(Id + t(ψφ)x(x, t)2)−1. We can
choose V1,W1 small enough so that
tZ˜x(x, t) is invertible for all x ∈ Rm and t ∈ W1. From now on we
shall write Z(x, t) instead of Z˜(x, t), and V and W instead of V1 and W1. So now
RT′Wt = {(z, ζ) ∈ Cm × C1 : z = Z(x, t), ζ = tZx(x, t)−1ξ for some (x, ξ) ∈ Rm × Rm},
and we can also assume that the inequality (3.2) is valid for all x ∈ Rm. Note that (3.3) is still valid for
(x, t) ∈ V ×W . Now we can prove the following inversion formula for the FBI transform:
Theorem 3.5. Let u ∈ C∞(W ; E ′(V )). Then
(3.8) u(x, t) = lim
ε→0+
1
(2pi3)
m
2
∫∫
RT′Wt
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2F[u](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ,
where the convergence takes place in C∞(W ;D′(V ))
The proof of this theorem is very close to the one of Lemma IX.4.1. of [14].
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Proof. For simplicity let us assume that u is a continuous function. Then for every ε > 0 we must deal
with the integral
1
(2pi3)
m
2
∫∫
RT′Wt
∫
V
eiζ·(z
′−Z(x′′,t))−〈ζ〉〈z′−Z(x′′,t)〉2eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2 ·
· u(x′′, t)〈ζ〉m2 ∆(z′ − Z(x′′, t), ζ)dZ(x′′, t)dz′ ∧ dζ =
=
1
(2pi3)
m
2
∫∫∫
V×RT′Wt |Z(x′,t)×Rm
eiζ·(Z(x,t)−Z(x
′′,t))−〈ζ〉〈Z(x′,t)−Z(x′′,t)〉2−〈ζ〉〈Z(x,t)−Z(x′,t)〉2−ε〈ζ〉2 ·
· u(x′′, t)〈ζ〉m2 ∆(Z(x′, t)− Z(x′′, t), ζ)dZ(x′′, t)dζdZ(x′, t)
First we change the domain of the integration in the variable ζ from RT′Wt
∣∣
Z(x′,t) to RT
′
Wt
∣∣
Z(x,t)
. So we
can change the order of integration and integrate in Z(x′, t) first, and we shall calculate
(3.9)
〈ζ〉m2
pi
m
2
∫
Rm
e−〈ζ〉[〈Z(x
′,t)−Z(x′′,t)〉2+〈Z(x,t)−Z(x′,t)〉2]∆(Z(x′, t)− Z(x′′, t), ζ)dZ(x′, t).
To do so we start noticing that
ω
m
2
pi
m
2
∫
Rm
e−ω〈Z(x
′,t)−z〉2dZ(x′, t) = 1,
for every ω ∈ C, with Re ω > 0, and z ∈ Cm, here note that the imaginary part of Z(x, t) has compact
support, and also that
ω
m
2
pi
m
2
∫
Rm
e−ω〈Z(x
′,t)〉2P (Z(x′, t))dZ(x′, t) = 0,
for every P (z) polynomial such that it has degree one (exactly one) when viewed as a polynomial in each
variable separately (in view of Fubini’s Theorem). Therefore
ω
m
2
pi
m
2
∫
Rm
e−ω〈Z(x
′,t)−z〉2∆(Z(x′, t)− z˜, ζ)dZ(x′, t) = ∆(z − z˜, ζ),
for every z, z˜ ∈ Cm. To use this identity we must rewrite 〈Z(x′, t)−Z(x′′, t)〉2 + 〈Z(x, t)−Z(x′, t)〉2. We
start noticing that
〈
Z(x′, t)− (Z(x, t) + Z(x
′′, t))
2
〉2
=
〈
Z(x′, t)− Z(x, t)
2
+
Z(x′, t)− Z(x′′, t)
2
〉2
=
1
4
〈Z(x′, t)− Z(x, t)〉2 + 1
4
〈Z(x′, t)− Z(x′′, t)〉2+
+
1
2
(Z(x′, t)− Z(x, t)) · (Z(x′, t)− Z(x′′, t))
=
1
4
〈Z(x′, t)− Z(x, t)〉2 + 1
4
〈Z(x′, t)− Z(x′′, t)〉2−
− 1
2
(Z(x, t)− Z(x′, t)) · (Z(x′, t)− Z(x′′, t)).
So we have obtained the following identity
〈Z(x′, t)− Z(x, t)〉2 + 〈Z(x′, t)− Z(x′′, t)〉2 = 4
〈
Z(x′, t)− (Z(x, t) + Z(x
′′, t))
2
〉2
+
+ 2(Z(x, t)− Z(x′, t)) · (Z(x′, t)− Z(x′′, t)).
Also note that
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〈Z(x, t)− Z(x′′, t)〉2 = 〈Z(x, t)− Z(x′, t) + Z(x′, t)− Z(x′′, t)〉2
= 〈Z(x′, t)− Z(x, t)〉2 + 〈Z(x′, t)− Z(x′′, t)〉2+
+ 2(Z(x, t)− Z(x′, t)) · (Z(x′, t)− Z(x′′, t)).
Summing up these two identities we have that
〈Z(x′, t)− Z(x, t)〉2+〈Z(x′, t)− Z(x′′, t)〉2 =(3.10)
= 2
〈
Z(x′, t)− (Z(x, t) + Z(x
′′, t))
2
〉2
+
+
1
2
〈Z(x, t)− Z(x′′, t)〉2.
Now we can calculate (3.9):
〈ζ〉m2
pi
m
2
∫
Rm
e−〈ζ〉[〈Z(x
′,t)−Z(x′′,t)〉2+〈Z(x,t)−Z(x′,t)〉2]∆(Z(x′, t)− Z(x′′, t), ζ)dZ(x′, t) =
= e−
1
2 〈ζ〉〈Z(x,t)−Z(x′′,t)〉2 〈ζ〉
m
2
pi
m
2
∫
Rm
e
−2〈ζ〉
〈
Z(x′,t)− (Z(x,t)+Z(x′′,t))2
〉2
·
·∆(Z(x′, t)− Z(x′′, t), ζ)dZ(x′, t)
=
e−
1
2 〈ζ〉〈Z(x,t)−Z(x′′,t)〉2
2
m
2
∆
((
Z(x, t)− Z(x′′, t)
2
)
, ζ
)
.
So let ε > 0. We have that
1
(2pi3)
m
2
∫∫∫
V×RT′Wt |Z(x′,t)×Rm
eiζ·(Z(x,t)−Z(x
′′,t))−〈ζ〉〈Z(x′,t)−Z(x′′,t)〉2−〈ζ〉〈Z(x,t)−Z(x′,t)〉2−ε〈ζ〉2 ·
· u(x′′, t)〈ζ〉m2 ∆(Z(x′, t)− Z(x′′, t), ζ)dZ(x′′, t)dζdZ(x′, t) =
=
1
(4pi2)
m
2
∫
RT′Wt |Z(x′,t)
∫
V
eiζ·(Z(x,t)−Z(x
′′,t))− 12 〈ζ〉〈Z(x,t)−Z(x′′,t)〉2−ε〈ζ〉2u(x′′, t)·
·∆
((
Z(x, t)− Z(x′′, t)
2
)
, ζ
)
dZ(x′′, t)dζ =
=
1
(2pi)m
∫
RT′Wt |Z(x′,t)
e−ε〈ζ〉
2
F
1
2 [u](t;Z(x, t), ζ)dζ
−→
ε→0+
u(x, t).

Now we can state the main theorem of this work:
Theorem 3.6. Let V be a locally integrable structure on Ω ⊂ RN , and let p ∈ Ω be an arbitrary point.
Consider (V ×W,x1, . . . , xm, t1, . . . tn) a local coordinate system vanishing at p, as described above. Let
u ∈ C∞(W ;D′(V )) be a solution of 
L1u = f1,
...
Lnu = fn,
where fj ∈ Gs(U ; L1, · · · ,Ln,M1, . . . ,Mm), j = 1, . . . , n. The following are equivalent
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(1) There exist V0 ⊂ V , W0 ⊂ W open balls containing the origin such that u|V0×W0 ∈ Gs(V0 ×
W0; L1, · · · ,Ln,M1, · · · ,Mm);
(2) There exists V1 b V an open ball centered at the origin such that for every χ ∈ C∞c (V1), with
0 ≤ χ ≤ 1 and χ ≡ 1 in some open neighborhood of the origin, there exist V˜ ⊂ V1, W˜ ⊂W , open
balls centered at the origin, and constants C, ε > 0 such that
|F[χu](t; z, ζ)| ≤ Ce−ε|ζ|
1
s , ∀t ∈ W˜ , (z, ζ) ∈ RT′Wt
∣∣
V˜
\ 0,
where (z, ζ) ∈ RT′Wt
∣∣
V˜
means that z = Z(x, t), ζ = tZx(x, t)
−1ξ, ξ ∈ Rm \ 0 and x ∈ V˜ ;
(3) For every χ ∈ C∞c (V ), with 0 ≤ χ ≤ 1 and χ ≡ 1 in some open neighborhood of the origin, there
exist V˜ ⊂ V , W˜ ⊂W , open balls centered at the origin, constants C, ε > 0 such that
(3.11) |F[χu](t; z, ζ)| ≤ Ce−ε|ζ|
1
s , ∀t ∈ W˜ , (z, ζ) ∈ RT′Wt
∣∣
V˜
\ 0,
where (z, ζ) ∈ RT′Wt
∣∣
V˜
means that z = Z(x, t), ζ = tZx(x, t)
−1ξ, ξ ∈ Rm \ 0 and x ∈ V˜
Before proving this theorem we shall derive a formula for the derivatives of the Gaussian:
Lemma 3.7. Let λ > 0 and α ∈ Zm+ . Then
(3.12) ∂αx e
−λ|x|2 =
∑
l11+2l
1
2=α1
· · ·
∑
lm1 +2l
m
2 =αm
α!
l11!l
1
2! · · · lm1 !lm2 !
(−λ)l11+l12+···+lm1 +lm2 (2x1)l11 · · · (2xm)lm1 e−λ|x|2 .
Proof. Let x ∈ Rm and j = 1, . . . ,m. Consider the function f : R −→ R given by
f(t) = e−λ{x
2
1+···+x2j−1+t2+x2j+1+···+x2m}.
So f = g ◦ h(t), where g(t) = e−λt, and h(t) = x21 + · · ·+ x2j−1 + t2 + x2j+1 + · · ·+ x2m. By Faa` di Bruno’s
formula (see for instance [5]) we have that
∂αjxj e
−λ|x|2 = f (αj)(xj)
=
∑
{l1+2l2+···+αj lαj=αj}
αj !
l1! · · · lαj !
g(l1+···+lαj)(h(xj))
αj∏
i=1
(
h(i)(xj)
i!
)li
=
∑
l1+2l2=αj
αj !
l1!l2!
(−λ)l1+l2e−λ|x|2(2xj)l1 .
Since the only term in the sum above that depends on the other variables x1, . . . , xj−1, xj+1, . . . , xm is
the Gaussian, we can apply this identity for each variable separately, obtaining (3.12).

Proof of the Theorem. 1.⇒ 2. :
By Corolary 2.3 we have that there exist O ⊂ Cm an open neighborhood of {Z(x, t) : x ∈ V0, t ∈ W0}
on Cm, and F (z, t) ∈ C∞(O ×W0) such that{
F (Z(x, t), t) = u(x, t), ∀(x, t) ∈ V0 ×W0;
|∂zF (z, t)| ≤ Ck+1k!s−1dist (z,Mt)k, ∀k > 0, z ∈ O, t ∈W0,
where C is a positive constant, as in (2.3). Set V1 = V0 and let χ ∈ C∞c (V1) be such that 0 ≤ χ ≤ 1 and
χ ≡ 1 in V2 b V1, an open ball centered at the origin. We shall estimate
F[χu](t; z, ζ) =
∫
V1
eiζ·(z−Z(x,t))−〈ζ〉〈z−Z(x,t)〉
2
χ(x)u(x, t)∆(z − Z(x, t), ζ)dZ(x, t).
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To do so we shall deform the contour of integration. So let (z, ζ) ∈ RT′Mt
∣∣
V˜
be fixed, where t ∈ W˜ , and
V˜ b V , W˜ bW are open balls centered at the origin to be chosen latter. Let λ > 0 such that the image
of the map
V1 ×W0 3 (y, t) 7→ Θλ(y, t) .= Z(y, t)− iλEV2(y)
ζ
〈ζ〉 ,
is contained in O, where EV2 is characteristic function of V2. By Stokes theorem we obtain
F[χu](t; z, ζ) =
∫
V1\V2
eiζ·(z−Z(x,t))−〈ζ〉〈z−Z(x,t)〉
2
χ(x)u(x, t)∆(z − Z(x, t), ζ)dZ(x, t)
+
∫
V2
eiζ·(z−Z(x,t))−〈ζ〉〈z−Z(x,t)〉
2
F (Z(x, t), t)∆(z − Z(x, t), ζ)dZ(x, t)
=
∫
V1\V2
eiζ·(z−Z(x,t))−〈ζ〉〈z−Z(x,t)〉
2
χ(x)u(x, t)∆(z − Z(x, t), ζ)dZ(x, t)︸ ︷︷ ︸
(1)
+
∫
V2
eiζ·(z−Θλ(x,t))−〈ζ〉〈z−Θλ(x,t)〉
2
F (Θλ(x, t), t)∆(z −Θλ(x, t), ζ)dZ(x, t)︸ ︷︷ ︸
(2)
+ (−1)m−12i
∫ λ
0
∫
V2
eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉
2
∂zF (Θσ(x, t), t) · ζ〈ζ〉dZ(x, t)·
·∆(z −Θσ(x, t), ζ)dσ−︸ ︷︷ ︸
(3)
−
∫ λ
0
∫
∂V2
eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉
2
F (Θσ(x, t), t)∆(z −Θσ(x, t), ζ)dSMtdσ︸ ︷︷ ︸
(4)
,
where dSMt is the surface measure in {Z(x, t) : x ∈ ∂V2}. We shall estimate these four integrals
separately. Since the estimate for (1) and (4) are very similar, we will estimate them first. We start
writing V˜ = Br(0), so z = Z(x0, t) for some x0 ∈ Br(0). In view of (3.3) and
|z − Z(x, t)| ≥ |x0 − x|,
for every x, we have that
Im{ζ · (z − Z(x, t)) + i〈ζ〉〈z − Z(x, t)〉2} ≥ c(r2 − r)2|ζ|,
for every x ∈ V1 \ V2, where V2 = Br2(0), and we are choosing r < r2. Therefore∣∣∣∣∣
∫
V1\V2
eiζ·(z−Z(x,t))−〈ζ〉〈z−Z(x,t)〉
2
χ(x)u(x, t)∆(z − Z(x, t), ζ)dZ(x, t)
∣∣∣∣∣ ≤ Ce−c(r2−r)2|ζ|.
Now the exponent of (4) can be written as
iζ · (z −Θσ(x, t))− 〈ζ〉〈z −Θσ(x, t)〉2 = iζ · (z − Z(x, t))− σ〈ζ〉 − 〈ζ〉〈z − Z(x, t)〉2+
+ σ2〈ζ〉 − 2iσ(z − Z(x, t)) · ζ.
Now recall that in (4) we are integrating in σ from 0 to λ, so σ < λ, and using (3.3) and (3.5) we have
that
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Im{ζ · (z −Θσ(x, t)) + i〈ζ〉〈z −Θσ(x, t)〉2} = Im{ζ · (z − Z(x, t)) + i〈ζ〉〈z − Z(x, t)〉2}
+ σIm{i〈ζ〉(1− σ)− 2(z − Z(x, t)) · ζ}
≥ c|z − Z(x, t)|2|ζ|+ σRe〈ζ〉(1− σ)−
− 2σIm{ζ · (z − Z(x, t))}
≥ c|z − Z(x, t)|2|ζ|+ σ
√
1− κ2
1 + κ2
(1− σ)|ζ|−
− 2σ|ζ||z − Z(x, t)|
≥ |ζ||z − Z(x, t)| {c|z − Z(x, t)| − 2λ}
≥ |ζ||z − Z(x, t)| [c(r2 − r)− 2λ]
≥ |ζ|(r2 − r) [c(r2 − r)− 2λ] ,
where we are choosing λ satisfying 2λ < c(r2 − r). Therefore∣∣∣∣∣
∫ λ
0
∫
∂V1
eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉
2
F (Θσ(x, t), t)∆(z −Θσ(x, t), ζ)dSMtσ
∣∣∣∣∣ ≤ Ce−ε1|ζ|,
where ε1 = (r2− r)[c(r2− r)−2λ]. Before estimating (2) and (3), note that the exponent that appears in
each of them is similar to the one that we have just estimated. In (2) we have that x ∈ V2, i.e., |x| < r2,
so the exponential have the following estimate:
∣∣∣eiζ·(z−Θλ(x,t))−〈ζ〉〈z−Θλ(x,t)〉2 ∣∣∣ ≤ e−{c|z−Z(x,t)|2|ζ|+λ√ 1−κ21+κ2 (1−λ)|ζ|−2λ|ζ||z−Z(x,t)|}
≤ e−|ζ|
{
λ
√
1−κ2
1+κ2
(1−λ)+|z−Z(x,t)|[c|z−Z(x,t)|−2λ]
}
.
When c|z − Z(x, t)| ≥ 2λ we have that
∣∣∣eiζ·(z−Θλ(x,t))−〈ζ〉〈z−Θλ(x,t)〉2∣∣∣ ≤ e−|ζ|λ√ 1−κ21+κ2 (1−λ),
and when c|z − Z(x, t)| ≤ 2λ,
∣∣∣eiζ·(z−Θλ(x,t))−〈ζ〉〈z−Θλ(x,t)〉2∣∣∣ ≤ e−|ζ|{λ√ 1−κ21+κ2 (1−λ)−2λ|z−Z(x,t)|}
≤ e−|ζ|
{
λ
√
1−κ2
1+κ2
(1−λ)− 4λ2c
}
≤ e−|ζ|λ
{√
1−κ2
1+κ2
(1−λ)− 4λc
}
.
Combining these two estimates we conclude that∣∣∣∣∫
V1
eiζ·(z−Θλ(x,t))−〈ζ〉〈z−Θλ(x,t)〉
2
F (Θλ(x, t), t)∆(z −Θλ(x, t), ζ)dZ(x, t)
∣∣∣∣ ≤ Ce−λε2|ζ|,
where ε2 =
√
1−κ2
1+κ2 (1 − λ) − 4λc > 0, decreasing λ if necessary. To estimate (3) we reason as before, so
for each 0 < σ ≤ λ we have that if |z − Z(x, t)| ≥ 2σ/c then
∣∣∣eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉2 ∣∣∣ ≤ e−|ζ|σ√ 1−κ21+κ2 (1−σ),
and if |z − Z(x, t)| ≤ 2σ/c,
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∣∣∣eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉2 ∣∣∣ ≤ e−|ζ|{σ√ 1−κ21+κ2 (1−σ)−2σ|z−Z(x,t)|}
≤ e−|ζ|
{
σ
√
1−κ2
1+κ2
(1−σ)− 4σ21−κ
}
≤ e−|ζ|σ
{√
1−κ2
1+κ2
(1−σ)− 4σ1−κ
}
,
and since
√
1−κ2
1+κ2 (1− σ)− 4σc ≥ ε2, for σ < λ, we have that∣∣∣eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉2∣∣∣ ≤ e−σε2|ζ|,
for every x ∈ V1. So for every k > 0 we have that
∣∣∣(−1)m−12i ∫ λ
0
∫
V1
eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉
2
∂zF (Θσ(x, t), t) · ζ〈ζ〉∆(z −Θσ(x, t), ζ)dZ(x, t)dσ
∣∣∣ ≤
≤
∫ λ
0
e−σε2|ζ| sup
(x,t)∈V0×W0
∣∣∂zF (Θσ(x, t), t)∆(z −Θσ(x, t), ζ)∣∣dσ·
· 2
∣∣∣∣ |ζ|〈ζ〉
∣∣∣∣ ∣∣∣∣∫
V1
|dZ(x, t)|
∣∣∣∣
≤ C
∫ λ
0
e−σε|ζ|Ck+1k!s−1dist (Θσ(x, t),Mt)kdσ
≤ Ck+1k!s−1
∫ ∞
0
e−σε2|ζ|
∣∣∣∣σ|ζ|〈ζ〉
∣∣∣∣k dσ
≤ Ck+1k!s−1
∫ ∞
0
e−y
(
y
ε2|ζ|
)k
1
ε2|ζ|dy
≤ Ck+1 k!
s
(ε2|ζ|)k+1 .
Since the constant C > 0 does not depend on k, and the above estimate holds for every k > 0, we have
that∣∣∣∣∣
∫ λ
0
∫
V1
eiζ·(z−Θσ(x,t))−〈ζ〉〈z−Θσ(x,t)〉
2
∂zF (Θσ(x, t), t) · ζ〈ζ〉∆(z −Θσ(x, t), ζ)dZ(x, t)dσ
∣∣∣∣∣ ≤ Ce−ε3|ζ| 1s ,
for some constants C, ε3 > 0. Summing up we have obtained the required estimate (3.11), with W˜ = W0,
and V˜ = Br(0), where r > 0 is any positive number less than r2, the radius of V2.
2.⇒ 3. :
Let χ ∈ C∞c (V ), and χ1 ∈ C∞c (V1) as in 2. and 3.. Since χχ1 ∈ C∞c (V1), and χχ1 ≡ 1 in some open
neighborhood of the origin. So we have that
|F[χχ1u](t; z, ζ)| ≤ Ce−ε|ζ|
1
s , t ∈ W˜ , (z, ζ) ∈ RT′Wt
∣∣
V˜
.
Now note that χ − χχ1 ≡ 0 in some open neighborhood of the origin V2 b V1. Write V2 = Bρ(0). So if
x′ ∈ B ρ
2
(0), x ∈ V \ V2, t ∈W , and ζ ∈ RT′Wt
∣∣
x
, we have that
Im{ζ · (Z(x, t)− Z(x′, t)) + i〈ζ〉〈Z(x, t)− Z(x′, t)〉2} ≥ c|Z(x, t)− Z(x′, t)|2|ζ|
≥ cρ
2
4
|ζ|.
Therefore if we set V3 = B ρ
2
(0) ∩ V˜ we have that
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|F[(χ− χχ1)u](t; z, ζ)| ≤ Ce−ε′|ζ|, t ∈W, (z, ζ) ∈ RT′Wt
∣∣
V3
.
Combining these two decays we obtain
|F[χu](t; z, ζ)| ≤ Ce−ε˜|ζ|
1
s , t ∈ W˜ , (z, ζ) ∈ RT′Wt
∣∣
V3
.
3.⇒ 1. :
Let V˜ ⊂ V and W˜ be open balls centered at the origin, χ ∈ C∞c (V ) with 0 ≤ χ ≤ 1, and χ ≡ 1 in an
open ball centered at the origin, and C, ε˜ > 0 for which the following estimate holds
|F[χu](t; z, ζ)| ≤ Ce−ε˜|ζ|
1
s ,
for every z = Z(x, t) and ζ = tZx(x, t)
−1ξ, where x ∈ V˜ , t ∈ W˜ and ξ ∈ Rm \ 0. Note that we can
choose supp χ as small as we want, keeping in mind that V˜ depends on χ. Since we already have that
Lju ∈ Gs(U ; L1, . . . ,Ln,M1, . . . ,Mm), we only have to prove that there exist V0 ⊂ V and W0 ⊂ W ,
open balls centered at the origin, such that, writing U0 = V0 ×W0, u|U0 ∈ Gs(U0; M1, . . . ,Mm), since
the complex vector fields {L1, . . . ,Ln,M1, . . . ,Mm} are pair-wise commuting. We write V0 = Br(0) and
W0 = Bδ(0). By (3.8) we have that
χ(x)u(x, t) = lim
ε→0+
1
(2pi3)
m
2
∫∫
RT′Wt
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ.
We shall split this integral in three regions:
Q1t
.
= {(z′, ζ) : z = Z(x′, t), ζ = tZx(x′, t)−1ξ, for some |x′| < r˜ and ξ ∈ Rm}
Q2t
.
= {(z′, ζ) : z = Z(x′, t), ζ = tZx(x′, t)−1ξ, for some r˜ ≤ |x′| < r0 and ξ ∈ Rm}
Q3t
.
= {(z′, ζ) : z = Z(x′, t), ζ = tZx(x′, t)−1ξ, for some r0 ≤ |x′| and ξ ∈ Rm},
where r˜ and r0 are the radii of V˜ and V . For ε > 0 and j = 1, 2, 3, we set
Iεj(x, t)
.
=
1
(2pi3)
m
2
∫∫
Qjt
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ,
so we can write
χ(x)u(x, t) = lim
ε→0+
Iε1(x, t) + I
ε
2(x, t) + I
ε
3(x, t)
To prove 1. it is enough to prove the following: there exists a sequence {εj}j∈Z+ with εj → 0 such
that I
εj
2 and I
εj
3 converge to analytic vectors for M1, . . . ,Mm, and that I
ε
1 converges to a Gevrey vec-
tor for M1, . . . ,Mm. To do so we shall prove that there exist G
ε
2(z, t), G
ε
3(z, t), G2(z, t) and G3(z, t),
holomorphic functions in some open neighborhood of the origin such that Iε2(x, t) = G
ε
2(Z(x, t), t),
Iε3(x, t) = G
ε
3(Z(x, t), t), and G
εj
2 (z, t) −→ G2(z, t) and Gεj3 (z, t) −→ G3(z, t) uniformly in z, for some
sequence {εj}j∈Z+ satisfying εj → 0, and we shall also prove that there exists a positive constant C such
that
|MαIε1(x, t)| ≤ C |α|+1α!s, ∀α ∈ Zm+ ,
for all (x, t) ∈ U0 and ε > 0.
Iε2(x, t):
Let (z′, ζ) ∈ Q2t . Since z′ = Z(x′, t), with x′ ∈ V , we can use (3.3) and (3.2) to obtain
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Im{ζ · (Z(0, t)− Z(x′, t)) + i〈ζ〉〈Z(0, t)− Z(x′, t)〉2} ≥ c|ζ||Z(0, t)− Z(x′, t)|2
≥ c|ζ|(1− µ2)|x′|2
≥ c(1− µ2)r˜|ζ|,
in other words
sup
(z′,ζ)∈Q2t
Im{ζ · (Z(0, t)− z′) + i〈ζ〉〈Z(0, t)− z′〉2}
|ζ| ≥ c(1− µ
2)r˜,
and this is valid for every t ∈W . So there are O1 ⊂ Cm an open neighborhood of the origin and W1 bW
an open neighborhood of the origin, such that
sup
(z′,ζ)∈Q2t
Im{ζ · (z − z′) + i〈ζ〉〈z − z′〉2}
|ζ| ≥
c(1− µ2)r˜
2
, ∀z ∈ O1, t ∈W1.
Now using (3.6) we obtain
(3.13)
∣∣∣eiζ·(z−z′)−〈ζ〉〈z−z′〉2F[χu](t; z′, ζ)〈ζ〉m2 ∣∣∣ ≤ C(1 + |ζ|)k+m2 e− c(1−µ2)r˜2 |ζ|,
for some k ≥ 0 and for all z ∈ O1, (z′, ζ) ∈ Q2t , and t ∈W1. Now set
Gε2(z, t)
.
=
1
(2pi3)
m
2
∫∫
Q2t
eiζ·(z−z
′)−〈ζ〉〈z−z′〉2−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ,
and
G2(z, t)
.
=
1
(2pi3)
m
2
∫∫
Q2t
eiζ·(z−z
′)−〈ζ〉〈z−z′〉2F[χu](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ,
for ε > 0, z ∈ O1, and t ∈ W1. Let V1 b V and W2 b W1 such that {Z(x, t) : (x, t) ∈ V1 ×W2} ⊂ O1,
so Gε2(Z(x, t), t) = I
ε
2(x, t) for every (x, t) ∈ V1×W2. Define I2(x, t) .= G2(Z(x, t), t), for (x, t) ∈ V1×W2.
In view of (3.13) we have that Gε2(z, t) and G2(z, t) are holomorphic with respect to z, and G
ε
2(z, t) −→
G2(z, t) uniformly on O1 ×W1.
Iε3(x, t):
We can deform the domain of integration with respect to the variable ζ, moving the contour of the
integration from RT′Wt
∣∣
Z(x′,t) to R
m, obtaining
Iε3(x, t) =
1
(2pi3)
m
2
∫∫
Q3t
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 dz′ ∧ dζ
=
1
(2pi3)
m
2
∫
Rm
∫
r0≤|x′|
eiξ·(Z(x,t)−Z(x
′,t))−|ξ|〈Z(x,t)−Z(x′,t)〉2−ε|ξ|2F[χu](t;Z(x′, t), ξ)|ξ|m2 dZ(x′, t)dξ
=
1
(2pi3)
m
2
∫
Rm
∫
r0≤|x′|
〈
u(x′′, t), χ(x′′)eiξ·(Z(x,t)−Z(x
′′,t)))−|ξ|
[
〈Z(x,t)−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2
]
·
· e−ε|ξ|2 |ξ|m2 ∆(Z(x′, t)− Z(x′′, t), ξ) detZx(x′′, t)
〉
dZ(x′, t)dξ.
Now for every ε > 0 we set
Gε3(z, t)
.
=
1
(2pi3)
m
2
∫
Rm
∫
r0≤|x′|
〈
u(x′′, t), χ(x′′)|ξ|m2 ∆(Z(x′, t)− Z(x′′, t), ξ)·(3.14)
· eiξ·(z−Z(x′′,t)))−|ξ|
[
〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2
]
−ε|ξ|2 detZx(x′′, t)
〉
dZ(x′, t)dξ
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for z ∈ Cm, and t ∈W2. As usual, we begin estimating the exponential, but first for z = Z(0, t):∣∣∣∣eiξ·(Z(0,t)−Z(x′′,t)−|ξ|[〈Z(0,t)−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2]∣∣∣∣ ≤ e|ξ||φ(0,t)−φ(x′′,t)|−|ξ|[|x′|2−|φ(0,t)−φ(x′,t)|2]·
· e−|ξ|
[
|x′−x′′|2−|φ(x′,t)−φ(x′′,t)|2
]
≤ e|ξ|µ|x′′|−|ξ|[|x′|2−µ2|x′|+|x′−x′′|2−µ2|x′−x′′|2]
≤ e−|ξ|
[
(1−µ2)|x′−x′′|2+(1−µ2)|x′|2−µ|x′′|
]
,
where x′′ ∈ suppχ, and r0 ≤ |x′|. Note that the previous argument (for Iε2) does not depend on the ”size”
of suppχ, therefore we can shrink it as we want to. So we can assume that |x′′| is small enough so∣∣∣∣eiξ·(Z(0,t)−Z(x′′,t)−|ξ|[〈Z(0,t)−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2]∣∣∣∣ ≤ e−|ξ|(1−µ2)|x′|2 .
Now, for z ∈ Cm we have that∣∣∣∣eiξ·(z−Z(x′′,t)−|ξ|[〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2]∣∣∣∣ =
=
∣∣∣∣eiξ·(Z(0,t)−Z(x′′,t)−|ξ|[〈Z(0,t)−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2]∣∣∣∣ ·
·
∣∣∣∣eiξ·(z−Z(0,t))−|ξ|[〈z−Z(0,t)〉2+2i(z−Z(0,t))·(Z(0,t)−Z(x′,t))]∣∣∣∣
≤ e−|ξ|(1−µ2)|x′|2e|ξ||z−Z(0,t)|
[
1+|z−Z(0,t)|+2|Z(0,t)−Z(x′,t)|
]
≤ e−|ξ|(1−µ2)|x′|2e|ξ||z−Z(0,t)|
[
1+|z−Z(0,t)|+2(1+µ)|x′|
]
.
By continuity we can choose ρ > 0 such that if |z − Z(0, t)| < ρ, then
(1− µ2)
2
|x′|2 − |z − Z(0, t)|[1 + |z − Z(0, t)|+ 2(1 + µ)|x′|] ≥ 0, ∀|x′| ≥ r0.
We can shrink, if necessary, W2, such that supt∈W2 |Z(0, t)| < ρ. So if we define O2 ⊂ Cm as
O2 .=
{
z ∈ Cm : sup
t∈W2
|z − Z(0, t)| < ρ
}
,
then for every z ∈ O2, t ∈W2, and r0 ≤ |x′|, we have that∣∣∣∣eiξ·(z−Z(x′′,t)−|ξ|[〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2]∣∣∣∣ ≤ e−|ξ| (1−µ2)2 |x′|2 .
Since suppχ and W2 are compact sets, there exist k ∈ Z+ and C > 0, such that∣∣∣〈u(x′′, t), χ(x′′)|ξ|m2 ∆(Z(x′, t)− Z(x′′, t), ξ) detZx(x′′, t)·
· eiξ·(z−Z(x′′,t)))−|ξ|
[
〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2
]
−ε|ξ|2
〉∣∣∣ ≤
≤ C
∑
|α|≤k
sup
x′′∈suppχ
∣∣∣∂αx′′{χ(x′′)|ξ|m2 ∆(Z(x′, t)− Z(x′′, t), ξ) detZx(x′′, t)·
· eiξ·(z−Z(x′′,t)))−|ξ|
[
〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2
]
−ε|ξ|2
}∣∣∣
≤ C1|ξ|k+m2 e−|ξ|
(1−µ2)
2 |x′|2 ,
for every z ∈ O2, and t ∈ W2, where the constant C1 > 0 depends on suppχ, and k. Therefore the
integrand in (3.14) is dominated by
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(3.15) C1|ξ|k+m2 e−|ξ|
(1−µ2)
4 |x′|2e−|ξ|
(1−µ2)
4 r
2
0 .
Now since the integral of e−|ξ|
(1−µ2)
4 |x′|2 , with respect to x′, is bounded by a constant times |ξ|−m2 , we
have that (3.15) is an integrable function with respect to (x′, ξ) in Rm × Rm. Therefore by Montel’s
Theorem, we have that there exists a sequence {εj}j∈Z+ , with εj → 0, such that Gεj3 (z, t) −→ G3(z, t)
uniformly in O2 ×W2, and G3(z, t) is holomorphic with respect to z, and it is given by
G3(z, t)
.
=
1
(2pi3)
m
2
∫
Rm
∫
r0≤|x′|
〈
u(x′′, t), χ(x′′)|ξ|m2 ∆(Z(x′, t)− Z(x′′, t), ξ)·
· eiξ·(z−Z(x′′,t)))−|ξ|
[
〈z−Z(x′,t)〉2+〈Z(x′,t)−Z(x′′,t)〉2
]
detZx(x
′′, t)
〉
dx′dξ.
So if we take V2 ⊂ V1 and W3 ⊂W2 neighborhoods of the origin, such that
{Z(x, t) : x ∈ V2, t ∈W3} ⊂ O2,
we have that I
εj
3 (x, t) −→ G3(Z(x, t), t), for every (x, t) ∈ V2 ×W3.
Iε1(x, t):
Let (x, t) ∈ Br(0)×Bδ(0) and α ∈ Zm+ . Then
MαIε1(x, t) =
1
(2pi3)
m
2
∫∫
Q1t
Mα
{
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2
}
e−ε〈ζ〉
2
F[χu](t; z′, ζ)〈ζ〉m2 dζdz′.
Since the vectors fields {M1, . . . ,Mm} are pairwise commuting and MjZk(x, t) = δj,k, we can use formula
(3.12) to calculate Mα
{
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2
}
, obtaining
MαIε1(x, t) =
1
(2pi3)
m
2
∑
β≤α
(
α
β
)∫∫
Q1t
Mα−βeiζ·(Z(x,t)−z
′)Mβe−〈ζ〉〈Z(x,t)−z
′〉2 ·
· e−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 dζdz′
=
1
(2pi3)
m
2
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
·
·
∫∫
Q1t
eiζ·(Z(x,t)−z
′)−〈ζ〉〈Z(x,t)−z′〉2−ε〈ζ〉2F[χu](t; z′, ζ)〈ζ〉m2 ·
· (−〈ζ〉)l11+l12+···+lm1 +lm2 (iζ)α−β(2(Z1(x, t)− z′1))l
1
1 · · · (2(Zm(x, t)− z′m))l
m
1 dζdz′.
Therefore by (3.11) there exists ε˜ > 0 such that
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|MαIε1(x, t)| ≤
1
(2pi3)
m
2
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
∫∫
Q1t
e−(1−κ)|ζ||Z(x,t)−z
′|2 ·
· |ζ||α−β|+l11+l12+···+lm1 +lm2 +m2 |F[χu](t; z′, ζ)| |dζdz′|
≤ C |α|+11
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
∫∫
Q1t
e−ε˜|ζ|
1
s ·
· |ζ||α−β|+l11+l12+···+lm1 +lm2 +m2 |dζdz′|
≤ C |α|+12
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
∫ ∞
0
e−ε˜ρ
1
s ·
· ρ|α−β|+l11+l12+···+lm1 +lm2 +m2 +m−1dρ
≤ C |α|+13
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
α!s
β!s
(l11 + l
1
2)!
s · · · (lm1 + lm2 )!s
= C
|α|+1
3
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!(2l
1
2)! · · · lm1 !(2lm2 )!
α!s
β!s
(l11 + l
1
2)!
s (2l
1
2)!
l12!
· · ·
· · · (lm1 + lm2 )!s
(2lm2 )!
lm2 !
≤ C |α|+14
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!(2l
1
2)! · · · lm1 !(2lm2 )!
α!s
β!s
(l11 + l
1
2)!
sl12! · · ·
· · · (lm1 + lm2 )!slm2 !
≤ C |α|+15
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!(2l
1
2)! · · · lm1 !(2lm2 )!
α!s
β!s
(l11 + 2l
1
2)!
s · · ·
· · · (lm1 + 2lm2 )!s
= C
|α|+1
5 α!
s
∑
β≤α
(
α
β
) ∑
l11+2l
1
2=β1
· · ·
∑
lm1 +2l
m
2 =βm
β!
l11!(2l
1
2)! · · · lm1 !(2lm2 )!
≤ C |α|+15 α!s
∑
β≤α
(
α
β
) ∑
l11+l
1
2=β1
· · ·
∑
lm1 +l
m
2 =βm
β!
l11!l
1
2! · · · lm1 !lm2 !
≤ C |α|+16 α!s,
where the constant C6 does not depend on ε. The constant C6 can be taken as 3C5, in view of Lemma
4.2. of [5].

Remark 3.8. Note that for the implications 1. ⇒ 2. ⇒ 3. we can take W˜ = W0. Also by a closer
inspection on the proof of 1. ⇒ 2. we can take V1 as V , so that if χ ∈ C∞c (V ) such that χ ≡ 1 on V2 an
open ball centered at the origin, then the inequality (3.11) is valid for every open ball V˜ b V2, centered
at the origin.
4. Propagation of singularities
In 1983 N. Hanges and F. Treves ([9]) proved that hypo-analytic regularity propagates along elliptic
submanifolds, and in their proof they actually showed that the decay of the FBI transform propagates.
But since then all the propagation of singularities results, concerning systems of complex vector fields,
were obtained in the setting of CR geometry, for instance holomorphic extendabillity of CR functions,
propagation along CR orbits, sector extendability, (see [15], [12] and [3]) and so on. We did not find in
the literature any other result concerning propagation of Gevrey singularities in this set up.
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We shall consider only analytic tube structures, i.e., locally the hypo-analytic structure is given by
Z(x, t) = x+ iφ(t), defined on U = V ×W , and φ(t) is analytic. One of the reasons we are only dealing
with tube structures is that the real structure bundle, RT′Wt , is trivial for every t, i.e., it is equal to
Z(U) × Rm. Now we will recall a simple comparison result for the FBI transform for solutions (see
proposition IX.5.3., pg 436 of [14]):
Proposition 4.1. There are open balls V0 b V1 b V in Rm and W0 b W in Rn, all centered at the
origin, and constants r, κ,R > 0 such that, if χ ∈ C∞c (V1) is equal to 1 in V0, then, to every solution u
in U = V ×W , there is a constant C > 0 such that
|F[χu](t; z, ζ)− F[χu](t′; z, ζ)| ≤ Ce−|ζ|/R,
in the region
t, t′ ∈W0, z ∈ Cm, |z| < r, ζ ∈ Cκ.
This proposition can be used to show that hypo-analyticity propagates along connected fibers (recall that
a fiber is locally a level set of the map Z(x, t)). Let us just indicate how it is done. Suppose that u is
hypo-analytic at the origin and let t0 ∈ W0 be such that Z(0, t0) = 0. To show that u is hypo-analytic
at (0, t0) it is enough to show that u|Ht0 is hypo-analytic at (0, t0), where Ht0 = {(x, t0) : x ∈ V0}, but
this is equivalent to
|F[χu](t0; z, ζ)| ≤ Ce−ε|ζ|,
for some C, ε > 0, and z in some open neighborhood of the origin and ζ ∈ Cκ, for some 0 < κ < 1. But
since u is hypo-analytic at the origin, we have that
|F[χu](0; z, ζ)| ≤ Ce−ε|ζ|,
for some C, ε > 0, and z in some open neighborhood of the origin and ζ ∈ Cκ, for some 0 < κ < 1,
therefore we have the desired decay at t0 in view of Proposition 4.1. One can follow the end of the proof
of the Theorem 5.2 to globalize this argument to connected fibers. So why we can not use this same
argument for Gevrey vectors? First, we do not have the property that ensures the desired regularity by
only looking to restrictions on maximally real submanifolds. And the second reason is that for Gevrey
regularity, to use a FBI transform argument, (z, ζ) must belong to the real structure bundle RT′Wt , that
depends on t. So to avoid this dependence we are restringing ourselves to tube structures. To deal with
”restringing to maximally real submanifolds is not enough” problem we need some sort of foliation near
the ”propagators”, and for that it is important for the structure to be analytic.
5. Propagation of Gevrey regularity for solutions of the non homogeneous system
In this section we will define the sets that will propagate the Gevrey regularity, the ”propagators”,
and then exhibit the proof of the second main theorem of this work. Let Σ ⊂ Ω be a connected subset of
Ω, satisfying the following properties:
(1) For every p ∈ Σ there is (U,Z), a hypo-analytic chart, with p ∈ U , such that Σ ∩ U ⊂ Z−1(0);
(2) In the same situation as above, for every q ∈ Σ ∩ U , and U˜1 b U , an open neighborhood of p,
there is U˜2 b U , an open neighborhood of q, such that the connected component of the fiber
Z−1(Z(q′)) that contains q′ intersects U˜1, for every q′ ∈ U˜2;
(3) the map Σ 3 p 7→ sup{r > 0 : Br(p) ⊂ U} is continuous.
Condition (3) is not exactly a condition, because we can always shrink the open set U for each p, therefore
we can choose U to be a ball with radius varying continuously on p. Condition (2) implies that for every
q′ ∈ U˜2 there is a curve γq′ : [0, 1] −→ U satisfying
• γq′(0) = q′;
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• Z(γq′(σ)) = Z(q′), for every 0 ≤ σ ≤ 1;
• γq′(1) ∈ U˜1;
Since the structure is analytic, the level sets of Z(x, t) are subanalytic sets, therefore the curves {γq′}q′∈U˜2
have bounded length, see for instance section 8 of [10] or pg. 39 of [13] (in the appendix wrote by B.
Teissier). Let p ∈ Σ, and let (U,Z) be the hypo-analytic chart described above. Take local coordinates
in (U , x1, . . . , xm, t1, . . . , tn), such that in this coordinates p = 0, U = V ×W , and the real structure
bundle on V , RT′Wt
∣∣
V
, is well positioned for every t ∈W , i.e., there exists c0 > 0 such that
Im{ξ · (Z(x, t)− Z(y, t)) + i|ξ|〈Z(x, t)− Z(y, t)〉2} ≥ c0|ξ||Z(x, t)− Z(y, t)|2,
for every x, y ∈ V , t ∈W , and ξ ∈ Rm.
Lemma 5.1. Let ρ > 0 be such that Bρ(0) b V , and let f ∈ C∞(W ; E ′(K \Bρ(0))), where Bρ(0) ⊂ K b
V , is a compact set. Then
|F[f ](t;Z(x, t), ξ)| ≤ Ce−ε|ξ|, ∀x ∈ Bρ/2(0), t ∈W, ξ ∈ Rm.
Proof. Let x ∈ Bρ/2(0) and y ∈ K \Bρ(0), then
Im{ξ · (Z(x, t)− Z(y, t)) + i|ξ|〈Z(x, t)− Z(y, t)〉2} ≥ c0|ξ||Z(x, t)− Z(y, t)|2
≥ c0|ξ||x− y|2
≥ c0|ξ|ρ
2
4
,
for every t ∈W and ξ ∈ Rm. Therefore
|F[f ](t;Z(x, t), ξ)| =
∣∣∣〈f(y, t), eiξ·(Z(x,t)−Z(y,t))−|ξ|〈Z(x,t)−Z(y,t)〉2∆(Z(x, t)− Z(y, t), ξ)·
· detZx(y, t)
〉∣∣∣
≤ C
∑
|α|≤λ
sup
y∈K\Bρ/2(0)
∣∣∣∂αy {eiξ·(Z(x,t)−Z(y,t))−|ξ|〈Z(x,t)−Z(y,t)〉2 ·
·∆(Z(x, t)− Z(y, t), ξ) detZx(y, t)
}∣∣∣
≤ C|ξ|λe−c0|ξ| ρ
2
4
≤ Ce− c0ρ
2
8 |ξ|,
for every x ∈ Bρ/2(0), t ∈W , and ξ ∈ Rm.

Theorem 5.2. Let Ω ⊂ Rn+m be an open set endowed with an analytic hypo-analytic structure of tube
type. Let Σ ⊂ Ω be a connected submanifold as described above. If u ∈ D′(Ω) is such that Lu ∈ Gs(Ω),
then singsupps u ∩ Σ = ∅ or Σ ⊂ singsupps u.
Proof. Let p ∈ Σ, and suppose that p /∈ singsupps u. Let (U,Z) be the hypo-analytic chart de-
scribed before. Consider in U the local coordinates (x1, . . . , xm, t1, . . . , tn), and the complex vector
fields {M1, . . . ,Mm,L1, . . . ,Ln}, as in the previous chapter. In this coordinates system p = 0, and we
write U = V ×W , where V ⊂ Rn and W ⊂ Rm are both open neighborhoods of the origin. We also have
that
Zk(x, t) = xk + iφk(t), k = 1, . . . ,m,
and
LjZk = 0 MlZk = δl,k
Ljti = δj,i Mlti = 0.
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We can also assume that the real structure bundle RT′Wt is well positioned, for every t ∈ W . Now let
ρ > 0 be such that Bρ(0) ⊂ V , and χ ∈ C∞c (V ) be such that χ ≡ 1 on Bρ(0). Since Lu ∈ Gs(Ω), we have
that Lju ∈ Gs(U ; L1, . . . ,Ln,M1, . . . ,Mm), then u ∈ C∞(W ;D′(V )). By Theorem 3.6 and Remark 3.8
we have that
(5.1)
∣∣F[χLju](t;Z(x, t), ξ)∣∣ ≤ Ce−ε1|ξ| 1s , ∀x ∈ Bρ′(0),∀t ∈W, ∀ξ ∈ Rm, j = 1, . . . , n,
for some C, ε1 > 0, where ρ/2 ≤ ρ′ < ρ. We are assuming that u|U0 ∈ Gs(U0; L1, . . . ,Ln,M1, . . . ,Mm),
for some open neighborhood of the origin, U0 = V0 ×W0. Then by Theorem 3.6 and Remark 3.8 there
exist V1 b V , an open neighborhood of the origin, and positive constants C, ε2, such that
(5.2) |F[χu](t;Z(x, t), ξ)| ≤ Ce−ε2|ξ|
1
s , ∀(x, t) ∈ V1 ×W0, ∀ξ ∈ Rm.
By condition (2), for every (x0, t0) ∈ Σ ∩
(
Bρ/2(0)×W
)
there exists V˜ × W˜ ⊂ Bρ/2 × W , an open
neighborhood of (x0, t0), such that, for every (x
′, t′) ∈ V˜ × W˜ there is a curve γ(x′,t′) : [0, 1] −→ U ,
satisfying:
• γ(x′,t′)(0) = (x′, t′);
• Z(γ(x′,t′)(σ)) = Z(x′, t′), for every 0 ≤ σ ≤ 1;
• γ(x′,t′)(1) ∈ V1 ×W0;
• There exists C1 > 0 such that ∫ 1
0
‖γ′(x′,t′)(σ)‖dσ ≤ C1,
for every (x′, t′) ∈ V˜ × W˜ .
Now let (x′, t′) ∈ V˜ × W˜ be fixed. We write γ(x′,t′)(σ) = (γ(1)(x′,t′)(σ), γ(2)(x′,t′)(σ)). By Stokes theorem we
have that
F[χu](t′;Z(x′, t′), ξ)−F[χu](γ(2)(x′,t′)(1), Z(γ(x′,t′)(1)), ξ) =
=
∫ 1
0
∂
∂σ
F[χu](γ
(2)
(x′,t′)(σ);Z(x
′, t′), ξ)dσ
=
∫ 1
0
n∑
j=1
F[Lj(χu)](γ
(2)
(x′,t′)(σ);Z(x
′, t′), ξ)
d
dσ
γ
(2)
(x′,t′)j
(σ)dσ
=
∫ 1
0
n∑
j=1
F[uLjχ](γ
(2)
(x′,t′)(σ);Z(x
′, t′), ξ)
d
dσ
γ
(2)
(x′,t′)j
(σ)dσ+
+
∫ 1
0
n∑
j=1
F[χLju](γ
(2)
(x′,t′)(σ);Z(x
′, t′), ξ)
d
dσ
γ
(2)
(x′,t′)j
(σ)dσ.
Now we analyze these two terms separately. First we note that Ljχ vanishes on Bρ(0), for j = 1, . . . , n
therefore, by the previous lemma, we have that there exist C, ε3 > 0 such that
|F[uLjχ](t;Z(x, t), ξ)| ≤ Ce−ε3|ξ|, ∀x ∈ Bρ/2(0), t ∈W, ξ ∈ Rm, j = 1, . . . , n.
Therefore
|F[uLjχ](γ(2)(x′,t′)(σ);Z(x′, t′), ξ)| ≤ Ce−ε3|ξ|, 0 ≤ σ ≤ 1, ∀ξ ∈ Rm, j = 1, . . . , n.
In view of (5.1) we also have that
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|F[χLju](γ(2)(x′,t′)(σ);Z(x′, t′), ξ)| ≤ Ce−ε1|ξ|
1
s , 0 ≤ σ ≤ 1, ∀ξ ∈ Rm, j = 1, . . . , n.
Summing up we have obtained
|F[χu](t′;Z(x′, t′), ξ)| ≤ |F[χu](γ(2)(x′,t′)(1), Z(γ(x′,t′)(1)), ξ)|+ Ce−ε4|ξ|
1
s
≤ Ce−ε|ξ|
1
s
for every (x′, t′) ∈ V˜ × W˜ , since γ(x′,t′)(1) ∈ V1 × W0, where ε4 = min{ε1, ε3} and ε = min{ε2, ε4}.
So we conclude that for p ∈ Σ there exists a neighborhood U b U , such that if p /∈ singsupps u, then
Σ ∩ U ⊂ { singsupps u. Moreover, since the map Σ 3 p 7→ sup{r > 0 : Br(p) ⊂ U} is continuous, the
same can be assumed for the map Σ 3 p 7→ sup{r > 0 : Br(p) ⊂ U}. To indicate the dependence of
p in U , we shall write U = U(p). Now we claim that Σ ∩ singsupps u is an open set. So take {pk}k∈Z+
a sequence on Σ ∩ { singsupps u, such that pk → p ∈ Σ. Now there exists δ > 0 such that the open
set U(pk), as described above, contains a ball, centered at pk, of radius at least δ, for every k. So there
exists k > 0 such that p ∈ U(pk). Since pk /∈ singsupps u we have that Σ ∩ U(pk) ⊂ { singsupps u, i.e,
p /∈ singsuppsu. Clearly Σ ∩ singsuppsu is closed. Therefore Σ ∩ singsuppsu = ∅ or Σ ⊂ singsuppsu.

6. Examples
Consider in R2 a real valued, real-analytic function φ satisfying φ(0) = 0, and consider in R3 the
structure V defined by the complex vector fields
L1 =
∂
∂t1
− i2φ(t1, t2) ∂φ
∂t1
(t1, t2)
∂
∂x
,
L2 =
∂
∂t2
− i2φ(t1, t2) ∂φ
∂t2
(t1, t2)
∂
∂x
.
The first integral for these complex vector fields is given by
Z(x, t1, t2) = x+ iφ(t1, t2)
2,
and the characteristic set T0 is equal to
T0 = {(x, t1, t2, ξ, η1, η2) ∈ R3 ×
(
R3 \ 0) : φ(t1, t2) = 0 or ∇φ(t1, t2) = 0}.
Now suppose that the collection Σα = φ
−1(α) forms a folliation of a neighborhood of Σ0 on R2 by
connected, smooth curves. So we can apply our Theorem 5.2 for this structure V and for {x0} × Σ0, for
every x0 ∈ R. Note that in this example it is important that {x0}×Σ0 is contained in the base projection
of T0, otherwise the structure would be elliptic on {x0}×Σ0, and we would not need to use our theorem
in this case. Now we give some simple examples of such functions φ:
(1) φ(t1, t2) = (t1 − 1)2 + (t2 − 1)2 − 2;
(2) φ(t1, t2) = t1 − t2;
(3) φ(t1, t2) = (t1 + 1)(t2 + 1)− 1.
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