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Abstract. A large amount of digital information available is written as text 
documents in the form of web pages, reports, papers, emails, etc. Extracting the 
knowledge of interest from such documents from multiple sources in a timely 
fashion is therefore crucial. This paper provides an update on the Artequakt 
system which uses natural language tools to automatically extract knowledge 
about artists from multiple documents based on a predefined ontology. The 
ontology represents the type and form of knowledge to extract. This knowledge 
is then used to generate tailored biographies. The information extraction 
process of Artequakt is detailed and evaluated in this paper. 
1     Introduction 
Quick analysis and understanding of unstructured text is becoming increasingly 
important with the huge increase in the number of digital documents available. 
This has led to an increased use of various tools developed to help levy the 
problem of processing unstructured text documents through automatic 
classification, concept recognition, text summarisation, etc. 
These tools are often based on traditional natural language techniques, statistical 
analysis, and machine learning, dealing mostly with single documents. The ability to 
extract certain types of knowledge from multiple documents and to maintain it in 
structured Knowledge Bases (KB) for further inference and report generation is a 
more complex process. This forms the aim of the Artequakt project. 
1.1    Relation Extraction 
There exist many information extraction (IE) systems that enable the recognition of 
entities within documents (e.g. ‘Renoir’ is a ‘Person’, ‘25 Feb 1841’ is a ‘Date’). 
However, such information is incomplete and sometimes insufficient for certain 
requirements without acquiring the relation between these entities (e.g. ‘Renoir’ was 
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born on ‘25 Feb 1841’). Extracting such relations automatically is difficult, but 
crucial to complete the acquisition of knowledge fragments and ontology population 
(building the KB). The MUC-7 systems [8] are example attempts for extracting a 
limited number of relations. Whereas the MUC participant systems used training 
examples to induce a set of rules for named-entity and relation extraction, Artequakt 
assumes a case where the number and type of relations to be extracted is non-static. 
Artequakt attempts to identify relations between the entities of interest within 
sentences, following ontology relation declarations and lexical information. 
1.2     Ontology Population 
Artequakt is also concerned with automating ontology population with knowledge 
triples, and providing this knowledge for a biography generation service. 
When analysing documents and extracting information, it is inevitable that 
duplicated and contradictory information will be extracted. Handling such 
information is challenging for automatic extraction and ontology population 
approaches [16]. Artequakt applies a set of heuristics and reasoning methods in an 
attempt to distinguish conflicting information, verify it, and to identify and merge 
duplicate assertions in the KB automatically 
1.3      Biography Generation 
Storing information in a structured KB provides the needed infrastructure for a variety 
of knowledge services. One interesting service is to reconstruct the original source 
material in new ways, producing a dynamic presentation tailored to the users needs.   
Previous work in this area has highlighted the difficulties of maintaining a 
rhetorical structure across a dynamically assembled sequence [14]. Where dynamic 
narrative is present it has been based around robust story-schema such as the format 
of a news programme (a sequence of atomic bulletins) [6]. 
It is our belief that by building a story-schema layer on top of an ontology we can 
create dynamic stories within a specific domain. In Artequakt we explore the 
generation of biographies of artists. Populating the ontology through automatic 
extraction tools might allow those biographies to be constructed from the vast wealth 
of information that exists on the World Wide Web, thus bringing together pieces of 
information from multiple sites into one single repository.  
2     Artequakt 
The Artequakt project has implemented a system that searches the Web and extracts 
knowledge about artists, based on an ontology describing that domain, and stores this 
knowledge in a KB to be used for automatically producing personalised biographies 
of artists. Artequakt draws from the expertise and experience of three separate 
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projects; Sculpteur1, Equator2, and AKT3. The main components of Artequakt are 
described in the following sections. 
Artequakt’s architecture comprises of three key areas. The first concerns the 
knowledge extraction tools used to extract factual information from documents and 
pass it to the ontology server. The second key area is information management and 
storage. The information is stored by the ontology server and consolidated into a KB 
which can be queried via an inference engine. The final area is the narrative 
generation. The Artequakt server takes requests from a reader via a simple Web 
interface. The request will include an artist and the style of biography to be generated 
(chronology, summary, fact sheet, etc.). The server uses story templates to render a 
narrative from the information stored in the KB using a combination of original text 
fragments and natural language generation. 
The architecture is designed to allow different approaches to information 
extraction to be incorporated with the ontology acting as a mediation layer 
between the IE and the KB. Currently we are using textual analysis tools to scrape 
web pages for knowledge, but with the increasing proliferation of the semantic 
web, additional tools could be added that take advantage of any semantically 
augmented pages passing the embedded knowledge through the KB.  
2.1     The Artequakt Ontology 
For Artequakt the requirement was to build an ontology to represent the domain 
of artists and artefacts. The main part of this ontology was constructed from 
selected sections in the CIDOC Conceptual Reference Model (CRM4) ontology. 
The CRM ontology is designed to represent artefacts, their production, ownership, 
location, etc. This ontology was modified for Artequakt and enriched with 
additional classes and relationships to represent a variety of information related to 
artists, their personal information, family relations, relations with other artists, 
details of their work, etc. The Artequakt ontology and KB are accessible via an 
ontology server.  
3     Knowledge Extraction 
The aim of the knowledge extraction tool of Artequakt is to identify and extract 
knowledge triplets (concept – relation – concept) from text documents and to 
provide it as XML files for entry into the KB [5]. Artequakt uses an ontology 
coupled with a general-purpose lexical database (WordNet) [11] and an entity-
recogniser (GATE) [3] as supporting tools for identifying knowledge fragments.  
                                                                
1
 http://www.sculpteurweb.org/ 
2
 http://www.equator.ac.uk/ 
3
 http://www.aktors.org  
4
 http://cidoc.ics.forth.gr/index.html 
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3.1 Document Retrieval 
The extraction process is launched when the user requests a biography for a specific 
artist that is not in the KB. A script was developed to query the artist’s name in 
general-purpose search engines, such as Google and Yahoo.  
Documents returned by the search engines need to be filtered to remove irrelevant 
ones. Expanding queries with additional terms was not very effective for improving 
the web search. The approach followed in Artequakt is based on query-by-example. 
In order to pick up pages related to an artist, a short description of the artist from a 
well-known museum web site (e.g. WebMuseum5) is analysed and used as a 
similarity vector. Structural evidence, such as paragraph length or number of 
sentences within a paragraph, is used in order to identify and remove pages which 
mainly consist of links, tables, etc. If the similarity vector is unobtainable (e.g. a 
search for a relatively new or unknown artist whose entry is not available in the 
exemplar museum site) the ontology itself is used to create the vector. The quality of 
entity recognition has a direct effect on the accuracy of relation extraction.  
Search for documents stops and the extraction process starts when the number of 
relevant documents found reaches a specified threshold.  
3.2 Entity Recognition 
Entity recognition is the first step towards extracting knowledge fragments. 
GATE is a syntactical pattern matching entity recogniser enriched with 
gazetteers. GATE’s coverage can be expanded with additional extraction rules 
and gazetteers to enable the identification of further type of entities. However, the 
process of discovering and setting up new syntactic rules can be difficult and 
labour intensive. To this end, we deploy WordNet as a supplementary information 
source in order to identify additional entities not recognised by the default GATE. 
WordNet is also used to support relation extraction. 
3.3 Extraction Procedure 
Each selected document is divided into paragraphs and sentences. Each sentence 
is analysed syntactically and semantically to identify and extract relevant 
knowledge triples. Figure 1 shows the overall procedure of the extraction process 
as applied on the sentence: 
"Pierre-Auguste Renoir was born in Limoges on February 25, 1841." 
                                                                
5
 http://www.ibiblio.org/wm/  
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Fig. 1. Artequakt’s IE Process 
 
Syntactical Analysis. Syntactical parsing groups words into syntactic functions with 
no consideration to their semantic meaning. The Apple Pie Parser (APP) [15] is a 
bottom-up probabilistic chart parser derived from the syntactically tagged corpus; 
Penn Tree Bank (PTB). PTB contains a large number of example sentences; thus APP 
tends to have a broad-coverage performance with reasonable accuracy (over 70% for 
both precision and recall). The output of APP is structured according to the PTB 
bracketing.  
Artequakt makes use of APP to gather syntactical annotations of sentences. 
For example in Figure 1, APP identified that ‘Renoir’ is a noun, and ‘was’ is a 
verb. 
 
Semantic Analysis. Semantic examination then decomposes the sentence into simple 
sentences to locate the main components (i.e. subject, verb, object), and identifies 
named entities (e.g. “Renoir” is a Person, “Paris” is a Location). In the example 
sentence of Figure 1, “born” is tagged as the main verb in the “was born” verb phrase.  
Annotations provided by GATE and WordNet highlight that “Pierre-Auguste 
Renoir” is a person’s name, “February 25, 1841” is a date, and “Limoges” is a 
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location. GATE is also used to resolve anaphoric references of singular personal 
pronouns which is crucial for accurate relation extraction. 
Term expansion tools are required if the terms identified by the named-entity 
recogniser differ from those in the ontology. For example, GATE annotates 
‘Museum of Art’ as an Organisation while our ontology defines ‘Legal Body’ as a 
general concept for organisations. The system needs to map these two concepts to 
figure out that ‘Museum of Art’ is a Legal Body. Currently, we use WordNet for 
the mapping by looking up the lexical chains of the two terms in search of any 
overlap.  
 
Relation Extraction. Artequakt is concerned with the extraction of relations between 
concepts within individual sentences. The aim is to extract relationships between any 
identified pair of entities within a given sentence. Knowledge about the domain 
specific semantic relations can be retrieved from the Artequakt ontology to find which 
relations are expected between the entities in hand. 
Relations are extracted by matching the verb and entity pairs found in each 
sentence with an ontology relation and concept pairs respectively. Three lexical 
chains (synonyms, hypernyms, and hyponyms) from WordNet are used to expand 
entity names with related terms to reduce the problem of linguistic variations and 
increase the chance of matching with other semantically similar terms.  
Since a relation may have multiple matchings in WordNet (polysemous 
words), mapping between a term and an entry in WordNet should into account 
syntactic and semantic clues present in the given sentence. For example, 
according to WordNet, ‘birth’ has four noun senses and one verb sense. The first 
noun sense is selected since one of its hypernyms is ‘time period’ which has Date 
as a hyponym.  
For the sentence used in Figure 1, the relation extraction is determined by the 
categorisation result of the main verb ‘bear’ which matches with two potential 
relations in the ontology; ‘date_of_birth’ and ‘place_of_birth’. Since both 
relations are associated with “February 25, 1841” (Date) and “Limoges” (Place) 
respectively. After analysing the given sentence, Artequakt generates the 
following knowledge triples about Renoir: 
• Pierre-Auguste Renoir date_of_birth 25/2/1841 
• Pierre-Auguste Renoir place_of_birth Limoges 
The extraction process terminates by sending the extracted knowledge to the 
ontology server in XML.  
4     Automatic Ontology Population 
Storing knowledge extracted from text documents in KBs offers new possibilities 
for further analysis and reuse. Ontology population refers to the insertion of 
information into the KB. Populating ontologies with a high quantity and quality 
of instantiations is one of the main steps towards providing valuable and 
consistent ontology-based knowledge services. Manual ontology population is 
very labour intensive and time consuming. A number of semi-automatic 
approaches have investigated creating document annotations and storing the 
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results as ontology assertions. MnM [17] and S-CREAM [4] are two example 
frameworks for user-driven ontology-based annotations, enforced with the IE 
learning tool; Amilcare [2]. However, these frameworks lack the capability for 
identifying relationships reliably. 
In Artequakt we investigate the possibility of moving towards a fully 
automatic approach of feeding the ontology with knowledge extracted from 
unstructured text. Information is extracted in Artequakt with respect to a given 
ontology and provided as XML files using tags mapped directly from names of 
classes and relationships in that ontology. When the ontology server receives a 
new XML file, a feeder tool is activated to parse the file and add its knowledge 
triples to the KB automatically. Once the feeding process terminates, the 
consolidation tool searches for and merges any duplication in the KB. 
Tackling the problem of knowledge integration is important to maintain the 
referential integrity and quality of results of any ontology-based knowledge service. 
[16] relied on manually assigned object identifiers to avoid duplication when 
extracting from multiple documents. Artequakt’s knowledge management component  
attempts to identify inconsistencies and consolidate duplications automatically using a 
set of heuristics and term expansion methods based on WordNet. Full description of 
the consolidation procedure is out of the scope of this paper. 
5     Biography Generation 
Once the information has been extracted, stored and consolidated, the Artequakt 
system repurposes it by automatically generating biographies of the artists [1].  
The biographies are based on templates authored in the Fundamental Open 
Hypermedia Model and stored in the Auld Linky contextual structure server [10]. 
Each section of the template is instantiated with paragraphs or sentences 
generated from information in the KB.  
Different templates can be constructed for different types of biography. Two 
examples are the summary biography, which provides paragraphs about the artist 
arranged in a rough chronological order, and the fact sheet, which simply lists a 
number of facts about the artist, i.e. date of birth, place of study etc. The 
biographies also take advantage of the structure server’s ability to filter the 
template based on a user’s interest. If the reader is not interested in the family life 
of the artist the biography can be tailored to remove such information. An 
example of a biography generated by Artequakt can be seen in Figure 2. 
By storing conflicting information rather than discarding it during the 
consolidation process, the opportunity exists to provide biographies that set out 
arguments as to the facts (with provenance, in the form of links to the original 
sources) by juxtaposing the conflicting information and allowing the reader to 
make up their own mind. 
As well as searching the KB by name the user interface provides a search 
facility that allows users to select artists according to other extracted facts, for 
example the user can specify a range for date of birth and the system will search 
the appropriate fields with the correct constraints. This kind of query can not be 
easily formulated over the Web. Extracting the relevant knowledge and storing it 
in a KB made such queries more feasible. 
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Fig. 2. A biography generated using paragraphs. 
6     Portability 
The use of an ontology to back up IE is aimed to increase the system’s portability to 
other domains. By swapping the current artist ontology with another domain specific 
one, the IE tool should still be able to function and extract some relevant knowledge, 
especially if it is concerned with domain independent relations expressed in the 
ontology, such as personal information. However, certain domain specific extraction 
rules, such as painting style, will eventually have to be altered to fit the new domain. 
Similarly, the generation templates are currently manually tuned to fit biography 
construction. These templates may need to be modified if a different type of output is 
required. We aim to investigate developing templates that can be dynamically 
instructed and modified by the ontology. Building a cross-domain system is one of the 
ambitions of this project, and will be the focus of the next stage of development. 
7     Knowledge Extraction Evaluation 
We used the system to populate the KB with information about five artists, extracted 
from around 50 web pages. Precision and recall were calculated for a set of 10 artist 
relations (listed in Table 1). The experiment results given in Table 1 shows that 
precision scored higher that recall with average values of 85 and 42 respectively 
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            Artist (P/R) 
Relation 
Rembrandt 
(P/R) 
Renoir 
(P/R) 
Cassatt 
(P/R) 
Goya 
(P/R) 
Courbet 
(P/R) 
Average 
per 
relation 
Date of birth 75/43 100/50 100/67 80/40 100/100 91/60 
Place of birth 100/63 100/14 100/50 100/40 100/63 100/46 
Date of death 100/63 100/67 100/50 N/A /0 100/50 100/46 
Place of death 100/100 100/43 N/A /0 100/20 100/33 100/49 
Place of work 100/50 67/33 33/100 N/A /0 0/0 40/37 
Place of study 100/20 100/14 100/75 100/20 100/29 60/32 
Date of marriage 100/50 100/33 N/A1 100/100 N/A /0 60/46 
Name of spouse 100/38 N/A /0 N/A N/A /0 N/A /0 100/10 
Parent profession 100/57 50/67 0/0 67/100 100/100 63/65 
Inspired by 100/43 50/60 0/0 100/17 100/33 83/31 
Averages 98/53 85/38 61/43 92/34 88/41 85/42 
 
Inaccurately extracted knowledge may reduce the quality of the system’s output. 
For this reason, our extraction rules were designed to be of low risk levels to ensure 
higher extraction precision. Advanced consistency checks could help to identify some 
extraction inaccuracies; e.g. a date of marriage is before the date of birth, or two 
unrelated places of birth for the same person! 
 
Table 1. Precision/Recall of extracted relations from around 50 documents for 5 artists 
 
The preference of precision versus recall could be dependent on the relation in 
question. If a relation is of single cardinality, such as a place of birth, then recall could 
be regarded as less significant as there can only be one value for each occurrence of 
this relation. A single accurate capture of the value of such a relation could therefore 
be sufficient for most purposes. However, multiple cardinality relations, such as 
places where a person worked, can have several values. Higher recall in such cases 
could be more desirable to ensure capturing multiple values. One possible approach is 
to automatically adjust the risk level of extraction rules with respect to cardinality, 
easing the rules if cardinality is high while restricting them further when the 
cardinality is low. 
In Table 1, Goya is an example where few, short documents where found. The 
amount of knowledge extracted per artist could be used as an automatic trigger to start 
gathering and analyzing more documents. 
8     Related Work 
Extracting information from web pages to generate various reports is becoming the 
focus of much research. The closest work we found to Artequakt is in the area of text 
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summarisation. A number of summarisation techniques have been developed to help 
bring together important pieces of information from documents and present them to 
the user in a compact form. Artequakt differs from such systems in that it aims to 
extract specific facts and populate a knowledge base with these facts to be used in the 
generation of personalised reports (e.g. biographies).  
Even though most summarisation systems deal with single documents, some have 
targeted multiple resources [9][18]. Statistical based summarisations tend to be 
domain independent, but lack the sophistication required for merging information 
from multiple documents [12]. On the other hand, IE based summarisations are more 
capable of extracting and merging information from various resources, but due to the 
use of IE, they are often domain dependent.  
Merging information extracted from single or multiple sources is a necessary step 
towards maintaining the integrity of the extracted knowledge. In many existing IE 
based systems, information integration is based on linguistics and timeline 
comparison of single events [12][18] or multiple events [13]. Artequakt’s knowledge 
consolidation is based on the comparison and merging of not just events, but also 
individual knowledge fragments (e.g. person, place).  
Most traditional IE systems are domain dependent due to the use of linguistic rules 
designed to extract information of specific content, e.g. bombing events (MUC 
systems), earthquake news [18], sports matches [13]. Adaptive IE systems [2] caould 
ease this problem by identifying new extraction rules induced from example 
annotations supplied by users. Using ontologies to back up IE is hoped to support 
information integration [1][13] and increase domain portability [5][7]. 
9     Conclusions 
This paper describes a system that extracts knowledge automatically, populates an 
ontology with knowledge triples, and reassembles the knowledge in the form of 
biographies. Initial experiment using around 50 web pages and 5 artists showed 
promising results, with nearly 3 thousand unique knowledge triples were extracted, 
with an average of 85% precision and 42% recall. Preference of  precision over recall 
is subjective and should be associated with relations’ cardinality. High precision 
could be more important for single cardinality relations (e.g. date of birth), while high 
recall could be preferred for multiple cardinality relations (e.g. places visited). 
Future work on Artequakt will continue to develop its modular architecture and 
refine its information extraction and consolidation processes. In addition we are 
beginning to look at how we might leverage the full power of the underlying KB and 
produce biographies that use inference and a dynamic choice of templates to answer a 
variety of user queries with textual documents. We also intend to investigate the 
system’s portability to other domains. 
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