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Background: The scissors mode is a rotational mode of isovector character in deformed nuclei. Together with the isoscalar
rotation, it is the prominent collective mode at low excitation energies.
Purpose: We use a simple field theory model to investigate the role of the nucleon spin for the magnetic sum rules associated
with the low-lying scissors mode. Special emphasis is put on the coupling of the spin part of the M1 operator to the
scissors mode.
Methods: We apply the mean field approximation and random phase approximation (RPA) to a model Hamiltonian based
on a simple quadrupole-quadrupole interaction. The effects of the spin-orbit interaction are included in the mean field
Hamiltonian. Ward-Takahashi relations are used to derive the M1 sum rules.
Results: The presence of the spin-orbit interaction leads to interference terms in the inverse energy weighted sum rule. It is
shown that the low-lying scissors mode, which is generated by the isovector combination of proton and neutron total
angular momenta, gives the main contribution to the spectral sum for this case.
Conclusions: The basic concept of the scissors mode as an isovector vibrational rotation remains valid in the presence of the
nucleon spin. The inverse energy weighted sum rule, however, receives non-trivial modifications because of interference
terms.
PACS numbers: 21.10.Ky,21.10.Re,21.60.Ev
I. INTRODUCTION
The scissors mode, which is a rotational mode of isovec-
tor character in deformed nuclei[1, 2], is usually visual-
ized by an out of phase orbital motion of protons against
neutrons. This intuitive picture lead to the prediction
of the scissors mode both in terms of nucleonic[3] and
bosonic[4] degrees of freedom, and has formed the basis
of many investigations [5–7]. In some respect, the scissors
mode can be thought of as an extension of the familiar
isoscalar collective rotation[8] to the isovector rotational
motion. Indeed, in a recent work [9] we have used a sim-
ple field theory model for the collective orbital motion
to show how an effective Hamiltonian of the 2-rotor type
emerges naturally from the cooperation of the isoscalar
(Goldstone) and isovector (scissors) degrees of freedom.
In usual nuclear Hamiltonians, the orbital angular mo-
mentum alone is not conserved. A familiar example is the
spin-orbit potential, which explicitly breaks the separate
spin and orbital symmetries on the level of the mean field
Hamiltonian. The explicit breaking of the spin symmetry
on the mean field level has important consequences for
the properties of nuclear rotational states, and we men-
tion two of them here in more detail: First, if we use the
mechanism of spontaneous symmetry breaking to gener-
ate a deformed mean field, it is the total angular mo-
mentum symmetry which will be restored by the collec-
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tive rotation of the whole system. That is, the isoscalar
Goldstone modes are generated essentially by the total
angular momentum J = Jp + Jn, and their degrees of
freedom will lead to an effective rotational Hamiltonian
of the schematic form J2/(2IJ), where IJ = IJp + I
J
n is
the total moment of inertia 1. In analogy to the situation
found for the pure orbital case[9, 12], we can then antic-
ipate the existence of a mode at low excitation energy,
which is generated by the isovector combination of Jp
and Jn, and which cooperates with the Goldstone mode
so as to give a total effective rotational Hamiltonian of
the schematic 2-rotor form J2p/(2I
J
p ) + J
2
n/(2I
J
n ). The
structure of the Goldstone and scissors modes can there-
fore be expected to come out similar to the case of the
pure orbital motion, but with the orbital angular mo-
menta replaced by the total angular momenta.
Second, the explicit breaking of the spin symmetry on
the mean field level leads to new types of correlation func-
tions, because the spin operators (Sp and Sn) can gener-
ate particle-hole states of finite excitation energy. These
new types of non-interacting correlators, which are visu-
alized by the bubble graphs shown by Fig. 2 of the next
section with one of the external operators being a spin
operator, will obviously modify the sum rules, because
1 For a discussion on the connection between Goldstone modes
and the emergence of rotational bands in finite systems, see e.g.,
Ref.[10]. Recently, more general and extensive discussions have
been presented in the framework of effecive field theories [11].
2the latter ones can be represented in terms of correla-
tion functions[13, 14]. In particular, we will see that
the presence of these correlators implies that the spin
part of the M1 operator can couple to the low energy
scissors modes. This observation is of particular inter-
est, because it is known that there exists a discrepancy
between the theoretical and experimental values of the
inverse energy weighted M1 sum rule, for which the low
energy scissors mode is expected to give the dominant
contribution[9, 15].
The purpose of the present paper is to consider a “mini-
mal model” to get analytic insight into the role of the spin
for the low energy rotational states in deformed nuclei.
By “minimal” we mean that the spin dependence of the
nuclear Hamiltonian is taken into account only via the
one-body spin-orbit potential, and not via the two-body
interactions. Besides simplicity, the reason to restrict
ourselves to this “minimal model” is to keep the discus-
sions distinct from the collective spin modes at higher
energies, which are known to be strongly modified by in-
teractions of the spin-spin type[16]. In order to concen-
trate on the important role of the spin-orbit potential,
we also will not include the effects of pairing correlations
in this paper. The role of spin dependent interactions
and pairing correlations for the M1 sum rules will be dis-
cussed in a separate work[17].
In Sect. II we will briefly explain the model and the
approximations (mean field approximation and random
phase approximation (RPA)). In Sect. III we will ex-
plain the constraints which follow from angular momen-
tum conservation, and in Sect. IV we will discuss the M1
sum rules, with a special emphasis on the role of the spin
in the inverse energy weighted (IEW) sum rule. Sect. V
gives a summary of our results. More formal discussions
and derivations are presented in four Appendices.
II. MODEL AND APPROXIMATION SCHEMES
Our model is based on the simple quadrupole-
quadrupole (QQ) interaction, which we used in our ear-
lier work[9] to describe the pure orbital collective motion.
Because the mean field approximation and RPA for this
model are discussed in detail in that paper, we only sum-
marize the main points here.
The one-body part of the Hamiltonian contains a
spherical mean field U0(x), which we will not need to
specify, and a spin-orbit interaction of the simplest possi-
ble form from (see Eq.(II.5) below). The two-body inter-
action, which we need to describe the collective rotational
states, is of the form
VQQ =
∑
τρ
χτρ
2
Q†τ ·Qρ , (II.1)
where τ denotes protons (p) and neutrons (n), and for the
coupling constants we assume χpp = χnn and χpn = χnp.
The quadrupole operator is defined by
QKτ =
∫
d3xψ†τ (x)Q
K(x)ψτ (x) , (II.2)
where QK(x) = r2Y2K(xˆ). Because the spin-orbit poten-
tial breaks the spin symmetry explicitly from the outset,
the Hamiltonian is only invariant under rotations gener-
ated by the total angular momentum J = L+ S.
The assumption that the K = 0 component of the
quadrupole operator has a finite ground-state expecta-
tion value
Q0τ = 〈Q0τ 〉+ : Q0τ : (II.3)
leads to spontaneous breaking of the rotational symmetry
down to rotations generated by Jz = J0. The first term
in (II.3) expresses a deformed mean field for protons and
neutrons, and the dots in the second term denote normal
ordering. By requiring self consistency for the strength
of the deformed mean fields, one finally arrives at the
following form of the Hamiltonian [9]:
H = H0p +H0n + C +
∑
τρ
χτρ
2
(
: Q†τ :
) · (: Qρ :) ,
(II.4)
where the one-body parts are given by
H0τ =
∫
d3x
× ψ†τ (x)
(
− ∆
2M
+ U0(x) − γτL · S− βτQ0(x)
)
ψτ (x)
(II.5)
and C is a constant given by
C = −χpp
2
(〈Q0p〉2 + 〈Q0n〉2)− χpn〈Q0p〉〈Q0n〉. (II.6)
The parameters γτ in (II.5) represent the strength of
the spin-orbit potential. The deformation parameters βτ
obey the self consistency relations
βτ = ετ −
∑
λ
χτλ〈Q0λ〉 , (II.7)
where the parameters ετ , which describe the ex-
plicit breaking of the rotational symmetry via a term
−∑τ ετQ0τ in the Hamiltonian, are introduced only for
technical reasons and will be set to zero in all final results.
The excitation energies and wave functions of the col-
lective states of the system are determined by the poles
and the residues of particle-hole T-matrix, which is a
solution of the Bethe-Salpeter (BS) equation, or equiva-
lently the RPA equation. Because we are assuming axial
symmetry, we can characterize the states by the quan-
tum number K, which is the projection of the total an-
gular momentum on the symmetry (z) axis. Since we are
interested in the isoscalar Goldstone and the isovector
3T = x x’ + + . . .x x’y’y
k0
k0 + ω
FIG. 1: Graphical representation of the particle-hole T-
matrix in the ladder approximation. For the explicit form
of the equation, see Eq.(10) of Ref.[9]. The total energy in
the particle-hole channel (ω) and the positions ~x, ~x′ are fixed,
and an integral is taken over the other variables.
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ω ω
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FIG. 2: Graphical representation of the bubble graph
Eq.(II.11).
scissors rotational states, we consider the BS equation in
the K = 1 channel, which is graphically represented by
Fig. 1. Its solution is of the following form:
Tτρ (x
′, x;ω) ≡ −iQ1τ (x′) tτρ(ω)Q1†ρ (x) , (II.8)
where the reduced T-matrix satisfies the equation
t(ω) = χ− χπQQ(ω) t(ω)
⇒ t(ω) = 1
1 + χπQQ(ω)
χ = χ
1
1 + πQQ(ω)χ
. (II.9)
Here the quantities tτρ, the coupling constants χτρ and
the non-interacting polarizations (bubble graphs) with
two external quadrupole operators πQQτρ = δτρπ
QQ
τ are
considered as 2 × 2 matrices in charge space. Having in
mind later applications, we define the proton and neu-
tron bubble graphs for arbitrary external tensor opera-
tors (K = 1 components W ′1 and W 1) as follows (see
Fig.2):
πW
′W
τ (ω) = i
∫
dk0
2π
∫
d3x
∫
d3x′
× [W ′1†τ (x′)Sτ (x′, x; k0 + ω)W 1τ (x)Sτ (x, x′; k0)]
(II.10)
= −2
∑
(αi)∈τ
〈α|W ′1|i〉∗〈α|W 1|i〉 Ω
ω2 − ω2αi + iδ
.
(II.11)
Here S(x′, x; k0) denotes the Feynman propagator in
the mixed representation, ωαi = ǫα − ǫi are the non-
interacting particle-hole energies for protons (case (αi) ∈
p) or neutrons (case (αi) ∈ n), and the symbol Ω means
Ω = ωαi if the operators W and W
′ have the same time
reversal (T ) symmetry (case tW = tW ′), and Ω = ω if
they have the opposite T -symmetry (tW = −tW ′) 2.
From (II.9), the poles of the T-matrix (ω2 ≡ ω2n) are
determined by the equation
Det
(
1 + χπQQ(ω)
)
= 0 , (II.12)
and the reduced vertex functions for the collective states
(Nτ (ωn)) are defined by the residues of the reduced T-
matrix:
tτρ(ω)
ω2→ω2
n−→ Nτ (ωn)Nρ(ωn)
ω2 − ω2n + iδ
. (II.13)
From this definition and Eq.(II.9) one obtains the homo-
geneous BS equation and the normalization condition for
the reduced vertex functions:
Nτ (ωn) +
∑
λ
χτλπ
QQ
λ (ωn)Nλ(ωn) = 0 (II.14)
N2p (ωn)π
QQ
p
′(ωn) +N2n(ωn)π
QQ
n
′(ωn) = 1 . (II.15)
The prime in (II.15) indicates differentiation w.r.t. ω2,
i.e.,
πQQτ
′(ω) ≡ dπ
QQ
τ
dω2
= 2
∑
(αi)∈τ
|〈α|Q1τ |i〉|2
ωαi
(ω2 − ω2αi + iδ)2
. (II.16)
The full vertex functions Γnτ (x) for the K = 1 collective
states with excitation energy ωn are defined similarly to
(II.13) by the residues of the full T-matrix (II.8), and are
given in the present model by
Γnτ (x) = Q
1
τ (x)Nτ (ωn) . (II.17)
The relation of this BS formalism to the usual RPA is
explained in Appendix A, where it is shown that (II.15)
is equivalent to the familiar normalization condition for
the forward and backward RPA amplitudes.
III. CONSTRAINTS FROM ROTATIONAL
SYMMETRY
By definition, a tensor operator W q of rank k with
spherical components q = −k, . . . , k satisfies the fol-
2 In the phase convention used in this paper, the T -symmetry
of an operator O is defined as in Eq.(A.22) of [18] by
〈i|O|α〉 = tO〈α|O|i〉, where the time-reversed single particle
states
(
αi
)
have the opposite values of jz = ℓz + sz but the
same energies as (αi) for the case of axial symmetry. The sign is
tO = +1 for a T -even operator (like the quadrupole operator),
and tO = −1 for a T -odd operator (like the angular momentum
operators).
4lowing commutations relations with the total angu-
lar momentum operators[19] 3 J±1 = ∓ 1√
2
(Jx ± iJy),
J0 = Jz :
[
J±1,W q
]
= ∓ 1√
2
√
k(k + 1)− q(q ± 1)W q±1 (III.1)[
J0,W q
]
= qW q . (III.2)
The commutator of H0τ (Eq.(II.5)) with total angular
momentum operators then becomes[
H0τ , J
±1
τ
]
= ∓
√
3βτQ
±1
τ ,
[
H0τ , J
0
τ
]
= 0 , (III.3)
and if we consider matrix elements of these identities be-
tween non-interacting particle-hole states, we obtain the
useful relations
〈α|J±1τ |i〉 = ∓
√
3βτ
ωαi
〈α|Q±1τ |i〉 , 〈α|J0τ |i〉 = 0 . (III.4)
Here (αi) ∈ τ , and the above relations hold for non-
degenerate particle-hole states (ωαi 6= 0). Let us note
here two applications of the relations (III.4): First, con-
sider the bubble graph (II.11) for the case whereW ′ = Q
is the quadrupole operator which is T -even, and another
operator which is T -odd, for example one of the angular
momentum operators R ≡ L, S or J . Eq. (III.4) for
K = 1 then leads to the relation
πQRτ (ω) = −
ω√
3βτ
πJRτ (ω) . (III.5)
Second, the derivative of the QQ bubble graph (II.16) at
ω = 0 can be expressed in terms of the JJ bubble graph
as follows:
πQQτ
′(0) =
2
3β2τ
∑
(αi)∈τ
|〈α|J1τ |i〉|2
ωαi
=
1
3β2τ
πJJτ (0) . (III.6)
The quantities πJJτ (0) are actually the moments of iner-
tia of protons or neutrons, according to the familiar Inglis
formula[20], expressed in terms of the total angular mo-
mentum operators:
IJτ ≡ πJJτ (0) = 2
∑
(αi)∈τ
|〈α|J1τ |i〉|2
ωαi
(III.7)
IJ ≡ IJp + IJn . (III.8)
Here IJ is the total moment of inertia.
Next let us discuss the Ward-Takahashi identities[21]
for the fullK = 1 correlation functions, which follow from
3 In this paper, we use the definitions V ±1 = ∓(V x ± iV y)/√2,
V 0 = V z for all vector operators V , including the case of the
angular momentum operators (V = L, S, J). Therefore the sign
of the q = 1 component of the angular momentum operators is
opposite to Ref.[19] or [9].
angular momentum conservation. We consider the time
derivative of the 2-point function 〈0|T (W 1†τ (t′)J1(t)) |0〉
with one arbitrary tensor operator W 1τ (t
′) of rank k and
the total angular momentum operator J1(t) = J1p (t) +
J1n(t). Using the Heisenberg equation of motion
∂J1
∂t
= i
[
H, J1
]
= −i
√
3
∑
τ
ετQ
1
τ , (III.9)
and the equal time commutator
[
J1(t),W 1†τ (t)
]
from
(III.1), and performing a Fourier transformation (t′ −
t)→ ω, we obtain the Ward-Takahashi identity 4
∑
λ
ωΠWJτλ (ω) = −
√
3
∑
λ
ΠWQτλ (ω)ελ +
√
k(k + 1)
2
〈W 0τ 〉.
(III.10)
Here we defined the exact 2-point functions for arbitrary
tensor operators W ′ and W by
〈0|T (W ′1†τ (t′)W 1λ(t)) |0〉 ≡ −iΠW ′Wτλ (t′ − t)
= −i
∫
dω e−iω(t
′−t)ΠW
′W
τλ (ω).
(III.11)
To visualize these correlators in our chain approximation
(RPA), we represent them graphically in Fig.3, which
translates into the following expressions in terms of the
reduced particle-hole t-matrix of Eq.(II.9):
ΠW
′W
τλ (ω) = δλτπ
W ′W
τ (ω)−
∑
ρ
πW
′Q
τ (ω)χτρΠ
QW
ρλ (ω)
(III.12)
= δλτπ
W ′W
τ (ω)− πW
′Q
τ (ω)tτλ(ω)π
QW
λ (ω) .
(III.13)
For later reference, we also note that the spectral repre-
sentation of the exact correlators is given in analogy to
Eq.(II.11) for the non-interacting ones by
ΠW
′W
τλ (ω)
= −2
∑
n
〈n|W ′1τ |0〉∗〈n|W 1λ |0〉
Ω
ω2 − Ω2n + iδ
, (III.14)
where Ωn are the exact excitation energies of the K = 1
eigenstates |n〉 of the Hamiltonian H , and Ω is defined
4 We use the symbol ΠW
′W
λτ
for the exact correlators and the
correlators in the chain approximation (RPA), and πW
′W
λτ
=
δλτπ
W ′W
τ for the non-interacting ones. Although not indicated
explicitly, all correlators refer to the case K = 1. To get the
last term in Eq.(III.10) we assumed the relation
(
WK
)†
=
(−1)KW−K , which is satisfied for all operators of the main text.
(Only for the operator V defined by (D.9) the sign is opposite.)
5-i Π     (ω) =    
ωτ λ ω
W’ W
ω
+  . . .+
Wλ
1
W’τ
1 Wλ
1
W’τ
1
FIG. 3: Graphical representation of the 2-point function ΠW
′W
τλ , Eq.(III.12).
as in Eq.(II.11) by Ω = Ωn (if tW ′ = tW ) and Ω = ω (if
tW ′ = −tW ).
Returning to the Ward-Takahashi relation (III.10),
there are two important limits, namely the “Goldstone
limit” (ω → 0 for finite ελ), and the “exact symmetry
limit” (ελ → 0 for finite ω). In the Goldstone limit we
have
∑
λ
ΠWQτλ (0) ελ =
√
k(k + 1)
6
〈W 0τ 〉 , (III.15)
while in the exact symmetry limit we have
ω
∑
λ
ΠWJτλ (ω) =
√
k(k + 1)
2
〈W 0τ 〉 . (III.16)
Each of these limits has important implications. Con-
sider first the Goldstone limit (III.15) for the case where
W is T -odd. We know from the spectral representation
Eq.(III.14) that the l.h.s. of (III.15) then vanishes, which
implies that the ground state expectation value of the
K = 0 component of any T -odd tensor operator is zero:
〈W 0τ 〉 = 0 if tW = −1. Using this result in the exact
symmetry limit (III.16), we obtain the constraint∑
λ
ΠWJτλ (ω) = 0 (ελ = 0 , tW = −1 , k > 0) .
(III.17)
Later, in connection with the M1 sum rules, we will verify
Eq.(III.17) explicitly for the case where W is an angular
momentum operator and ω = 0.
The relation (III.17) holds if the tensor operator W
is T -odd. If W is T -even and its K = 0 compo-
nent has a non-vanishing ground state expectation value,
the rotational symmetry is spontaneously broken, and∑
λΠ
WJ
τλ (ω) is nonzero. The spectral representation
(III.14) shows that only the Goldstone mode (Ω0 = 0)
contributes here, because the total angular momentum
J =
∑
λ Jλ cannot give rise to finite energy excitations
because of [H,J] = 0. Then it follows from the spectral
representation (III.14) that for this case
∑
λΠ
WJ
τλ (ω) =
K
ω
, where K is a constant, in agreement with (III.16).
The Goldstone limit (III.15) for the case W = Q
can be used to confirm the existence of 2 independent
Goldstone modes, corresponding to the 2 broken gen-
erators Jx and Jy, and to determine the vertex func-
tions of those modes. The arguments are very simi-
lar to those given in Ref.[9], and we briefly summarize
the main points here. First, to show the existence of
the Goldstone modes, we note that the Dyson equa-
tion (III.12) for the case W ′ = W = Q takes the ma-
trix form
(
1 + πQQ(ω)χ
)
ΠQQ(ω) = πQQ(ω). Multiply-
ing then (III.15) for W = Q from left by
(
1 + πQQ(0)χ
)
we obtain
πQQ(0)
(
β + χ〈Q0〉) = (1 + πQQ(0)χ) 〈Q0〉,
where we used the self consistency relation (II.7) to elim-
inate ε. (In this notation, β and 〈Q0〉 are considered as
vectors in charge space.) We then obtain the identity
πQQτ (0)βτ = 〈Q0τ 〉 , (III.18)
by which the self consistency relation (II.7) can be rewrit-
ten as
βτ = ετ −
∑
λ
(
χτλπ
QQ
λ (0)
)
βλ. (III.19)
In the limit of exact rotational symmetry (ετ = 0), this
equation leads to the condition Det
(
1 + χπQQ(0)
)
= 0
for a nontrivial solution. Comparing this with the pole
equation (II.12), we see that in the limit of exact rota-
tional symmetry the self consistency relation guarantees
the existence of a Goldstone pole (ω0 = 0) in the K = 1
channel. A similar argument holds for the case K = −1,
which completes the proof for the existence of 2 Gold-
stone modes. The reduced T-matrix (II.13) therefore be-
haves in the exact symmetry limit (ελ = 0) as follows:
tτρ(ω) =
Nτ (0)Nρ(0)
ω2 + iδ
+ (terms regular for ω → 0) .
(III.20)
Second, to determine the vertex functions of the Gold-
stone modes, we note that a comparison of the homo-
geneous BS equation (II.14) with (III.19) in the limit of
exact symmetry (ελ = 0) allows to specify the charge
dependence of the Goldstone vertex functions as
Nτ (0) = N βτ , (III.21)
where the charge independent constant N is determined
from the normalization condition (II.15) as
N =
(∑
τ
β2τπ
QQ
τ
′(0)
)− 1
2
=
√
3
IJ
, (III.22)
where we used the relations (III.6) - (III.8). The form of
the reduced and full K = 1 Goldstone vertex functions
6ωn2
i Wτ
1 Ν  (    )τ ωn Qτ
1
ωnωn
FIG. 4: Graphical representation of the transition matrix el-
ement, Eq.(III.27).
(see Eq.(II.17)) can then be summarized as
Nτ (0) =
√
3
IJ
βτ (III.23)
Γn=0τ (x) =
√
3
IJ
Q1τ (x)βτ . (III.24)
The vertex function for the K = −1 Goldstone mode is
obtained from (III.24) by replacing Q1 → Q−1.
Next we turn to the exact symmetry limit (III.16) for
the case W = Q. Since for the case of spontaneously
broken symmetry the r.h.s. of this relation is a non-zero
constant, we obtain in the limit ω → ωn, where ωn 6= 0 is
one of the nonzero solutions of the eigenvalue equation,
lim
ω2→ω2
n
(
ω2 − ω2n
)∑
λ
ΠQJτλ (ω) = 0 (ωn 6= 0).
(III.25)
Inserting here the RPA form (III.13) and using the pole
behavior of the reduced T-matrix (II.13), we obtain∑
λ
Nλ(ωn)π
QJ
λ (ωn) = 0 (ωn 6= 0). (III.26)
The physical meaning of this relation is that the total
angular momentum operator J = Jp + Jn cannot cause
transitions from the ground state to a state with finite
excitation energy. This follows easily from (III.26) by
noting that the transition matrix element of the K = 1
component of any tensor operator W 1τ from the ground
state to an excited state is given by (see Fig.4)
〈ωn,K = 1|W 1τ |0〉 =
1√
2ωn
Nτ (ωn)π
QW
τ (ωn) . (III.27)
For the caseW = J we obtain the physical interpretation
of the relation (III.26) as explained above.
In Appendix A, the creation and annihilation operators
for the Goldstone modes and the resulting isoscalar part
of the effective rotational Hamiltonian are presented 5. In
particular, it is shown that the total angular momentum
5 In Appendix A, we also take the chance to correct some formal
inaccuracies which occurred in Ref.[9] in connection with the
Goldstone limit ω0 → 0.
operator determines the form of the creation and anni-
hilation operators for the zero modes and the effective
rotational Hamiltonian. In Appendix B, a simple an-
alytic approximation, which takes into account only the
isoscalar zero modes and the isovector low energy modes,
is used to present a similar discussion for the isovector
scissors mode. In particular, it is shown that the isovec-
tor combination of Jp and Jn determines the form of the
rotational part of the creation and annihilation operators
and the effective rotational Hamiltonian. By adding the
contributions from the Goldstone and scissors degrees of
freedom, we derive an effective Hamiltonian of the 2-rotor
form.
IV. M1 SUM RULES
In this Section we wish to discuss the inverse energy
weighted (IEW) and energy weighted (EW) magnetic
sum rules as they emerge in the simple framework dis-
cussed in the previous Sections. Our main interest is to
see how the presence of the spin part of the M1 oper-
ator changes the sum rules, and to gain some intuitive
understanding of the results.
We express the K = 1 component of the M1 operator
in the form
M1 =
∑
τ
(
gℓτL
1
τ + gsτS
1
τ
) ≡∑
τ
(
gτJ
1
τ + hτS
1
τ
)
,
(IV.1)
where the values of the free proton and neutron g-factors
are gfreeℓp = 1, g
free
ℓn = 0, g
free
sp = 5.58, g
free
sn = −3.82. In
the second equality of (IV.1) we used L1τ = J
1
τ − S1τ , and
defined
gτ ≡ gℓτ , hτ = gsτ − gℓτ . (IV.2)
The free nucleon values of hτ are therefore h
free
p = 4.58
and hfreen = −3.82. We remark that in principle the g-
factors appearing in (IV.1) should be regarded as effective
ones[22], which include short range processes (tensor cor-
relations, meson exchange currents, etc), which are not
taken into account by the RPA-type correlations.
To derive the sum rules, we follow Ref.[9] and consider
the following 2-point function with external M1 opera-
tors:
ΠMM(ω) = i
∫
dτ eiωτ 〈0|T (M1†(t′)M1(t)) |0〉,
= −2
∑
n
|〈n|M1|0〉|2 Ωn
ω2 − Ω2n + iδ
, (IV.3)
where τ = t′−t, and we used the notations of Eq.(III.14).
The IEW and EW sum rules can then be expressed as
7follows[13]:
SIEW ≡ 2
∑
Ωn>0
|〈n|M1|0〉|2
Ωn
= lim
ω→0
ΠMM (ω), (IV.4)
SEW ≡ 2
∑
Ωn>0
|〈n|M1|0〉|2Ωn = − lim
ω→∞
ω2ΠMM (ω).
(IV.5)
The quantity ΠMM(ω) of (IV.3) is related to the correla-
tors ΠW
′W
τλ (ω) of (III.11) by
ΠMM(ω) =
∑
τλ
(
gτΠ
JJ
τλ (ω)gλ + gτΠ
JS
τλ (ω)hλ
+hτΠ
SJ
τλ (ω)gλ + hτΠ
SS
τλ (ω)hλ
)
,
(IV.6)
and therefore the calculation of M1 sum rules reduces to
the calculation of the correlators ΠR
′R
τλ (ω) in the limits
indicated by Eq.(IV.4) and (IV.5), where R or R′ denotes
J or S. In our simple RPA framework, those correlators
are given by (III.13), i.e.,
ΠR
′R
τλ (ω) = δτλπ
R′R
τ (ω)− πR
′Q
τ (ω)tτλ(ω)π
QR
λ (ω) .
(IV.7)
A. Inverse energy weighted sum rule
For the IEW sum rule, we need the correlator (IV.7)
for ω = 0. Because of the relation (III.5), the bubble
graphs in the second term on the r.h.s. of (IV.7) bring in
a factor ω2, and therefore only the singular term in the
reduced T-matrix of Eq.(III.20) contributes. Using the
relation (III.23), we obtain the very simple result
ΠR
′R
τλ (0) = δτλπ
R′R
τ (0)−
πR
′J
τ (0)π
JR
λ (0)
IJ
. (IV.8)
By taking R′ or R equal to J in this expression, and
using the definition of the moments of inertia as given by
Eq.(III.7) and (III.8), it is then evident that∑
λ
ΠR
′J
τλ (0) =
∑
τ
ΠJRτλ (0) = 0 . (IV.9)
This is a special case of the condition (III.17) for ω =
0, which follows from angular momentum conservation.
The relation (IV.9) implies that only the isovector combi-
nation of the Jp and Jn contributes. It is therefore useful
to split the orbital g-factors into isoscalar and isovector
parts according to
gτ = g0 + tτg1 , (IV.10)
where tp = 1 and tn = −1. The factors g0 and g1 are
the isoscalar and isovector orbital g-factors, with the free
nucleon values given by gfree0 = g
free
1 = 0.5. Because
of (IV.9), we can effectively replace gτ → tτg1 in the
correlator (IV.6) for ω = 0. On the other hand, the
terms involving the spin operators give both isoscalar and
isovector contributions, and the result does not simplify
by splitting hτ into isoscalar and isovector pieces like in
(IV.10). We therefore express the final result by using
the factors g1, hp, hn in the following way (see Appendix
D):
SIEW =
4IJp I
J
n
IJ
g1
(
g1 + hp
ˆIMp
IJp
− hn
ˆIMn
IJn
)
(IV.11)
+ h2pI
S
p + h
2
nI
S
n −
|hpIMp + hnIMn |2
IJ
. (IV.12)
The term∝ g21 in (IV.11) is the familiar scissors IEW sum
rule [9, 12]. In order to express the contributions from
the spin part of the M1 operator, we defined the spin and
mixed moments of inertia (ISτ and I
M
τ ) as follows:
ISτ ≡ πSSτ (0) = 2
∑
(αi)∈τ
|〈α|S1τ |i〉|2
ωαi
(IV.13)
IMτ ≡ πJSτ (0) = 2
∑
(αi)∈τ
〈α|J1τ |i〉∗〈α|S1τ |i〉
1
ωαi
(IV.14)
= πLSτ (0) + π
SS
τ (0) , (IV.15)
and ˆIMτ in (IV.11) means the real part
6 of IMτ .
In Appendix B we show that the contribution (IV.11),
which arises from the terms JJ , JS and SJ in the corre-
lator (IV.6), can be reproduced in a simple analytic ap-
proximation which takes into account only the low energy
scissors mode, in addition to the Goldstone mode. This
makes it plausible that the contribution (IV.11) arises
mainly from the low energy scissors mode in the spec-
tral sum (IV.4). The term (IV.12), on the other hand,
cannot be reproduced in this way. In fact, because this
term arises from the SS term in the M1 correlator (IV.6),
it will be modified by spin dependent interactions, and
cannot be reliably discussed within our “minimal model”.
Nevertheless, it is worth while to point out that the QQ-
type interaction, which leads to the last term of (IV.12)
in the RPA, gives a negative contribution to the spin-spin
part of the IEW sum rule, that is, the spin part of the
sum rule is smaller than the naive (non-interacting) part,
which is given by the first two terms in (IV.12)7.
If the spin-orbit interaction is assumed to be zero,
all spin correction terms in (IV.11), and also all terms
6 The phase conventions used in this paper are the same as in
Ref.[8], and IMτ is actually real. Formally this is seen by not-
ing that the expansion coefficients of deformed states in terms
of spherical states (see Eq.(C.1)) are real, and matrix elements
of the spherical components of angular momentum operators be-
tween the spherical states are also real.
7 The sum of the 3 terms in (IV.12) is of course positive, be-
cause it corresponds to the sum rule (IV.4) with M1 replaced
by
∑
τ
hτS
1
τ .
8in (IV.12), vanish. This is easily seen because in this
case the relation
[
H0, S
1
τ
]
= 0 is satisfied, which implies
〈α|S1τ |i〉 = 0 for ωαi > 0. That is, if S1τ commutes with
the mean field Hamiltonian, it cannot cause particle-hole
excitations with finite excitation energy. The spectral
representation (II.11) then indicates that πR
′S
τ (ω) = 0,
where R′ = J or S 8. Therefore, if the spin-orbit interac-
tion is set to zero, the IEW sum rule reduces to the pure
orbital result[9], as expected. We also remark that, for
the case of spherical symmetry, all terms except the pure
spin terms (the first 2 terms in (IV.12)) vanish, because
in this case the relation
[
H0, J
1
τ
]
= 0 is satisfied, and
a similar argument as given above implies that all bub-
ble graphs which involve at least one operator J1τ vanish.
In particular, the mixed moments of inerita, which are
responsible for the spin correction terms in in (IV.11),
separately vanish in the limit of spherical symmetry.
From the above discussions it is clear that the correc-
tion terms in (IV.11), which mainly arise from the cou-
pling of the external spin operator to the scissors mode,
are non-zero only in the case of finite spin-orbit inter-
action and finite deformation. This is also clear from
the basic formulae for the matrix elements of the orbital
and spin angular momentum operators between deformed
single particle states, which are collected in Appendix
C. The sign of the mixed polarization IˆMτ is, however,
a delicate matter, because it depends on the quantum
numbers of the valence nucleon states, the degree of de-
formation, and also further model assumptions on the
mean field Hamiltonian. If the sign of IˆMτ turns out to
be negative, the spin correction terms in (IV.11) will de-
crease the value of SIEW, which would help to explain
the discrepancy between the theoretical and experimen-
tal values. In order to see the sign and the size of the
correction terms, a numerical analysis in a Nilsson-type
approach[23] is necessary, which, however, goes beyond
the purpose of the analytical approach pursued in this
paper.
B. Energy weighted sum rule
The evaluation of the EW sum rule (IV.5) is again
based on the expressions (IV.6) and (IV.7) for the correla-
tors. Because now we have to consider the limit ω →∞,
the T -matrix tτλ in the RPA correlators (IV.7) reduces
to the 4-Fermi coupling constant χτλ, as is clear from the
8 Zero energy excitations (ωαi = 0) do not contribute from the
outset, because the correlator (II.11) involves an explicit factor
ωαi for external operators with the same T -symmetry. If one
needs the limit ω → 0, this factor should be taken to zero first.
(For the same reason, the Goldstone modes do not contribute to
the correlator (IV.6).) We also note that the argument based on
the commutation relation given above can be applied also to the
interacting case, where J is the conserved quantity. The resulting
identity was already expressed by Eq.(III.17).
expression (II.9). By using the expression (II.11) for the
bubble graphs, we obtain
− lim
ω→∞
ω2ΠR
′R
τλ (ω) = 2δτλ
∑
αi∈τ
〈α|R′1|i〉∗〈α|R1|i〉ωαi
(IV.16)
+ 4
∑
αi∈τ
∑
α′i′∈λ
〈α|R′1|i〉∗〈α|Q1|i〉χτλ〈α′|Q1|i′〉∗〈α′|R1|i′〉 ,
(IV.17)
where R (or R′) denotes either J or S. For the case
R′ = R = J , one can use the relation (III.4) to replace the
operators Jτ by the quadrupole operators Qτ , and make
use of the self consistency relation (II.7) to obtain the
result derived in Ref.[9]. A similar calculation is possible
also for the case where R (or R′) is the spin operator
S. The derivation is explained in Appendix D, which in
particular shows that there are no crossing terms between
J and S in the EW sum rule, i.e.,
lim
ω→∞
ω2ΠJSτλ (ω) = 0 . (IV.18)
The final result becomes
SEW = −12 g21 〈Q0p〉χpn〈Q0n〉+
2
3
∑
τ
h2τγτ 〈Lτ · Sτ 〉 .
(IV.19)
Here γτ is the strength of the spin-orbit interaction, see
Eq.(II.5).
The second term in (IV.19), which comes from the spin
part of the M1 operator, is positive because 〈Lτ ·Sτ 〉 > 0.
(A formal argument for this is given in Appendix D.)
However, as we noted already in connection with the IEW
sum rule, spin dependent interactions will give additional
contributions to the S − S correlator, which will modify
the result (IV.19). Unlike the case of the IEW sum rule,
there is no spin effect in the EW sum rule which reflects
the excitation of the low energy scissors mode.
V. SUMMARY
In this paper we used a simple field theory model for
nucleons to get analytic insight into the role of the spin
for low energy nuclear rotational states. Our starting
point was a nuclear Hamiltonian which explicitly breaks
the separate spin and orbital symmetries due to the pres-
ence of the spin-orbit potential from the outset, and we
used the mechanism of spontaneous symmetry breaking
to generate a deformed mean field. The residual inter-
action, for which we used a simple QQ interaction, was
taken into account in the framework of the RPA. Our
main focus was on the inverse energy weighted (IEW)
magnetic sum rule, for which we found that the spin part
of the M1 operator gives nonzero contributions, even in
the absence of spin dependent residual interactions. We
9argued that the spin-orbit potential gives rise to new non-
interacting polarizations πR
′R, where one of the opera-
tors R′, R is a spin operator. In particular, the polariza-
tions πJS modify that part of the IEW sum rule which
arises mainly from the excitation of the low energy scis-
sors mode. In order to assess the effect of those spin cor-
rections quantitatively, however, a numerical approach is
necessary.
By using a simple analytic approximation, we also con-
firmed that the structures of the isoscalar Goldstone and
isovector scissors modes, and of the resulting effective ro-
tational Hamiltonian, are similar to the case of the pure
orbital description, if one replaces the orbital angular mo-
menta by the total angular momenta.
Finally we wish to address the question whether it is
possible to construct models where the pure orbital na-
ture of the low energy scissors mode is maintained. This
is indeed possible if one starts from a Hamiltonian which
conserves the orbital and spin symmetries separately, and
generates the spin-orbit interaction by the mechanism
of spontaneous symmetry breaking. The order param-
eter which describes this breaking is the ground state
expectation value 〈L ·S〉, and the three associated Gold-
stone bosons are represented by L×S. If combined with
the pattern of dynamical symmetry breaking used in the
present paper, the associated 5 isoscalar Goldstone de-
grees of freedom lead to separate orbital and spin rota-
tional bands, and for each there exists an isovector coun-
terpart at low excitation energy 9. We plan to present
such an approach in a separate paper[26].
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Appendix A: Creation operators for the Goldstone
modes and isoscalar effective rotational Hamiltonian
We first recall that the T -symmetry relation for the
particle-hole matrix elements of any operator A is given
by (see footnote 1 of Sect. II)
〈i|A|α〉 = tA〈α|A|i〉 , (A.1)
where the time-reversed single particle states (αi) have
the opposite values of jz but the same energies as (αi) for
the case of axial symmetry, and tA = ±1. For the case
of the T -even quadrupole operator we have tQ = +1.
9 A condensate of the above kind in the particle-particle channel
(3P0 condensate) has been used for the description of super-
fluid Helium 3 in the B phase[24]. The spin rotational bands
mentioned above might be connected to the so called magnetic
rotational bands observed in weakly deformed nuclei[25].
In order to establish the connection of the BS formal-
ism used in the main text to the more conventional RPA
formalism[18, 27], we return to the expression (III.27) for
the transition matrix element of a tensor operator W 1τ
and insert the spectral representation of the correlator
πQWτ in the form
πQWτ (ω) = −
∑
(αi)∈τ
[〈α|W 1|i〉〈α|Q1|i〉∗
ω − ωαi + iδ
− 〈i|W
1|α〉〈i|Q1|α〉∗
ω + ωαi − iδ
]
. (A.2)
By using the T -symmetry relation (A.1) for the second
term in (A.2) to combine it with the first one, it is easy
to see that this relation is the same as (II.11) of the main
text. Using (A.2), the transition matrix element (III.27)
then takes the form
〈ωn,K = 1|W 1τ |0〉 =∑
(αi)∈τ
[
(Y ∗τ )αi (ωn)
(
W 1τ
)
αi
+ (Z∗τ )αi (ωn)
(
W 1τ
)
iα
]
.
(A.3)
We used the notation (A)αi = 〈α|A|i〉 for the particle-
hole matrix elements of an operator A, and defined the
K = 1 components of the RPA amplitudes by
(Yτ )αi (ωn) =
−1√
2ωn
Nτ (ωn)
(
Q1τ
)
αi
ωn − ωαi + iδ , (A.4)
(Zτ )αi (ωn) =
1√
2ωn
Nτ (ωn)
(
Q1τ
)
iα
ωn + ωαi − iδ . (A.5)
In the conventional RPA formalism, the states |ωn,K =
1〉 are then expressed by
|ωn,K = 1〉 = O†(ωn,K = 1)|0〉 , (A.6)
where O† =∑τ O†τ with
O†τ (ωn,K = 1) =
∑
αi
[
(Yτ )αi (ωn)B
†
αi − (Zτ )αi (ωn)Bαi
]
.
(A.7)
Here we introduced the creation and annihilation opera-
tors for a particle-hole pair by
B†αi = a
†
αai , Bαi = a
†
iaα . (A.8)
The RPA consists in[
Bαi, B
†
βj
]
RPA≡ δαβδij , (A.9)
while the commutators of two creation (or two annihi-
lation) operators vanish. If we also expand the external
operator W 1τ in terms of the creation and annihilation
operators as
W 1τ =
∑
(αi)∈τ
[(
W 1
)
αi
B†αi +
(
W 1
)
iα
Bαi
]
(A.10)
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and require the RPA (A.9), it is easy to check that
〈ωn,K = 1|W 1τ |0〉 = 〈0|
[Oτ (ωn,K = 1),W 1τ ] |0〉
(A.11)
gives the same result as (A.3).
By using the forms (A.4) and (A.5) and the T -
symmetry relation (A.1), it is also easy to confirm the
familiar normalization relation for the RPA amplitudes:
∑
τ
∑
αi
(| (Yτ )αi (ωn)|2 − | (Zτ )αi (ωn)|2) =
=
∑
τ
N2τ (ωn)π
QQ
τ
′(ωn) = 1 , (A.12)
where the derivatives of the QQ bubble graphs were given
in (II.16), and in the last step of (A.12) we used the
condition (II.15) of the main text.
In the rest of this Appendix, we concentrate on the case
of the K = ±1 Goldstone modes (n = 0), where the limit
ω0 → 0 needs special care. We first wish to confirm that
our method gives creation and annihilation operators for
those modes, which are independent of each other and
satisfy the correct boson commutation relations. By us-
ing the relation (III.4) in the expressions (A.4) and (A.5)
of the RPA amplitudes, and the form (III.23) of the nor-
malization factors, we obtain the following expressions
up to the order
√
ω0:
(Yτ )αi (ω0) =
−1√
2ω0IJ
(
1 +
ω0
ωαi
)
〈α|J1τ |i〉 , (A.13)
(Zτ )αi (ω0) =
1√
2ω0IJ
(
1− ω0
ωαi
)
〈i|J1τ |α〉 . (A.14)
The important points to note for the subsequent
calculations are: (i) The squares of those amplitudes
contain, besides the divergent terms ∝ 1/ω0, also finite
terms of order 1. (ii) In the subsequent expressions,
the divergent terms cancel between the forward and
backward amplitudes, on account of the T -symmetry
relation (A.1) for the T -odd operators JKτ . By noting
these two points, it is then easy to confirm that (A.13)
and (A.14) and their K = −1 counterparts , which are
obtained by J1τ → −J−1τ , satisfy the following relations:
(1) Normalization of RPA amplitudes:
∑
τ
∑
αi
(| (Yτ )αi (ω0)|2 − | (Zτ )αi (ω0)|2) =
=
2
IJ
∑
τ
∑
(αi)∈τ
1
ωαi
|〈α|J1τ |i〉|2 = 1 , (A.15)
where in the last step we used the form (III.8) of the
total moment of inertia. The same argument can be
applied also to the K = −1 mode.
(2) Orthogonality of K = 1 and K = −1 modes:
The RPA amplitudes for the K = −1 Goldstone mode
are obtained by replacing J1τ → −J−1τ in the expressions
(A.13) and (A.14). Indicating the K-values explicitly, we
obtain
∑
τ
∑
(αi)∈τ
[(Y ∗τ )αi (ω0,K = −1) (Yτ )αi (ω0,K = 1)
− (Z∗τ )αi (ω0,K = −1) (Zτ )αi (ω0,K = 1)]
=
−2
IJ
∑
τ
∑
(αi)∈τ
1
ωαi
〈α|J−1τ |i〉∗〈α|J1τ |i〉 = 0 , (A.16)
where in the last step we used the fact that for axial
symmetry jz ≡ m of the single particle states is a
good quantum number. This implies that the state |α〉
cannot have the valuesmi+1 andmi−1 at the same time.
(3) Boson commutation relations for the Goldstone
modes:
The creation and annihilation operators for the K =
1 Goldstone mode are obtained by inserting the forms
(A.13) and (A.14) into (A.7) and the h.c. of (A.7). This
gives
O†(ω0,K = 1) = −1√
2ω0IJ
∑
τ
∑
(αi)∈τ
×
[(
1 +
ω0
ωαi
)
〈α|J1τ |i〉B†αi +
(
1− ω0
ωαi
)
〈i|J1τ |α〉Bαi
]
(A.17)
O(ω0,K = 1) = −1√
2ω0IJ
∑
τ
∑
(αi)∈τ
×
[(
1 +
ω0
ωαi
)
〈α|J1τ |i〉∗Bαi +
(
1− ω0
ωαi
)
〈i|J1τ |α〉∗B†αi
]
.
(A.18)
The operators for the K = −1 mode are obtained by
J1τ → −J−1τ in the above expressions. By using the T -
symmetry relation (A.1) for the operators Jτ , it is then
easy to confirm that[O(ω0,K = 1),O†(ω0,K = 1)]
=
2
IJ
∑
τ
∑
(αi)∈τ
1
ωαi
|〈α|J1τ |i〉|2 = 1 , (A.19)
where in the last step we used the form (III.8) of the
total moment of inertia. Similar arguments hold also for
the case K = −1. The conservation of jz of the single
particle states can be used to show that the commutators
between the operators for the K = 1 and K = −1 modes
vanish, similar to the argument given below Eq.(A.16).
The commutation relation (A.19) can be used to confirm
the correct normalization of the Goldstone boson states
|ω0,K〉 = O†(ω0,K)|0〉, namely 〈ω0,K|ω0,K〉 = 1.
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Finally in this Appendix, we note that the Goldstone
modes give the following contribution to the effective ro-
tational Hamiltonian of the system:
Hrot(ω0) = ω0
∑
K=±1
O†(ω0,K)O(ω0,K) (A.20)
=
(Jx)
2
+ (Jy)
2
2IJ
=
~J2 − (Jz)2
2IJ
, (A.21)
where we used the forms (A.17) and (A.18). We see that,
because of the overall factor ω0, only the singular terms
in (A.17) and (A.18) contribute to the effective rotational
Hamiltonian, although it would be meaningless to take
the limit ω0 → 0 directly in those expressions.
Appendix B: Scissors mode and M1 sum rule
In this Appendix we discuss a simple analytic approxi-
mation for the isovector scissors mode. One of our inten-
tions is to show that this approximation can reproduce
the contribution (IV.11) to the IEW M1 sum rule, which
suggests that also in the “exact” RPA approach of the
main text this term comes mainly from the scissors mode
contribution to the transition matrix element depicted in
Fig. 4.
Analytic approximations are obtained by assuming
simple pole forms for the bubble graphs (II.11)[9]. Here
we discuss the simplest approximation of a one-pole form,
where the energies of the particle-hole states are replaced
by an average excitation energy: ωαi → e0. In this ap-
proximation, which is similar to the “closure approxi-
mation” (effective energy denominators) used in differ-
ent contexts[28], the pole equation (II.12) gives only two
solutions, which correspond to the isoscalar Goldstone
mode and the low energy isovector scissors mode.
1. Excitation energy and vertex functions
To obtain the excitation energy and the vertex func-
tions for the scissors mode in the schematic model, we
need the form of πQQτ , see (II.11). If we use the identity
(III.4) and make the one-pole approximation as explained
above, it can be expressed in terms of the moments of in-
ertia (III.7):
πQQτ (ω) =
−1
3β2τ
e40τ
ω2 − e20τ
IJτ (B.1)
Inserting this form into the pole equation (II.12) we ob-
tain(
ω2 − e20p
(
1 +
χppe
2
0pI
J
p
3β2p
))
×
(
ω2 − e20n
(
1 +
χnne
2
0nI
J
n
3β2n
))
=
χ2pne
4
0pe
4
0nI
J
p I
J
n
9β2pβ
2
n
.
(B.2)
On account of the self consistency relation (III.19) for
exact symmetry (ετ = 0), the Goldstone pole ω
2 = 0 is a
solution of (B.2). The other solution is then obtained as
ω21 = e
2
0p
(
1 +
χppe
2
0pI
J
p
3β2p
)
+ e20n
(
1 +
χnne
2
0nI
J
n
3β2n
)
= −χpn
3
e20pe
2
0n
βpβn
IJ , (B.3)
where in the second step we used again the self consis-
tency relation (III.19) for exact symmetry (ετ = 0).
By using the above relations, one can obtain the re-
duced vertex functions from (II.14) and (II.15). The re-
sult for the ratio follows from (II.14) as
Np(ω1)
Nn(ω1)
= −ω
2
1 − e20n
ω21 − e20p
IJp e
2
0pβn
IJn e
2
0nβp
, (B.4)
and the individual factors are then obtained from (II.15)
as
Np(ω1) = −
√
3
IJ
βp
√
IJn
IJp
ω21 − e20p
e20p
, (B.5)
Nn(ω1) =
√
3
IJ
βn
√
IJp
IJn
ω21 − e20n
e20n
. (B.6)
The opposite sign for protons and neutrons indicates the
isovector character of this mode.
2. Scissors contribution to the inverse energy
weighted M1 sum rule
The contribution of the scissors mode |ω1,K = 1〉 to
the IEW sum rule (IV.4) is given by
S
(sc)
IEW =
2
ω1
〈ω1,K = 1|
∑
τ
(
gτJ
1
τ + hτS
1
τ
) |0〉
×〈ω1,K = 1|
∑
τ
(
gτJ
1
τ + hτS
1
τ
) |0〉∗ , (B.7)
where we used the second form given in (IV.1) for the M1
operator. To evaluate this, we need the form of the tran-
sition matrix element for an angular momentum operator
R = J or S, which is obtained from (III.27) as
〈ω1,K = 1|R1τ |0〉 =
1√
2ω1
πQRτ (ω1)Nτ (ω1) . (B.8)
If we use the results (B.5) and (B.6) for the normalization
factors, and the following form of the polarization πQRτ
in the one-pole approximation
πQRτ (ω1) = −
ω1√
3βτ
e20τ
ω21 − e20τ
πJRτ (0) , (B.9)
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we obtain for the transition matrix elements
〈ω1,K = 1|R1p|0〉 =
√
ω1
2IJ
√
IJn
IJp
πJRp (0) (B.10)
〈ω1,K = 1|R1n|0〉 = −
√
ω1
2IJ
√
IJp
IJn
πJRn (0) . (B.11)
The ordinary moments of inertia IJτ and the mixed ones
IMτ have been defined in the main text as (see Eq.(III.7)
and (IV.14))
IJτ = π
JJ
τ (0) , I
M
τ = π
JS
τ (0) . (B.12)
It is then clear from (B.10) and (B.11) that
〈ω1,K = 1|J1p + J1n|0〉 = 0, which is a consequence of an-
gular momentum conservation. (See Eq.(III.26) and the
discussions below that equation.) Therefore the isoscalar
part of the first term in the M1 operator (IV.1) does not
contribute to the transition matrix element, and we can
replace gτ → tτg1 in (B.7), see Eq.(IV.10). The tran-
sition matrix element of the isovector J - part is then
obtained from (B.10) and (B.11) as
〈ω1,K = 1|
∑
τ
g1tτJ
1
τ |0〉 = 2g1
√
ω1
2JJ
√
IJp I
J
n .
(B.13)
We insert this expression, as well as (B.10), (B.11) for
the spin operator (R = S), where also the isoscalar con-
tribution is nonzero, into (B.7), and obtain finally
S
(sc)
IEW =
4IJp I
J
n
IJ
g1
(
g1 + hp
ˆIMp
IJp
− hn
ˆIMn
IJn
)
(B.14)
+
1
IJ
|hp
√
IJn
IJp
IMp − hn
√
IJp
IJn
IMn |2 . (B.15)
If we compare this result to the full RPA result of our
model, which was given by (IV.11) and (IV.12), we see
that the terms (IV.11) and (B.14), which originate from
the products J −J , J −S and S−J in the sum rule, are
identical, while the terms (IV.12) and (B.15), which come
from the product S − S, are different. This observation
suggests that the contribution (IV.11) of the full RPA
sum rule comes mainly from the excitation of the scissors
mode, while the spin contribution (IV.12) receives also
contributions from other modes.
3. Creation operators for the scissors mode and
two-rotor model
Using the results of Sect. (B.1) for the excitation en-
ergy and the reduced vertex functions, it is straight for-
ward to determine the RPA amplitudes and the creation
operators for the scissors mode from (A.4), (A.5) and
(A.7), and also the contribution to the effective Hamil-
tonian of the system. The calculation is the same as in
Ref.[9], with the only difference that we now have the
total angular momentum operators instead of the orbital
ones. We therefore simply quote the results here.
The creation operator for the K = 1 scissors mode
is obtained from an expression similar to Eq.(A.7), with
the RPA amplitudes (A.4), (A.5) determined from the
scissors vertex functions (B.5) and (B.6). It has the form
O†(ω1,K = 1) = O†J(ω1,K = 1)+O†Q(ω1,K = 1), where
O†J(ω1,K = 1) =
−1√
2ω1IJIV
(
2IJn
IJ
J1p −
2IJp
IJ
J1n
)
,
(B.16)
O†Q(ω1,K = 1)
=
1√
2ω1IJIV
√
−χpnIJ
βpβn
(
2IJn
IJ
βnQ
1
p −
2IJp
IJ
βpQ
1
n
)
.
(B.17)
Here the isovector moment of inertia is defined as
IJIV =
4IJp I
J
n
IJ
. (B.18)
The form (B.16) of the creation operator clearly indicates
the scissors character of the mode. It is important, how-
ever, to note that it involves the total angular momenta
Jτ of protons and neutrons, instead of the orbital ones.
The annihilation operator for the K = 1 scissors mode,
O(ω1,K = 1) = OJ(ω1,K = 1) +OQ(ω1,K = 1), is ob-
tained by replacing J1τ → −J−1τ and Q1τ → −Q−1τ in
(B.16) and (B.17). The creation and annihilation oper-
ators for the K = −1 modes can then be expressed in
terms of the operators for K = 1 by O†(ω1,K = −1) =
OJ(ω1,K = 1)−OQ(ω1,K = 1), and O(ω1,K = −1) =
O†J(ω1,K = 1)−O†Q(ω1,K = 1).
The contribution of the scissors mode to the effective
Hamiltonian of the system is given in analogy to the re-
lation (A.20) by
Hrot(ω1) = ω1
∑
K=±1
O†(ω1,K)O(ω1,K) (B.19)
Inserting here the forms of the operators, we see that the
effective Hamiltonian has a rotational part and a vibra-
tional part, which are given by
Hrot(ω1) =
1
2IJ
{
IJn
IJp
[
(Jxp )
2 + (Jyp )
2
]
+
IJp
IJn
[
(Jxn)
2 + (Jyn)
2
]
−2 (Jxp Jxn + Jyp Jyn)} , (B.20)
HQ(ω1) = −
χpn
(
IJ
)2
4βpβnIJp I
J
n
(
2IJn
IJ
βnQ
1
p −
2IJp
IJ
βpQ
1
n
)†
×
(
2IJn
IJ
βnQ
1
p −
2IJp
IJ
βpQ
1
n
)
. (B.21)
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The term (B.21) represents the restoring force which
acts against the proton-neutron oscillations. If one adds
the contribution of the Goldstone mode (A.21) to that of
the scissors mode (B.20), one obtains the kinetic part of
the 2-rotor model:
Hrot ≡ Hrot(ω0) +Hrot(ω1)
=
(
Jxp
)2
+
(
Jyp
)2
2IJp
+
(Jxn)
2
+ (Jyn)
2
2IJn
. (B.22)
This is analogous to the result derived in Ref.[9], but
now the 2-rotor Hamiltonian is expressed in terms of the
total proton and neutron angular momentum operators
instead of the orbital ones.
Appendix C: Formulae needed for the evaluation of
correlators in deformed nuclei
For the numerical evaluation of the non-interacting
correlators, one may use the Nilsson model[23] for single
particle states in a deformed potential with axial sym-
metry. Assigning the “asymptotic quantum numbers”[8]
N,n3,Λ,Ω to a single particle state |a〉, one can expand
it in a spherical basis with quantum numbers N, ℓ,m,Ω
as follows:
|a〉 ≡ |Nn3ΛΩ〉
=
∑
ℓ
[ca(ℓ,m−)|Nℓm−Ω〉+ ca(ℓ,m+)|Nℓm+Ω〉] ,
(C.1)
where m∓ = Ω∓ 1
2
corresponds to spin up or down. The
coefficients ca(ℓ,m) must be obtained by diagonalizing
the mean field Hamiltonian in the spherical basis, and an
example for the results is given in Table 5-2b of Ref.[8].
In the phase convention used in this paper and in Ref.[8],
the coefficients ca(ℓ,m) are real and obey the orthonor-
malization relation∑
ℓ
(
ca(ℓ,m−)cb(ℓ,m−) + ca(ℓ,m+)cb(ℓ,m+)
)
= δab .
(C.2)
The matrix elements of L1 = −(Lx + iLy)/
√
2 and
S1 = −(Sx + iSy)/√2 are given in the spherical basis
by the well known expressions of elementary quantum
mechanics, and are also real. We then obtain the follow-
ing results:
〈α|L1|i〉 =
(−1√
2
)∑
ℓ
×
(√
ℓ(ℓ+ 1)−m−m+ cα(ℓ,m+) ci(ℓ,m−)
+
√
ℓ(ℓ+ 1)−m+ (m+ + 1) cα(ℓ,m+ + 1) ci(ℓ,m+)
)
, (C.3)
〈α|S1|i〉 =
(−1√
2
)∑
ℓ
cα(ℓ,m+) c
i(ℓ,m+) . (C.4)
In Eqs. (C.3) and (C.4), m± is defined as m± = Ωi ± 1
2
,
and we made use of the angular momentum conservation
Ωα = Ωi + 1.
The above expressions can be used to calculate the
ω = 0 polarizations needed for the IEW sum rule, see
(IV.14) and (IV.15). The particle states (α) and hole
states (i), which contribute to the correlators, depend on
the deformation, the number of protons and neutrons,
and model assumptions for the single particle Hamilto-
nian, like the strength of the L2 term or the spin-orbit
interaction. Therefore the correlators must be calculated
in the Nilsson model for each nucleus separately.
Appendix D: Sum rules involving spin operators
In this Appendix we first briefly explain the derivation
of the IEW sum rule SIEW given in (IV.11) and (IV.12),
before turning to the derivation of the EW sum rule SEW
given in (IV.19).
1. IEW sum rule (IV.11) and (IV.12)
We consider the ω = 0 limit of the correlator ΠMM
of (IV.6), using the form (IV.8). As explained in the
main text below Eq.(IV.10), we can replace the orbital
g-factors by their isovector parts, gτ → tτg1. This gives
ΠMM (0) =
∑
λτ
(
g21 tτΠ
JJ
τλ (0)tλ + g1 tτΠ
JS
τλ (0)hλ
+g1 hτΠ
SJ
τλ (0) + hτΠ
SS
τλ (0)hλ
)
. (D.1)
Using the form (IV.8) and the definitions IJτ = π
JJ
τ (0),
IMτ = π
JS
τ (0), I
S
τ = π
SS
τ (0), we easily obtain for the
individual terms in (D.1):
∑
τλ
tτΠ
JJ
τλ (0) =
(
IJp + I
J
n
)−
(
IJp − IJn
)2
IJ
=
4IJp I
J
n
IJ
,
(D.2)
∑
τλ
(
tτΠ
JS
τλ (0)hλ + hτΠ
SJ
τλ (0)tλ
)
= 2
(
hpIˆ
M
p + hnIˆ
M
n
)
− 2
(
IJp − IJn
)
IJ
(
hpIˆ
M
p + hnIˆ
M
n
)
= 4
(
hpIˆ
M
p I
J
n − hnIˆMn IJp
)
,
(D.3)
where IˆMτ means the real part of I
M
τ , and∑
τλ
hτΠ
SS
τλ (0)hλ = h
2
pI
S
p + h
2
nI
S
n −
|hpIMp + hnIMn |2
IJ
.
(D.4)
Using these forms in (D.1), we arrive at (IV.11) and
(IV.12) of the main text.
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2. EW sum rule (IV.19)
We first briefly recapitulate the evaluation of (IV.16)
and (IV.17) for the case R′ = R = J . We make use of the
identity (III.4) to express the result in terms of the QQ
bubble graph πQQτ (0), and the self consistency relation
(II.7) for ετ = 0 to express the final result in terms of
the quadrupole field 〈Q0τ 〉:
−lim
ω→∞
ω2ΠJJτλ (ω)
= 3δτλβ
2
τπ
QQ
τ (0) + 3
(
βτπ
QQ
τ (0)
)
χτλ
(
βλπ
QQ
λ (0)
)
= 3δτλβτ 〈Q0τ 〉+ 3〈Q0τ 〉χτλ〈Q0λ〉 . (D.5)
Because of the self consistency relation (II.7) for exact
symmetry, it is clear that this expression vanishes if we
sum over τ or λ. Therefore we can replace the orbital g-
factors in the first term of (IV.6) by their isovector parts,
i.e., gτ → tτg1, and gλ → tλg1. The result can again be
simplified by using the relation (II.7), and becomes finally
− lim
ω→∞
ω2
∑
τλ
(
gτΠ
JJ
τλ (ω)gλ
)
= −12g21〈Qp〉χpn〈Q0n〉 .
(D.6)
Next we will show that the second and third terms in the
correlator (IV.6) vanish in the limit which is needed for
the EW sum rule of (IV.5). For this purpose, we need the
counterparts of some of the identities in the main text for
the spin operator. The identities analogous to (III.3) and
(III.4) are [
H0τ , S
±1
τ
]
=
√
2γτV
±1
τ (D.7)
〈α|S±1τ |i〉 =
√
2γτ
ωαi
〈α|V ±1τ |i〉 . (D.8)
Here γτ is the strength parameter of the spin-orbit inter-
action (see Eq.(II.5)), and we defined the operator V K
as the tensor product of order 1 of the orbital and spin
angular momentum operators. In the notation of first
quantization,
V K = [L× S]K(1) =
i√
2
(
~L× ~S
)K
, (D.9)
where the product in the last expression denotes the usual
vector product. Then, without making use of any sym-
metry constraints, the following identity for the correla-
tor ΠWSτλ with one arbitrary operator (K = 1 component
W 1) and the spin operator S1 can be derived (compare
to the relation (III.10) in the main text):
ωΠWSτλ (ω) =
√
2ΠWVτλ (ω)γλ + δτλ〈
[
S1τ ,W
1†
τ
]〉 . (D.10)
By setting ω = 0 in this relation, we obtain the identity
(compare to (III.15))
ΠWVτλ (0)γλ = −
1√
2
δτλ〈
[
S1τ ,W
1†
τ
]〉 . (D.11)
In particular, for the case W = Q this identity implies
that ΠQVτλ (0) = 0, because the quadrupole operator ob-
viously commutes with the spin operator. By using the
RPA equation (III.12) for W ′ = Q and W = V , we
see that also the non-interacting correlator vanishes for
ω = 0, i.e.,
ΠQVτλ (0) = π
QV
τ (0) = 0 . (D.12)
Returning now to the evaluation of (IV.16) and (IV.17)
of the main text for the case R′ = J and R = S, we
obtain from the identities (III.4) and (D.8)
− lim
ω→∞
ω2ΠJSτλ (ω) = −
√
6δτλβτγτπ
QV
τ (0)
−
√
6
(
βτπ
QQ
τ (0)
)
χτλ
(
γλπ
QV
λ (0)
)
= −
√
6δτλβτγτπ
QV
τ (0)−
√
6
(
Q0τ
)
χτλ
(
γλπ
QV
λ (0)
)
= 0 , (D.13)
where we used (D.12) in the last step. We therefore con-
clude that there are no J−S crossing contributions, cor-
responding to the second and third terms in (IV.6), to
the EW sum rule (IV.5).
Turning finally to the S − S contribution to the EW
sum rule, we obtain for the case R′ = R = S in (IV.16)
and (IV.17)
− lim
ω→∞
ω2ΠSSτλ (ω) = 2δτλγ
2
τπ
V V
τ (0)
+2
(
γτπ
V Q
τ (0)
)
χτλ
(
γλπ
QV
λ (0)
)
= 2δτλγ
2
τπ
V V
τ (0) ,
(D.14)
where we used the result (D.12) in the last step. We
therefore see that in our present schematic model, which
does not include spin-spin interactions, the S − S corre-
lator in the limit ω → ∞ is simply the non-interacting
one. In order to express πV Vτ (0) in terms of a ground
state expectation value, we use the identity (D.11) for
the case W = V . The commutator on the r.h.s. can
be decomposed into tensors of rank 0, 1 and 2. Because
only the scalar term can have a ground state expectation
value, the identity (D.11) gives
ΠV Vτλ (0)γλ =
1
3
δτλ〈Lτ · Sτ .〉 (D.15)
From the RPA equation (III.12) for W ′ = W = V and
the result (D.12), we see that ΠV Vτλ (0) = δτλπ
V V (0), and
we obtain from (D.14) and (D.15)
− lim
ω→∞
ω2ΠSSτλ (ω) =
2
3
δτλγτ 〈Lτ · Sτ 〉 . (D.16)
Using this result in the S − S term of the EW sum rule,
which arises from the last term in (IV.6), we obtain the
result given in Eq.(IV.19) of the main text.
It is clear from the identity (D.15) that 〈Lτ · Sτ 〉 > 0,
because the correlator ΠV Vτλ (0) = δτλπ
V V
τ (0) is positive
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due to the spectral representation (II.11). It is also easy
to see that this term is nothing but the contribution from
the mean field Hamiltonian (H0) to the familiar double
commutator, i.e.
〈0| [[H0,M1] ,M−1] |0〉 = 2
3
∑
τ
h2τγτ 〈Lτ · Sτ 〉 . (D.17)
In the diagrammatic approach used in the main text of
this paper, this is reflected by the fact that the second
term in (IV.19) comes from the non-interacting correlator
πSS , see in particular Eq.(D.14).
We finally add a remark on Eq.(D.12): Because the
operators Q and V have the same T -symmetry (both
T -even), the identity ΠQVτλ (0) = 0 does not follow from
the spectral representation (III.14). Also, this identity
does not rely on rotational symmetry, i.e., it holds also
for finite symmetry breaking parameters ελ. Therefore, if
we use ΠV Qτλ (0) = 0 on the l.h.s. of the identity (III.15) of
the main text for finite ελ, we can confirm that 〈V 0τ 〉 = 0.
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