Abstract. Recently Féray, Goulden and Lascoux gave a proof of a new hook summation formula for unordered increasing trees by means of a generalization of the Prüfer code for labelled trees and posed the problem of finding a bijection between weighted increasing trees and Cayley trees. We give such a bijection, providing an answer to the problem posed by Féray, Goulden and Lascoux as well as showing a combinatorial connection to the theory of tree volumes defined by Kelmans. In addition we give two simple proofs of the hook summation formula. As an application we describe how the hook summation formula gives a combinatorial proof of a generalization of Abel and Hurwitz' theorem, originally proven by Strehl.
Introduction
We begin by fixing some terminology. A tree T is an acyclic connected graph and we denote by V (T ) the set of vertices of T and E(T ) the set of edges. A tree is said to be rooted if one of its vertices is distinguished. This distinguished vertex is called the root. We only consider unordered trees, that is, trees in which the children of any vertex are unordered. Given a finite set A, we let m(A) = min(A) and M(A) = max(A).
Let T be a labelled tree with vertex labels given by the finite set A and rooted at the vertex labelled with m(A). We direct the edges of T away from the root so that if (i, j) is an edge in T then i is on the unique path from the root of T to j. In this case we call i the father of j in T and denote this by f T (j). A vertex is said to be increasing if f T (i) < i and is decreasing otherwise. Note that f T (m(A)) is not defined and so the root of T is neither increasing nor decreasing. We say that a tree T is increasing if every non root vertex in T is an increasing vertex.
Given a tree T and a vertex i ∈ V (T ) we define the hook generated by i in T , written h T (i), to be the set of vertices j such that i is in the unique path from the root to j in T . In other words, h T (i) is the set of vertices in the subtree of T rooted at i. Note that i ∈ h T (i).
Consider the family T A of increasing unordered labelled trees with vertex labels given by A. Féray, Goulden and Lascoux [3] studied a combinatorial sum involving a hook weight summed over increasing trees with a fixed number of vertices. Using a generalization of the Prüfer code, it was shown that these sums have an appealing multiplicative closed form. In particular, the following theorem is proven. Theorem 1.1 (Theorem 1.1 in [3] ). For a tree T ∈ T A define a weight on T as
Then the generating series is given by
If one makes the specialization x i → 1 and y i,j → 1 for all i and j in Theorem 1.1 then the right hand side of the identity becomes |A| |A|−2 , which is the number of Cayley trees with vertices labelled by the set A as shown by Cayley [2] . In other words, |A| |A|−2 is the number of trees with labels given by A and which are not rooted and not necessarily increasing (although for convenience we may assume that a Cayley tree is rooted at the vertex labelled by m(A)). This observation prompted Féray, Goulden and Lascoux to ask for a combinatorial bijection between increasing trees and Cayley trees which could be used to prove Theorem 1.1. Further evidence for the existence of such a bijection was provided by some results in Féray and Goulden's earlier paper [4] in which the authors study a specialization of Theorem 1.1 and are able to give a combinatorial bijection for the top degree of the polynomial identity (Section 2.2 in [4] ) which involves Cayley trees. In Section 2 we give a bijective proof of Theorem 1.1 which involves Cayley trees, solving the problem posed by Féray, Goulden and Lascoux.
In addition to answering the question posed by Féray, Goulden and Lascoux, the contents of Section 2 also indicates a connection between the hook sum formula in Theorem 1.1 and the theory of tree volume formulas defined by Kelmans [6] and further studied by Kelmans, Postnikov and Pitman [8, 9, 7] . This connection comes from Theorem 2.1 below which implies that the generating polynomial Θ A in Theorem 1.1 is in fact a tree volume polynomial corresponding to the complete graph. More generally, this gives a connection between the hook sum formula in Theorem 1.1 and various generalizations of the binomial theorem, such as Abel and Hurwitz' identities.
As an application of Theorem 1.1 we will take a moment to discuss more directly the connection to a multivariate generalization of the binomial theorem. In [11] , Strehl proves the following multivariate generalization of the binomial theorem. Theorem 1.2 (Theorem 1(7) in [11] ). Suppose A is a finite set of positive integers and let
where B C = A means that B ∪ C = A and B ∩ C = ∅.
By specializing variables, Theorem 1.2 can be seen to be a generalization of the binomial theorem. In particular, if we let y i,j → 0 and x i → 0 for all i and j then it is easily seen that the identity in Theorem 1.2 is the binomial identity. If we let y i,j → 1 and x i → 1 for all i and j then Theorem 1.2 gives Abel's generalization [1, 10] of the binomial theorem,
where n = |A|. Lastly, if we let y i,j → x j for i < j then Theorem 1.2 becomes Hurwitz' generalization [5] of Abel's identity,
We refer the reader to Strehl's paper [11] for additional specializations of interest as well as a number of applications. Theorem 1.1 can be used to give a new proof of Theorem 1.2.
Theorem 1.3. Let x i , i ≥ 0 and y i,j , 0 ≤ i < j be indeterminates and for any finite set A of integers let
j∈A j≤i
Then for any finite set A of positive integers,
Proof. Our Theorem 1.3 above follows directly from Theorem 1.1 since both sides of the equality in Theorem 1.3 count trees in which each root edge is coloured either red or blue and then each blue edge is marked with a u and each red edge is marked with a v.
Note that if A is a finite set of positive integers and we let y i,i → 1 for all i and y i,j → yi,j xi for all i < j then we recover Theorem 1.2 from Theorem 1.3 where w A (z) = Θ A∪{0} x0=z . Similarly, if we let z → x 0 y 0,0 , x i → x i y i,i for i ∈ A and y i,j → x i y i,j for i < j ∈ A then we recover Theorem 1.3 from Theorem 1.2 where
It should be noted that the method of proof for Theorem 1.2 and Theorem 1.3 is very similar, the main difference being the combinatorial description of the generating series involved. Strehl uses the description of the generating series given in Proposition 2.2 below as sums over Cayley trees. Instead, we use the description of the generating series as hook weighted sums over increasing trees as given in the statement of Theorem 1.1.
The remainder of this paper is organized as follows. In Section 2 we give a combinatorial proof of Theorem 1.1 by describing an 'unsorting' operation which can be applied to increasing trees and, after repeated application, results in a Cayley tree. Following the combinatorial proof we also describe two simple proofs of Theorem 1.1. In Section 3 we give an indirect combinatorial proof by showing that both expressions for the polynomials Θ A given in Theorem 1.1 satisfy the same recursion and initial conditions and in Section 4 we give a direct algebraic proof which uses the fact that increasing trees can be constructed inductively by adding leaves.
A Bijective Proof
Let L i,j (A) be the set of pairs (T, φ) where T is a labelled tree with vertex labels given by A, φ is a function from the set of increasing vertices in T to A and the pair (T, φ) satisfies the following conditions.
(
If v is an increasing vertex in T and φ(v) = v then every vertex on the unique path from v to the root (not including the root) is increasing.
The goal of the following theorem is to describe a method by which we can transform trees contained in the sets L 0,j (n) (increasing trees) into trees counted by the sets L i,0 (n). The reason for this is that the increasing trees contained in the L 0,j (n) sets are the objects of interest for the purposes of Theorem 1.1, however, the weight function depends on non-local information. In particular, for some vertex v it may be the case that φ(v) is not adjacent to v since the only condition is that φ(v) ∈ h T (v). Fortunately, the following theorem says that we can repeatedly 'unsort' the increasing trees so that they become Cayley trees in which the weight function is entirely local. That is, in L i,0 (n) the weight of each tree depends only on vertices and their neighbors and so the generating series can be computed in a straightforward way.
Theorem 2.1. There exists a weight preserving bijection between L i,j (A) and L i+1,j−1 (A).
Proof. Let (T, φ) ∈ L i,j (A) and let v be the increasing vertex with greatest label such that φ(v) = v. Let b ∈ h v (T ) be the vertex adjacent to v with φ(v) ∈ h T (b) and a be the vertex adjacent to v on the unique path from v to the root. In other words, a = f T (v) and b is the child of v whose hook contains φ(v). Note that condition 2 on (T, φ) implies that every vertex in the path from v to the root is increasing.
Form a new tree T by removing edges av and vb and adding edges ab and φ(v)v. Since condition 3 implies that b is an increasing vertex in T , it is still increasing in T . Also, vertex v is decreasing in T by condition 1. If we construct a function φ from the set of increasing vertices in T to {1, 2, · · · , n} such that φ (u) = φ(u) for all increasing u in T then it is easily checked that (T , φ ) satisfies the conditions for L i+1,j−1 (A).
To see that this map is invertible we only need for a, b and v to be uniquely determined in T since φ must be equal to φ for all increasing vertices in T and φ(v) = f T (v). However, v is the unique decreasing vertex in T with the smallest label (this follows from condition 4 and the choice of v in T ). Once we know this, a and b must be the unique pair of adjacent vertices on the path from v to the root in T such that a < v < b and every vertex on the path from the root to a in T is increasing (this follows from conditions 2 and 3).
It is then straightforward to check that the constructed bijection is weight preserving since the weight corresponding to vertices v and b in (T, φ) is equal to their weight in (T , φ ) (although v becomes decreasing in T ). Now we need to determine the generating series for trees in the collection of sets of the form L i,0 (n). However, note that in this case the map φ is redundant since every vertex v in such a tree must have φ(v) = v. In other words, this amounts to determining the generating series for the set of Cayley trees. 
Proof. This follows from a straightforward application of the matrix tree theorem and is essentially the same as the method used in part of the proof of Proposition 1 in Strehl [11] . Without loss of generality we may assume that A = {1, 2, · · · , n}.
where 
and n−1,n−1 = y n,n x 1 . Since det(K 1,1 ) = det(L) is the product of the main diagonal of L, the result follows.
Proof of Theorem 1.1. First note that by expanding it is easily seen that
where the sum is over all pairs (T, φ) where T is in T A and φ is a map from the set of increasing vertices in T to A with φ(v) ∈ h T (v) for all increasing vertices v. However, this is equal to the sum
Applying Theorem 2.1 then gives, letting D(A) be the set of Cayley trees with vertex labels given by A as in Proposition 2.2,
The result then follows by applying Proposition 2.2
An Indirect Combinatorial Proof
We will now give an indirect combinatorial proof of Theorem 1.1 which relies on Proposition 2.2. Given a set A of positive integers, let t A = 1 if |A| = 1 and for |A| > 1,
From Proposition 2.2 above we immediately get the following two results. 
Proof. This follows from the observation that
. Proposition 3.2. With the polynomials t A and r A as defined above with |A| > 1 and for any a ∈ A\{m(A)},
Proof. By Proposition 2.2 we know that t A = T ∈D(A) w(T ). For any T ∈ D(A)
there is a unique child v of m(A) for which the subtree rooted at v contains a.
Letting B be the set of labels in the subtree it follows from Lemma 3.1 that w(T ) = w(T 1 )w(T 2 ) where T 1 ∈ E(B ∪ m(A)) and T 2 ∈ D(A\B). Thus,
We also see that
from which the result follows.
Given a finite set A of positive integers let
where R A is the subset of T A in which there is a single edge incident with m(A).
Proposition 3.3. With |A| > 1 and for any a ∈ A\{m(A)},
Proof. As in the proof of Proposition 3.2 by considering the subtree of m(A) which contains a we see that
Since for any tree T ∈ R(B ∪ m(A)) we have h T (m(B)) = B this gives
Proof of Theorem 1.1. That
for |A| > 1 follows by induction after comparing Proposition 3.2 and Proposition 3.3 and checking the base case
when |A| = 1.
Remark. The indirect combinatorial proof above uses the canonical decomposition of an unordered increasing tree by removing the edge with vertex labels 1 and 2. The same result can be obtained by using the decomposition in which the vertex labelled 1 is removed. In either case the proof is essentially the same, the generating series for hook-weighted increasing trees and weighted labelled trees are shown to satisfy the same recursion.
An Algebraic Proof
Lastly we give an algebraic proof of Theorem 1.1 which proceeds by induction on the number of vertices. In fact, we prove a small variation of Theorem 1.1 as it will make the algebraic manipulations that follow a little easier. 
Note that Theorem 1.1 follows very easily from Theorem 4.1.
Proof of Theorem 1.1. Without loss of generality we may assume that the set A in Theorem 1.1 is A = {1, 2, · · · , n}. In this case,
and so the result follows.
Proof of Theorem 4.1. First, notice that
and
agree with the combinatorial definition. Now, suppose that Θ n is as above and let, for 1 ≤ i < j ≤ n, ψ i j be the evaluation map which takes y k,i to y k,i + y k,j for all 1 ≤ k ≤ i. Then since every increasing tree on n + 1 vertices is created by adding the vertex labelled n + 1 to some other vertex, we see that 
