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1. INTRODUCTION 
The Cahn-Hilliard equation, namely, 
~+D[m(u)(kD’u-DA(u))] =o, D=& (1.1) 
is based on a continuum model for phase transition in binary systems such 
as alloy, glasses, and polymer-mixtures; see Cl], for example, for the 
derivation of the equation. Here u is the concentration of one of the phases 
of the system, m(u) the mobility, k a positive constant and 
J= m(u)(k D3u - DA(u)) 
the net flux. Based on physical consideration, Eq. (1.1) is supplemented 
with the no-flux boundary value condition 
4x=0,1 = m(u)(k D3u- DA(u))l,,,,,, =O, (1.2) 
the natural boundary value condition 
Dul,,o,l =O, (1.3) 
and the initial value condition 
u(0, x) = uo(x). (1.4) 
There are a number of papers devoted to the equation for several special 
cases. So far, as we know, the investigation has been mainly restricted to 
the equation with linearized principal part, namely, the mobility is assumed 
to be some positive constant, see, for example, [2, 31. Just as in Cl], the 
mobility depends on the concentration in general and may have different 
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forms of representation in different situations. One of the examples is that 
the Cahn-Hilliard equation takes the form 
au i 
z=jD[u3(AD3u+GDu)], A<0 
which describes the behavior of the spreading of an oil film when surface 
tension is included, see [S, Chap. 41. In this case, m(s) = f,s3 with one point 
of degeneracy at s = 0. 
Now, we consider the interdiffusion of two components A and B in 
thermodynamics. According to the linear phenomenological relations of 
thermodynamics for forces and fluxes [4], 
where the M”s are mobilities, the p’s are chemical potentials per unit 
volume, and the matrix 
is generally assumed to be nonnegative definite. It is due to the presence of 
the potentials pa and pB that the fluxes JA and Js occur. If the fluxes JA 
and JB are caused almost by the potentials pLa and pB, respectively, then 
we may simply assume that M,, = M,, = 0 and hence 
Ja = -Mu V/la, JB = - MBB VP,. 
Let cA and cB be the concentrations of the components A and B. Then by 
using the Gibbs-Duhem relationship 
CA v,.i, + CB VP, = 0. 
We select a coordinate system such that JA + JB = 0. Then the net flux has 
the property that 
As in [ 11, pB - pa can be expressed as the LandauGinzburg generalized 
potential, that is 
/iLg - /iA = -k v*cB + A(cB), k > 0. 
505/97/2-9 
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By using the law of conservation of mass and setting u = cg, we derive at 
once the Cahn-Hilliard equation 
au z + V[m(u)(k v3u -VA(u))] = 0, 
where 
m(u) = 2uM,,(u) = 2( 1 - 24) M,,(u). 
In this case, the mobility has two point of degeneracy at u = 0 and u = 1. 
In this paper, we consider the one-dimensional case of the Cahn-Hilliard 
equation, namely Eq. (l.l), with the mobility satisfying the condition 
m(O)=m(l)=O, m(s) 2 0, vs E (0, 1). U-U 
Solutions with the property that 0 <U < 1 are specially interesting to us, 
because they usually represent he concentrations of some diffusion species 
in physical and chemical processes. It is well known that the higher-order 
equations are different from second-order equations mainly in the lack of 
maximum principle, which will cause the fact that the nonnegative solu- 
tions may not be existent in general for the equation with nonnegative 
initial data a,,. However, the condition (H) is sufficient for the existence of 
solutions with the property that 0 < u < 1 whenever 0 < u0 ~5 1. 
If the condition (H) is satisfied, then Eq. (1.1) becomes an equation of 
degenerate type. As in the case of second order, the degenerate problem 
(1.1 )-( 1.4) may have only generalized solutions instead of classical ones. 
Definition A function u E C’(e,), c1 E (0, 1 ), is said to be a generalized 
solution of the problem (1.1 t( 1.4), if the following conditions are fulfilled: 
(1) D3u~L~,,(G,) and 
Is m(u)(D’u)’ dt dx < + cx3, G. 
where 
G,= {(t, x)eQTs(O, 7’)~ (0, l);m(u(t,x))>O). 
(2) u E L”(0, T, H’(0, l)), Du is locally Holder continuous in G, and 
DUI rn G, = 0 holds in the classical sense, where 
I-= {(f, 0); tE co, Tl} u ((t, 1); te co, Tl}. 
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(3) For any cp E c’( Q.), the following integral equality holds: 
+ SJ’,” m(u)(k D3u - DA(u)) Dtp dt dx = 0. 
This paper is constructed as follows. Section 2 is devoted to the existence 
of generalized solutions of the problem (1.1 )-( 1.4) for general m(s) with 
m(s) 20. Subsequently, we prove the existence of nonnegative solutions 
and solutions with the property that 0 <U < 1 in Section 3. 
The author is grateful to Professor Wu Zhuoqun for helpful discussions 
during the preparation of this paper. 
2. THE EXISTENCE OF GENERALIZED SOLUTIONS OF DEGENERATE PROBLEMS 
For y, = (to, x,,) E &, denote by 
QR(YO) = (to - R4, to + R4) x ho - R xo + R), 
SAYO) = Q~Yo) n Q,. 
Before proving the main theorem of this section, we state the following 
lemma whose proof can be found in [2]. 
LEMMA 2.1. Let a(t, x), f(t, x) be sufficiently smooth functions with 
a(t, x) > 0 in Q,, f(t, 0) = f(t, 1) = 0 on [O, T]. Let u be the smooth solution 
of the problem 
au 
at + D’(a(t, x) D*u) = D’f, in QT, 
u(t, 0) = u(t, 1) = D*u(t, 0) = D*u(t, 1) = 0, 
u(0, x) = 0. 
Then for any u E (0, f), y, E QT, R > 0, 
Mt,, Xl) - 4t2, x2)1 
<c(lx,-x,la+ It, - t21a’4), (t1, Xl), (t2, X*)E S,(Yo), 
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where the constant C depends only on a, l/R, T, ((all,, 
inf a(t, x), 
aQ(YO) asp,) a(ty x)y 
ss 
(D*u)~ dt dx, 
hc(YO) 
I~;~T, IO1 f2(t, x) dx. 
Here /Iall ~ denotes the norm of a in the space C”(Qr), o E (0, 1). 
THFDREM 2.2. Let m(s), a(s) be continuous functions and 
O<m(s)<M,, MA - m(dl G M, IsI - +I B, 
Let u0 E Hi(Z). Then the problem (1.1 )-( 1.4) admits a generalized solution. 
Proof: Let a,(s) be the kernel of the mollifier in one dimension and set 
m,(s) = jR m(a) a,(s - 0) do, 
a,(s) = JR 40) a,(s - 0) do, 
A,(s) = 1: a,(a) do. 
Consider the regularized problems 
au, x + N(m,(u,) + E)(k 03% - DA,(%))1 = 0, in QT, (2.1) 
Du,( 1, 0) = Du,( t, 1) = D%,( t, 0) = D%,( t, 1) = 0, O<E< 1, (2.2) 
UAO, x) = u;(x), (2.3) 
where I.& E C?(Z) and 
IlGl - 4JlI H3 -+ 09 (E + 0). 
As is shown in [2], the above problems have classical solutions which are 
sufficiently smooth in QT. We need some uniform estimates on u,. 
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First we multiply Eq. (2.1) by D*u, and integrate the resulting relation 
over Q, = (0, t) x (0, 1). Integrating by parts, we have 
;j-; (Du&,x))‘dx-;j-; (Du;)*dx 
+fl (%(u,)+Ew~ 3u, - DA,(u,)) D3u, ds dx = 0. 
Qt 
This and the fact 0 <m,(s) GM,, la,(s)1 <A, yield 
; j’ (Du,(t, x))’ dx + ss,, k(m,(u,) + E)(D~u,)’ ds dx 
0 
< f j-; (Du;)* dx +; JfQ, k(m,(u,) + c)(D’u,)* ds dx 
+Wo+lM 
2k s f 
(Due)* ds dx. 
Ql 
It follows that 
s 
’ (Du,(t, x))’ dx < C, 
0 
(2.4) 
s f (m,(u,) + c)(D3u,)* dt dx < C. (2.5) QT 
The integration of Eq. (2.1) with respect o x over the interval (0, 1) implies 
that 
s,’ u,(t, x) dx = j-; u;(x) dx, 
which together with (2.4) yields 
sup IU,(f, x)l G c. 
QT 
(2.6) 
Next we prove the uniform estimates on the Holder norm of U, 
Id4 x1) - a4 x2)1 Q c lx1 -x*l l’*, (2.7) 
Idt1, x) - U,(C*, x)1 < c lt1- t,l 1’8. (2.8) 
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The estimate (2.7) follows immediately from (2.4). For the proof of (2.8), 
we only consider the case 0 G x < f, At = I, - t, > 0, (At)” < i, where c1 will 
be specified later. Set 
t-A& xl = Mu,) + &)(k D3u, - DA,(u,)). 
Then 
J.l eT f f(t, x) dt dx SZ C. (2.9) 
Integrating both sides of Eq. (2.1) over (tr, t2) x (v, y+ (At)“) and then 
integrating the resulting relation with respect to y over (x, x + (At)“), we 
have 
(2.10) 
By the mean value theorem, there exists X* = y* + (Gus, y* E 
(x, x + (At)“), 8* E (0, l), such that 
(W C%(f*, x*1 - &(fl, x*)1 
= j:+(AV j; 
w2, Y + e(w) - ~~(f,, Y + e(w)1 de dy. 
Taking this into account and using (2.10) and (2.9), we obtain 
l%(f*, x*)- UE(f~, x*)1 < C(dt)(‘-3”)‘f 
which together with (2.7) imply that 
b,(t1, x) - %(t*, x)1 < c,(dt)“‘* + C*(dt)(‘-3a)/*. 
The choice a = a yields the desired estimate (2.8). 
Using the estimates (2.6)-(2.8), we can extract a subsequence from (a,}, 
denoted also by (u,}, such that 
uniformly in & =, 
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and the limiting function u E C1/4(QT). By the estimate (2.4), we also have 
24 EL”(0, T; H’(Z)). 
Now we prove that u is a generalized solution of the problem (1.1 k( 1.4). 
Set 
G6 = {(f, xl; m(u(t, x)) > S>, 6 > 0. 
For any fixed 6 > 0, we choose ~~(8) > 0, such that 
w(u,(c xl) 2 VL (t, x)~Ga, O<~<q,(8), (2.11) 
and hence from (2.5) 
ff Gs 
(D’u,)* dt dx < $, (2.12) 
where the constant C is independent of E and 6. By employing a diagonal 
selection we obtain a subsequence from (~~1, denoted also by {Us}, such 
that 
D3u, + D%, in pi’&,). 
Noting that 
ff 
m(u)(D3u)’ dz dx = 
ff m(u) D3u(D3u - D3u,) dr dx Gs 
+ ffGs m(u) D3u D3u, dt dx 
1 <- 
2 
JJ 
Gs 
m(u)(D3u)* dt dx + i fjGI m(u)(D3u,)’ dt dx 
+ s  m(u) D3u(D3u - D3u,) dt dx Gs 
we have 
{j 
GS 
m(u)(D’u)* dt dx < 2 JjG, m(u) D3u(D3u - D3u,) dt dxl 
+ jl m(u)(D3u,)* dt dx. 
GS 
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lim ff 6’0 Gg 
m(u) D3u(D3u - D3u,) dt dx = 0, 
lim ff E-0 Gg 
Im,(u,) -m(u)1 (D3u,)’ dt dx = 0 
yield 
s s m(u)(D3u)’ dt dx < lim ff (m,(u,) + c)(D3u,)* dt dx < C. GS &+O Ga 
By the arbitrariness of 6, we see that u satisfies condition (1). 
To show that u satisfies condition (2), we note that the function 
w, = Du, - DUE satisfies 
awE 
at+ D*(b,(t, x) D2w,) = D*g,, in Q,, 
w,( t, 0) = w,( t, 1) = D’w,( t, 0) = D2w,( t, 1) = 0, 
WE(O, x) = 0, 
where 
b,(t, x) = kL-~,(%(t, xl) + El, 
g,(t, x) = Cm,(u,(t, x)) + ~lC~,Mt, ~1) Du, -k D3M, ~11. 
For any y, E Gk, choose R > 0, such that S,,( yo) c G,. Then 
By the uniform convergence of m,(u,) to m(u), 
sjRy;o) %(%(t, xl) 2 ~82kYO)r for E sufficiently small, 
and hence from the estimates (2.4~(2.8) and Lemma 2.1, 
IDdtlr XI) - DUAt2, x2)1 
~C(IX~-X210L+Itl-t21a’4), (6 Xl), (f29 x2) E SR(YO), 
for E sufficiently small, where a E (0, f), and the constant C depends only on 
a, l/R, T, MO, A,, k, l/k, B2k(yO), M,, p, and the norm of u. in the space 
Hi(I). This implies that u satisfies condition (2). 
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To prove (3) it suffices to pass the limit as E + 0 in 
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3u, - DA,( u,)] Dcp dt dx = 0. 
The limits 
lim j’ us(7;x)cp(7;x)dx=j~ u(T,x)cp(T,x)dx, 
E-+0 0 
Fyo j; G,(x) ~'(0, x) dx = j; uo(x) do, x) dx, 
lim 
&+o JJ 
u a’pd*dx, a’ 
Qr E at Jf Qru;jtdtdx 
are obvious. It remains to show 
E--to fjQ, Mu,) + E) D3u, Dv dt dx = jjGu m(u) D3u Dv dt dx, iim (2.13) 
lim 11 (m,(u,)+e)DA,(u,)Dpdtdx=Ji*,Um(u)DA(u)Dqdtdx. 
E-0 QT 
(2.14) 
In fact, for any fixed 6 > 0, 
m,(u,) D3u, Dcp dt dx - jj m(u) D3u Dcp dt dx 
G 
< (m,(u,) + .s) D3u, Dp dt dx - jjG, m(u) D3u Drp dt dx 
+ jjQr?Ga 
(m,(u,) + c) D3u, DC+J dt dx + 
I I 
jjG ,Ga 
” 
m(u) D3u Dq dt dxl. 
From the estimates (2.5) and (2.11), we have 
h(uJ + ~1 D3ue Dv dt dx G C(J + 6) sup PA, 0 < & < &o(8), 
D3u Dcpdtdx GC6sup IDqj, 0 <E <&o(6). 
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BY (2.12), 
(m,(u,) + E) D3u, Dp dt dx - 
ff m(u) D3u Dcp dt dx GJ 
< ff I%(%) + & --m(u)1 ID34 l&4 dt dx GS 
+ sf,, NW 3u, - D3u) Dcp dt dx 
< sup Im,(u,) + e - m(u)1 JDql c 
d 
+ fIGa m(uW 3u, - D3u) Dcp dt dx 
and hence 
E-l IIf &‘O QT (m,(u,) + E) D3u, Dcp dt dx - ffGU m(u) D3u Drp dt dx 
< C6 sup IDcpl. 
By the arbitrariness of 6, we see that the limit (2.13) holds. 
Finally, from the uniform convergence of u, to U, we immediately obtain 
lim E’O ff Qr Mu,) + 8) DA,(u,) Dv dt dx 
c lim 15 E+O QT DH,(u,) Dcp dt dx 
T T 
= lim f E’O 0 H,(u,(t, 1)) Dq(t, 1) dt - lim f E’O 0 H,(u,(t, 0)) Ddt, 0) dt 
- lim ff E--+O QT HE(uE) D2q dt dx 
= jTHW, l))Ddt, l)dt-fTH(u(f,O))DI(t,O)df 
0 0 
- ff H(u) D2cp dt dx QT 
= 11 DH(u)Dcpdtdx=ff m(u)DA(u)Dqdtdx, 
QT QT 
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where 
H(s) = j; m(s) a(s) ds, H,(s) = j; (m,(s) + E) a,(s) ds. 
The proof is complete. 
Remark. When A(s) z 0, the upper bound of m(s), namely, m(s) < MO, 
is not required for establishing the existence of generalized solutions. 
3. THE EXISTENCE OF NONNEGATIVE SOLUTIONS 
It is well known that the nonnegativity of solutions of general second 
order parabolic problem follows from the nonnegativity of the initial data 
and boundary data, In the case of higher order, this may not be true in 
general. A typical example is the Cauchy problem for the equation 
824 
z+ D4u=0, 
with initial data ~(0, x) = u,,(x). In general, U,,(X) 20 does not imply 
u( t, x) > 0. This is simply because the fundamental solution 
~(t, x) =i jo+O, ect4’ cos(x(f) d< 
may change sign in the half plane {(t, x); t > O}. One can check this by 
numerical calculation. 
However, in various fields of physics and chemistry, the solution u of the 
problem (l.l)-( 1.4) represents the concentration of some diffusing species. 
So, the solution u with the property that 0 < u(t, x) < 1 is expectable in 
practice. We give an answer for this question in the following theorems. 
THEOREM 3.1. Let m(s) and a(s) be continuou~functions and 
O<m(s)<M,, lm(sl)-m(s,)l <Ml Isl-s218, 
Let u,~Zfi(Z), m(0) =0, U,,(X) >O. Then the problem (1.1~(1.4) has a non- 
negative generalized solution. 
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m*(s) = 
1 
m(s), s > 0, 
0, ..+ <0, 
and consider the equation 
(3.1) 
The function m*(s) is obviously continuous and satisfies 
0 G m*(s) < MO, Im*(sl) - m*(s,)l d Ml Is1 - s21 @. 
So, from the conclusion in Theorem 2.2, the problem (3.1), (1.2), (1.3), and 
(1.4) admits a generalized solution u. Our purpose is to show that 
u(t, x) > 0 in Q,. Suppose the contrary, that is, the set 
is nonempty. 
For any fixed 6 > 0, choose a C” function Z-Z,(s), such that H,(s) = -6 
for s > -6, H,(s) = - 1 for 6 < -26, and that H,(s) is nondecreasing for 
-26 c s < -6. Also, we extend the function u(t, x) to be defined in the 
whole plane R2 such that the extension ii(t, X) is continuous in lR2 and 
satisfies that ii(t,x)>O for tc0, O<x<l, ii(t,x)=O for t>T+l and 
t < - 1. Let 01(s) be the kernel of mollifier in one-dimension, that is, 
CL(S)E Cm(R), supp CL = [ - 1, 11. CL(S) > 0 in (- 1, l), and 
s 1 a(s) ds = 1. -1 
For any fixed h > 0, 6 > 0, define 
u”( t, x) = s, ii(s, x) a,(t - s) ds, 
where ah(s) = (l/h) a(s/h). 
The function 
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is clearly an admissible test function, that is, the following integral equality 
holds 
- m*(u) DA(u) Dcp$ dt dx = 0, (3.2) 
where 
G,= {(t, x) E (jT; m*(u(t, x)) > O}. 
To proceed further, we give an analysis on the properties of the test 
function cpi(t, x). The definition of /?Jt) implies that 
do, x) = 0, t > T-612, h < 612. (3.3) 
Since ii(t, x) is continuous, for fixed 6, there exists ~~(6) > 0, ~~(6) < 0, such 
that 
Uh( t, x) > -s/2, (3.4) 
which together with the definition of Pa(t), H,(s) imply that 
zfa(uh(t, x)) = -6, t < ql(S), 0 <x 6 1, h < VI(S), 
and hence 
cp% x) = -6, t < tql(S), 0 d x < 1, h < h,(S). 
We note also that for any functions f(t), g(t) E L*(R), 
(3.5) 
(3.6) 
jR f(t) g”(t) dt = s, f(t) dt s, g(s) a/it -s) ds 
=~~f(t)dt~~g(s)a,(s--t)ds 
= I w fh(t) g(t) dt. 
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Taking this into account and using (3.3), (3.5), (3.6), we have 
; (Pa(t) H,(uhijh dt dx 
ss 
1 a = 
R 0 Gh 5 CBs(t) fWh)l dt dx 
ss 
a = Qr~h z CBs(t) fMuh)l dt 6 
and hence by integrating by parts, 
ss p7 uh ; CPa(t) Hduh)l dt dx 
= j; uh(T, x) 8dT) &(uhU-, xl) dx- j; ~“(0, x) Pa(O) ffc@(O, xl) dx 
- 
J-1 er Bs(t) H&/‘) $ dt dx 
= 6 1“ ~~(0, x) dx - jjQ, pa(t) ; F6(uh) dt dx, 
0 
where 
F&(s) = j; H,(a) du. 
Again by (3.5), 
F&“(O, x)) = jo”““’ H&(a) da 
= s I H6(31uh(0, x)) dil . ~~(0, x) 0 
and hence 
= -Suh(O, x), 0 < h < 411w 
ss erUh -$ i%(t) Hdu”)] dt dx 
= 6 j’ uh(o, x) dx + j; Da(O) F,(uh(O, x)) dx + jjQrWh) B&(t) dt dx 
0 
= -~jj~,F”(““)a(~)dtdx, D<h-+(G). (3.7) 
SOLUTIONS OF THE CAHN-HILLIARD EQUATION 325 
From (3.3), (3.6), it is clear that 
s 1 - u(T, x) c&T, x)dx=O, 0 O<h<&(S), (3.8) 
j-; 4x) d(O, x) dx = -6 j; UC,(X) dx, O<+(s). (3.9) 
Substituting (3.7), (3.8), and (3.9) into (3.2), we have 
+ j-fG, km*(u) D3u D& dt dx - ss,. m*(u) DA(u) DC& dt dx = 0. (3.10) 
By the uniform continuity of u(t, x) in &, there exists q*(8) > 0, such that 
u( t, x) B - d/2, (t, x) E G:, (3.11) 
where 
G& = {(t, xl; W(t, xl, G,) < r],(Q). 
Here we have used the fact that u( t, x) > 0 in G,. Thus 
f&(dyt, x)) = -6, (t, x) E Gf”, 0 <h < $q2(6), 
where 
G&j’ = {(t, x); dist( (t, x), G,) < fq,(s)}. 
This and the definition of uh, H,(s) show that the function cpi(t, x) is only 
a function of t in G,, whenever h < kq2(8). Thus 
D&t, x) = 0, (6 xl E G,, 0 < h < h(4, (3.12) 
and so (3.10) becomes 
O<h<1(6), (3.13) 
where q(@=min(q,(b), ~~(6)). Letting h tend to zero, we have 
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From the definition of F,Js), H,(s), it is easily seen that 
and so by letting 6 tend to zero in (3.14), we have 
dt dx = 0. 
which contradicts the fact that ~1((2t - T)/T) >O for 0 < t< T. So, 
u(t, x) = 0 for any (t, x) E E. We have thus proved the theorem by noting 
that u is a generalized solution of the origin problem (1.1 )-( 1.4). 
THEOREM 3.2. Let m(s) be a Hiilder continuous function and a(s) be a 
continuous function, 
m(O)=m(l)=O, m(s) 2 0 for s E (0, 1 ), A(s) = fi a(a) da. 
Let u0 E Hi(Z), 0 < u,,(x) < 1. Then the problem (1.1 )-( 1.4) has a generalized 
solution u satisfying 0 < u(t, x) < 1. 
Proof. Set 
i 
m(s), m*(s)= o s E (0, 1 ), 
, s E (0, 11, 
a(s), s E (0, 11, 
a*(s) = a(O), SE(--CO,Ol, 
a(l), SE CL +a), 
,4*(s) = ( a*(a) da. 
and consider the equation 
au 
~+D[m*(u)(kD~u-DA*(u))] =O. (3.15) 
It is obvious that m*(s), a*(s) satisfy the conditions stated in Theorem 2.2 
and hence the problem (3.15), (1.2), (1.3), (1.4) has a generalized solution 
u. Similar to the arguments in Theorem 3.1, we canb prove that 
0 < u(t, x) < 1. It is easily seen that u satisfies Eq. (1.1) and so is the desired 
solution of the problem (l.lk(1.4). We have thus proved the theorem. 
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Remark. In this theorem no boundedness conditions for m(s), a(s) is 
needed for establishing the existence of generalized solutions with the 
property 0 < u( t, x) < 1. 
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