Motivation: The quality of fragment library determines the efficiency of fragment assembly, an approach that is widely used in most de novo protein-structure prediction algorithms. Conventional fragment libraries are constructed mainly based on the identities of amino acids, sometimes facilitated by predicted information including dihedral angles and secondary structures. However, it remains challenging to identify near-native fragment structures with low sequence homology. Results: We introduce a novel fragment-library-construction algorithm, LRFragLib, to improve the detection of near-native low-homology fragments of 7-10 residues, using a multi-stage, flexible selection protocol. Based on logistic regression scoring models, LRFragLib outperforms existing techniques by achieving a significantly higher precision and a comparable coverage on recent CASP protein sets in sampling near-native structures. The method also has a comparable computational efficiency to the fastest existing techniques with substantially reduced memory usage. Availability and Implementation: The source code is available for download at http://166.111.152. 91/Downloads.html
Introduction
Fragment assembly is a technique that utilizes peptide fragments from Protein Data Bank (PDB) (Bourne, 2000) to generate lowenergy structure models for proteins. Exemplified by the structureprediction program Rosetta, this approach has become widely used in most state-of-the-art de novo protein structure prediction algorithms (Bonneau et al., 2002; Bradley et al., 2005; Roy et al., 2010; Simons et al., 1997; Yang et al., 2015; Zhou and Skolnick, 2009) , although progresses were also made using non-fragment-based techniques (Chowdhury et al., 2003; Duan and Kollman, 1998; Faraggi et al., 2009; Ołdziej et al., 2005; Ozkan et al., 2007; Simmerling et al., 2002; Srinivasan and Rose, 2002; Zhou et al., 2011) . Based on the assumption that peptide fragments usually have conserved and limited conformations, fragment-assembly-based structure prediction algorithms generally begin with searching a structure database for candidate fragment structures, then sample the protein conformational space by repetitively substituting target protein fragments with identified fragment structures through computer simulations, and finally evaluate the derived conformations using potential energy functions (Bonneau and Baker, 2001) .
By utilizing fragments directly from the structure database, fragment assembly greatly improves the sampling efficiency by implicitly considering the correlation between local amino acid residues imposed by the geometric constraints of polypeptides. In principle, non-local structural preferences would be included intrinsically if long fragments are used, which may further reduce the conformational space and thus accelerate structural sampling. On the other hand, increasing fragment length significantly reduces the possibility to find candidate fragments from the structure database, which thus impairs the reliability of predicted models. Consequently, contemporary structural prediction algorithms frequently adopt intermediate level of fragment lengths, thus balancing efficiency and accuracy (Xu and Zhang, 2013) .
According to previous studies, the performance of fragmentassembly-based structure prediction algorithms depends on whether near-native fragment structures could be selected from the structure database (Holmes and Tsai, 2004) . For difficult protein targets that do not have obvious homologous structures, fragment extraction usually leads to unsatisfied results, due to lack of reliable templates and presence of misaligned structures, especially in flexible loop regions. To overcome the problem, most fragment extraction programs adopt more than one property of polypeptides to facilitate detection of near-native fragments.
NNMake, the fragment extraction algorithm of Rosetta, searches for 9-residue fragments from the non-redundant structure database (Gront et al., 2011) . The fragments are scored based on primary sequences as well as predicted secondary structures and torsion angles, and the top 200 candidates are selected for each position of the target protein. Despite the success of Rosetta in many applications, the protocol of finding a fixed number of fragments with a fixed length at each protein position may have limited the quality of fragments identified by NNMake. It was shown that fragment extraction achieves better performance when using fragments with variable lengths (from 4 to !18 residues) (Handl et al., 2012; Kolodny et al., 2002) . Furthermore, the number of high-quality fragments varies greatly at different positions. It may be extremely low at certain challenging positions and the low percentage, in turn, hinders the conformational sampling. Kalev and Habeck (2011) developed HHfrag for locating fragments with variable lengths (6-21 residues) using dynamic hidden Markov models. The candidate fragments are selected based on scores in the profile-profile sequence alignment accomplished by HHPred (Hildebrand et al., 2009; Sö ding, 2005) . Although reported for a better precision than NNMake, HHfrag has a poor coverage and fails to find suitable candidates at many positions. As a result, it has to be integrated with coverage-guaranteed programs like NNMake for the practical structure prediction. Shen et al. (2013) developed SAFrag to obtain fragments using Jensen Shannon divergence between structural alphabet profiles. Although it was reported to have a better performance than HHfrag, SAFrag includes fragments from homologous protein templates. Its usefulness in de novo protein structure prediction is not yet known. More recently, Flib employs similarities in primary sequences and secondary structures as scoring criteria and searches for fragments with variable lengths (6-20 residues) (de Oliveira et al., 2015) . Top fragments are then selected based on the agreement of residue torsion angles with predicted values of the target sequence. In an enrichment step, fragments with similar structure to the best candidate are also included in the final library. Flib achieves better performance than NNMake and HHfrag in two testing sets of the Critical Assessment of Structure Prediction (CASP9 and CASP10) (Moult et al., 2011 (Moult et al., , 2014 , albeit at the expense of enormous computational time. In addition, other fragmentextraction techniques were proposed. Examples are extraction of local bias information from fragment library (Li et al., 2008) , customized fragment libraries by structural class annotation (Abbass and Nebel, 2015) and the use of the fragment-based simulation trajectories to facilitate understanding of conformational search (Kandathil et al., 2016) .
Structures are specified by sequences (Anfinsen, 1972) . It is the physicochemical properties of sequentially linked amino acids that drive the protein folding process. They are not yet utilized in fragment extraction. In a recent study, Scheraga and his colleagues utilized 10 physicochemical scores of 20 amino acids to improve sequence alignment over PSI-BLAST (Kubota et al., 1981; Kidera et al., 1985a, b; He et al., 2015) . In this work, we first built logistic regression models to evaluate the quality of fragments of 7-10 residues, using similarity scores of primary sequences, physicochemical properties and/or secondary structures, and then developed a multistage, flexible fragment-selection protocol using these models. The fragment library constructed using our algorithm LRFragLib (standing for logistic regression based fragment library) improves over those constructed by NNMake, HHfrag and Flib respectively on a set of 10 low-homology proteins (Adhikari et al., 2012) as well as all free modeling (FM) targets in CASP9, CASP10 and CASP11. Finally, we incorporated LRFragLib directly into a protein-structure sampling program and evaluated its performance in sampling nearnative conformations. The performance of our algorithm continues to be the best among the methods compared.
Methods
An overall flowchart describing the pipeline of LRFragLib is shown in Figure 1 . We culled fragments of 7-10 residues from a nonredundant structure database to compose fragment databases. The fragment dataset was then used to train the logistic regression model for evaluating the structural similarity between fragment pairs based on their primary sequences, physicochemical properties and secondary structures ( Supplementary Fig. S1 ). To generate the fragment library for a target protein sequence, candidate fragments of each position were scored using the logistic regression models. These scores were employed to select near-native fragments by exhaustive and refinement search phases and the final enrichment step. 
Datasets
In order to build logistic regression models for the evaluation of fragment quality, we first created a small high-resolution fragment dataset (called LM948) by culling 948 proteins from PISCES (Wang and Dunbrack, 2003) with resolution better than 1.5 Å , R-value less than 0.15 and pairwise identity less than 20%. These protein chains were divided into contiguous fragments of 7-10 residues. The primary sequence, secondary structure calculated using DSSP (Kabsch and Sander, 1983) and dihedral angles for each protein chain were also recorded. Each pair of fragment in the dataset then became a sample point for the logistic regression models. Notably, using highresolution dataset greatly reduced the number of sample points ($17.7 billion), and thus the computational expense in model optimization.
We then culled 4931 proteins from PISCES with resolution better than 2.0 Å , R-value less than 0.25 and pairwise identity less than 20% to build a large template fragment database (called FD4931) for the subsequent fragment extraction. Similarly, each protein chain was divided into fragments of 7-10 residues and their basic features were recorded in the database. In order to compare with NNMake and Flib, we built template fragment databases for NNMake and Flib respectively, based on their reported standards: 9523 proteins with resolution better than 2.5 Å and pairwise identity less than 50% for NNMake (Gront et al., 2011) ; >32 000 proteins with resolution better than 5 Å and pairwise identity less than 90% for Flib (de Oliveira et al., 2015) .
The training set for our fragment extraction algorithm consists of 10 low-homology proteins adopted by Sosnick and coworkers (DeBartolo et al., 2009) . In this work, these proteins were used to optimize procedure and tunable parameters for fragment extraction. Three testing sets were adopted to evaluate the performances of all fragment extraction algorithms, which include all FM targets in CASP9 (25 proteins), CASP10 (14 proteins) and CASP11 (23 proteins) (see detailed lists in Supplementary Tables S1-S4). Secondary structures and dihedral angles for targets in training and testing sets were predicted using PSIPRED (Jones, 1999) and SPIDER2 (Heffernan et al., 2015) respectively.
Logistic regression models and fragment quality evaluation
Logistic regression was chosen to evaluate the structural resemblance of fragment pairs, because it is particularly useful in finding optimized weights for a linear combination of several similarity scores. Moreover, this method can efficiently handle $17.7 billion fragment pairs in our case. Similarity scores between primary sequences, physicochemical properties and secondary structures of fragment pairs were utilized as input features for logistic regression models. The similarity score between primary sequences could be directly obtained from the BLOSUM62 matrix (Henikoff and Henikoff, 1992) . To include the effect of neighbors, each amino acid residue was represented by a 7-residue window (3 at each side). That is, the similarity score of the central residue is the sum of scores from 7 pairs of residues, normalized to [0, 1] . The similarity score between physicochemical properties is also the sum of scores from seven pairs of residues. The score for each pair was represented by the Pearson correlation coefficient between the 10-dimensional vectors of physicochemical properties (Kidera et al., 1985b) . The secondary-structure similarity between a pair of residues was calculated by the secondary structure of individual target residues defined by DSSP based on a self-defined matrix (Supplementary Table S5) and was then normalized to [0,1]. Notably, this similarity score was evaluated without employing a window because predicted secondary structure has implicit neighboring information. Thus, there is a total of 2N þ 1 feature values for a pair of fragments with length of N, including N scores for physicochemical properties (S1), N scores for primary sequences (S2) and one score for secondary structures (S3) ( Supplementary Fig. S1 ). These features were integrated into a logistic regression model to evaluate the structural resemblance of two fragments:
where x is the weight for one individual score. We used distance-RMS (dRMS), a measure of the difference in atom-atom distance matrices (Hubner et al., 2006) , to evaluate the structural resemblance between fragments. Although analogous to RMSD, the more coarse-grained dRMS is adequate for comparing highly variable regions and can be quickly calculated without the time-consuming structural alignment. For a specific fragment length, we calculated dRMS between each selected fragment and the others in the fragment dataset, and labeled the 20 pairs with the lowest dRMS (simultaneously requiring dRMS < 1.0 Å ) as positive samples. Fragment pairs with the same indices redundantly selected from the above criterion were carefully removed from the positive samples. All other fragment pairs were labeled as negative samples. These samples were then employed to optimize the weighting parameters in two logistic regression models, M 2N (where x 2N þ 1 ¼ 0) and M 2N þ 1 (where x 2N þ 1 6 ¼ 0), which excludes or includes the secondary structure information respectively. We randomly chose 80% of positive samples and negative samples to construct the training set, and left the remaining 20% of samples as an independent testing set for model evaluation. The training set itself was randomly divided into 5 folds. In the 5-fold cross validation, one fold was chosen as the test set and the remaining four folds were employed for training until all five folds were tested in turn. The use of both secondary-structure dependent (M 2N þ 1 ) and independent (M 2N ) models is one of the key protocols in this study.
Construction of fragment library
Our fragment extraction method contains exhaustive and refinement stages to search for candidate fragments at each sequence position that could be recruited for fragment replacement in practical protein structure sampling/prediction. We obtained the secondary structure classification of a given position in the query sequence according to predicted secondary structure (by PSIPRED (Jones, 1999) ) within a 7-residue segment starting from this position. Specifically, a position was labeled as 'helix' or 'strand' if the 7-residue segment contained five helical or strand residues, respectively, and was labeled as the 'coil' otherwise, in the construction of fragment library. In the exhaustive search phase, we adopted flexible fragment lengths depending on the secondary structure classification of the position. Generally, candidate fragments of 7-10 residues were searched for each position. However, long fragments of 9-10 and 8-10 residues were disregarded for the positions of 'helix' and 'strand', respectively. We calculated M 2N þ 1 scores for all candidate fragments in the template fragment database and extracted similar ones (score > threshold; threshold ¼ 0.514, 0.507, 0.509 and 0.511 for 7-, 8-, 9-and 10-residue fragments) to construct the library LIBexh.
In the refinement search phase, we randomly chose 50,000 candidate fragments from LIBexh and retained those satisfying the following conditions: (i) M 2N þ 1 score is either > 0.97 or ranks in top 75% within all candidate fragments of this position; (ii) M 2N score-> 0.88. Then we calculated their deviations (d ang ) of torsion angles predicted from their sequences by SPIDER2 (Heffernan et al., 2015) ,
where tor tgt and tor cnd denote predicted torsion angles of target and candidate fragments respectively, and N strands for the fragment length. 10 fragments with the smallest d ang were selected and this step was repeated for 2L times (L stands for the length of the target protein) to generate the library LIBrefine. After multiple rounds of extraction, the positions that have a larger number of good fragments (with respect to torsion angles) in LIBexh should have a higher probability to recruit fragments into LIBrefine. Therefore, the number of fragments in LIBrefine partially reflects their reliability at a specific position.
Afterwards, the final library LIBopt was constructed by a flexible selection criterion. To favor long fragments, the fragments of 8-10 residues were selected first from LIBrefine, following an evolutionlike fragment-selection strategy that mimics the natural selection to allow competitive species (reliable positions) to produce more offspring (fragments). If the number of fragments exceeded 25 at the same position in LIBrefine, these fragments were considered to be highly reliable and were accepted completely (the take-all mode). If the number of the fragments is less than 15, they were abandoned, because of questionable reliability (the discard mode). Fragments between the two extremes were accepted with a chance of 50% (the take-half mode). After the extraction of long fragments, 7-residue fragments were collected until the number of selected fragments reached 60 at each position.
In order to ensure a minimum of 15 fragments at every position in the final library, we added a torsion-angle-based fragment enrichment step to recruit more fragments from LIBexh. At each position of the target sequence, we first selected the candidate fragment in LIBopt with the smallest d ang (see Eq. 2) and then calculated dRMS between this fragment and the top 1000 fragments in LIbexh that were excluded in LIBopt. A fragment was recruited if dRMS was less than 0.35 Å . Next, the top 100 fragments in LIbexh that were still excluded in LIBopt were ranked by d ang , and were sequentially recruited until the number of fragments exceeded 15 at every position. We would like to emphasize that the overall procedure and all tunable parameters for the construction of fragment libraries were optimized on the training set of 10 proteins.
Fragment libraries for NNMake and Flib
The fragment libraries for NNMake and Flib were constructed using their executable programs (NNMake in Rosetta v3.5 and Flib v1.0, respectively) with all parameters set to default values. Secondary structure information required for NNMake was predicted by PSIPRED (Jones, 1999) . The default program for torsion angle prediction is SPINE X (Faraggi et al., 2009) for both fragment libraries. The fragment library for HHfrag was built using the web server (http://toolkit.tuebingen.mpg.de/hhfrag).
Assessment
Two commonly used measures, precision and coverage, were employed to assess the quality of fragment libraries. Precision is the proportion of near-native fragments while coverage is the proportion of positions that are covered by at least one near-native fragment, where near-native fragments are those structurally close to the native fragment with an RMSD cutoff value. Considering that RMSD depends on fragment length, we employed a normalized RMSD (Carugo and Pongor, 2001 ). More specifically, all RMSD values were normalized to 10-residue fragments as below,
where N is the number of residues in the fragment and RMSD10 is the normalized value for 10-residue fragments. Instead of defining a fixed cutoff for RMSD10, we evaluated precision and coverage at a series of cutoff values.
Performance in protein structure sampling
In order to evaluate the power of various fragment libraries in de novo protein structure prediction, we integrated them into an inhouse de novo protein-structure sampling program. Details of the program could be found in the Supplementary Material. We selected 15 FM protein targets from CASP9, CASP10 and CASP11, and employed the integrated programs to generate 1000 low-energy structural models for each target. The accuracy of predicted structure models were evaluated by their TM-Scores Skolnick, 2004, 2005) .
Results and discussion

Scoring models
Besides the model M 2N þ 1 that includes all similarity information, we also generated a model M 2N that omits the secondary structure similarity and only considers the similarity information purely derived from amino acid sequences. Prior to model training, the structural similarity between all fragment pairs in the fragment dataset LM948 was evaluated. We found that positive samples were greatly outnumbered by negative samples. Thus, we employed an under-sampling strategy for negative samples and trained models at five levels of positive to negative ratios, from 1:1 to 1:5. F-measure, the harmonic mean of the specificity and sensitivity in the test set, was used to assess the performance of models. As shown in Supplementary Figure S2 , both M 2N and M 2N þ 1 models are nearly independent of the sample ratio. Moreover, 5-fold cross validation and independent test yielded essentially the same results, further confirming the robustness of the models. We finally utilized models trained at the 1:1 ratio to score fragment pairs and set the window size to 7 based on systematic optimization (Supplementary Tables S6 and S7 ). To examine the importance of individual features, we re-optimized and tested the models by removing one or two features. As shown in Supplementary Figure S3 , the relative importance of features is: secondary structure > primary sequence > physicochemical property. Moreover, all three features make statistically significant contributions. Importance of all three types of features could also be inferred from the significance tests on regression coefficients in both M 2N and M 2N þ 1 models (Supplementary Tables  S6 and S7) . We have employed equal weights for positions in a 7-residue window when evaluating the scores of S1 and S2, because using independent weights will significantly increase the number of parameters that requires optimization. Moreover, the seven positions are unlikely to be completely independent, considering the overlap between windows of neighboring residues. Thus, to reduce the risk of overfitting, we simply employ equal weighting as the first approximation. Optimizing individual weights is a subject of interest for further refinement of our proposed technique for future studies.
Assessments of the fragment libraries
We built fragment libraries using LRFragLib, NNMake, HHfrag and Flib for 10 proteins in the training set. Fragments from proteins homologous to the target (with E-value < 10 in BLAST (Altschul et al., 1997) ) were excluded during library construction. Precision and coverage calculated at a series of RMSD10 cutoffs from 0.1 to 2.0 Å are shown in Figure 2 , and the results at a fixed RMSD10 cutoff of 1.5 and 1.0 Å are listed in Supplementary Table S8 . LRFragLib achieves a prominently higher precision than the other algorithms at all RMSD10 cutoffs, indicating that our algorithm is more powerful in identifying near-native fragments. More specifically, at the cutoff of 1.5 Å , NNMake, Flib and HHfrag show comparable levels of precision (38.43%, 41.99% and 49.33%, respectively), while LRFragLib reaches 79.94%, almost doubling the precision. In addition, LRFragLib exhibits a slightly better coverage than NNMake and Flib. At the cutoff of 1.5 Å , all of these three algorithms achieve a coverage of >90%, a satisfactory level for de novo protein structural prediction. In contrast, HHfrag has a poor coverage, which limits its usefulness in structural prediction programs.
We then constructed fragment libraries using three CASP test sets and evaluated the quality of the libraries given by different methods. Again, fragments from homologous proteins (with E-value < 10 in BLAST) were excluded during library construction. Figure 3 shows precision and coverage in the three CASP test sets. Similar to the training set, the highest precision is achieved by LRFragLib in all three protein sets. Although the precision declines from CASP9 to CASP11, LRFragLib shows >50% improvement relative to the other algorithms (Supplementary Table S8 ). In all CASP sets, NNMake, Flib and LRFragLib generally show comparable levels of coverage, although NNMake is slightly better than the others. Moreover, these three algorithms can achieve >90% coverage at the cutoff of 1.5 Å . Similar to the training set, HHfrag exhibits a limited coverage in all CASP sets.
To understand what contributes to the improvement of precision in LRFragLib, we examined the following unique protocols adopted by this algorithm. First, the evolution-like selection strategy was employed for recruiting more fragments into LIBopt for positions of higher reliability. Second, two logistic regression models (M 2N and M 2N þ 1 ) were combined to select near-native fragments, so that secondary-structure-independent M 2N can remedy the inaccuracies in M 2N þ 1 due to errors in secondary structure prediction. Third, improved prediction on torsion angles by more accurate SPIDER2 (Heffernan et al., 2015) could facilitate torsion-angle-based filtering in LRFragLib more efficiently as compared to SPINE X (Faraggi et al., 2009 ) employed by other libraries as default. We evaluated the contribution of these three protocols by regenerating the fragment libraries in the absence of each individual protocol for proteins in the training set. We found that these protocols contribute to the precision improvement at RMSD10 cutoff of 1.5 Å by 13.36%, 12.25% and 3.43%, respectively ( Supplementary Fig. S4 ), the sum of which roughly accounts for the 30% gap between LRFragLib and other algorithms shown in Figure 2 .
Here, we employed BLAST to remove homologous template fragments for consistence with NNMake. To further verify homology exclusion, we examined the homology of proteins filtered by BLAST using the more powerful PSI-BLAST (with default parameters). As shown in Supplementary Table S9, using a cutoff of 0.01, only one suspect was identified (E-value ¼ 0.001) in the filtered protein list of a CASP11 target (T0767-D2). We tested the effect of removing this template in the evaluation of CASP11 proteins, but only found tiny changes on the second digit after the decimal point. For example, precision/coverage of LRFragLib at the RMSD10 cutoff of 1.5 Å changed from 51.53%/93.17% to 51.54%/93.16%. Thus, whether using PSI-BLAST (a cutoff at 0.01) or BLAST for homology exclusion will not make a significant difference in the result reported here.
Assessments of fragments in secondary structure regions
It is of interest to know the quality of fragments in different secondary-structure regions. We employed the definition of three fragment classes (helix, strand and coil) in the exhaustive search phase (see Methods). Precision and coverage for fragments within respective secondary structure classes were then evaluated for training ( Supplementary Fig. S5 ) and testing protein sets ( Supplementary  Figs. S6-S8 ). As expected, LRFragLib achieves the highest precision for all secondary structure types in all protein sets. NNMake, Flib and LRFragLib also have reasonably high coverages in all secondary structures, indicating their usefulness in structural prediction programs.
A template fragment database usually contains more near-native fragments for helices than for strands and coils, due to the high structural rigidity of the former. Indeed, all algorithms attain acceptable precision in helical regions. In contrast, in the more variable strand and loop regions, the precision decreases substantially, particularly in the latest CASP11 set, which explains the loss of prediction accuracy for large proteins when using fragment-assemblybased methods, because low-quality fragments are more likely to insert at loop regions when the chain becomes longer.
Performance in protein structure sampling
Here, we evaluated the performance of fragment libraries of NNMake, Flib and LRFragLib directly in protein structure sampling. HHfrag was not examined because of its limited coverage as described above. We did not employ Rosetta (Handl et al., 2012) because weights in scoring functions and parameters in simulations were optimized for fragments of fixed lengths (3 and 9 residues) whereas both Flib and LRFragLib employ variable fragment lengths. Thus, we developed a simple de novo protein structure sampling program. For a given sequence and a fragment library, this program initializes a random conformation, and substitutes contiguous residue segments with candidate structures in the fragment library using simulated annealing Monte Carlo techniques. We employed an energy function made of four basic and essential interaction terms: the atom-contact interactions (Liu et al., 2014) , van der Waals potential (Xu and Zhang, 2012) , hydrogen bond interactions (Srinivasan and Rose, 1999) and burial or solvation term (Adhikari et al., 2012) . To ensure the objectiveness of evaluation, all four weighting parameters for the energy function were trained by 3-residue fragments, unrelated to any fragment libraries compared here (see more details in Supplementary Material).
We selected 15 small/medium-sized FM protein targets from the latest three CASPs, and ran our in-house program to produce 1000 low-energy structural models for each target using the fragment libraries. These models were then ranked by structural quality according to TM-score. As shown in Table 1 , the top 1 models produced from LRFragLib are more accurate than those from Flib and NNMake in 11 out of 15 proteins. Moreover, LRFragLib has the highest average TM-scores of the top 5 and top 10 models for all tested proteins. The above evaluation was conducted on a subset of CASP proteins due to the enormous computational requirement for protein structure sampling. The 15 proteins were chosen to represent overall CASP sets, in respect of the broad range of chain length (from 31 to 209) and full coverage of topology classification (including a, b and ab proteins). Moreover, as shown in Supplementary Table S10, the superiority of LRFragLib over the other two methods is statistically significant, with P-value < 0.01, in all evaluating categories. Therefore, expanding the number of domains for sampling studies will unlikely change the overall conclusion drawn from the current results.
To further ensure that our energy function does not have a hidden bias toward our fragment library, we replaced the weighted 4-term energy with the parameter-free statistical energy function dDFIRE (Yang and Zhou, 2008) and tested the performance on five representative CASP targets of different sizes (see legends of Supplementary Table S11 for the selection criterion). The trend among the tested fragment libraries is the same after energy replacement, supporting that the weighting scheme does not introduce biases toward specific fragment library (Supplementary Table S11 ).
Using LRFragLib, our simple structure sampling program not only can sample near-native structures for all of the a proteins, but also can provide acceptable models for four ab proteins (TM-score > 0.5). Sampling correct conformations for b proteins remains a challenge. This may be due to the low precision of all fragment libraries in the strand regions. Improving the fragment quality for strands and designing new strand move set in the simulation are two possible solutions. As an example, one ab protein, T0616-D1 from CASP9, was successfully sampled using our fragment library (Fig. 4a) . This occurred despite the poor hydrogen bonding interactions between the two small strands in our best model. We performed the global distance test (GDT) on the best models derived in this work (using NNMake, Flib and LRFragLib) as well as the first models of the top 10 groups reported in CASP9 ( Fig. 4b and Supplementary Table S12 ). The best model from LRFragLib is more accurate than the other models in both local and global structural arrangements.
Runtime and memory consumption
We tested the running time and memory usage of NNMake, Flib and LRFragLib on a Dell 3500 workstation (Intel Xeon W3565 3.20 GHz CPU, 4 cores and 24 GB RAM), based on the training protein set. Considering the varying size of tested proteins, all results were proportionally scaled to chain length of 100 residues (Table 2 and Supplementary Table S13 ). Due to the lack of parallel programming, Flib is extremely slow, taking $17 h for a 100-residue protein. Although NNMake is slightly faster than LRFragLib, the two algorithms show comparable computation time (<2 h for a 100-residue protein). The order in running time reverses in the test on the highest memory occupation. Due to the need of intensive sequence alignment, NNMake consumes enormous amount of memory (7 folds and 95 folds to LRFragLib and Flib, respectively). The memory consumptions by Flib and LRFragLib are both affordable for common workstations. In summary, compared with the other two algorithms, LRFragLib balances computational time and memory cost well. The restriction on fragment length ( 10) contributes to the reduction in both computational time and memory cost for LRFragLib, without sacrificing the precision. To demonstrate it, we constructed the fragment library using fragments of up to nine residues. We obtained nearly the same precision in the training protein set ( Supplementary Fig. S9 ), thus indicating that 10-residue or longer fragments have little contribution to the quality of the fragment library. As a control, we showed that removing the secondarystructure-based fragment-length strategy slightly decreases both precision and coverage ( Supplementary Fig. S9 ). The lack of significant contribution from 10-residue fragments indicates that even longer (>10) fragments are unlikely to further improve the quality of our fragment library.
Conclusions
We have introduced a fragment extraction algorithm LRFragLib, which builds the library of fragments with 7-10 residues for a query protein sequence. Using logistic regression models of several similarity scores, LRFragLib showed an enhanced capability to locate nearnative fragments. The most significant improvement is in precision, with a comparable coverage to the fragment libraries built by several other methods. The protein structure sampling programs integrated with LRFragLib can sample near-native structural models for small proteins with simple topology. LRFragLib can be implemented in any protein structure prediction programs with low computational cost. 
