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In most control systems, measuring systems are not only used to obtain basic plant in-
formation but also to provide feedback signals so that control actions can be computed.
The accuracy of the metrology system is a key element in such systems. Any sensor fault
will degrade the performance of the control system. Hence, there is a need to detect
and compensate for sensor fault conditions. This report seeks to investigate if a neural
network based fault detection and accommodation scheme is able to limit the inﬂuence
of sensor faults on the performance of a nonlinear dynamic process.
The main component in the proposed approach is a neural network model of the pro-
cess. First, the possibility of using the well-known multi-layer-perceptron (MLP) with
tapped delay line (TDL) memory was examined. Although the TDL method equips
the MLP with the capability to model a dynamic system, the simulation results show
that the approach failed to compensate for sensor fault. Furthermore, simulation results
indicated that an Elman network with inputs generated by a TDL also failed to accom-
modate the sensor fault. Since the Elman network has recurrent connections and is able
to model dynamic systems, it is conjectured that the cause of failure is probably the
TDL memory. Motivated by the need to eliminate the TDL, one contribution of this
report is developing an Elman network based fault detection and accommodation ap-
proach which can model the dynamic process without the utilization of a TDL memory.
Leveraging on the dynamic recurrent connections inside the Elman network, a dynamic
system can be modelled directly by employing the simpliﬁed Dynamic Backpropagation
(DBP) algorithm proposed in this report. The simulation result obtained from a SISO
v
plant suggests that the proposed fault detection and accommodation approach is able
to compensate for the sensor fault immediately after it is introduced.
To model the real dynamic process accurately, the Elman network based approach
needs the ability to model the transport delay. As the Elman network does not have
this capability, the second contribution of this report is employing a modiﬁed Elman
network with delay blocks and developing corresponding algorithm to learn the delay.
Simulation results on a second order system with transport delay show that the delay
was learned accurately. Since the purpose of learning transport delay is to gain the
ability to detect and accommodate for sensor fault on systems with transport delay,
simulation was also completed to examine the performance of the Elman network fault
tolerant based control scheme. Results show that both static and dynamic sensor fault
were compensated successfully.
Finally, experiments on a nonlinear coupled-tank system were implemented to demon-
strate the eﬀectiveness of the Elman network based fault accommodation scheme. An
Elman network was successfully trained by the simpliﬁed DBP algorithm using data gen-
erated from the experimental setup. Sensor fault tolerant experimental results on static
or dynamic sensor fault demonstrate the feasibility and eﬀectiveness of the proposed
scheme. It can be concluded that the Elman network based approach for maintaining
the correct measurement regardless of the sensor fault is promising.
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1.1 Background and motivation
Sensoring is a critical component in almost all modern engineering systems. Such mea-
suring systems are not only used to obtain basic plant information but also to provide
feedback signals so that control actions can be computed. The accuracy of the sen-
sor metrology is therefore a key element in such systems especially in feedback control
systems. As no measurement procedure can be exact, it is essential for measuring
instruments to provide credible measurements at all times by keeping the inherent mea-
surement errors to a minimum. One condition that can seriously aﬀect the quality of
measurements is the presence of sensor faults.
A fault in a sensor is typically characterized by a change in the sensor parameters
or a change in its operational characteristics. The detection and accommodation of
these changes in order to maintain measurement credibility play an important role in
the operation of control systems. A variety of classical fault detection and identiﬁcation
(FDI) methods (M.Blanke et al., 1997) (Vemuri, 1999) (J.C.Yang and D.W.Clarke, 1997)
(A.Berniert et al., 1994) (Yu et al., 1999) (Yong et al., 1999), which provide an indica-
tion when something is wrong with the system and identify the location of the failed
component have been used to check whether the outputs from the sensors are true repre-
sentations of the measurands. Knowledge about the occurrence of sensor fault is useful.
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However, it may not be possible to repair or replace the faulty measuring instrument im-
mediately upon the detection of undesirable behavior. In order to minimise the adverse
impact of a faulty transducer on product quality, an intelligent sensing system should
be equipped with the ability to recognise and recover from sensor failures.
1.2 Literature survey
Fault detection and integration (FDI) has become a necessary part in many applications.
A lot of work has been done in this area. In M.Blanke et al. (1997), a concept known
as fault tolerance is introduced. A system is said to be fault-tolerant if an abnormal
event (fault) does not prevent the overall system from continuing with its designed task.
A fault-tolerant system is a way of increasing overall reliability without increasing the
reliability of individual components. The ﬁrst step for achieving active fault-tolerance is
fault detection. The successful detection of a fault is followed by fault isolation, which is
to locate a faulty component. Finally, a reconﬁguration mechanism is used to rearrange
the system for achieving fault-tolerance.
Fault detection and fault tolerance systems can be implemented by intelligent hard-
ware. J.C.Yang and D.W.Clarke (1997) proposed a self-validating thermocouple which is
equipped with a built-in microprocessor. By exploiting device-speciﬁc knowledge during
the design stage, fault detection capabilities can be included in the measuring system.
In this thermocouple, the build-in microprocessor makes use of local signals that are
not directly related to the measurement process to assess the health of the sensor. By
monitoring the dynamic response character of thermocouple, an internal test is designed
specially for detecting the loss-of-contact fault. This test is based on the fact that the
sensor output caused by the loop current step response (LCSR) test is diﬀerent in the
absence and presence of contact type faults. If there is good contact between sensing
junction and the object, then the rise in sensing junction temperature due to LCSR is
small and will decay away very quickly so it is often not observable. However if the
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contact fault occurs, there will be an appreciable rise in the sensing junction tempera-
ture and this will decay more slowly. By monitoring the temperature rise as well as its
decay and comparing with the response obtained when no fault is present, the presence
of contact faults can be detected. The amplifying and switching circuits inside the ther-
mocouple transmitter require a power supply to operate. A +5V line in the transmitter
is connected to a digital input on the ADC board and checked at each sample. A logic
low will indicate a power failure fault. A loose connection on the thermocouple head or
an open-circuit fault will both cause the thermocouple ampliﬁer output voltage to ﬂoat
at some unknown level so a pull-up resistor is used to detect this fault. Under normal
conditions, the value of pull-up resistor is chosen such that the resulting voltage across
the AD524 input is less than 4 V; this small voltage will not inﬂuence the temperature
measurement. However, when a fault occurs, the resistor will pull the input voltage of
the AD524 to 5V and this would cause the thermocouple ampliﬁer output voltage to
saturate.
Although fault tolerance can be achieved by intelligent hardwares, fault detection
and accommodation is implemented by software in many applications because of the
limitation of fund and space. Vemuri (1999) described a robust sensor fault diagnosis
algorithm for a class of nonlinear dynamic systems. This paper uses adaptive techniques
to estimate the unknown constant sensor bias in the presence of system modelling un-
certainties and sensor noise. An online estimate of the sensor bias is constructed to
determine the source of the fault and is used for controller reconﬁguration to minimize
the eﬀects of the sensor bias on the system performance and safety. However, this scheme
is based on following assumptions:
1. The nominal system is observable
2. The plant and sensor modeling uncertainties are unstructured and bounded with
a prior known bounds
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3. The dynamic system states remain bounded after the occurence of a fault
4. The failure is abrupt and occurs at some unknown discrete-time step.
Under these assumptions, a diagnosis estimator is proposed to estimate the con-
stant bias vector θ∗. Then, a tuning rule adapts the value of the estimated sensor bias
such that the estimation of bias will always tends to be zero. Therefore, assuming that
the on-line estimate θe of the sensor bias is initialized to zero, a sensor fault may be
declared when the estimate θe becomes non-zero. Simulation results obtained using a
Universal Exhaust Gas Oxygen sensor shows the proposed scheme can detect the sensor
fault successfully. However, no experimental results was presented because the proposed
approach requires several assumptions which limits its application to a practical problem.
A.Berniert et al. (1994) presented a neural network approach for identifying and
diagnosing the faults that may occur in dynamic systems. A dynamic nonlinear system
in the discrete time domain can be represented by
y(k) = f [y(k − 1), y(k − 2), .., y(k − n);u(k), u(k − 1), .., u(k −m)] (1.1)
It is possible to train a neural network with n + m + 1 inputs nodes and only 1 output
node so that, in the production phase, it is capable of furnishing, for a given input u(k),
an output z(k) that is close to the system output y(k). According to Hornik (1991), a
feedforward network with suﬃciently many hidden units and properly adjusted param-
eters can approximate an arbitrary function arbitrary well. However, the input-output
map of a feedforward network is static. To model the dynamic behaviors of systems, a
common strategy is to apply tapped delay line (TDL) to the feed-forward neural net-
work. The TDL method employs the current and the past inputs and outputs of the
system as the inputs to a feed-forward neural network. Therefore, it transforms a static
network into a dynamic one by embedding memory into the inputs of the network. The
TDL memory depth, which is the maximum time delay value, must correspond to the
order of the dynamic system. At the beginning, the neural network is trained to model
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the system under examination in the absence of fault. Then, an eventual fault situation
can be detected by setting up the neural network in parallel with the system under con-
trol. A fault analyzer detects whether the signal corresponding to the diﬀerence between
system and network outputs exceeds a suitable threshold. A multilayered perceptron
network with tapped delay line is often adopted as kernel of the fault analyzer. In prac-
tice, the learning set used is made up of examples corresponding to both the fault-free
and a suﬃcient number of faulty models. In the production phase, the MLP network is
employed to estimate the actual model parameters corresponding to a certain fault.
Yu et al. (1999) present another neural network based sensor fault diagnosis scheme.
Radial basis function (RBF) neural network are used to model the plant and to perform
fault diagnosis. The basis idea is similar to the one used in (A.Berniert et al., 1994).
The possibility of using the output prediction error, between a RBF network model and
a non-linear dynamic process, as a residue for diagnosising actuator, component and
sensor faults is analysed. Since the RBF is a static network, Tapped Delay Line (TDL)
memory is adopted to equip the RBF network with dynamic modelling ability. It is
found that this residual for a dependent neural model is less sensitive to sensor faults
than actuator or component faults. This property was also veriﬁed experimentally via a
real, multivariable chemical reactor. However, an analytical reason for this phenomena
was not provided. The solution adopted in this paper is to utilise a semi-independent
neural model to generate enhanced residues for diagnosing the sensor faults. The semi-
independent neural model is obtained by resetting the past model outputs by the past
system outputs after a speciﬁed number of samples. This reset time is a compromise
between the insensitivity of the residue to the sensor faults, and contaminating the
residue by the large modelling error. Using this approach, the sensitivity of the residue
to the sensor faults are enhanced. However, the performance of the RBF network may
be corrupted. A second neural network classiﬁer was also employed to isolate the sensor
faults. Experimental results on a chemical reactor process demonstrate the satisfactory
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detection and isolation of the sensor faults.
Due to the weakness of static NN for fault detection and reconﬁguration, Yong et al.
(1999) proposed a new method that uses dynamic neural networks for sensor fault detec-
tion, isolation and accommodation in systems that have multiple sensors. In this paper,
the supervisory diagnosis architecture operates at two levels : the representation level
and the reasoning level. The role of the representation level is to model the system’s
temporal and spatial information while the reasoning level is used to determine fault
occurrence by comparing the residue signals with alarm thresholds. At the representa-
tion level, the characteristics of the system are modelled by recurrent neural networks
(RNNs). RNNs are dynamic neural networks where the internal states has self-feedback
connections. They, therefore, possess characteristics such as dynamic attraction and
dynamic storage of information. As RNN can realize dynamic mapping, they are better
able to deal with dynamic systems. There are several types of RNN. In this work, an
Elman network is used to approximate the temporal information. Like A.Berniert et
al. (1994), the Elman network that is used for temporal modelling also employs the
TDL memory to convert historical data into input signals for the network. Since an
Elman network already has internal memory, the modelling strategy for temporal data
proposed in Yong et al. (1999) does not make full use of the modelling capabilities of
dynamic networks. In addition to temporal data, the multiple sensors in the system
is able to provide spatial information. Hence, the representation level also contains a
second Elman network that models spatial data. The output of a particular sensor is
predicted using an Elman network that uses the readings other other sensors as input
signals. Such a model is named as a RNN ﬁlter. The output of both Elman networks
in the representation level is then passed to the reasoning level where two residue sig-
nals are generated by comparing the real measurements with the signals generated by
the Elman networks. Finally, fault occurrence reasoning is carried out by comparing the
residue signals with alarm thresholds. If both the residue signals exceed their thresholds,
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then a fault is deemed to have occurred.
1.3 Contributions
My research work seeks to investigate if a recurrent neural network based fault detec-
tion and accommodation scheme is able to limit the inﬂuence of sensor faults on the
performance of close loop control systems. Firstly, a multiple layer perceptron (MLP)
approach is adopted because MLPs are the most commonly used neural networks. Ap-
plications of MLP are easy to ﬁnd and there are many experiences in using this kind
of network. The idea is similar to the one described in A.Berniert et al. (1994). A
MLP network, trained by standard back propagation algorithm, combined with a TDL
memory is used to model the process. Then, it is used for fault detection and accommo-
dation. The simulation results suggest that the MLP approach can detect the changes
in the sensor time constant but it fails to compensate for the fault. The reason for the
failure was analyzed and the TDL memory is identiﬁed as a possible cause of the problem.
The TDL memory is needed to enable a static neural networks to model dynamic
systems. Hence, a way to prevent the fault accommodation scheme from failing is to
eliminate the source of the problem by utilising a recurrent network instead of a static
network. The paper by Yong et al. (1999) proposes a fault detection, isolation and
accommodation scheme that employs an Elman network. However, the inputs to the
network are still derived from a TDL. The use of past inputs and outputs to calculate
the current outputs may cause the fault accommodation scheme to fail because faulty
signals are fed to the neural network. Another limitation that results from the large
input vector is the curse of dimensionality. If the number of input nodes is large, then
the network will be large and the time needed to train the network will be comparatively
long. Consequently, the Elman network used in this report is constructed in a diﬀerent
way. A direct dynamic input-output modelling technique which requires only the system
input to be fed to an Elman network is adopted. Results demonstrating the feasibility
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of using such a system to achieve fault detection and accommodation are presented.
Since Elman networks contain nodes that have self-feedback connections, the stan-
dard back propagation (BP) algorithm can only train an Elman network to model a
ﬁrst order system (D.T.Pham and X.Liu, 1992). The dynamic back propagation (DBP)
algorithm (D.T.Pham and X.Liu, 1996) should be used to train the network in order
to obtain small modelling errors and good generalization. However, the DBP algorithm
may cause the gradients corresponding to the weights from context layer to hidden layer
to blow up. This is because the DBP algorithm require very complex recursive substi-
tutions to calculate the gradients. Thus, the convergence of the training process cannot
be guaranteed. This problem becomes severe when a large sample size is used because
the gradient calculation requires a lot more recursive substitutions. To overcome this
drawback, a simpliﬁed version of the DBP algorithm is developed. As it requires less
recursive substitutions, the chances that gradient will blow up due to the iterative sub-
stitution can be minimized. As shown in Chapter 3, the simpliﬁed DBP algorithm is
also able to train the Elman network in a shorter amount of time when compared to the
original DBP algorithm.
The approach described in the preceding paragraphs is based on the assumption that
the transport delay of the PEB plant is known. However, such information can only be
estimated approximately. Simulation results show that if the actual delay is τ and the
estimated delay is τe, then the Elman network will be able to model a dynamic system
with a satisfactory error tolerance only when the following equation holds.
‖τ − τe‖ <= h (1.2)
where h is the sampling rate of the training samples used to train the Elman network.
A better way to model systems that have transportation delays by an Elman network is
needed. Hence, a modiﬁed Elman network that contains a delay box is developed and
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an algorithm for training the delay box is derived. The simulation results suggest that
the proposed algorithm is able to successfully estimate the transportation delay.
Lastly, an experimental study of the Elman network fault detection and accommoda-
tion approach is conducted using a nonlinear liquid level system. The aim is to extend
the proposed approach to nonlinear systems. A nonlinear Elman network is adopted
and changes to the training procedure was made in order to obtain a better model of
the liquid level system. The experimental fault accommodation results obtained when
the sensor has static or dynamic fault show that the nonlinear Elman network based
approach is able to detect the faulty liquid level sensor and successfully compensated for
the fault. The inability of the MLP plus TDL memory based scheme to provide fault
tolerant control was also veriﬁed experimentally
The research results shows that neural networks, especially the Elman network, is a
good tool for sensor fault detection and accommodation.
1.4 Organization of thesis
The organization of thesis is as follows. A fault tolerant control scheme using neural
network was introduced in Chapter 2, followed by a MLP network based fault detec-
tion and accommodation scheme. Simulation results showing the feasibility of using the
MLP based fault tolerant scheme for sensor fault detection and accommodation of a
SISO plant are presented. Then, an Elman network based fault detection and accom-
modation scheme is proposed in Chapter 3. The structure of an Elman network and the
corresponding training algorithm are discussed. The simulation results obtained when
the Elman network based scheme is used for sensor fault detection and accommodation
of a SISO plant are also provided. At the end of Chapter 3, the Elman network with
TDL scheme proposed by Yong et al. (1999) was examined. The simulation results was
then compared with the fault accommodation results obtained using a MLP with TDL.
In Chapter 4, a way to model the transport delay of the process by Elman network
9
was proposed. The modiﬁed Elman network structure and the algorithm for identifying
delay value are discussed. Chapter 5 contains an experimental study using a nonlinear
coupled tank system. The focus is on the sensor fault detection and accommodation us-
ing a dynamic neural network. Finally, Chapter 6 contains the conclusion and provides
suggestions for future work.
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Chapter 2
MLP based approach for sensor
fault detection and accommodation
2.1 Fault tolerant control using neural network
Neural networks have been widely used in fault detection applications. Figure 2.1 shows
the schematic diagram of a neural network based fault detection and accommodation
scheme. The neural network is trained by signals generated from the healthy system
to create some kind of mapping between the input nodes and the output nodes. The
output of the neural network should be equal to or have some ﬁxed relationship with
the output of a healthy system model. Thereafter, the trained network works like a
copy of the healthy system, thus providing the means to measure the fault. When a
fault occurs, the diﬀerence between system output and network output, called residue
signal, will become lager. As shown in Figure 2.1, the occurrence of a fault will cause
the residue signal to exceed the threshold. The switch is then triggered, causing the NN
output, instead of the sensor output, to be used as the feedback signal. Assuming that
the NN is accurate, it will provide the correct feedback signals, thus compensating for
the sensor fault.
The fault accommodation scheme utilizes the output of neural network as the feed-
back signal. Consequently, the modelling accuracy is very important for the scheme
to succeed. The modelling accuracy depends on how well the network is trained, so
11
Figure 2.1: The basic idea of fault detection and accommodation by neural network
the type of neural network as well as the training algorithm should be chosen care-
fully. The type of neural network in Figure 2.1 can be a MLP, a Radial Basis Networks
(RBF)(Powell, 1985), an Elman network, a Jordan network (Jordan, 1986) and so on.
These neural networks are roughly classiﬁed into two categories: static neural networks
and dynamic neural networks. Multi-layer perception is a representative of static neu-
ral networks and Elman network is a representative of dynamic neural networks. Both
networks will be discussed in this report. Once the type of network is determined, the
training algorithm should be chosen to match the type of network. Then, the network
should be trained to model the process as accurately as possible. In this chapter, the
MLP based approach will be discussed. Firstly, the structure of MLP will be illus-
trated and method of the tapped delay line (TDL) memory will be introduced, followed
by the training algorithm for MLP. Then, the MLP based sensor fault detection and
accommodation scheme will be discussed and the simulation results will be presented.
2.2 MLP based sensor fault detection and accom-
modation scheme
MLP is the most commonly used static neural network. It has a layered structure as
shown in Figure 2.2, where a neuron in each layer is connected with every neuron in the
next layer. No connection exist between neurons in the same layer, that is, there are no
12
Figure 2.2: Structure of MLP
lateral connections. There are also no connections from the posterior layer to previous
layer, which are known as recurrent connections. The feed forward connection weights
can be adjusted by the training algorithm to model linear or nonlinear static systems.
In Figure 2.2, the external inputs to the network are represented by uj(k), j = 1, 2, ..m,
and the network output by y(k). The total input to the ith hidden unit is denoted as
vi(k). The output of the ith hidden unit is denoted as xi(k). The following equations









wyi (k − 1)xi(k),
where wui,j and w
y
i , i = 1, 2, ..., n and j = 1, 2, ...,m are the weights of the links,
respectively, between the input unit and the hidden layer and between the hidden layer
and the output unit. f is the activation function of hidden layer.
The MLP is a static neural network, as the input-output relationship of the network
is a static mapping. This is due to the lack of memory or recurrent connections in the
network architecture. However, dynamic mapping can be implemented by incorporating
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the tapped delay line (TDL) memory (Simon, 1999) with the MLP. The TDL method
employs the current and the past inputs and outputs of the system as the inputs to a
feed-forward neural network. The output of the system at the next sampling instant
is used as teaching signal. The TDL memory then transforms a static network into a
dynamic one by embedding memory into the inputs of the network. Consequently, the
TDL memory depth must correspond to the order of the dynamic system. As the kernel
of this method is a MLP network, many techniques have been developed for the training
process. The advantage of utilizing a MLP for system learning is the availability if well
established training algorithm.
The standard back-propagation learning rule (Rumelhart and McClelland, 1986) can
be employed to train the MLP network. Let the training data set be (u(k),yd(k)),k =
1, 2, ..., N , where yd(k) is the desired output of the network. When an input-output data
pair is presented to the network at the kth sampling instant, the squared error at the





The iterative form of the back propagation algorithm is presented below. Diﬀerenti-
ating Equation (2.2) and using the expressions in Equation (2.1), the error gradient for
wyi (k − 1) can be found to be
∂Ek
∂wyi (k − 1)
= −(yd(k)− y(k)) ∂y(k)
∂wyi (k − 1)
= −(yd(k)− y(k))xi(k). (2.3)
Using a similar derivation method, the error gradient for wui (k − 1) and wxi,j(k − 1) are
shown in Equation (2.4) and Equation (2.5) respectively.
∂Ek








∂wui (k − 1)




















i,j(k − 1)uj(k)}, the last term in Equation (2.5) may be evaluated











= fvixj(k − 1). (2.6)




where η is learning rate, ∆wyi (k),∆w
u
i (k) and ∆w
x
i,j(k) can be determined.
2.3 Simulation results for the MLP based sensor
fault detector and accommodator
In this section, the fault detection and accommodation results using a MLP with TDL
memory are presented. Figure 2.3 shows the sensor fault detection and accommodation
scheme that consist of a MLP network and the TDL memory. One category of pro-
cesses is a ﬁrst order plant plus a ﬁrst order sensor. Without loss of generalisation, the
simulation results presented were obtained from such system.
Figure 2.3: Block diagram of the sensor
fault detection and accommodation scheme by TDL memory added MLP
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As the main purpose of this study is to test the feasibility of using a MLP network
for fault tolerant control, the control performance is not the main concern. Hence, the
plant is simply placed under PI control. The PI controller is tuned such that the closed
loop system is stable and the closed-loop step response has no overshoot. A simple way
of designing PI controllers, stability margin method, was adopted. A coarse set of PI
parameters may be obtained via the following steps:
1. Set the controller to automatic control with integration part disconnected.
2. Turn up the gain Kp until the plant output oscillates with constant amplitude.
Then, the proportional gain is set at half of this value.
3. Decrease the integral time Ti until the output become unsteady. Then, turn up
the integral time to twice this value
The PI parameters are then manually tuned until there is no overshoot. The resulting
PI controller has the following transfer function:




The sampling rate is 0.1.
As the process shown in Figure 2.3 may be expressed as a second order system, the
relationship between the sensor reading, y(t), and the control input u(t) is,
y(t+ 1) = F{y(t), y(t− 1), u(t), u(t− 1)}. (2.11)
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In order to model the dynamics of the process by a MLP, y(t), y(t− 1), u(t) and u(t− 1)
are required as the inputs to the network. Therefore, there are 4 neurons in the input
layer, 4 neurons in the hidden layer and 1 neuron in the output layer.
Firstly, the modelling error of the MLP with TDL memory used in the simulation is
studied. Then, the eﬀect of fault detection and accommodation by MLP is shown.
2.3.1 Modelling error of MLP
The training samples collected from the healthy system includes u(t), u(t− 1), y(t) and
y(t − 1). Then, the MLP network was trained by the standard back propagation algo-
rithm using a learning rate of 0.1 for 4000 epoches. Finally, the trained MLP is tested
using a square input signal with a period of 29609s, amplitude of 1 and pulse width of
50%. The result is shown in Figure 2.4. It shows that the MLP network has been suc-
Figure 2.4: Testing of dynamic modelling by TDL method
cessfully trained to model the relationship between the sensor reading and the process
input. As shown in Figure 2.5, the modelling error is small. The mean square error is
17
1.73e-6.
Figure 2.5: Modelling error of dynamic modelling by TDL method
2.3.2 Fault detection and accommodation using MLP with TDL
Upon the completion of the training process, the resulting MLP together with TDL
memory can be used on-line to generate an estimate of the sensor output that is compared
with the actual sensor reading in order to ascertain if the sensor is working properly.
Figure 2.6 shows that the threshold is exceeded when a sensor fault is introduced by
increasing the sensor time constant to 5 seconds at t=1800 seconds. Figure 2.7 shows
the performance of the closed-loop system before and after the occurrence of a fault. It
is evident that the proposed scheme failed to compensate for the fault. One possible
cause of the failure is the use of a TDL memory. The disadvantage of utilising a TDL
memory is presented in Yu et al. (1999) although no analytical reason is presented.
When the RBF network is fed using the past RBF output, it is found that the residue
generated using RBF with TDL is less sensitivity to sensor fault. Therefore, Yu et
18
Figure 2.6: Fault detection by TDL
al.(1999) used a semi-dependent neural model obtained by resetting the past model
outputs by the post system outputs after a speciﬁed number of samples. However, this
method will contaminate the RBF network output, and thereby degrading the network
performance. This factor may explain why the MLP with TDL failed to compensate for
the sensor fault. Once a fault is detected, the fault accommodation module is triggered.
The estimated value replaces the erroneous sensor output and is used as the feedback
signal to the system and the inputs to the static network. However, the accommodation
scheme is not be activated as soon as the fault occurs because the residue needs to exceed
a threshold before the feedback signal is tapped from the MLP instead of the sensor.
During this delay, the output of the TDL network may be corrupted by the faulty sensor
output. Thus, corrupted signals are fed into MLP network and the accuracy of the MLP
network is degraded. Therefore, the fault accommodation result will be unsatisfactory.
The simulation results demonstrate a drawback of using a static neural network for fault
accommodation.
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Figure 2.7: Fault accommodation by TDL
2.4 Conclusion
The sensor fault detection and accommodation scheme, that comprises of a MLP with
TDL memory is proposed in this chapter. It is shown that dynamic mapping of plant
and sensor can be achieved by incorporating TDL memory with a MLP. Standard back
propagation algorithm is used for training the MLP and a good model of the plant
and sensor was obtained. The simulation results shows the MLP based fault detection
scheme can detect sensor faults by checking the value of residue signal. However, this
MLP based scheme failed to accommodate the fault. The possible reason of the failure
is the use of a TDL memory to equip a MLP with dynamic modelling capability.
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Chapter 3
Elman based approach for sensor
fault detection and accommodation
In the previous chapter, a MLP based fault accommodation approach failed to com-
pensate for a sensor fault. It is conjectured that the TDL memory is the cause of the
failure. One possible solution is to replace the MLP with TDL by a dynamic neural
network. As a recurrent neural network performs self-feedback of its internal states,
dynamic information can be stored by the network giving rise to temporal redundancy.
Elman network (Elman, 1990) is a type of recurrent neural networks. In this chapter, an
Elman based approach for sensor fault detection and accommodation will be discussed.
Firstly, the architecture of Elman network is illustrated and an training algorithm to
achieve dynamic mapping using Elman network is provided. Then, a simpliﬁed training
algorithm which requires less recursive substitutions is described. Finally, an Elman
based sensor fault detection and accommodation is discussed and the simulation results
are given.
3.1 Elman network structure and dynamic training
algorithm
3.1.1 Elman network structure
The structure of an Elman network is shown in Figure 3.1. The Elman network can be












Figure 3.1: Structure of Elman network
hidden layer to its input. In Figure 3.1, the external input to the network is represented
by u(k) and the network output by y(k). Denoting the total input to the ith hidden unit
as vi(k) and the output of the ith hidden unit as xi(k), the following equations express




wxi,j(k − 1)xcj(k) + wui (k − 1)u(k)
xi(k) = f(vi)




wyi (k − 1)xi(k),




i ,i=1,2,...,n are the weights of the links, respectively, between the
input unit and the hidden layer, between the context layer and the hidden layer, and
between the hidden layer and the output unit. f is the activation function of hidden
layer. Suppose the input u(k) is delayed by one time step before it is sent to the input
unit. If the activation functions of the hidden units, f , are assumed to be linear, and
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wxi,j(k − 1)xj(k − 1) + wui (k − 1)u(k − 1)
xi(k) = vi(k)




wyi (k − 1)xi(k).
Equation (3.2) is the state-space description of an nth-order linear dynamic system,




Therefore, an Elman network is able to model an nth-order (n >= 2) dynamic system
with only u(t) as the input if it can be trained to do so.
3.1.2 Training algorithm for dynamic mapping using Elman
network
Since feed forward networks is simply a Elman network without the feedback connec-
tions. It is reasonable to assume that the universal approximation property can also
be applied to Elman network. The back propagation algorithm should also be able to
train the Elman network. However, it has been discovered through simulations that a
linear Elman network trained by the standard BP algorithm can only model ﬁrst-order
systems (D.T.Pham and X.Liu, 1992).
D.T.Pham and X.Liu (1992) proposed a modiﬁed Elman network which can model
high order systems when it is trained by the standard back propagation algorithm. The
structure of the modiﬁed Elman network is shown in Figure 3.2. The introduction of
self-feedback link with a ﬁxed gain α, 0 < α < 1, to the context units enable the Elman
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network to represent high-order system. The idea of employing self-feedback links with
a ﬁxed gain of α are borrowed from Jordan networks. The Modiﬁed Elman network can




wxi,j(k − 1)xcj(k) + wui (k − 1)u(k)
xi(k) = f(vi)




wyi (k − 1)xi(k).
Figure 3.2: Structure of modiﬁed Elman network with self-feedback link
The back propagation algorithm that can be used to train the modiﬁed Elman network
is shown in Equation (3.5).
∂Ek
∂wyi (k − 1)
= −(yd(k)− y(k)) ∂y(k)
∂wyi (k − 1)
= −(yd(k)− y(k))xi(k)
∂Ek








∂wui (k − 1)






















= fvixj(k − 1) + α ∂xi(k − 1)
∂wxi,j(k − 2)
(3.5)
The last term in Equation (3.5) provides an inﬁnite recursive trace back. The modi-
ﬁed Elman network was able to model high-order system, even when trained with the
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standard back propagation algorithm. However, D.T.Pham and X.Liu (1992) did not
provide a method to choose the value of α. The value of α plays an important role in
determining the modelling error. For diﬀerent systems, diﬀerent values of α should be
used. Therefore, an appropriate value of α can only be identiﬁed after many iterations.
The simulation results provided by D.T.Pham and X.Liu (1992) was obtained using a




The training samples were generated by sending a uniformly random signal between
[-1,1] to the system and recording the output with a sampling rate of 0.2s. A modiﬁed
Elman network with 3 neurons in the hidden layer was used to model this system. The
modiﬁed Elman network was trained for 100000 iterations where the learning rate is 0.1.
Then, the trained Elman network was tested by a set of recall data that was generated
by sending a uniformly random signal between [-2,2] to the system and recording the
output with a sampling rate of 0.2s. The best modelling error in rms is 0.02 that is
obtained when α is chosen as 0.5. Note that α assumed values from 0 to 0.9 in step of
0.1, consequently, α = 0.5 is only the best choise among the trials, but it may not be the
optimal value for the system deﬁned by Equation (3.6). Since a modelling error 0.02 is
not small enough to satisfy the requirements for fault detection and accommodation in
the process and it is diﬃcult to choose an optimal value for α, other training algorithms
are investigated (Williams and J.Peng, 1990)(Werbos, 1990)(Pineda, 1989)(D.T.Pham
and X.Liu, 1996)(Xuemei and Shumin, 2000). Among them,dynamic back propagation
algorithm proposed by D.T.Pham and X.Liu (1996) is adopted because it is relatively
easy to be implemented.
Consider the Elman net described by Equation (3.1). Let the training data set be
{u(k), yd(k)},k = 1, 2, ..., N , where yd(k) is the desired output of the network. When an
input-output data pair is represented to the network at time k,the squared error at the






The iterative form of the back propagation algorithm is presented below. Diﬀerentiating
Equation (3.7) and using the expressions in Equation (3.1), the error gradient can be
found to be,
∂Ek
∂wyi (k − 1)
= −(yd(k)− y(k)) ∂y(k)
∂wyi (k − 1)
= −(yd(k)− y(k))xi(k)
∂Ek
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The DBP algorithm calculates ∂xi(k)
∂wxi,j(k−1) in a diﬀerent way compared with Equation (3.5).
The feedback vector xc(k) = {xci(k)} is x(k − 1), which is a function of wx(k − 2)x(k −
2) + wu(k − 2)u(k − 2), depends on the weights of previous time instant. When the
gradient is computed, the dependence of xc(k) on the weights should also be taken into
account. Therefore, ∂xi(k)





















Assuming that the weight changes are small in each iteration, then Equation (3.9) can
































Then, the gradient descent rule shown below is used to determine ∆wyi (k),∆w
u
i (k)




It can be seen from Equation (2.6) that gradient only tracks back one time step in
standard BP. However, the gradient in Equation (3.10) traces back inﬁnitely. It can
be deduced that an Elman network trained by the standard BP algorithm can only
represent a ﬁrst-order system. However, DBP can train an Elman network to model
higher-order systems (D.T.Pham and X.Liu, 1996).
In order to compare the eﬀectiveness of and Elman network trained by the DBP
algorithm and modifed Elman network trained by SBP, the same simple second order




The training samples are generated by sending a uniformly random signal between [-1,1]
to the system and recording the output with a sampling rate of 0.2s. A modiﬁed Elman
network with 3 neurons in the hidden layer was used to model this system. The modiﬁed
Elman network was trained for 1000 iterations where the learning rate is 0.1. Then, the
trained Elman network is tested by a set of recall data that was generated by sending a
uniformly random signal between [-2,2] to the system and recording the output with a
sampling rate of 0.2s. The results are shown in Figure 3.3. The diﬀerence between the
output of the Elman network and the system output is shown in Figure 3.4. In rms, the
error is 1.7e-6. Compared to the rms of 0.02 which is obtained using the best modiﬁed
Elman network (α = 0.5), the performance of the DBP algorithm is signiﬁcantly better.
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Figure 3.3: Recall result of Elman trained by DBP algorithm


























Difference between Elman and system output
Figure 3.4: Diﬀerence between Elman and system output
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To test the DBP algorithm further, consider the process described in Chapter 2. The






respectively. 200 training samples {u(t), y(t)} were generated by sending a uniformly
random signal between [-1,1] to the system and recording the output with a sampling
rate of 0.1s. The initial weights are randomly selected from [−1, 1] and assuming that
the transport delay is known, the Elman network is trained using DBP algorithm. The
statistic analysis obtained from many rounds of simulation suggest that the DBP al-
gorithm cannot guarantee that the network weights will converge to a local optimum.
For instance, the weights of the network that models the process were updated at every
iteration until the weights from context layer to hidden layer (wxi,j(k)) become an inﬁnite
value. By examing the term of ∂xl(k)
∂wxi,j(k−1) , the cause of the problem is found. Figure 3.5
shows gradient ∂xl(k)
∂wxi,j(k−1) during the 104
th epoch. It shows that ∂xl(k)
∂wxi,j(k−1) is very large
when the 100th training sample is presented for the DBP algorithm.
Figure 3.5: The values of ∂xl(k)
∂wxi,j(k−1) in epoch of 104
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Equation (3.10) and (3.11) shows that the calculation of ∂xi(k)





i,l(k − 1) ∂xl(k−1)∂wxi,j(k−2) , and the calculation of
∂xi(k)





l,m(k − 1) ∂xm(k−2)∂wxi,j(k−3) . These kind of recursive summation may cause
the gradients corresponding to the weights from context layer to hidden layer to blow
up. This will degrade the eﬀectiveness of DBP algorithm because it assumes the weight
changes are small in each iteration. Thus, the convergence of training process cannot
be guaranteed. This problem becomes more severe when a large sample size is used
because relatively more recursive substitution are needed to calculate the error gradient.
To overcome this drawback, a simpliﬁed version of DBP algorithm that requires less
recursive substitutions is described in the next section.
3.2 Simpliﬁed version of DBP algorithm
Recall the manner in which ∂xi(k)
∂wxi,j(k−1) in Equation (3.9) is deﬁned. As xl(k) does not
depend on wxi,j(k − 1) when l = i, the partial derivation ∂xl(k−1)∂wxi,j(k−1) may be equated to


















Assuming that the weight changes are small in each iteration, then Equation (3.10)



















Using Equation (3.15) to replace the Equation (3.10) and (3.11), the DBP algorithm
is simpliﬁed. The gradients ∂xi(k)
∂wxi,j(k−1) will not be prone to blow ups because much less
recursive summation are needed, compared with the original DBP algorithm.
To test the simpliﬁed DBP algorithm, the simulation described in the previous section
is repeated using the simpliﬁed DBP algorithm. The results are shown in Figure 3.6.
Unlike Figure 3.5, the term ∂x2(k)
∂wx2,1(k−1) after 104 epoches training is restrained (see Figure
3.6).















The term dx−dWx(2,2,1) restrained after 104 epoches of training
Figure 3.6: The values of ∂xl(k)
∂wxi,j(k−1) in epoch of 104
when simpliﬁed DBP is used to train the Elman
Each iteration of the simpliﬁed DBP algorithm may also be completed in a shorter
time than original DBP algorithm because the implementation of SDBP cuts oﬀ a lot of
recursive computation eﬀorts. This is tested by running both algorithm on a computer
equipped with Pentium 4 1G Hz CPU and 256 megabits memory. The computation time
required by the SDBP algorithm to complete 1 epoch is 42ms while the DBP algorithm
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required 85ms.
3.3 Simulation on Elman based sensor fault detec-
tion and accommodation
The fault detection and accommodation scheme uses the same idea as in the previous
chapter. By substituting the neural network block in Figure 2.1 with an Elman network,
the Elman based fault detection and accommodation scheme shown in Figure 3.7 is
obtained. The main components are (i) a fault detection unit, (ii) a fault accommodation
strategy and (iii) an Elman network that models the system’s time series data.
Figure 3.7: Block diagram of the sensor
fault detection and accommodation scheme by Elman
For a fair comparison of Elman and MLP based scheme, the simulation results pre-
sented in this section were obtained using the process described by Equation (2.8) and








The PI controller take the same transfer function as before, that is




The sampling rate is 0.1.
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3.3.1 Modelling error of Elman network
An Elman network with 2 neurons in the hidden layer was used to model the system.
The Elman network is trained using the simpliﬁed DBP algorithm. The training sample
collected from the healthy system includes u(t) and y(t). Then, Elman network is trained
for 10000 epoches. Finally, the trained Elman network is tested using a square input
signal with period of 29609s, amplitude of 1 and pulse width of 50%. The result is shown
in Figure 3.8.

































Comparison of system and Elman output
System
Elman
Figure 3.8: Testing of dynamic modelling by Elman network trained
using simpliﬁed DBP
The residue signal which is the diﬀerence between system and Elman output is shown
in Figure 3.9. Figure 3.9 shows that the modelling error is very small. The mean square
error of modelling is 8.8e-11.
3.3.2 Static Sensor Fault detection and accommodation using
Elman network
The Elman network described in the previous section is then used to generate an esti-
mated sensor reading that is compared with actual sensor reading in order to ascertain
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The difference between system and Elman output
Figure 3.9: Residue signal generated by Elman network trained
using simpliﬁed DBP
if the sensor is functioning properly. The ﬁrst objective of the simulation study is to
examine whether the Elman network based approach is able to detect and compensate
for a static sensor fault. To simulate a static sensor fault, the gain of the sensor transfer
function was changed in the simulation, it was introduced by multiplying sensor readings
by 1.6 at t=1800 second. Figure 3.10 shows that the threshold is exceeded when the
sensor fault was introduced. Once the threshold is exceeded, the output of the Elman
network is used as the feedback signal. The inﬂuence of the fault accommodation scheme
on the control performance is shown in Figure 3.11 and Figure 3.12. Figure 3.11 com-
pare the system output with and without activating the fault accommodation scheme.
The system output when the fault accommodation is applied match the healthy system
output much more closely than the one without fault accommodation. Figure 3.12 shows
that the diﬀerence between the fault-free system output and the compensated system
output is much smaller than the diﬀerence between the fault-free system output and the
34













Residue signal generated by Elman network for static sensor fault
Figure 3.10: Residue generated by the fault detection module





















Figure 3.11: Control performance before and after
fault accommodation is performed
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Figure 3.12: Diﬀerence between fault-free
and uncompensated faulty and Diﬀerence between fault-free and compensated faulty
faulty system output.
3.3.3 Dynamic Sensor Fault detection and accommodation us-
ing Elman network
Most of the time, faults may alter the dynamic characteristic of sensor. These faults
that aﬀect the dynamic properties of the sensor will degrade the control performance
as well. Therefore, it is necessary to examine whether the Elman network approach
is able to provide fault tolerant control when there is a dynamic sensor fault. In this
simulation, a fault in the sensor’s dynamics was introduced by increasing the sensor time
constant to 5 seconds at t = 1800 seconds. It may be observed from Figure 3.13 that the
threshold is exceeded when the fault was introduced. Once the threshold is exceeded,
the output of the Elman network is used as the feedback signal. The inﬂuence of the
fault accommodation scheme on the control performance is clearly evident in the plot
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shown in Figure 3.14. Compared with the results in Figure 2.7 which was obtained using
a MLP with TDL memory to compensate for the same dynamic sensor fault, the fault
detection and accommodation scheme that uses an Elman network provides a better
performance. Figure 3.15 shows the diﬀerence between fault-free system output and
compensated system output is much smaller than the diﬀerence between the fault-free
system output and the faulty system output.
























Residue signal generated by Elman network
Figure 3.13: Residue generated by the fault detection module
3.4 Discussions
The absence of the TDL memory is the main diﬀerence between the proposed fault
detection and accommodation scheme shown in Figure 3.7 and the one described in
Yong et al. (1999). Furthermore, the Elman network is trained by standard back
propagation algorithm in the scheme proposed by Yong et al. (1999) since the TDL
method is employed to realize dynamic modelling. To compare the two schemes, an
Elman network that uses the TDL memory to convert historical data into input signals
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Figure 3.14: Control performance before and after
fault accommodation is performed











































Figure 3.15: Diﬀerence between fault-free
and uncompensated faulty and Diﬀerence between fault-free and compensated faulty
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Comparison of system and Elman with TDL
System
Elman with TDL
Figure 3.16: Testing of dynamic modelling by Elman with TDL method
for the network is used to model the process. The number of neurons in the hidden
layer of Elman network is 2 and the standard back propagation algorithm is used to
train the network with learning rate of 0.1 for 10000 epoches. Finally, the trained
Elman network with TDL memory is tested using a square input signal with a period
of 29609s, amplitude of 1 and pulse width of 50%. The result is shown in Figure 3.16.
The Elman network with TDL memory was successfully trained to model the dynamic
system. As shown in Figure 3.17, the mean square error of modelling is 1.98e-6. The
Elman network with TDL memory is then incorporated into the proposed fault detection
and accommodation scheme. Figure 3.18 shows that the residue will become larger than
the threshold when a sensor fault was introduced by increasing the sensor time constant
from 0.6 seconds to 5 seconds at t = 1800 seconds. Once the threshold is exceeded,
the fault accommodation scheme is triggered. Figure 3.19 shows the system output
verses time plot when the feedbacks signal is provided by the Elman network. It clearly
shows that the fault accommodation scheme failed. The result also indicated that the
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-3 Difference between system and Elman with TDL output














Figure 3.17: Modelling error of dynamic modelling by Elman with TDL method

























Figure 3.18: Residue signal generated by Elman network with TDL
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Figure 3.19: Fault accommodation using Elman with TDL
TDL memory likely caused the fault accommodation scheme to fail. This observation is
consistent with the conjectures drawn in Chapter 2.
3.5 Conclusion
This chapter discussed the dynamic modelling of the SISO plant using Elman network.
The dynamic back propagation algorithm (DBP) is introduced and an simpliﬁed version
(SDBP) is developed. It is shown that dynamic mapping of plant and sensor can be
achieved by Elman network without help of a TDL memory. The simulation results
show that the Elman network based approach that does not include the TDL memory
can detect the static and dynamic fault of a sensor and then, accomplish successful fault
accommodation. However, the Elman network with TDL approach failed to compensate
for the sensor fault. This is consistent with the conjecture drawn in Chapter 2 that the
TDL memory caused the fault accommodation scheme to fail.
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Chapter 4
Modelling of transportation delay
The simulation results presented in Chapter 3 shows that the Elman network trained
by the simpliﬁed version of DBP algorithm can model a dynamic system. Systems
that employ the proposed Elman network fault detection and accommodation scheme
is able to provide satisfactory performance upon the occurrence of a sensor fault. In
this chapter, the Elman network based fault detection and accommodation approach
will be expanded to processes with non-zero transportation delay. The transportation
delay is a very common term in a large number of processes. To get an accurate model,
the transportation delay of a process needs to be modelled as well. At beginning of
this chapter, simulation results are presented to show that the original Elman network
cannot be trained to model a second-order plus dead-time system properly. Then, a
modiﬁed Elman network structure and the corresponding training algorithm to handle
the transport delay will be described. Finally, the simulation on fault accommodation
of process with transport delay will be given.
4.1 Modelling of second-order system with trans-
portation delay using original Elman network










The sampling rate is 0.1.





Then, the dynamic model obtained in the previous chapter will only work when the
transportation delay is correctly estimated. However, it would not be easy to correctly
estimate the transportation delay. This section will study the problems that may arise
when the transportation delay is not estimated accurately.
Suppose the transportation delay is estimated as 27 seconds which is larger than
actual value 24 seconds. The simpliﬁed DBP algorithm is used to train an Elman
network with 2 neurons in the hidden layer. The training sample collected from the
healthy system includes u(t) and y(t + 27). Then, the Elman network is trained for
10000 epoches. Finally, the trained Elman network is tested by a square input signal
with period of 29609s, amplitude of 1 and pulse width of 50%. Figure 4.1 shows that
the modelling error of the Elman network is large. Figure 4.2 compares the output of
the Elman network with the process output. The reason why the Elman network can
not model the process is that it do not have ability to model the delays.
The architecture of the original Elman network is shown in Figure 4.3, where the
external input to the network is represented by u(k) and the network output by y(k).
Denoting the total input to the ith hidden unit as vi(k) and the output of the ith hidden
unit as xi(k), the following equations express the internal relationship of an Elman
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Training error decreasing curve
Figure 4.1: Error decreasing curve during 1000 epoches of training





















Failure modelling by comparing system and Elman output 
Elman
System

















wxi,j(k − 1)xcj(k) + wui (k − 1)u(k)
xi(k) = f(vi)




wyi (k − 1)xi(k).
If a typical second order system with transport delay τ is going to be modelled, usually,








Cyi (k − 1)xi(k). (4.5)
By comparing Equation (4.6) and Equation (4.5), it is easy to identify how an Elman
network may be used to model the system. An ideal model may be obtained if τ = 0 and
when Matrix A, vector B and C in Equation (4.5) match exactly the matrix W x,vector
W u and W y in Equation ( 4.6). If the term τ is a small number close to zero, it may be
possible to get an approximate model; however, for systems that have large transport
delay, there is no way for an Elman network to accurate model the process.
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4.2 Modiﬁcation of Elman network structure and
the corresponding algorithm
By comparing Equation (4.6) and (4.5), a way of modelling the transport delay is re-
vealed. If the input vector to the network u is passed through a transport delay block τ
before it goes to the hidden layer, then a perfect model may be achieved. Borrowing the
denotation from adaptive time-delay neural network (ATNN) (Daw Tung et al., 1992),
delay blocks are added to the input layer of Elman network. The modiﬁed Elman net-
work is shown in Figure 4.4. The time delay box is represented by τ . This delay value
is a variable which should be learned to be approximately the same value as the process
dead-time. The detailed algorithm for weights updating is essentially the same as the
DBP algorithm. However, the algorithm for leaning of time delay is borrowed from
Adaptive Time Delay Neural network training (Liu et. al, 1992).
Figure 4.4: Architecture of Elman Network with time delay box
The following equations express the internal relationship of an Elman network that
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wxi,j(k − 1)xcj(k) + wui (k − 1)u(k − τ)
xki = f(vi)




wyi (k − 1)xi(k), (4.6)




i ,i=1,2,...,n are the weights of the links, respectively, between the
input unit and the hidden layer, between the context layer and the hidden layer, and
between the hidden layer and the output unit. f is a sigmoidal function. The delay
from input layer to hidden layer τ is originally selected by estimating the delay in sys-
tem using step input method.
With the addition of time delay blocks in the input layer, the DBP algorithm also
need to be modiﬁed. When an input-output data pair is presented to the identiﬁcation





The iterative form of the back propagation algorithm is presented below. Diﬀerentiating
Equation (4.7) and using the expressions in Equation (4.6), the error gradient for wyi (k-1)
can be found to be
∂Ek
∂wyi (k − 1)
= −(yd(k)− y(k)) ∂y(k)
∂wyi (k − 1)
= −(yd(k)− y(k))xi(k). (4.8)
Using a similar derivation method, the error gradients for wui (k− 1) and wxi,j(k− 1) are
shown in Equation (4.9) and (4.10) respectively.
∂Ek








∂wui (k − 1)




















i,j(k−1)xcj(k)+wui (k−1)u(k−τ)}, the last term in Equation (2.5)


















To model the transportation delay, following equations are used to adjust the delay τ















= −(yd(k)− y(k))wyi (k − 1)fvi. (4.14)
The value of u′(k − τ) can be approximated as follows: From the elementary calculus
we know that if the function f(x) is diﬀerentiable, then





for some point x0 such that x0 ≤ x∗ ≤ x0 + h The derivative is evaluated at a point
x∗ (between x0 and x0 + h), and by the Mean Value theorem of diﬀerential calculus, x∗
always exists. Accordingly,
u′(k − τ) ≈ u(tτ+1)− u(tτ−1)
2
, k − τ = tτ . (4.16)
By assuming that the time-delay τ is integer times of time step, ∆τ should be rounded
before it is used to update τ . To obtain better accuracy, the unrounded value is saved
and the rounded value used for updating τ .
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4.3 Modelling system with transport delay using mod-
iﬁed Elman network
Suppose the transportation delay is estimated as 27 which is larger than the actual value
24. The algorithm introduced in Section 4.2 is used to train an Elman network with delay
blocks. The number of neurons in the hidden layer is 2. The training sample collected
from the healthy system includes u(t) and y(t). Then, the modiﬁed Elman network is
trained for 10000 epoches. Finally, the trained network is tested by a square input signal
with period of 29609s, amplitude of 1 and pulse width of 50%. The result is shown in
Figure 4.5. The residue signal which is the diﬀerence between system and modiﬁed











































Figure 4.5: Testing of dynamic modelling by adaptive time delay Elman network
Elman output is shown in Figure 4.6. Figure 4.6 shows that the modelling error is quite
small. The mean square error of modelling is 7.3e-9. Figure 4.7 shows the adaptation of
transportation delay. It indicate that the identiﬁcation algorithm successfully estimated
the size of the transportation delay. Compared with the simulation results shown in
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Figure 4.6: Modelling error of adaptive time delay DBP























Adaptation of transport delay
27 
24 
Figure 4.7: Adaptation of transportation delay
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Figure 4.2, the Elman network with delay blocks successfully modelled the dynamic
system with transportation delay.
4.4 Sensor fault detection and accommodation for
process with transport delay using modiﬁed El-
man network
In Chapter 3, simulation results for the case of static and dynamic sensor fault were
given to prove the eﬀectiveness of Elman network based approach. Compared to static
sensor fault, the ability to handle dynamic sensor fault is more useful as most faults
alter the sensor dynamics. Therefore, to complete the sensor fault tolerant research on
system with transport delay, a study on whether the Elman network with transport
delay can be used to accommodate dynamic sensor faults was conducted. The plant
with transport delay discussed in the previous section is adopted, the PI controller has
transfer function of,




The neural network model obtained in the previous section is used on-line to generate
an estimated sensor output that is compared with the actual sensor reading in order to
ascertain if the sensor is functioning properly. Recall that the healthy sensor has a time
constant of 0.6s. A fault is deliberately introduced at 1800s by increasing the sensor time
constant to 5 seconds. It may be observed from Figure 4.8 that the threshold is exceeded
and the fault is detected. Furthermore, the inﬂuence of the fault accommodation scheme
on the control performance is clearly evident in the plot shown in Figure 4.9. The
simulation results show that the fault detection and accommodation scheme that uses
the proposed modiﬁed Elman network provides satisfactory results. Figure 4.10 shows
the diﬀerence between fault-free system output and compensated system output is much
smaller than the diﬀerence between the fault-free system output and the faulty system
output.
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Residue signal generated  by modified Elman network
Figure 4.8: Residue generated by the fault detection module















Comparison of control performance before and after fault accommodation is performed
Uncompensated
Compensated
Figure 4.9: Control performance before and after
fault accommodation is performed
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Difference between fault−free and uncompensated faulty sensor and 
difference between fault−free and compensated faulty sensor
Figure 4.10: Diﬀerence between fault-free
and uncompensated faulty and Diﬀerence between fault-free and compensated faulty
4.5 Conclusion
The sensor fault tolerant scheme proposed in Chapter 3 is of limited practical use because
it required an accurate estimate of the transport delay. Therefore the delay blocks are
added to the input layer of Elman network architecture. Systems with transportation
delay can be modelled by the modiﬁed Elman network. An algorithm that adapt the
delay value is added to with dynamic back propagation algorithm. As good model can
be obtained using proposed Elman network, a sensor fault tolerant system for process
with transport delay becomes possible. The simulation results presented in this chapter
suggest the approach based on Elman network with transport delay remove the need to
accurately estimate the transport delay and thereby facilitating the successfully detection
of the dynamic sensor fault, followed by a successful fault accommodation.
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Chapter 5
Neural network based sensor fault
detection and accommodation on a
liquid level system
In Chapter 3 and 4, simulation results show that the proposed Elman network based
sensor fault detection and accommodation scheme is able to detect and compensate for
sensor faults. On the other hand, a scheme based on MLP network failed to compensate
for a faulty sensor. In this chapter, results from experiments that was conducted on
a coupled tank system to verify the feasibility and performance of the Elman based
scheme is presented. In addition, the MLP network based scheme was also tested to
verify the simulation results. This chapter begins by giving a description of the coupled
tank. Then, its nonlinear model is presented, followed by the Elman network model of
the coupled tank and the fault detection and accommodation experiments. Two kinds
of fault will be considered in this chapter. Firstly, fault brought about by a change
in the sensor static gain is examined. After that, the detection and accommodation of
dynamic sensor fault in the form of a time constant change will be discussed. Finally,
tests are conducted to examine if a feedback loop equipped with a MLP based fault
accommodation schemes is tolerant towards faults that changes the sensor’s static gain.
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5.1 Introduction of the Liquid Level system
The experiment were carried out on a liquid level system. The nonlinear mathematical




= Qi −Qo, (5.1)
where H is the height of the water; A is the base area of the tank; Qi is the ﬂow rate of
water from the pump into tank; Qo is the ﬂow rate of water out from tank. Qi and Qo
satisﬁed these equations:




where V is the motor input voltage, K is the proportional gain of the motor. The
dynamics of the tank system is much slower than the dynamics of the motor so the
dynamics of the motor may be ignored. g is the gravitation constant, Cd is discharge
coeﬃcient. a is the cross-sectional area of the outlet. Equation (5.3) indicates that the
relationship between the inﬂow and the liquid height in a water tank system is non-linear.
Except the tank, a complete liquid level control system may also has a PI controller to
control the liquid level of the tank.
The KRi Coupled-Tank Control Apparatus PP-100, shown in Figure 5.1 and Figure
5.2, is adopted in our experiment because it can be connected to satisfy the above
equations. The PP-100 is a low-cost pilot plant designed for laboratory teaching of
both introductory and advanced control systems theory in electrical, mechanical, and
chemical engineering course. The equipment consists of two small perspex tower-type
tanks mounted above a reservoir which functions as storage for the water. A baﬄe
separates the two tanks and it can be adjusted to change the level of coupling. The
level of the water in each tank may be visually read on the scale attached to the front of
the tanks. Each tank is ﬁtted with an outlet, at the side near the base, and this outlet











Figure 5.2: Back view of coupled-tank control apparatus PP-100
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water which returns to the reservoir is approximately proportional to the level of the
water in the tank since the plastic water-return tube at the base of the tank functions
as a hydraulic resistance. If needed, this resistance may be increased by the use of a
screw-type clamp.
The level of water in each tank is monitored by a capacitive-type probe. Signal con-
ditioning circuits (at the rear of the unit) convert the measured capacitance (a function
of the water level) to electrical signals in the range of 0 to +5 volts dc. The zero level
has been calibrated to represent the rest point of the water level, that is, when the tank
is nearly empty (approximately 20mm on the scale), while the full state (+5volts) is
calibrated at the level of the opening to the rear overﬂow stand-pipes. This occurs at
approximately 300mm on the scale.
In this chapter, the apparatus is used as two SISO systems. Each SISO system
will satisfy the Equation (5.1). The objective of the experimental results reported in
this thesis is to examine the feasibility of using the Elman based fault detection and
accommodation scheme on a nonlinear system. Therefore, experiments are carried out
at a SISO tank, speciﬁcally tank 2, by closing the baﬄe between two tanks, as illustrated
in Figure 5.3.
5.2 Experimental veriﬁcation of sensor fault toler-
ant approach based on Elman network
The purpose of the work described in this section is to demonstrate that the Elman
network based approach is able to detect and compensate for faults that causes the static
gain or the time constant of the sensor to vary. Before presenting the fault detection
and accommodation results, the steps taken to model the liquid level plant by an Elman
network is delineated.
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Figure 5.3: Connecting the coupled tank control apparatus as two SISO plants
5.2.1 Elman network Model of the liquid level system
Equation (5.3) shows that the coupled tank is a nonlinear system. Hence, the hidden
neuron uses the hyperbolic tangent function as the activation equation. The SISO
coupled tank is a ﬁrst order system. For a linear ﬁrst order system, an Elman network
comprising of 1 or 2 hidden neuron would usually be suﬃcient to produce a good model.
However, it may not be necessary the same for the nonlinear coupled tank. To capture
all the nonlinear information, more hidden neuron are needed. Nevertheless, it does
not mean that more hidden neurons will give rise to a better model. Generalization is
another important consideration in determining the number of hidden neuron. To avoid
any overﬁtting problem, the initial number of hidden neurons should be initially a small
but reasonable integer. Therefore, an Elman network with 4 hidden neurons is used.
The training samples are generated by sending a uniformly random input voltage,
u(t), between 1.5 (The dead zone of motor is around 1.5v) and 3 volt to the coupled
tank and the liquid level y(t) is recorded in cm. The interval of the uniformly random
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voltage is 15 second. Both u(t) and y(t) are sampled at 1 second interval. Figure 5.4
and 5.5 shows the data collected from the experimental setup.




















URN input voltage used to generate training samples
Figure 5.4: Input of training samples collected from experiment
These data is then used to train the Elman network by using the simpliﬁed DBP
algorithm. The objective of training Elman network is to get a good model of the liquid
level system. Good model comes from a careful training process where generalization
property of the Elman network is guaranteed. Overtraining is a phenomenon that will
degrade the generalization property of Elman network. In an ideal case where the data
used by the neural network contains no noise, there is generally no need to take addi-
tional care in training. However, this is not a good idea in a practical problem. The
signals from the coupled tank setup will always be corrupted by noise. The presence of
noise complicates the training problem because it is unclear how well a neural network
should be trained to represent the given training samples. Figure 5.6 explains the diﬃ-
culty using a simple regression system to model noisy data. If a very powerful network is
used and is trained such that the modelling error is very small, it may model the training
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Data of liquid level generated for training purpose by URN input voltage








Figure 5.6: Overtraining phenomenon
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examples very well, but is unable to predict unseen samples well. This phenomenon is
referred to as overtraining.
To prevent the overtraining problem from aﬀecting the performance of the fault de-
tection and accommodation scheme, the early stopping method is adopted in the training
process. Early stop method introduce a new set of data, known as validation data, which
is used to generate a validation error (the square root of the mean squared diﬀerence
of the validation output and network output) during the training process. Since the
validation data play an unseen data role, the validation error gives us an indication of
the generalization performance of the trained network. Therefore, good generalization
is obtained by stopping the training at the epoch where the validation error has reached
the least possible value. Detailed execution steps are listed below:
1. Using the method for generating training data, a set of validation data is generated.
To ensure that the two set of data are diﬀerent, the seed used to create the random
series was varied.
2. The training algorithm used should move the network parameter slowly towards
the optimum. Otherwise, the chance of stopping at the right location will be low
if the training reaches the minimum in very few epoches
3. Compute the validation error periodically during the training process
4. Stop training when the validation error reaches a minimum value
The advantage of applying the early stopping method is: it is very fast and simple to
implement. Furthermore, the Elman network is trained using SDBP algorithm, a rather
slowly convergent algorithm, it should therefore be relatively easy to decide at which
epoch the optimum value has been reached.
61
Besides overtraining, a couple of other problems may hinder the modelling ability of
an Elman network that employs sigmoid functions as the activation function. The ﬁrst
scenario is when the input signals are large, causing the sigmoid function to saturate
and impeding the learning capability of the network. This problem may be alleviated
by normalising the signals used to train the Elman network. Before the data shown
in Figure 5.4 and Figure 5.7 are fed to the SDBP algorithm, they are scaled using the
following equations.
u(t)scale = (u(t)− 1.5)/2, (5.4)
y(t)scale = y(t)/50. (5.5)
Another problem of using the sigmoid function is that the training error will decay
very slowly after several training cycles because the derivative of the sigmoid function
tends to be a very small number. One method that can be used to accelerate the
Learning process is to add a momentum factor into the training process. The SDBP
algorithm is a gradient descent learning algorithm, where the gradient iteration is given
by:
W newi = Wi − η ∗Gi. (5.6)
Gi denote the gradient vector of error function with respect to weight vector W . To
speed up the training process, a momentum term may be added to Equation (5.6),
resulting in
W newi = Wi − η ∗Gi + α(Wi −W previ ), (5.7)
where α is a positive momentum constant and W prev denotes the weight vector of the
previous epoch. The basic idea is that, in a ﬂat region of the weight space, the mo-
mentum term α(Wi −W previ ) will help to modify the weights even if the gradient term
Gi is small. The scaled training data was used together with the SDBP algorithm with
momentum factor to train an Elman network, comprising of 4 hidden neurons, to model
the experimental setup. Figure 5.7 shows the training and validation error for the ﬁrst
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The training error and validation error for the first 1000 epoch
Training error
Validation error
Figure 5.7: The training and validation error for the ﬁrst 1000 epoch
1000 epoch. Figure 5.8 shows the training and validation error for the later part of the
training process. Since the validation error starts increasing at the 28000th epoch, train-
ing was terminated. Finally, the trained Elman network is tested using scaled testing
data. The result is shown in Figure 5.9. The diﬀerence between the liquid level of the
plant and the output of the Elman network is shown in Figure 5.10. The mean squared
modelling error is 5.25e-5.
5.2.2 Experiment results on static sensor fault tolerant by El-
man network approach
The Elman network described in the previous section is then used on-line to generate
an estimated liquid level reading that is compared with the actual sensor reading in
order to ascertain if the sensor is functioning properly. The experiment is implemented
on the Tank 2 of the coupled tank system shown in Figure 5.3. The PI controller is
designed by ﬁrst using the tuning method described in Chapter 2, and then ﬁne-tuning
the parameters by trial and error until the overshoot is very small. It has a transfer
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Figure 5.8: The training and validation error for the later part of the training process



















Validation results after training is stopped
Elman
System
Figure 5.9: Testing of dynamic modelling by Elman network trained
using simpliﬁed DBP
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Figure 5.10: Modelling error of Elman network on coupled tank
using simpliﬁed DBP
function of,




The proposed Elman network based fault accommodation scheme is activated when the
residue exceeds a threshold. To minimise the number of false alarms, the threshold has
to be selected carefully. Figure 5.10 shows that the scaled maximum absolute modelling
error is 0.2. As the scaling factor is 50 (see Equation 5.5), the maximum absolute
modelling error is 1. Adding a tolerance of 0.1 to avoid false alarms, a threshold of 1.1
is chosen. The static fault is introduced by multiplying the sensor reading by 1.6 at t =
600 seconds. Figure 5.11 shows that the threshold is exceeded soon after the ”fault” is
introduced. Once the threshold is exceeded, the output of the Elman network is used
as the feedback signal. The inﬂuence of the fault accommodation scheme on the control
performance is evident in the plot shown in Figure 5.12. Figure 5.13 shows the diﬀerence
between fault-free system output and the compensated system output is much smaller
than the diﬀerence between the fault-free system output and the faulty system output.
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Residue generated by Elman network
Figure 5.11: Residue generated by the fault detection module in coupled tank experiment




















Comparison of control performance before and after fault accommodation is performed
no compensation 
with compensation
Figure 5.12: Comparison of control performance
before and after fault accommodation
is performed
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Difference between fault−free and uncompensated faulty sensor and
difference between fault−free and compensated faulty sensor      
with compensation
no compensation
Figure 5.13: Diﬀerence between fault-free
and uncompensated faulty and Diﬀerence between fault-free and compensated faulty
5.2.3 Experiment results on dynamic sensor fault tolerant by
Elman network approach
After examining the fault tolerant performance of the proposed Elman network based
scheme to faults that take the form of a change in the static gain, the possibility of
compensating for the dynamic sensor fault will be investigated. Compared to static
sensor fault, dynamic sensor fault occur more commonly and is more diﬃcult to handle.
Therefore, it is meaningful to examine if the proposed Elman network based scheme is
able to handle dynamic fault. In this experiment, a dynamic sensor fault is simulated




at time of 600s. The gain of the ﬁrst order system is chosen to be 1 because the objective
of this experiment is to investigate the dynamic fault only. The time constant of the
ﬁrst order system is chosen as 10 second because the signal generated by passing the
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sensor outputs through this transfer function have a large deviation from the healthy
one. Consequently, the improvement obtained by using proposed Elman network based
fault accommodation scheme will be easy to observe.
Figure 5.14 shows the residue signal. Fault is detected successfully by checking the
amplitude of residue. Fault compensation unit functions once the fault is detected.




















Residue generated by Elman network
Figure 5.14: Residue generated by the fault detection module in coupled tank experiment
Figure 5.15 demonstrate that Elman network based approach is able to compensate for
a dynamic fault in the sensor.
5.3 Experimental veriﬁcation of sensor fault toler-
ant approach based on MLP network
In the simulation result presented in Chapter 2, the MLP based fault tolerant scheme
failed to compensate for the sensor fault. By examining the residue signal, a possible
reason for the failure was conjectured. The purpose of following experiment is to verify
the hypothesis that the MLP network based approach is unable to accommodate a faulty
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sensor.





















Figure 5.15: Comparison of control performance
before and after fault accommodation
is performed
5.3.1 Modelling error of MLP network
For a fair comparison with Elman network approach, the training data used for MLP
training are exactly the same with Elman network training. To capture all the nonlinear
dynamic information, it is better to take the sensor dynamics into consideration by
assuming that the order of the system dynamics is 2. Therefore, y(t), y(t − 1), u(t)
and u(t− 1) are used as the inputs to the MLP. The MLP network with TDL is trained
using standard back propagation algorithm. Since the coupled tank is a typical nonlinear
system, a hyperbolic tangent activation function is used in the hidden neurons. Like the
Elman network, 4 hidden neuron is used. After training, the MLP is tested using scaled
testing data. The result is shown in Figure 5.16. The diﬀerence between system and
MLP output is shown in Figure 5.17. It shows that the modelling error in term of mean
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Validation results after training is stopped
MLP
System
Figure 5.16: Testing of dynamic modelling by MLP network trained
using standard back propagation






















Difference between MLP and system
Figure 5.17: Modelling error of MLP network on coupled tank
using standard back propagation
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square is 4.013e-5 which is comparable with the modelling error of the Elman network.
5.3.2 Fault detection and accommodation using MLP network
on coupled tank
The MLP network trained by the standard back propagation algorithm is then used on-
line to generate an estimated liquid level reading that is compared with the actual sensor
reading in order to ascertain if the sensor is functioning properly. Since the modelling
error of the MLP network is comparable with that of the Elman network, the threshold
used in the Elman network approach, which is 1.1, is also applicable to the MLP network
based approach.
When the fault is introduced by multiplying the sensor reading by 1.6 at time 600s,
the sensor reading changes suddenly. It may be observed from Figure 5.18 that the
residue signal exceeds the threshold after the faulty sensor is introduced. Once the



















Residue generated by MLP network
Figure 5.18: Residue generated by the fault detection module in coupled tank experiment
threshold is exceeded, the output of the Elman network is used as the feedback signal.
Figure 5.19 shows the performance of the closed-loop system before and after the oc-
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currence of a fault. It is evident that the proposed scheme failed to compensate for the
fault.



















Comparison of control performance before and after the fault accommodation is performed
no compensation
with compensation
Figure 5.19: Comparison of control performance
before and after fault accommodation
is performed
5.4 Conclusion
This chapter presented experimental results obtained using the Elman network approach
to detect and compensate for the sensor fault. A nonlinear Elman network is adopted
and changes to the training procedure was made in order to obtain a better model of
the liquid level system. The experimental fault accommodation results obtained when
the sensor has static or dynamic fault show that the nonlinear Elman network based
approach is able to detect the faulty liquid level sensor and successfully compensated for
the fault. Finally, the experimental result obtained using MLP based approach to detect
and compensate for the sensor fault is presented. The experimental results conﬁrm the




From the literature survey conducted in Chapter 1 it is noted that a considerable amount
of eﬀort have gone into ﬁeld of fault detection and accommodation. Methods for achiev-
ing fault tolerant system either by hardware or by software have been proposed. A
considerable amount of the recent research on fault tolerant control are neural network
based approaches. A common feature of these approaches is the requirement to create
an accurate dynamic model for the system. Since the MLP is a well-studied neural
networks and the TDL memory will enable it to model dynamic systems, a scheme that
utilises a MLP with TDL memory for sensor fault detection and accommodation was
examined in Chapter 2. It is shown that the MLP with TDL based approach is able
to detect the fault occurrence. However, it failed to compensate for the fault. Since an
approach based on a static neural network failed, dynamic neural networks were con-
sidered. A scheme that replaces the MLP with a recurrent network was proposed by
Yong et al. (1999). The dynamic characteristics of the Elman network are the reason
why researchers use it to model the dynamic systems. However, the TDL method was
still used to generate the input signals of the network. Simulation results presented in
Chapter 3 suggest that the scheme proposed by Yong et al. (1999) is no diﬀerent from
the MLP with TDL method as it failed to accommodate the fault. Since both schemes
use the TDL method, it is reasonable to conclude that the utilization of TDL memory
is the cause of the failure. Further analysis and simulation study were conducted to
investigate the inﬂuence of the TDL memory on dynamic system modelling and the re-
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sults conﬁrm that the utilization of TDL memory will degrade the network performance
once the fault occurs. This also help to explain the phenomena identiﬁed by Yu et al.
(1999). As a recurrent neural network performs self-feedback of its internal states, it can
model a dynamic system without the need of TDL. Therefore, an Elman network based
fault detection and accommodation scheme that does not employ the TDL memory was
implemented. As the scheme relies on the accuracy of the Elman network model, the
training of the Elman network then become an important area of the research. Since the
traditional back propagation algorithm failed to train the Elman network, a dynamic
back propagation algorithm (DBP) was introduced to learn the weights. Furthermore,
since the DBP algorithm could cause the weights of the Elman network to blow up
during the training process, a simpliﬁed DBP algorithm was developed that solved the
problem. The simulation results obtained from a SISO plant in Chapter 3 suggest that
the Elman network based approach can detect the sensor fault and then, successfully
performed fault accommodation. As the Elman network cannot learn the transport de-
lay in system, the structure of the Elman network was modiﬁed such that the input layer
contains delay blocks. The corresponding algorithm to learn the delay is also provided.
After the simulation study and analysis, experimental research on static and dynamic
sensor fault tolerant control was conducted on a liquid level system. The experimental
results presented in Chapter 5 demonstrate that the Elman network based sensor fault
detection and accommodation scheme is able to provide good performance on a practical
non-linear system. Meanwhile, the limitation of the fault tolerant scheme that utilises
MLP with TDL memory is also veriﬁed by results obtained from experiments on the
liquid level system.
6.1 Suggestions for future work
This project seeks to develop an Elman network based fault detection and accommoda-
tion scheme to maintain good control performance even when the sensor is faulty. The ex-
perimental result obtained in this thesis is obtained using a SISO direction-independent
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nonlinear system. Since a lot of process have direction-dependent characteristics, e.g.
heating system, it is meaningful to extend the fault detection and accommodation scheme
based on Elman network to direction-dependent systems. Another area of work that may
be conducted is to develop an Elman network based fault tolerant scheme for MIMO
systems. For MIMO systems which have only linear coupling, a MISO Elman network
model may be implemented by dividing the MISO system into several SISO systems and
then, using the existing SDBP algorithm to train the NN. If the process exhibits non-
linear coupling, then a new method or scheme is probably needed. Another drawback
of the current fault detection and accommodation scheme is that it cannot distinguish
between faults that occur in the sensor and the process. Therefore, it would be useful to
develop a method that is able to distinguish between faults in the various components
of a closed-loop system.
The main advantage of using neural network is that it can model nonlinear systems.
Chapter 5 presents experimental results that demonstrate that faults in a nonlinear
liquid level system can be handled by the proposed Elman network approach. In order to
further explore the advantages oﬀered by the neural network, research and experiments
may be conducted to compare the performance of the proposed scheme against fault
tolerant techniques developed based on linear system theory.
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Appendix
1. File used to initialize the training of Elman network
k = 0;% index of training sample
trainerror = 0;% define training error
epoch = 1;% define epochs
mt = 0.1;% define momentum factor
TH = zeros(10000, 1);% define training error history array
num sample = 100;% number of training samples
num hidden = 2;% number of neuron in hidden layer of Elman
num output = 1;% number of neuron in output layer of Elman
num input = 1;% number of neuron in context layer of Elman
num context = num hidden;
E = zeros(num sample, 1);% Define Cost function
Wy = zeros(num hidden, num sample);% weights from hidden layer to output layer
Wu = zeros(num hidden, num sample);% weights from input layer to context layer
Wx = zeros(num hidden, num context, num sample);% weights of hidden layer
% variable related to training samples
x = zeros(num hidden, num sample);% output value of hidden layer
u = zeros(num sample, 1);% input value to the Elman (training input)
yd = zeros(num sample, 1);% teaching signal value (training output)
y = zeros(num sample, 1);% output value from the Elman
v = zeros(num hidden, num sample);% inputs value to the hidden layer
% variable related to validation samples
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x v = zeros(num hidden, num sample);% output value of hidden layer
u v = zeros(num sample, 1);% input value to the Elman (training input)
yd v = zeros(num sample, 1);% teaching signal value (training output)
y v = zeros(num sample, 1);% output value from the Elman
v v = zeros(num hidden, num sample);% inputs value to the hidden layer
fv = zeros(num hidden, 1);% diffrential of hidden layer
dE dWy = zeros(num hidden, 1);% define gradient of output layer
dE dWu = zeros(num hidden, 1);% define gradient of input layer
dE dWx = zeros(num hidden, num context);% define gradient of hidden layer
dx dWx = zeros(num hidden, num hidden, num context, num sample);
% variable will be used in DBP algorithm
%INITIALIZE WEIGHTS
Wu(:, 1) = random(′unif ′,−0.5, 0.5, num hidden, 1);
Wy(:, 1) = random(′unif ′,−0.5, 0.5, num hidden, 1);
Wx(:, :, 1) = random(′unif ′,−0.5, 0.5, num hidden, num hidden);
validationerror = 0;% define validation error
lr = 0.1;% define learning rate
%Scale the training samples to [−1, 1]
u = input(1 : num sample)/10; yd = temp1(2 : num sample+ 1) ∗ 10;
2. File used to training Elman network using SDBP algorithm
while epoch <= 20000
% updating thefirst weights used at the begining of each epoch.
if epoch > 1
Wu(:, 1) = Wu(:, num sample);
Wy(:, 1) = Wy(:, num sample);
for i = 1 : num hidden
for j = 1 : num hidden
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%Feedforward part of back propagation algorithm, calculate the
%value in each layer of Elman network
for i = 1 : num hidden
v(i, 1) = Wu(i, 1) ∗ u(1);
x(i, 1) = tansig(v(i, 1));
end
y(1) = 0;
for i = 1 : num hidden
y(1) = y(1) +Wy(i, 1) ∗ x(i, 1);
end
for k = 2 : num sample
for i = 1 : num hidden
v(i, k) = Wu(i, k − 1) ∗ u(k);
for j = 1 : num hidden
v(i, k) = v(i, k) +Wx(i, j, k − 1) ∗ x(j, k − 1);
end
x(i, k) = tansig(v(i, k));
end
y(k) = 0;
for i = 1 : num hidden
y(k) = y(k) +Wy(i, k − 1) ∗ x(i, k);
end
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E(k) = 0.5 ∗ (yd(k)− y(k))2; % Cost function
%Calculate gradient corresponding to input and output layer
for i = 1 : num hidden
dE dWy(i) = −(yd(k)− y(k)) ∗ x(i, k);
fv(i) = dtansig(v(i, k), x(i, k));
dE dWu(i) = −(yd(k)− y(k)) ∗Wy(i, k − 1) ∗ fv(i) ∗ u(k);
%update weights at input and output layer
Wu(i, k) = Wu(i, k−1)− lr∗dE dWu(i)+mu∗(Wu(i, k−1)−Wu(i, k−2));
Wy(i, k) = Wy(i, k−1)− lr∗dE dWy(i)+mu∗ (Wy(i, k−1)−Wy(i, k−2));
%Calculate gradient corresponding to hidden layer
for j = 1 : num hidden
dx dWx(i, i, j, k) = fv(i)∗x(j, k−1)+fv(i)∗Wx(i, i, k−1)∗dx dWx(i, i, j, k−
1);
dE dWx(i, j) = −(yd(k)− y(k)) ∗Wy(i, k − 1) ∗ dx dWx(i, i, j, k);
Wx(i, j, k) = Wx(i, j, k − 1)− lr ∗ dE dWx(i, j) +mu ∗ (Wx(i, j, k − 1)





e = yd− y;
trainerror = sqrt(mse(e))
epoch = epoch+ 1;
%calculate validation error
for i = 1 : num hidden
v v(i, 1) = Wu(i, 1) ∗ u v(1);
x v(i, 1) = tansig(v v(i, 1));
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end
y v(1) = 0;
for i = 1 : num hidden
y v(1) = y v(1) +Wy(i, 1) ∗ x v(i, 1);
end
for k = 2 : num sample
for i = 1 : num hidden
v v(i, k) = Wu(i, k − 1) ∗ u v(k);
for j = 1 : num hidden
v v(i, k) = v v(i, k) +Wx(i, j, k − 1) ∗ x v(j, k − 1);
end
x v(i, k) = tansig(v v(i, k));
end
y v(k) = 0;
for i = 1 : num hidden
y v(k) = y v(k) +Wy(i, k − 1) ∗ x v(i, k);
end
end
e v = yd v − y v;
validationerror = sqrt(mse(e v))
%retrieve the smallest validation error point







%store the training error history
TH(epoch, 1) = trainerror;
V H(epoch, 1) = validationerror;
if mod(epoch, 20) == 0
save isbp.mat;
end
end
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