Although the Parks (1967) estimator for a SUR model with AR disturbances is efficient both asymptotically and in small samples, Kmenta and Gilbert (1970) and more recently Beck and Katz (1995) note that estimated standard errors tend to be biased downward as compared with the true variability of the estimates. This bias leads to tests that show overrejection and to confidence intervals that are too small. We suggest bootstrapping the tests to correct this inference problem. After illustrating the over rejection associated with the estimated asymptotic standard errors, we develop a bootstrap approach to inference for this model, illustrate its use, and show using Monte Carlo methods that the bootstrap gives rejection probabilities close to the nominal level chosen by the researcher.
1.
Introduction:
This paper presents bootstrap methods for inference in a seemingly unrelated regression (SUR) model with autocorrelated disturbances. We show via a Monte Carlo study that bootstrap methods are capable of correcting and largely eliminating the level-distortion that occurs with the use of the estimated covariance matrix associated with the Parks estimator.
The Parks estimator (1967) was designed as an efficient estimator for systems of equations with both serially and contemporaneously correlated disturbances. Such models include the SUR model and various restricted forms of it such as pooled time series crosssection models. In this context, the Parks estimator was shown to be consistent and asymptotically more efficient than competing unbiased estimators, including the Zellner (1962) estimator, which corrects for contemporaneous correlation but not for serial correlation, and ordinary least squares (OLS), which corrects for neither. 1 Since time series cross section data in social science research often fits this framework, the Parks estimator has 1 The unbiasedness property was shown only later. Kakwani's (1967) argument for the Zellner estimator was extended by Magnus (1978) to cover this estimator. Andrews (1987) provides a comprehensive treatment.
been widely used and is available in many econometric software packages including RATS, SHAZAM, SAS, Stata, and Eviews.
Following Parks (1967) , a series of Monte Carlo studies demonstrated a small sample efficiency gain from the use of the Parks estimator, although these studies were limited in their consideration of models with relatively few equations (the cross-section dimension, M) and with substantially more time series observations, T, than equations. i.e. with T>>M. Kmenta and Gilbert (1970) explores a model with M=2 equations and T=10, 20, and 100
observations, together with several covariance specifications. Their results confirm, for all sample sizes, an improvement in efficiency associated with the Parks estimator, even in cases without cross equation correlation. 2 Kmenta and Gilbert (1968) provide Monte Carlo results for the Zellner, SUR model; Zellner (1963) provides some exact finite sample results in relatively simple cases. Guilkey and Schmidt (1973) reaffirm these findings for the SUR model with a more general, vector autoregressive error process and provide the basis for an improved treatment of the first observation that preserves stationarity. Maeshiro (1980) provides evidence on the problems created by trended exogenous variables, and the importance in these cases of retaining the initial observation. Doran and Griffiths (1983) provide additional evidence on this situation and implement the Guilkey and Schmidt (1973) stationarity result in their estimation procedure.
While the small sample efficiency of the Parks estimator is a desirable property, most inference depends on having reasonable estimates of standard errors or more generally the covariance matrix. Although the estimated covariance matrix provided by Parks (1967) is consistent, Kmenta and Gilbert (1970) note in their Monte Carlo study that the estimated standard errors of the Parks estimator appear to be biased when compared with the true variability of the estimates, even in samples as large as 100. More recently, Beck and Katz (1995) showed that the estimated standard errors for the Parks estimator have severe downward bias with pooled cross-section, time series data where the time dimension T is small relative to the number of cross-sections M. They also show that the actual coverage probabilities for confidence intervals could be well below their nominal levels.
For testing hypotheses in a SUR model with autocorrelated errors, Beck and Katz (1995) recommend using the inefficient OLS estimator together with standard errors from the corresponding "sandwich" covariance matrix that is appropriate given the assumed structure for the disturbances. We think, however, that this is not the best advice for it ignores a bootstrap approach that preserves the use of the efficient estimator while eliminating the size or level-distortion associated with the biased standard errors or covariances.
It is clearly important for researchers working with time series cross-section data to be aware of the Beck and Katz (1995) findings regarding the potential downward bias and overrejection when using the estimated standard errors for the Parks estimator. Although their method reduces this level-distortion, it generally fails to eliminate it; it is based on an inefficient estimator, and it is difficult to implement in situations involving both contemporaneously and serially correlated disturbances. The remainder of the paper is organized as follows. In Section 2 we present the model and describe the estimation procedures that show the best performance. In Section 3 we discuss the level-distortion that arises when the estimated covariance or standard errors are used. We present results of a Monte Carlo study extending Kmenta and Gilbert (1970) and Beck and Katz (1995) 
The diagonal structure of the R matrix implies that each equation or cross-section unit exhibits its own serial correlation coefficient, and the innovations v (t) are contemporaneously correlated with covariance matrix Σ.
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The most general model that we will consider involves the diagonal R matrix, with M parameters, specifying the serial correlation together with a full, symmetric Σ matrix, with
parameters, specifying the contemporaneous covariance.
If Ω is known, the generalized least squares estimator for the coefficients in this model is ( )
The inverse of Ω, which is MT MT × , can be difficult to compute when M and T are large. In addition, in most applications, Ω is not known and has to be estimated. The Parks estimator addresses this problem by transforming the data to remove the serial correlation then applying the SUR estimator. Transformation of observation 2,…,T involves the familiar weighted first differencing. Transformation of the first observation is more complicated and involves parameters from both and R Σ . 6 There are a variety of ways to implement the estimator. In 4 To clarify notation, notice that the vector ε i contains the T disturbances for the ith equation whereas the vector ε (t) contains the M disturbances for different equations or cross-sectional elements at time t. 5 Judge et. al (1985) provides a useful discussion of both the covariance structure and estimation methods. 6 Although the estimation procedure proposed by Parks (1967) preserved the initial observation, it did not preserve stationarity. Guilkey and Schmidt (1973) provided the theoretical details to correct that problem. Doran and Griffiths (1983) implemented the modified procedure, which is now described well in Judge et al (1985) . The procedures we discuss here incorporate that correction.
steps 1-5 below, we describe the feasible GLS procedure that appears consistently to show the best performance. OLS on the transformed data, and use E, the resulting matrix of residuals to
4. construct the transformation matrix, P , such that:
This transformation leads to a manageable form of the inverse of the system covariance matrix,
The Parks FGLS estimator is then:
where *X PX = and *ŷ Py = .
A consistent estimator for the covariance matrix of the Parks estimator is:
Details of the transformation matrix P are given in Judge (1985) . Briefly, for observations 2,...,T, X * and y * represent the familiar weighted first differences using the estimated ρ i s. For the first observation, the transformation that preserves stationarity involves a complicated mixture of the parameters from both the R and Σ matrices.
Level-distortion in Hypothesis Tests

Level-distortion.
Hypothesis tests using the estimate of the asymptotic covariance matrix (10) In this section we demonstrate the level-distortion for a variety of tests based on the Parks estimator and its estimated asymptotic covariance with a Monte Carlo study using the classic General Electric and Westinghouse data from Grunfeld (1958) , which has been widely used to illustrate the SUR model.
Model Estimates.
Grunfeld sought to explain a firm's net investment in terms of its expected profits and its desired capital stock, using data from 1935-1954. For two firms, General Electric and Westinghouse, his model involves a system of equations with M=2, T=20, and k 1 =k 2 =3
(including the constant). Statistical tests suggest that disturbances show both contemporaneous and serial correlation, so that the Parks estimator is appropriate. Table 1 shows the Parks estimates for the two regressions and their estimated asymptotic standard
errors. The last column shows the estimated autoregressive coefficients. These can be compared with estimates based on OLS and SUR shown in Theil (1971, chapter 7). χ .
Monte Carlo study of level-distortion with tests based on asymptotic standard errors of the Parks estimator
A Monte Carlo study of a test's level-performance involves the following steps:
1. Choose parameters for the model satisfying the null hypothesis 2. Generate a sample data set.
3. Using this data set, test the null hypothesis using critical values from the Table 2 below. 
Tests using their approach also suffer from level-distortion, however, and although the distortion may be smaller than with the Parks estimator, it remains of potential importance.
Furthermore, we are not forced to choose between efficiency and level-distortion. With modern bootstrap techniques, we can use a test statistic based on the efficient Parks estimator and then correct for the level-distortion.
Bootstrap Inference in a SUR Model with Autocorrelated Disturbances
The bootstrap has been shown to improve on asymptotic approximations to the "The bootstrap provides a higher-order asymptotic approximation to critical values for tests based on "smooth" asymptotically pivotal statistics. When a bootstrap-based critical value is used for such a test, the difference between the test's true and nominal levels decreases more rapidly with increasing sample size than it does when the critical value is obtained from first-order asymptotic theory. Given a sufficiently large sample, the nominal level of the test will be closer to the true level when a bootstrap critical value is used than when a critical value based on first-order asymptotic theory is used."
Parametric Bootstrap for the SUR Model with AR(1) Disturbances
The simplest type of bootstrap is a parametric bootstrap, but it requires a more complete specification of the data generating process including a specific assumption about the distribution of the disturbances. Below we give the steps for implementing a parametric bootstrap test of a null hypothesis, H 0 , where we assume Normality of the disturbances.
1. Estimate β from the unrestricted model and compute the test statistic, g above. Call this test statistic ĝ . Re-estimate the model under the restrictions imposed by the null hypothesis to obtain β , R , and Σ .
2. Generate a bootstrap sample satisfying the null hypothesis using the restricted estimates β , R , and Σ as the parameters of the data generating process and drawing a random sample of disturbances from the assumed distributiontion. In the present context, the moderately complicated generation of the disturbances can be described as follows:
Transform the columns of U to have covariance Σ, i.e. construct
H is a lower triangular Cholesky factor of 
, then it can be constructed as follows: (1) (1) ( ) ( 1) ( ) and for 2,...,
3. Estimate parameters for the unconstrained model from the first bootstrap sample (b=1), and compute the test statistic for the bootstrap sample. The above procedure can be suitably modified at steps 1 and 3 to deal with test statistics that depend on estimates of the restricted model, i.e. Lagrange multiplier tests or on estimates of both restricted and unrestricted models, i.e. likelihood ratio tests.
Non-Parametric (or semi-parametric) Bootstrap:
A non-parametric bootstrap follows the same general outline as that given above but instead of using a parametric specification of the distribution of the disturbances it uses resampling with replacement from the original residuals , which are used as an empirical representation of the disturbance distribution. In the present context, the process is complicated by the serial correlation, but the following process provides a feasible approach.
1'. Estimate the parameters of the unrestricted model and compute the test statistic, g above.
Call this test statistic ĝ . Re-estimate the model under the restrictions imposed by the null hypothesis to obtain β , R , Σ , and the T M × matrix of residuals E .
2'. Reverse the steps in 2 above to get estimates of the "original" untransformed u (t) s.
Let for 2,..., and 
An Illustration and Some Monte Carlo Results for Bootstrap Procedures
Below we illustrate the parametric bootstrap using the Grunfeld GE-Westinghouse data. We consider the three test statistics described above based on the Parks estimates shown in Table 1 . As expected, the bootstrap critical values are above their asymptotic counterparts. Thus they will tend to correct the over-rejection of the Parks estimator found here and in the literature.
Although in this instance the decision to reject or fail to reject is unaltered, it is apparent that the critical values differ significantly, and could affect the test decision in some instances.
Through Monte Carlo experiments, Rilstone and Veall (1996) 
Summary
The Parks estimator is asymptotically efficient for SUR models with autocorrelated errors, and several Monte Carlo experiments have shown it to be more efficient than OLS and SUR estimates in finite samples. Kmenta and Gilbert (1970) and more recently Beck and Katz (1995) 
