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Abstract
We deal with sublinear elliptic equations in a ball and prove the existence of
inﬁnitely many solutions which are not radially symmetric but G invariant. Here G is
any closed subgroup of the orthogonal group and is not transitive on the unit sphere.
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1. Introduction
In this paper we prove the existence of non-radial solutions with group
invariance for a semilinear elliptic equation
Du ¼ f ðuÞ; xAO; ð1:1Þ
u ¼ 0; xA@O; ð1:2Þ
uðgxÞ ¼ uðxÞ; xAO; gAG; ð1:3Þ
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where O  fxARn: jxjoRg; nX2 and G is a closed subgroup of the
orthogonal group OðnÞ: We are concerned with a sublinear equation like
f ðuÞ ¼ jujpsgn u with 0opo1: Since gAGCOðnÞ is an orthogonal matrix,
the value uðgxÞ is well deﬁned for xAO: We call a solution of (1.1)–(1.3)
a G invariant solution. Problems (1.1) and (1.2) have inﬁnitely many
radially symmetric solutions for a suitable nonlinear term f ðuÞ: A radially
symmetric solution is G invariant for any G: In this paper we look for
a G invariant solution without a radial symmetry. To solve this problem,
we deﬁne a notion of transitivity of G: Since G is a closed subgroup of OðnÞ;
it is an isometric linear transformation group on Rn; hence, on the unit
sphere Sn1
Sn1 ¼ fxARn : jxj ¼ 1g:
A group G is said to be transitive on Sn1 if for any two points x; yASn1
there exists a gAG such that gx ¼ y: We make the following assumption on
the nonlinear term f ðuÞ:
Assumption A. There exists a d > 0 such that f ðsÞ is deﬁned on ½d; d
 and
satisﬁes the following conditions:
(i) f is odd, Ho¨lder continuous and non-decreasing on ½d; d
:
(ii) f ðsÞ=s is strictly decreasing on ð0; dÞ:
(iii) lims-0 f ðsÞ=s ¼N:
Theorem 1. Suppose that Assumption A holds. Then the following two
assertions are equivalent:
(i) G is not transitive on Sn1:
(ii) There exists a sequence fukg
N
k¼1 of solutions for (1.1)–(1.3) such that
each uk is G invariant, not radially symmetric, ukc0 and the C2ð %OÞ
norm of uk converges to zero as k tends to infinity.
From Assumption A and Theorem 1, it follows that the existence of a
sequence of solutions converging to zero depends only on the behavior of
the nonlinearity in a neighborhood of the origin.
The assumption that f is Ho¨lder continuous is used only to get a C2-
regularity for a H10 ðOÞ-weak solution. Even if f is not Ho¨lder continuous,
Theorem 1 remains valid after the C2 norm of solutions uk is replaced by
the C1;yð %OÞ norm of weak solutions in (ii). A weak solution uk belongs to
C1;yð %OÞ for any 0oyo1 because of the elliptic regularity theorem. Here
C1;yð %OÞ consists of functions u such that ru is Ho¨lder continuous with the
exponent y:
When G is transitive, a G invariant solution coincides with a radially
symmetric solution. Therefore assertion (ii) in Theorem 1 implies (i). All
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transitive closed subgroups of OðnÞ have been classiﬁed by Montgomery–
Samelson [9] and Borel [2] as follows.
Theorem 0 (Montgomery and Samelson [9], Borel [2], Gorbatsevich et al. [5,
p. 186], Onishchik [10, p. 267]). Let nX2 and G be a connected closed
subgroup of SOðnÞ: Then the following are equivalent:
(i) G is transitive on Sn1:
(ii) G is OðnÞ-conjugate to one of the following groups: SOðnÞ;
SUðmÞ; UðmÞ ðn ¼ 2mÞ; SpðmÞ; SpðmÞSpð1Þ; SpðmÞUð1Þ ðn ¼ 4mÞ;
Spinð9Þ ðn ¼ 16Þ; Spinð7Þ ðn ¼ 8Þ; G2 ðn ¼ 7Þ:
When G is a closed subgroup of OðnÞ and is not necessarily connected, we
divide G into connected components. Then G is transitive if and only if the
connected component which has the unit matrix is OðnÞ-conjugate to one of
the Lie groups listed in (ii) of Theorem 0.
We give an outline of the proof of Theorem 1. It is clear that (ii) implies
(i). Under assumption (i), we show (ii). Our idea is based on the variational
method for the functional IðuÞ
IðuÞ ¼
Z
O
1
2
jruj2  F ðuÞ
 
dx; where F ðuÞ ¼
Z u
0
f ðtÞ dt:
We restrict the deﬁnition domain of IðuÞ to the G invariant Sobolev space
H10 ðO; GÞ  fuAH
1
0 ðOÞ : uðgxÞ ¼ uðxÞ ðgAG; xAOÞg:
Then we deﬁne
ak ¼ inf
gðAÞXk
sup
uAA
IðuÞ;
where the inﬁmum is taken over the family of all closed symmetric subsets A
of H10 ðO; GÞ such that 0eA and gðAÞXk: Here gðAÞ denotes the genus of A:
Each ak is a G invariant critical value, ako0 and fakg converges to zero. For
each kAN; we construct a suitable symmetric subset Ak such that gðAkÞXk:
Then we obtain the upper estimate
akp inf
t>0
sup
uAtAk
IðuÞp inf
t>0
fCk2=ðnmÞt2  jOjF ðtÞg; ð1:4Þ
where m is a dimension of a principal orbit of the transformation group G
on the unit sphere. In (1.4), jOj denotes the volume of O and C is a positive
constant independent of k and t: Since G is not transitive, it holds that
0pmpn  2: On the other hand, we investigate the radially symmetric
solutions u ¼ uðrÞ; r ¼ jxj: Without loss of generality, we can suppose that
d ¼N in Assumption (A) and lims-7N f ðsÞ=s ¼ 0: The reason will be
explained in Section 2. Instead of the boundary-value problem (1.1) and
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(1.2), consider the initial-value problem
u00 þ
n  1
r
u0 þ f ðuÞ ¼ 0;
u0ð0Þ ¼ 0; uð0Þ ¼ l:
For each lAR; this problem has a unique global solution uðr; lÞ which is
deﬁned for rAð0;NÞ: From our assumption that f ðsÞ=s is strictly decreasing
in ð0;NÞ; strictly increasing in ðN; 0Þ; f ðsÞ=s diverges to N as s-0 and
converges to zero as s-N; it follows that uðr; lÞ has an unbounded
sequence fzkðlÞg of zeros such that
0oz1ðlÞoz2ðlÞoz3ðlÞo?sN; uðzkðlÞ; lÞ ¼ 0:
Moreover each zkðlÞ is strictly increasing with respect to l in ð0;NÞ; strictly
decreasing in ðN; 0Þ; liml-0 zkðlÞ ¼ 0 and liml-7N zkðlÞ ¼N: These
results guarantee the existence and uniqueness of k-nodal solution for each
kAN: That is, for each positive integer k; there exists a unique radial
solution uðrÞ; r ¼ jxj of (1.1) and (1.2) such that uðrÞ has exactly k zeros in
½0; R
 and uð0Þ > 0: This solution is denoted by ukðrÞ: Then all radially
symmetric solutions consist of7ukðrÞ for kX1 and the zero solution. These
results have been obtained in our paper [8].
We set bk ¼ IðukÞ for the k-nodal solution uk: Then we will prove in the
present paper that bk is equal to the minimax value, i.e.,
bk ¼ inf
gðAÞXk
sup
uAA
IðuÞ; ð1:5Þ
where the inﬁmum is taken over the family of all closed symmetric subsets A
of H10 ðO; OðnÞÞ such that 0eA and gðAÞXk: Here H
1
0 ðO; OðnÞÞ denotes the set
of all radially symmetric functions in H10 ðOÞ: From this characterization of
bk; we can derive the lower estimate for fbkg
inf
t>0
fC0k2t2  jOjF ðtÞgpbko0: ð1:6Þ
Comparing (1.4) with (1.6), one ﬁnds that fbkg converges to zero faster than
fakg: Therefore fakg\fbkg is an inﬁnite set. The corresponding solutions to
this set are G invariant and non-radial. Thus we obtain (ii) of Theorem 1.
In case f ðuÞ ¼ jujp sgn u with 1opoðn þ 2Þ=ðn  2Þ; Theorem 1 is valid
after replacing the convergence of the C2 norm of fukg to zero by the
divergence to inﬁnity. This result has been proved in my earlier paper [7].
The idea for the proof is similar to that in this paper, however the method is
different. In [7], it has been proved that fakg and fbkg diverges to N as
k-N and fbkg diverges faster than fakg: To show it, we have used the
upper estimate for fakg
akpCk2ðpþ1Þ=ðnmÞðp1Þ:
This estimate has been proved in [7] for 1opoðn þ 2Þ=ðn  2Þ by using the
asymptotic distribution of eigenvalues for the G invariant Laplacian.
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On the other hand, in the present paper we deal with the sublinear
nonlinearity f ðuÞ on which the assumption is more general. Because of the
sublinearity, it is delicate and complicated to deﬁne the subset Ak appeared
in (1.4). Indeed, if we choose a simple deﬁnition of Ak
Ak ¼
Xk
i¼1
tifi:
Xk
i¼1
t2i ¼ 1
( )
;
where fi is the ith G invariant eigenfunction of the Laplacian, then it follows
that gðAkÞ ¼ k; however, we can not obtain (1.4). We will carefully construct
Ak in Deﬁnition 4.3. Thus the method in this paper is different to that in [7].
To make a success of our argument, this paper is organized into seven
sections. In Section 2, we show some examples of f ðuÞ and G; which
Theorem 1 is applicable to. In Section 3, we deﬁne G invariant critical values
fakg: In Section 4, we construct the symmetric subset Ak and give the upper
estimate (1.4). In Section 5, we provide a complete description of all radially
symmetric solutions for (1.1) and (1.2). In Section 6, we prove (1.5), which
means that the radial minimax values are all possible energies of radial
solutions. In Section 7, we prove Theorem 1.
2. Examples
In this section, we present some examples of nonlinear terms f ðuÞ and
non-transitive groups G:
Example 2.1. The following are examples of f ðuÞ which satisﬁes Assumption
A: f ðuÞ ¼ jujp sgn u with 0opo1; f ðuÞ ¼ u logjuj and f ðuÞ ¼ jujp sgn u
7jujq sgn u with 0opominð1; qÞ: In the last nonlinear term, we do not need
the restriction that qoðn þ 2Þ=ðn  2Þ: For these nonlinear terms, (1.1)–(1.3)
has inﬁnitely many G invariant solutions without radial symmetry if G is not
transitive on the unit sphere.
For the nonlinear term f ðuÞ ¼ jujp sgn u7jujq sgn u with 0opo1oq
oðn þ 2Þ=ðn  2Þ; see [1]. They have proved that in any bounded domain
(1.1) with (1.2) has inﬁnitely many solutions fukg such that IðukÞ are
negative and converges to zero as k tends to inﬁnity. On the other hand, our
method in this paper is applicable to any bounded domain without G
invariance. Indeed, Lemma 3.1 and Proposition 3.5 in Section 3 are valid
without G invariance and give the existence of a sequence of solutions whose
C2 norm converges to zero. Therefore our theorem extends the result in [1]
to more general nonlinear terms.
Example 2.2. Let G be the n dimensional symmetric group, i.e.,
G ¼ fgAOðnÞ : each element of g is equal to 1 or 0g:
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This is not transitive because it is a ﬁnite group. Theorem 1 shows that there
exist solutions fukg of (1.1)–(1.3) such that limk-N jjuk jjC2ð %OÞ ¼ 0; each uk is
not radially symmetric and
ukðx1;y; xnÞ ¼ ukðxsð1Þ;y; xsðnÞÞ for any permutation s:
Example 2.3. Let n ¼ 2; ﬁx mAN and set
G ¼
cosð2jp=mÞ sinð2jp=mÞ
sinð2jp=mÞ cosð2jp=mÞ
 !
: j ¼ 0; 1;y; m  1
( )
:
By Theorem 1 there exist inﬁnitely many solutions which are not radially
symmetric but rotationally invariant by the angle 2p=m:
Example 2.4. Let 1pmon and
G ¼ OðmÞ  Oðn  mÞ ¼
g 0
0 h
 !
: gAOðmÞ; hAOðn  mÞ
( )
:
Then there exist solutions fukg such that uk is not radially symmetric but
uk ¼ ukðjx0j; jx00jÞ for x0AR
m; x00ARnm with jðx0; x00ÞjoR:
Instead of Assumption A, we consider the next assumption.
Assumption B. The function f ðÞ is deﬁned on R and satisﬁes the following
conditions:
(i) f is odd, Ho¨lder continuous and non-decreasing on R:
(ii) f ðsÞ=s is strictly decreasing on ð0;NÞ:
(iii) lims-0 f ðsÞ=s ¼N:
(iv) lims-N f ðsÞ ¼ C > 0 with a certain C > 0:
When f ðÞ satisﬁes Assumption A, we deﬁne
hðsÞ ¼
f ðsÞ; ðjsjpdÞ;
sgnðsÞf ðdÞ; ðjsjXdÞ:
(
Then h satisﬁes Assumption B. Note that hðsÞ ¼ f ðsÞ for jsjpd: When G is
not transitive, we have only to prove (ii) of Theorem 1 for hðÞ in place of
f ðÞ: Hereafter we always assume that Assumption B holds and G is not
transitive on Sn1:
3. G invariant critical values
In this and the next section, we construct G invariant critical values fakg
of IðuÞ and estimate their convergence rate.
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We may assume without loss of generality that the radius R of O is one.
Indeed, we set vðxÞ ¼ uðRxÞ; which satisﬁes (1.1)–(1.3) replaced f by R2f on
the unit ball. The function R2f ðsÞ as well as f ðsÞ fulﬁlls Assumption B. Hence
we assume that O is the unit ball. To prove Theorem 1, we use a functional
IðuÞ
IðuÞ ¼
Z
O
1
2
jruj2  F ðuÞ
 
dx; where F ðuÞ ¼
Z u
0
f ðtÞ dt:
Set
H10 ðO; GÞ  fuAH
1
0 ðOÞ: uðgxÞ ¼ uðxÞ ðgAG; xAOÞg:
We consider IðÞ on H10 ðO; GÞ: Then it is of class C
1: The equation I 0ðuÞ ¼ 0
means
I 0ðuÞv 
Z
O
ðrurv  f ðuÞvÞ dx ¼ 0 for vAH10 ðO; GÞ:
If this equation holds for any vAH10 ðO; GÞ; then it is valid for any vAH
1
0 ðOÞ
also. For the proof, see [7, Lemma 6.2] or [11]. Hence a critical point
uAH10 ðO; GÞ of IðÞ becomes a weak solution of (1.1)–(1.3). Moreover, it
belongs to C2ð %OÞ by the elliptic regularity theorem together with
Assumption B.
Lemma 3.1. Let ukAH10 ðO; GÞ be a solution of (1.1)–(1.3). Then the C
2ð %OÞ
norm of uk converges to zero if and only if IðukÞ converges to zero.
Proof. It is clear that if jjukjjC2ð %OÞ converges to zero, then IðukÞ tends
to zero. Conversely, suppose that limk-N IðukÞ ¼ 0: Since f ðÞ is
bounded on R; the elliptic regularity theorem gives a constant C > 0 such
that
jjuk jjC1ð %OÞpC for kAN:
Let fvkg be any subsequence of fukg: Then Ascoli–Arzela`’s theorem yields
a subsequence fwkg of fvkg which converges to a certain limit wACð %OÞ
uniformly. Multiplying (1.1) with u ¼ wk by wk and integrating over O; we
have Z
O
jrwk j
2 dx ¼
Z
O
wkf ðwkÞ dx;
which gives
IðwkÞ ¼
Z
O
1
2
wkf ðwkÞ  F ðwkÞ
 
dx: ð3:1Þ
Letting k-N; we haveZ
O
1
2
wf ðwÞ  F ðwÞ
 
dx ¼ 0:
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Since 2F ðtÞ  tf ðtÞ > 0 for tAR\f0g by Assumption B, we conclude that
w  0: Therefore uk converges to zero in Cð %OÞ; and hence in C2ð %OÞ also by
the elliptic regularity theorem. The proof is complete. &
Deﬁnition 3.2. A real number c is called a G invariant critical value if there
exists a uAH10 ðO; GÞ such that I
0ðuÞ ¼ 0 and IðuÞ ¼ c:
In view of Lemma 3.1, we have only to ﬁnd critical points ukAH10 ðO; GÞ
such that uk is not radially symmetric and IðukÞ converges to zero.
Deﬁnition 3.3. Let X be a real Banach space and A a closed symmetric
subset of X ; i.e., uAA implies uAA: Suppose that 0eA: Then we deﬁne a
genus gðAÞ of A by the smallest integer k such that there exists an odd
continuous mapping from A to Rk\f0g: If there does not exist such a k; we
deﬁne gðAÞ ¼N: For the empty set, we set gð|Þ ¼ 0:
Deﬁnition 3.4. Let Gk denote the family of closed symmetric subsets A of
H10 ðO; GÞ such that 0eA and gðAÞXk: Deﬁne ak by
ak ¼ inf
AAGk
sup
uAA
IðuÞ:
We prove that fakg are G invariant critical values and we estimate them
from above in the next proposition.
Proposition 3.5. The following assertions hold:
(i) Each ak is a G invariant critical value.
(ii) akpakþ1o0 for kAN and limk-N ak ¼ 0:
(iii) If ak ¼ akþ1 ¼? ¼ akþp  a; then gðKaÞXp þ 1: Here
Ka ¼ fuAH10 ðO; GÞ : I
0ðuÞ ¼ 0; IðuÞ ¼ ag:
(iv) There exist an integer m and a constant C > 0 such that 0pmpn  2
and
akp inf
tX0
fCk2=ðnmÞt2  jOjF ðtÞg;
where jOj denotes the volume of O:
To prove Proposition 3.5, we ﬁrst verify the Palais–Smale condition for
IðÞ:
Lemma 3.6. IðÞ is bounded from below and satisfies the Palais–Smale
condition.
Proof. It is sufﬁcient to prove the lemma on H10 ðOÞ in place of H
1
0 ðO; GÞ: In
what follows, jj  jjp denotes the L
pðOÞ norm and we adopt jjrujj2 as the
H10 ðOÞ norm. Since f is bounded on R; for any e > 0 there exists a constant
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Ce > 0 such that
jF ðsÞjpes2 þ Ce for sAR:
This gives
IðuÞX
1
2
jjrujj22  ejjujj
2
2  CejOj
X
1
2

e
l1
 
jjrujj22  CejOj: ð3:2Þ
Here l1 denotes the ﬁrst eigenvalue of D with the Dirichlet boundary
condition and jOj denotes the volume of O: We take e ¼ l1=4 and see that
IðÞ is bounded from below.
We verify the Palais–Smale condition. Let fukgCH10 ðOÞ satisfy that
jjI 0ðukÞjj converges to zero and jIðukÞj is bounded. Since fukg is bounded in
H10 ðOÞ by (3.2), there is a subsequence (again denoted by fukg) of fukg which
converges to a certain limit uAH10 ðOÞ weakly in H
1
0 ðOÞ; strongly in L
2ðOÞ and
a.e. xAO: Since f ðsÞ is bounded on R; Lebesgue’s dominated convergence
theorem asserts that ff ðukÞg converges to f ðuÞ strongly in LpðOÞ for
1ppoN: Therefore we have
jjukf ðukÞ  uf ðuÞjj1p sup
sAR
jf ðsÞj jjuk  ujj1 þ jjujj2jjf ðukÞ  f ðuÞjj2-0;
ð3:3Þ
as k-N: On the other hand, letting k-N on both sides of
I 0ðukÞu ¼
Z
O
ðrukru  f ðukÞuÞ dx;
we obtainZ
O
ðjruj2  uf ðuÞÞ dx ¼ 0: ð3:4Þ
Moreover (3.3) showsZ
O
jrukj2 dx ¼ I 0ðukÞuk þ
Z
O
ukf ðukÞ dx-
Z
O
uf ðuÞ dx;
as k-N: This convergence together with (3.4) gives
lim
k-N
jjruk jj22 ¼ jjrujj
2
2:
Hence fukg converges strongly in H10 ðOÞ: The proof is complete. &
The next lemma guarantees that Gk is non-empty and ak is well deﬁned
and negative.
Lemma 3.7. For any kAN there exists a closed symmetric subset K of
H10 ðO; GÞ such that K is homeomorphic to S
k1 by an odd mapping and
supuAK IðuÞo0:
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Proof. Let lk denote the kth eigenvalue of
Du ¼ lu; xAO;
u ¼ 0; xA@O;
uðgxÞ ¼ uðxÞ; xAO; gAG:
8><
>: ð3:5Þ
Let fk be the eigenfunction corresponding to lk such that jjfk jj2 ¼ 1:
We set
Ek ¼
Xk
i¼1
tifi: t1;y; tkAR
( )
;
Ke ¼fuAEk : jjrujj2 ¼ eg for e > 0:
It is obvious that Ke is homeomorphic to S
k1 by an odd mapping. Since
Ek is a ﬁnite dimensional linear space, any norm is equivalent to each
other in Ek: Hence there exist constants A; B > 0 dependent only on k such
that
jjujjNpAjjrujj2; jjrujj2pBjjujj2 ð3:6Þ
for uAEk: We take e > 0 sufﬁciently small and will prove supKe IðuÞo0: Since
lims-0 f ðsÞ=s ¼N; there exists a d > 0 such that f ðsÞ=sX2B2 for jsjpd: This
means
F ðtÞXB2t2 for jtjpd: ð3:7Þ
Let eAð0; d=AÞ be ﬁxed. Since jjujjNpAjjrujj2od for uAKe; combining (3.7)
with (3.6) yields
IðuÞp12jjrujj22  B2jjujj22p 12 e2o0 for uAKe:
The proof is complete. &
The next lemma is due to Clark [4] (see also [12, p. 47]). For the reader’s
convenience, we give a proof.
Lemma 3.8. Let H be a real Hilbert space, X a closed linear subspace of H
and A a closed symmetric subset of H such that 0eA: If gðAÞ > codim X ; then
A-Xa|:
Proof. We denote the orthogonal complement of X by X>: Set m ¼
codim X ¼ dim X>: Let P denote the orthogonal projection from H to X>:
If PðaÞa0 for any aAA; then the mapping
PjA : A-X
>\f0gDRm\f0g
is odd continuous, and so gðAÞpm ¼ codim X : This contradicts the
assumption of the lemma. Therefore there exists an element aAA such that
PðaÞ ¼ 0; that is, aAA-X : The proof is complete. &
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The following lemma is crucial to obtain Proposition 3.5. The proof will
be given in the next section.
Lemma 3.9. For each positive integer k; there exists a closed symmetric subset
Ak of H
1
0 ðO; GÞ satisfying 0eA such that
(i) gðAkÞ ¼ k þ 1;
(ii) jjrujj2 ¼ 1 for uAAk;
(iii) Ck1=ðnmÞpjjujj1 for uAAk:
Here m is an integer, which will be determined by G in the later section,
such that 0pmpn  2: Constants C > 0 and m are independent of u
and k:
We are now in a position to prove Proposition 3.5 by using
Lemma 3.9.
Proof of Proposition 3.5. See [4] or [12, p. 53] for the proof of (i) and (iii).
We show (ii). From Gk*Gkþ1; it follows that akpakþ1: Since gðSk1Þ ¼ k by
Borsuk–Ulam’s theorem, Lemma 3.7 shows that ako0: Let lk and fk be the
kth eigenvalue and eigenfunction of (3.5) such that jjfkjjH1
0
¼ 1: Then
ffkg
N
k¼1 is an orthonormal base of H
1
0 ðO; GÞ: For the proof, see [7, Lemma
3.6]. We put
X ¼
XN
i¼k
tifi :
XN
k
t2ioN
( )
:
Since codim X ¼ k  1; Lemma 3.8 proves that A-Xa| for AAGk: Then
we have
sup
A
IðuÞX sup
A-X
IðuÞX inf
X
IðuÞ for AAGk: ð3:8Þ
Since f is bounded on R; there is a C0 > 0 such that 0pF ðsÞpC0jsj for sAR:
Hence we obtain
IðuÞX 1
2
jjrujj22  C0jjujj1
X 1
2
jjrujj22  Cjjujj2
X 1
2
jjrujj22  Cl
1=2
k jjrujj2 ð3:9Þ
for uAX : Here C is independent of u and k: Set t ¼ jjrujj2 on the right-hand
side of (3.9) and note
inf
tX0
fð1=2Þt2  Cl1=2k tg ¼ ðC
2=2Þl1k :
Then (3.8) and (3.9) show that 0 > akX ðC2=2Þl
1
k : Since limk-N lk ¼N;
it follows that limk-N ak ¼ 0: Assertion (ii) is now obtained.
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We prove (iv). Note that F ðuÞ ¼ F ðjujÞ because f is odd. Since F is convex
by the monotonicity of f ; Jensen’s inequality means
1
jOj
Z
O
F ðjujÞ dxXF ðjOj1jjujj1Þ:
Hence we have
IðuÞp1
2
jjrujj22  jOjF ðjOj
1jjujj1Þ: ð3:10Þ
Let Ak be chosen as in Lemma 3.9. We put
sAk ¼ fsu: uAAkg for s > 0:
Since sAkAGkþ1; (3.10) and Lemma 3.9 prove
akþ1p sup
sAk
IðuÞp1
2
s2  jOjF ðCjOj1k1=ðnmÞsÞ
for any s > 0: Here C > 0 is a constant independent of k and s: Setting
t ¼ CjOj1k1=ðnmÞs; we obtain
akpakþ1p inf
t>0
C0k2=ðnmÞt2  jOjF ðtÞ
n o
:
The proof is complete. &
4. Proof of Lemma 3.9
The purpose of this section is to prove Lemma 3.9. Recall that G is a
transformation group on Sn1:
Deﬁnition 4.1. We deﬁne an integer mðGÞ by
mðGÞ ¼ maxfdim GðxÞ: xASn1g; ð4:1Þ
GðxÞ ¼ fgx: gAGg for xASn1: ð4:2Þ
It is well known (see [3, p. 303, 1.3. Corollary]) that each orbit
GðxÞ is a closed submanifold of Sn1: Since G is not transitive, it
holds that 0pmðGÞpn  2: The proof of Lemma 3.9 is based on the next
lemma.
Lemma 4.2. Let m ¼ mðGÞ be defined by (4.1). For each kAN there exist
functions fi ð1pip2kÞ such that fiAH10 ðO; GÞ; jjrfi jj2 ¼ 1
suppfi-suppfj ¼ | if iaj; ð4:3Þ
jjfijj1XCk
ðnmþ2Þ=2ðnmÞ for 1pip2k: ð4:4Þ
Here supp f denotes the support of a function f: C > 0 is a constant
independent of i and k:
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This lemma will be proved later on. We now deﬁne Ak which appears in
Lemma 3.9.
Deﬁnition 4.3. For a positive integer k; let fi (1pip2k) be determined in
Lemma 4.2. Then we deﬁne sets Ak; Bk and Ck as follows:
Ak ¼
X2k
i¼1
tifi: ðt1;y; t2kÞABk
( )
:
Let Bk be a set of points ðt1;y; t2kÞAR
2k such that
P2k
i¼1 t
2
i ¼ 1 and there
exist at least k elements ti ði ¼ r1;y; rkÞ satisfying jti jX1=
ﬃﬃﬃﬃﬃ
2k
p
for i ¼
r1;y; rk: Let Ck be a set of points ðs1;y; s2kÞAR
2k such that jsi jp1 for
1pip2k and there exist at least k elements si ði ¼ r1;y; rk) satisfying jsi j ¼
1 for i ¼ r1;y; rk:
Remark 4.4. Instead of Deﬁnition 4.3, if we adopt a simple deﬁnition of Ak
Ak ¼
Xkþ1
i¼1
tifi :
Xkþ1
i¼1
t2i ¼ 1
( )
;
then we cannot obtain Lemma 3.9(iii). Indeed, for any u ¼
Pkþ1
i¼1 tifiAAk; it
follows from (4.3) and (4.4) that
jjujj1 ¼
Xkþ1
i¼1
jti jjjfijj1XCk
ðnmþ2Þ=2ðnmÞ
Xkþ1
i¼1
jtij:
However, the right-hand side is not bounded below by Ck1=ðnmÞ if the
point ðt1;y; tkþ1Þ is chosen as ð1; 0;y; 0Þ: Thus we select Deﬁnition 4.3 as a
deﬁnition of Ak:
In Deﬁnition 4.3, since Ak; Bk and Ck are closed symmetric and do not
contain the origin, the genus of each set is well deﬁned.
Lemma 4.5. gðCkÞ ¼ k þ 1:
This lemma is a corollary of the next one.
Lemma 4.6. For n; kAN; let Cn;k denote the set of points ðx1;y; xnþkÞ in R
nþk
such that jxijp1 for 1pipn þ k and there exist at least k elements xi ði ¼
r1;y; rkÞ satisfying jxij ¼ 1 for i ¼ r1;y; rk: See Fig. 1. Then it holds that
gðCn;kÞ ¼ n þ 1 for n; kAN:
Proof. Let P be a projection from Rnþk to Rnþ1 which is deﬁned by
Pðx1;y; xnþkÞ ¼ ðx1;y; xnþ1Þ:
Then PðxÞa0 for xACn;k because of the deﬁnition of Cn;k: Since P is odd
continuous from Cn;k to R
nþ1\f0g; it holds that gðCn;kÞpn þ 1: To show the
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inverse inequality, we prove that there exists an odd continuous mapping
from Sn to Cn;k: If this is proved, then gðSnÞpgðCn;kÞ: Since gðSnÞ ¼ n þ 1 by
Borsuk–Ulam’s theorem, it follows that n þ 1pgðCn;kÞ: We will construct an
odd continuous mapping from Sn to Cn;k by using induction on n:
Step 1: There exists an odd continuous mapping from S1 to C1;k: We deﬁne
functions fjðtÞ ð0pjpkÞ from ½0; 1
 to Rkþ1 such that the ﬁrst j elements of
fjðtÞ are 1; the ðj þ 1Þth element is 1 2t and the remainder are 1, i.e.,
f0ðtÞ ¼ ð1 2t; 1;y; 1Þ;
f1ðtÞ ¼ ð1; 1 2t; 1;y; 1Þ;
^ ^
fjðtÞ ¼ ð1;y;1; 1 2t; 1;y; 1Þ;
^ ^
fkðtÞ ¼ ð1;y;1; 1 2tÞ:
Note that fjðtÞAC1;k for tA½0; 1
 and 0pjpk: We consider S1 as
S1 ¼ S1þ,S1; S17 ¼ f7eiy: 0pyppg:
We deﬁne
f ðeiyÞ ¼ fjððk þ 1Þy=p jÞ
for yA½pj=ðk þ 1Þ; pðj þ 1Þ=ðk þ 1Þ
 and 0pjpk: Then f is well deﬁned and
continuous because fj1ð1Þ ¼ fjð0Þ: Observe that f is deﬁned on S1þ and note
that
f ðei0Þ ¼ f0ð0Þ ¼ fkð1Þ ¼ f ðeipÞ:
We extend f by the relation, f ðeiyÞ ¼ f ðeiyÞ for 0pypp: Then f is odd
continuous from S1 to C1;k:
Step 2: If there exists an odd continuous mapping from Sn to Cn;k; then
there exists such a mapping from Snþ1 to Cnþ1;k: Let mAN: We deﬁne
functions f0; f1;y; fm and f from R
m  ½0; 1
 to Rmþ1 as follows. For
Fig. 1. Figure of Cn;k :
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x ¼ ðx1;y; xmÞAR
m and tA½0; 1
; we set
f0ðx; tÞ ¼ ðx1;y; xm; tÞ;
f1ðx; tÞ ¼ ðð1 tÞx1 þ t; x2;y; xm; 1Þ;
f2ðx; tÞ ¼ ð1; ð1 tÞx2 þ t; x3;y; xm; 1Þ;
^ ^
fjðx; tÞ ¼ ð1;y; 1; ð1 tÞxj þ t; xjþ1;y; xm; 1Þ;
^ ^
fmðx; tÞ ¼ ð1;y; 1; ð1 tÞxm þ t; 1Þ:
Deﬁne
f ðx; tÞ ¼ fjðx; ðm þ 1Þt  jÞ ð4:5Þ
for tA½j=ðm þ 1Þ; ðj þ 1Þ=ðm þ 1Þ
 and 0pjpm: Then f ðx; tÞ is continuous
because fj1ðx; 1Þ ¼ fjðx; 0Þ:
We prove the assertion of Step 2. Let xðÞ be an odd continuous mapping
from Sn to Cn;k; which is the assumption of Step 2. Then we will construct
such a mapping from Snþ1 to Cnþ1;k: Set m ¼ n þ k and deﬁne f by (4.5).
Then f is a mapping from Cn;k  ½0; 1
 to Cnþ1;k: Set
F ðs; tÞ ¼ f ðxðsÞ; tÞ for sASn and tA½0; 1
:
Then F is a mapping from Sn  ½0; 1
 to Cnþ1;k: Moreover we have
F ðs; 0Þ ¼ f ðxðsÞ; 0Þ ¼ ðxðsÞ; 0Þ for sASn:
Since xðsÞ is odd on Sn; the function F is also odd on Sn  f0g: Therefore we
can extend F by the relation, F ðs;tÞ ¼ F ðs; tÞ for ðs; tÞASn  ½0; 1
:
Then F is odd continuous from Sn  ½1; 1
 to Cnþ1;k:
For ðs; tÞ; ðs0; t0ÞASn  ½1; 1
; we write ðs; tÞBðs0; t0Þ if ðs; tÞ ¼ ðs0; t0Þ or
t ¼ t0 ¼ 1 or t ¼ t0 ¼ 1: This is an equivalence relation. We denote the
equivalence class of ðs; tÞ by ½s; t
; that is,
½s; t
 ¼ fðs0; t0ÞASn  ½1; 1
: ðs; tÞBðs0; t0Þg:
For s ¼ ðs1;y; snþ1ÞASn and tA½1; 1
; we deﬁne
hð½s; t
Þ  ðð1 t2Þ1=2s1;y; ð1 t2Þ
1=2snþ1; tÞ;
which is an odd homeomorphism from the quotient space
‘‘Sn  ½1; 1
 =B’’ to Snþ1: Observe that
F ðs; 1Þ ¼ fnþkðxðsÞ; 1Þ ¼ ð1;y; 1ÞACnþ1;k;
and so
F ðs;1Þ ¼ F ðs; 1Þ ¼ ð1;y;1Þ for sASn:
Then we can deﬁne F˜ by the relation, F˜ð½s; t
Þ ¼ F ðs; tÞ; which is a mapping
from ðSn  ½1; 1
 =BÞ to Cnþ1;k: Therefore F˜3h1 is an odd continuous
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mapping from Snþ1 to Cnþ1;k: Step 2 is complete. Induction proves Lemma
4.6. &
We prove that Ak deﬁned in Deﬁnition 4.3 satisﬁes Lemma 3.9.
Proof of Lemma 3.9. Let fi (1pip2k) be deﬁned by Lemma 4.2 and Ak; Bk;
Ck by Deﬁnition 4.3. The system fi ð1pip2kÞ is orthonormal in H10 ðO; GÞ
because of (4.3) and jjrfi jj2 ¼ 1: Therefore Ak is homeomorphic to Bk by an
odd mapping, and so gðAkÞ ¼ gðBkÞ: Set
rðsÞ ¼ s=jjsjj ¼
1
jjsjj
ðs1;y; s2kÞ;
where jjsjj ¼ ð
P2k
i¼1 s
2
i Þ
1=2: Then r is a mapping from Ck into Bk: Indeed,
since jjsjjp
ﬃﬃﬃﬃﬃ
2k
p
for sACk; it holds that jsi j=jjsjjX1=
ﬃﬃﬃﬃﬃ
2k
p
when jsi j ¼ 1: Thus
rðCkÞCBk: Since r is odd continuous, Lemma 4.5 gives
gðAkÞ ¼ gðBkÞXgðCkÞ ¼ k þ 1:
We deﬁne
P
X2k
i¼1
tifi
 !
¼ ðt1;y; tkþ1Þ:
Then PðuÞa0 for uAAk because of the deﬁnition of Ak: Therefore P is odd
continuous from Ak to R
kþ1\f0g; and so gðAkÞpk þ 1: Consequently, we
obtain assertion (i).
Since ffig
2k
i¼1 is an orthonormal system in H
1
0 ðO; GÞ; we have assertion (ii).
For u ¼
P2k
i¼1 tifiAAk; there exist at least k elements ti (i ¼ r1;y; rk)
satisfying jti jX1=
ﬃﬃﬃﬃﬃ
2k
p
: This inequality together with (4.3) and (4.4) shows
jjujj1 ¼
X2k
i¼1
jti j jjfi jj1XCk
1=ðnmÞ;
which is assertion (iii). The proof is complete. &
We have to prove Lemma 4.2. We ﬁrst deal with the case where G is a
ﬁnite group. Then mðGÞ ¼ 0:
Lemma 4.7 (Kajikiya [7, Lemma 4.2]). Let G be a finite group. Then there
exists a point zARn with jzj ¼ 1
2
such that if g; hAG and gah; then gzahz:
Proof of Lemma 4.2. G is ﬁnite: We deﬁne an n-dimensional cube D 
½0; d
n ¼ ½0; d
 ? ½0; d
: By Lemma 4.7, we can choose d > 0 so small
that
gðz þ DÞ-hðz þ DÞ ¼ | if gah and g; hAG: ð4:6Þ
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Here z þ D ¼ fz þ x: xADg: Let k be any positive integer. Let p be the
greatest integer satisfying pp4k1=n: For integers q1;y; qn satisfying
1pq1;y; qnpp; let Dðq1;y; qnÞ denote the set of points ðx1;y; xnÞ in Rn
such that ðqi  1Þd=ppxipqid=p for 1pipn: We deﬁne
cðx; q1;y; qnÞ ¼ 2n=2p1n1=2ðp=dÞ
ðn2Þ=2
Yn
i¼1
sinðppxi=dÞ
for xADðq1;y; qnÞ and set
cðx; q1;y; qnÞ ¼ 0 for xAD\Dðq1;y; qnÞ:
Since the number of ðq1;y; qnÞ satisfying 1pq1;y; qnpp is equal to pn; we
rewrite cðx; q1;y; qnÞ as ciðxÞ ði ¼ 1;y; p
nÞ for simplicity. Then it follows
from an easy computation that ciAH
1
0 ðDÞ; jjrci jj2 ¼ 1
suppci-suppcj ¼ | if iaj
and
jjcijj1 ¼ 2
3n=2pn1n1=2ðd=pÞðnþ2Þ=2: ð4:7Þ
Let m be the order of G; i.e., xG ¼ m: We deﬁne
fiðxÞ ¼ m
1=2ciðx  zÞ for xAz þ D:
Hence fi is in H
1
0 ðz þ DÞ: We extend fi by fiðgxÞ ¼ fiðxÞ for gAG and
xAz þ D: This is well deﬁned because of (4.6). Put
O0  Gðz þ DÞ ¼ fgðz þ xÞ: gAG; xADg:
Recall that O is the unit ball and jzj ¼ 1
2
: When d > 0 is sufﬁciently small, it
holds that O0CO: We deﬁne fiðxÞ ¼ 0 on O\O0: Then fiAH
1
0 ðO; GÞ and
jjrfi jj2 ¼ 1: The function fi is deﬁned for 1pippn: Note that pnX2k
because p is the greatest integer satisfying pp4k1=n: Therefore, we have at
least 2k number of fi: The deﬁnition of fi shows condition (4.3). Eq. (4.7)
gives
jjfijj1 ¼ Cp
ðnþ2Þ=2XC0kðnþ2Þ=2n;
where C and C0 are independent of i and k: This inequality means (4.4) with
m ¼ 0: The proof is complete. &
We show Lemma 4.2 when G is inﬁnite. For xASn1; the orbit GðxÞ
deﬁned by (4.2) is CN-diffeomorphic to the manifold G=Gx
GðxÞDG=Gx; ð4:8Þ
where Gx denotes the isotropy subgroup of G at x; i.e.,
Gx ¼ fgAG: gx ¼ xg:
Relation (4.8) proves
dim GðxÞ ¼ dim G  dim Gx:
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The orbit GðxÞ is said to be principal if for any yASn1 there exists a gAG
such that GxCgGyg1: Refer to [3, p. 179] for more details. Therefore the
integer mðGÞ deﬁned by (4.1) is equal to the dimension of the principal orbit.
Lemma 4.8 (Bredon [3, p. 179, 3.1. Theorem]). There exists a principal orbit.
Moreover, the set of xASn1 such that GðxÞ is a principal orbit is open and
dense in Sn1:
Deﬁnition 4.9. We deﬁne
g  fX : X is an n  n matrix: expðtX ÞAG for all tARg;
expðtX Þ ¼
XN
k¼0
tkX k
k!
;
gðxÞ  fXx: XAgg:
Here Xx stands for the product of the column vector x by the matrix X :
Then g is the Lie algebra of G and gðxÞ is the tangent space of GðxÞ at x:
Deﬁnition 4.10. Fix zASn1 such that GðzÞ is a principal orbit. Let m ¼
mðGÞ be deﬁned by (4.1). Hence dim GðzÞ ¼ dim gðzÞ ¼ m: We choose
matrices X1;y; XmAg such that
gðzÞ ¼ span fX1z;y; Xmzg; ðXiz; XjzÞ ¼ dij ;
where ‘‘span’’ means the set of linear combinations, ð; Þ is a standard Rn
inner product and dij stands for Kronecker’s symbol. We choose vectors
xmþ1;y; xn in R
n such that
ðXiz; xjÞ ¼ 0 for any i; j; ð4:9Þ
ðxi; xjÞ ¼ dij ; ð4:10Þ
detðX1z;y; Xmz; xmþ1;y; xnÞ ¼ 1: ð4:11Þ
Here ðX1z;y; Xmz; xmþ1;y; xnÞ denotes the matrix whose column vectors
are X1z;y; Xmz; xmþ1;y; xn: Since the system of these vectors is an
orthonormal base of Rn; the matrix in (4.11) is an orthogonal matrix.
Hence its determinant is equal to71: If it is 1; then we replace xn by xn;
and so (4.11) follows. For d > 0; we deﬁne an ðn  mÞ-dimensional cube D
by
D ¼ DðdÞ ¼
Xn
i¼mþ1
tixi: 0ptipd ðm þ 1pipnÞ
( )
:
Lemma 4.11 (Kajikiya [7, Proposition 5.5]). There exists a d > 0 such that if
0odod; xay and x; yAz þ DðdÞ; then GðxÞ-GðyÞ ¼ |:
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This lemma means that a function u deﬁned on z þ DðdÞ has a unique
extension to Gðz þ DðdÞÞ as a G invariant function, where
Gðz þ DðdÞÞ ¼ fgðz þ xÞ : gAG; xADðdÞg:
Indeed, for u deﬁned on z þ DðdÞ; we can deﬁne u˜ðgxÞ ¼ uðxÞ for xAz þ
DðdÞ and gAG: Then u˜ is well deﬁned and G invariant on Gðz þ DðdÞÞ:
Conversely, it is clear that a G invariant function u on Gðz þ DðdÞÞ has a
unique restriction on z þ DðdÞ: Hereafter we do not distinguish a function u
on z þ DðdÞ from the extension u˜ on Gðz þ DðdÞÞ: We deﬁne the integral of u
over z þ DðdÞ byZ
zþDðdÞ
uðyÞ dy ¼
Z d
0
?
Z d
0
u z þ
Xn
mþ1
tixi
 !
dtmþ1?dtn:
Lemma 4.12 (Kajikiya [7, Propositions 5.13 and 5.16]). There exist
constants d > 0 and C1; C2 > 0 such thatZ
zþDðdÞ
juðyÞj dypC1
Z
GðzþDðdÞÞ
juðxÞj dxpC2
Z
zþDðdÞ
juðyÞj dy;
Z
zþDðdÞ
jruðyÞj2 dypC1
Z
GðzþDðdÞÞ
jruðxÞj2 dxpC2
Z
zþDðdÞ
jruðyÞj2 dy;
for any uAH1ðz þ DðdÞÞ and 0odod: Here C1 and C2 do not depend on d and
u but depend only on d: The gradient ruðyÞ with y ¼ z þ
Pn
mþ1 tixi on z þ
DðdÞ is defined by
ruðyÞ ¼ ð@u=@tmþ1;y; @u=@tnÞ:
Proof of Lemma 4.2. G is inﬁnite: Fix d > 0 so small that Lemmas 4.11
QJ;and 4.12 hold. We denote DðdÞ by D: Let k be any positive integer. Let p
be the greatest integer satisfying pp4k1=ðnmÞ: For integers qmþ1;y; qn
satisfying 1pqmþ1;y; qnpp; let Dðqmþ1;y; qnÞ denote the set of pointsPn
i¼mþ1 tixi such that ðqi  1Þd=pptipqid=p for m þ 1pipn: We deﬁne
cðx; qmþ1;y; qnÞ ¼ Cðd; pÞ
Yn
i¼mþ1
sinðppti=dÞ;
Cðd; pÞ ¼ 2ðnmÞ=2p1ðn  mÞ1=2ðp=dÞðnm2Þ=2;
for x ¼
Pn
i¼mþ1 tixiADðqmþ1;y; qnÞ; and set
cðx; qmþ1;y; qnÞ ¼ 0 for xAD\Dðqmþ1;y; qnÞ:
We rewrite cðx; qmþ1;y; qnÞ as ciðxÞ ð1pippnm). Then it follows that
ciAH
1
0 ðDÞ; jjrci jj2 ¼ 1
suppci-suppcj ¼ | if iaj
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and
jjcijj1 ¼ 2
3ðnmÞ=2pnþm1ðn  mÞ1=2ðd=pÞðnmþ2Þ=2: ð4:12Þ
Deﬁne fiðxÞ by fiðxÞ ¼ ciciðx  zÞ for xAz þ D; where ci > 0 will be
determined soon. We extend fi by fiðgxÞ ¼ fiðxÞ for gAG and xAz þ D:
Here we determine ci > 0 by the relation
jjrfi jjL2ðGðzþDÞÞ ¼ 1:
Since jjrcijjL2ðDÞ ¼ 1; Lemma 4.12 implies that there exist constants A; B > 0
independent of i; k and p such that
0oApcipB for any i: ð4:13Þ
Set fiðxÞ ¼ 0 on R
n\Gðz þ DðdÞÞ: Then fi satisﬁes (4.3) and jjrfi jj2 ¼ 1:
Moreover Lemma 4.12, (4.12) and (4.13) show
jjfijjL1ðRnÞXCjjci jjL1ðDÞ ¼ C
0pðnmþ2Þ=2XC00kðnmþ2Þ=2ðnmÞ:
Here C; C0 and C00 do not depend on p; k and i: Since jzj ¼ 1 and d is small,
it follows that Gðz þ DðdÞÞC2O; and so fiAH
1
0 ð2O; GÞ: Therefore
2ðn2Þ=2fið2xÞ satisﬁes the assertion of Lemma 4.2. The proof is com-
plete. &
5. Property of radially symmetric solutions
In this section we investigate many properties of radially symmetric
solutions and prove various lemmas which play important roles in Section 6.
For a radially symmetric solution u ¼ uðrÞ; r ¼ jxj; Eq. (1.1) is reduced to
u00 þ
n  1
r
u0 þ f ðuÞ ¼ 0: ð5:1Þ
We ﬁrst consider the initial condition
u0ð0Þ ¼ 0; uð0Þ ¼ a: ð5:2Þ
Lemma 5.1 (Kajikiya [8, Theorems 1 and 2]). Impose Assumption B. For
a > 0; the problem (5.1) with (5.2) has a unique global solution uðrÞ ¼ uðr; aÞ
defined on ½0;NÞ: There exist unbounded sequences fzkðaÞg and ftkðaÞg such
that
uðzkÞ ¼ 0; u0ðtkÞ ¼ 0;
0oz1ot1oz2ot2o?sN;
uðrÞ > 0 for rAð0; z1Þ; ð1Þ
kuðrÞ > 0 for rAðzk; zkþ1Þ;
u0ðrÞo0 for rAð0; t1Þ; ð1Þkþ1u0ðrÞ > 0 for rAðtk; tkþ1Þ;
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where zk ¼ zkðaÞ and tk ¼ tkðaÞ: See Fig. 2. Moreover, each zkðaÞ is strictly
increasing with respect to aAð0;NÞ and satisfies
lim
a-0
zkðaÞ ¼ 0; lim
a-N
zkðaÞ ¼N:
Assumption B implies that f ðsÞ is locally Lipschitz continuous on R\f0g:
Indeed, ﬁx e > 0 arbitrarily and let epu1ou2oN: Then we have
0pf ðu2Þ  f ðu1Þp
f ðu1Þ
u1
ðu2  u1Þp
f ðeÞ
e
ðu2  u1Þ;
because f is non-decreasing and f ðsÞ=s is strictly decreasing in ð0;NÞ: Thus f
is Lipschitz continuous on ½e;NÞ: Since f is odd, it is Lipschitz continuous
on ðN;e
 also and therefore it is locally Lipschitz continuous on R\f0g:
By using this fact with Assumption B, Lemma 5.1 has been proved in my
earlier paper [8, Theorems 1 and 2]. Lemma 5.1 guarantees the uniqueness of
nodal solution for the boundary-value problem as follows.
Lemma 5.2. Let a > 0: For each kAN; there exists a unique solution ukðrÞ of
(5.1) which has exactly k zeros in ½0; a
 and satisfies uð0Þ > 0 and
u0ð0Þ ¼ 0; uðaÞ ¼ 0: ð5:3Þ
Moreover, the set of all solutions to (5.1) and (5.3) consists of7ukðrÞ for kAN
and the zero solution.
We note that u1ðrÞ in Lemma 5.2 means a positive solution of (5.1) with
(5.3). Although Lemma 5.2 treats a ball, the next lemma deals with an
annulus and proves the uniqueness of a positive solution.
Fig. 2. Graph of uðr; aÞ:
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Lemma 5.3. Let 0oaob: Eq. (5.1) with the boundary condition
uðaÞ ¼ uðbÞ ¼ 0; ð5:4Þ
has a unique positive solution.
This lemma is a direct consequence of the next one.
Lemma 5.4. Let a > 0: Eq. (5.1) with the initial condition
uðaÞ ¼ 0; u0ðaÞ ¼ a; ð5:5Þ
has a unique solution, which is denoted by uðr; aÞ: Moreover the following
assertions hold:
(i) uðr; aÞ is defined on ð0;NÞ and continuous in C2locð0;NÞ with respect to
a; i.e.,
jjuð; aÞ  uð; a0ÞjjC2½r0;R0
-0 as a-a0; ð5:6Þ
for any 0or0oR0:
(ii) When aa0; uðr; aÞ has infinitely many zeros in ða;NÞ:
(iii) Let zðaÞ denote the first zero of uðr; aÞ in ða;NÞ: If 0oa1oa2; then
zða1Þozða2Þ and uðr; a1Þouðr; a2Þ for rAða; zða1Þ
:
(iv) lima-0þ zðaÞ ¼ a and lima-N zðaÞ ¼N:
To prove this lemma, we need the next one.
Lemma 5.5. Let 0oaob: Let u; vAC2½a; b
 satisfy (5.1) on ½a; b
: If uðrÞ >
vðrÞ > 0 in ða; bÞ; then uðaÞavðaÞ or uðbÞavðbÞ:
Proof. We consider the Wronskian
W ðrÞ ¼ rn1ðu0v  uv0Þ:
Differentiating it, we obtain
W 0ðrÞ ¼ ðrn1u0Þ0v  uðrn1v0Þ0
¼  rn1uv
f ðuÞ
u

f ðvÞ
v
 
> 0
for rAða; bÞ because f ðsÞ=s is strictly decreasing in ð0;NÞ and uðrÞ > vðrÞ > 0
in ða; bÞ: Therefore we have
W ðaÞoW ðbÞ: ð5:7Þ
If uðaÞ ¼ vðaÞ and uðbÞ ¼ vðbÞ; then it holds that u0ðaÞ > v0ðaÞ and u0ðbÞov0ðbÞ:
Since uðaÞ; uðbÞX0; we have
W ðaÞ ¼ an1uðaÞðu0ðaÞ  v0ðaÞÞX0;
W ðbÞ ¼ bn1uðbÞðu0ðbÞ  v0ðbÞÞp0:
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These two inequalities contradict (5.7). Therefore it follows that uðaÞavðaÞ
or uðbÞavðbÞ: The proof is complete. &
Proof of Lemma 5.4. See [8, Lemma 2.1] for the proof of the local existence
and the uniqueness of solutions to (5.1) and (5.5).
We show (i). Let uðrÞ be a solution of (5.1) and (5.5). We consider the
energy function EðrÞ
EðrÞ  1
2
u0ðrÞ2 þ F ðuðrÞÞ; where F ðuÞ ¼
Z u
0
f ðtÞ dt: ð5:8Þ
It follows from an easy computation that
E0ðrÞ ¼ ðn  1Þu0ðrÞ2=rp0: ð5:9Þ
Therefore we have
EðrÞ ¼ 1
2
u0ðrÞ2 þ F ðuðrÞÞpEðaÞ ¼ a2=2 for r > a: ð5:10Þ
Since F ðsÞX0 on R; we have
ju0ðrÞjpjaj and juðrÞjpF1ða2=2Þ for rXa: ð5:11Þ
Hence uðrÞ is deﬁned on ½a;NÞ: Combining (5.8) with (5.9), we get
E0ðrÞ þ
2ðn  1Þ
r
EðrÞ ¼
2ðn  1Þ
r
F ðuðrÞÞX0;
and so ðr2ðn1ÞEÞ0X0: Hence we have
r2ðn1ÞEðrÞpa2ðn1ÞEðaÞ for rAð0; aÞ; ð5:12Þ
which gives
ju0ðrÞjpða=rÞn1jaj and juðrÞjpF1ðða=rÞ2ðn1Þa2=2Þ ð5:13Þ
for rAð0; aÞ: Thus the solution can be extended to ð0; a
:
We show (5.6). Let 0or0oR0: Eq. (5.1) together with a priori estimates
(5.11) and (5.13) proves that ju00ðrÞj is bounded on ½r0; R0
: We use Ascoli–
Arzela`’s theorem and the uniqueness of solution for the initial-value
problem. Then it follows that
uð; aÞ-uð; a0Þ in C1½r0; R0
 as a-a0:
The convergence is valid in C2½r0; R0
 also because of Eq. (5.1).
We show (ii). By (5.11), we put C  suprXa juðrÞjoN: Since f ðsÞ=s is
strictly decreasing in ð0;NÞ and strictly increasing in ðN; 0Þ; we have
f ðuðrÞÞ=uðrÞXf ðCÞ=C  M for r > a:
Compare two equations
ðrn1u0Þ0 þ rn1
f ðuÞ
u
u ¼ 0; ð5:14Þ
ðrn1v0Þ0 þ rn1Mv ¼ 0: ð5:15Þ
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Since v has inﬁnitely many zeros in ða;NÞ; so does u by Sturm’s comparison
theorem.
We show (iii). Let 0oa1oa2: This implies that 0ouðr; a1Þouðr; a2Þ for r
slightly larger than a: Then Lemma 5.5 proves assertion (iii).
We show (iv). Put b ¼ zð1Þ: Assertion (iii) shows that aozðaÞob when
0oao1: It follows from (5.11) that suprXajuðr; aÞj-0 as a-0: Give M > 0
arbitrarily. Since lims-0 f ðsÞ=s ¼N; we have
f ðuðr; aÞÞ
uðr; aÞ
XM for rXa
provided that a > 0 is sufﬁciently small. Compare two equations below in
the interval ða; bÞ
ðrn1u0Þ0 þ rn1
f ðuÞ
u
u ¼ 0 for rAða; bÞ;
bn1w00 þ an1Mw ¼ 0; wðaÞ ¼ 0; w0ðaÞ ¼ 1:
The latter equation has an exact solution
wðrÞ ¼
1
l
sinðlðr  aÞÞ; l ¼ ðða=bÞn1MÞ1=2:
The two zeros of wðrÞ; a and a þ p=l; belong to ½a; b
 provided that M is
sufﬁciently large. Sturm’s comparison theorem proves
aozðaÞoa þ pðða=bÞn1MÞ1=2;
which shows lima-0þ zðaÞ ¼ a:
We show that lima-N zðaÞ ¼N: Set uðrÞ ¼ uðr; aÞ and z ¼ zðaÞ: Integrat-
ing both sides of
ðrn1u0Þ0 ¼ rn1f ðuÞ
over ½a; z
; we obtain
zn1u0ðzÞ þ an1u0ðaÞ ¼
Z z
a
rn1f ðuðrÞÞ drpCðzn  anÞ; ð5:16Þ
where we have set C ¼ supR jf ðsÞj=n: Since u
0ðzÞo0ou0ðaÞ ¼ a; it follows that
aan1pCzðaÞn: Therefore lima-N zðaÞ ¼N: The proof is complete. &
Although we investigated uðr; aÞ on ða;NÞ in Lemma 5.4, we now solve
uðr; aÞ backward from r ¼ a and consider its behavior on ð0; aÞ:
Lemma 5.6. Let a > 0 and UðrÞ denote the unique positive solution of (5.1)
with (5.3). Let uðr; aÞ be the solution of (5.1) and (5.5). Then the following
assertions hold:
(i) If aoU 0ðaÞ; then UðrÞouðr; aÞ for rAð0; aÞ and limr-0þ uðr; aÞ ¼N:
(ii) If U 0ðaÞoao0; then uðr; aÞ has a zero in ð0; aÞ: Denote by xðaÞ the
largest zero of uðr; aÞ in ð0; aÞ: Then 0ouðr; aÞoUðrÞ in ðxðaÞ; aÞ:
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(iii) If U 0ðaÞoa2oa1o0; then 0oxða2Þoxða1Þoa and uðr; a1Þouðr; a2Þ
for rA½xða1Þ; aÞ:
(iv) lima-U 0ðaÞþ0 xðaÞ ¼ 0 and lima-U 0ðaÞþ0 xðaÞ
n1urðxðaÞ; aÞ ¼ 0:
This lemma will be proved later on by using the next lemma.
Lemma 5.7. Let a > 0 and uðrÞAC2ð0; aÞ satisfy (5.1) in ð0; aÞ: If uðrÞ remains
bounded as r tends to zero, then uðrÞ belongs to C2½0; aÞ and u0ð0Þ ¼ 0:
Proof. The same way as in (5.16) yields
tn1u0ðtÞ  sn1u0ðsÞ ¼ 
Z t
s
rn1f ðuðrÞÞ dr for 0osotoa: ð5:17Þ
Putting C  supR jf ðsÞj=n; we obtain
jtn1u0ðtÞ  sn1u0ðsÞjpCjtn  snj;
which converges to zero as t; s-0: Thus we have a limit c  limt-0 tn1u0ðtÞ:
We claim c ¼ 0: Otherwise, if c > 0; then we have
u0ðtÞ > ðc=2Þtnþ1 for t > 0 small;
and so
uðtÞ  uðsÞXðc=2Þ
Z t
s
rnþ1 dr:
As s-0; the right-hand side diverges to inﬁnity. This contradicts the
boundedness of uðrÞ: Even if co0; the same way as above yields a
contradiction. Therefore we conclude c ¼ 0:
Letting s-0 in (5.17), we have
tn1u0ðtÞ ¼ 
Z t
0
rn1f ðuðrÞÞ dr for 0otoa: ð5:18Þ
Multiplying both sides by tnþ1 and integrating over ½s; t
; we obtain
uðtÞ  uðsÞ ¼ 
Z t
s
rnþ1
Z r
0
tn1f ðuðtÞÞ dt dr for 0osot;
which gives
juðtÞ  uðsÞjpðC=2Þjt2  s2j:
Therefore uðrÞ has a limit as r-0: By (5.18), we have ju0ðtÞjpCt; which
means u0ð0Þ ¼ 0: Relation (5.18) is rewritten as
u0ðtÞ
t
¼ tn
Z t
0
rn1f ðuðrÞÞ dr;
which converges to f ðuð0ÞÞ=n as t-0þ : Hence uðrÞ has a right second
derivative u00þð0Þ at r ¼ 0: The proof is complete. &
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Proof of Lemma 5.6. We show (i). Note that U 0ðrÞo0 for rAð0; a
 be-
cause of Lemma 5.1. Let aoU 0ðaÞ and set uðrÞ ¼ uðr; aÞ: Then UðrÞouðrÞ
for r slightly less than a: Lemma 5.5 shows that UðrÞouðrÞ for rAð0; aÞ:
If uðrÞ remains bounded as r tends to zero, then Lemma 5.7 means that
uðrÞ as well as UðrÞ is a positive solution of (5.1) with (5.3). This con-
tradicts the uniqueness of a positive solution by Lemma 5.2. Hence we
conclude that lim supr-0 uðrÞ ¼N: We show that u
0ðrÞo0 in ð0; aÞ:
Since u0ðaÞ ¼ ao0; it holds that u0ðrÞo0 for r slightly less than a: Suppose
that u0ðTÞ ¼ 0 and u0ðrÞo0 for rAðT ; aÞ with a certain T > 0: Then Eq. (5.1)
shows that
u00ðTÞo0: ð5:19Þ
Hence u0ðrÞ > 0 for r slightly less than T : If u0 > 0 for all rAð0; TÞ; then u is
bounded, and so a contradiction occurs. If there exists a T0Að0; TÞ such that
u0ðT0Þ ¼ 0 and u0ðrÞ > 0 for rAðT0; TÞ; then u00ðT0ÞX0: This contradicts
(5.19). Note that (5.19) is valid for any T which satisﬁes uðTÞ > 0 and
u0ðTÞ ¼ 0: In any case, the assumption u0ðTÞ ¼ 0 leads to a contradiction.
Consequently, we conclude that u0ðrÞo0 for rAð0; aÞ and uðrÞ diverges to
inﬁnity as r tends to 0þ :
We show (ii). Let U 0ðaÞoao0: Then 0ouðrÞoUðrÞ for r slightly less than
a: Suppose that u has no zeros in ð0; aÞ and so uðrÞ > 0: Lemma 5.5 means
that 0ouðrÞoUðrÞ in ð0; aÞ; and uðrÞ is bounded on ð0; aÞ: Then Lemma 5.7
proves that uðrÞ as well as UðrÞ is a positive solution of (5.1) with (5.3). This
contradicts the uniqueness of a positive solution. Consequently, we
obtain (ii).
Assertion (iii) follows immediately from Lemma 5.5.
We show (iv). From the continuous dependence of solution on the initial
data, it follows that uðr; aÞ converges to UðrÞ in C2locð0; a
 as a-U
0ðaÞ þ 0:
Therefore xðaÞ converges to zero as a-U 0ðaÞ þ 0: For simplicity of
notation, we write x in place of xðaÞ: We show that xn1u0ðxÞ converges to
zero as a tends to U 0ðaÞ þ 0:
Step 1: There exists a unique TAðx; aÞ such that u0ðrÞ > 0 in ½x; TÞ and
u0ðrÞo0 in ðT ; a
: Since uðxÞ ¼ uðaÞ ¼ 0; the solution u has a critical point in
ðx; aÞ: We denote the smallest one by TAðx; aÞ: That is, u0ðTÞ ¼ 0 and u0ðrÞ >
0 in ½x; TÞ: Since f ðuðTÞÞ > 0; Eq. (5.1) shows inequality (5.19). This
inequality means that u0ðrÞo0 for r slightly larger than T : We claim
that u0ðrÞo0 for all rAðT ; a
: Otherwise, there exists a second critical
point T2AðT ; aÞ such that u0ðT2Þ ¼ 0 and u0ðrÞo0 for rAðT ; T2Þ: This
means that u00ðT2ÞX0; which contradicts (5.19). Note that (5.19) is valid
for any critical point TAðx; aÞ: Hence there is a unique critical point T
in ðx; aÞ:
Step 2: xn1u0ðxÞ converges to zero as a tends to U 0ðaÞ þ 0: Let T ¼ TðaÞ
be deﬁned by Step 1. Since u0ðrÞ converges to U 0ðrÞ locally uniformly on ð0; a

as a-U 0ðaÞ þ 0 and U 0ðrÞo0 in ð0; a
; the point TðaÞ converges to zero as
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a-U 0ðaÞ þ 0: Substituting z ¼ TðaÞ and a ¼ x in (5.16), we have
0oxn1u0ðxÞ ¼
Z TðaÞ
x
rn1f ðuðrÞÞ drpCTðaÞn: ð5:20Þ
Therefore xn1u0ðxÞ converges to zero as a tends to U 0ðaÞ þ 0: The proof is
complete. &
Deﬁnition 5.8. Let 0paob: We denote by Uðr; a; bÞ the unique solution uðrÞ
of (5.1) such that uðrÞ > 0 in ða; bÞ and
uðaÞ ¼ uðbÞ ¼ 0 if 0oaob;
u0ð0Þ ¼ uðbÞ ¼ 0 if a ¼ 0ob:
We investigate the continuous dependence of Uðr; a; bÞ on a and b:
Lemma 5.9. The following assertions hold:
(i) Let 0pa0ob0: Then Uðr; a; bÞ converges to Uðr; a0; b0Þ in C2½r0; R0
 as
ða; bÞ tends to ða0; b0Þ for any 0or0oR0:
(ii) Let a0 > 0: Then Uðr; a; bÞ converges to zero in C2½r0; R0
 as ða; bÞ
tends to ða0; a0Þ for any 0or0oR0:
Proof. For each 0paob; the solution Uðr; a; bÞ is deﬁned on rAð0;NÞ by
Lemmas 5.1 and 5.4. We show (i).
Case 1: Let 0oa0ob0: Fix d > 0 sufﬁciently small. We show that there
exist constants A; B > 0 such that
0oApUrða; a; bÞpB ð5:21Þ
when ja  a0jpd and jb  b0jpd: Set a ¼ Urða; a; bÞ and let uðr; a; aÞ be the
solution of (5.1) and (5.5). Then uðr; a; aÞ  Uðr; a; bÞ; and so the ﬁrst zero
zða; aÞ of uðr; a; aÞ in ða;NÞ is equal to b: As in the proof of Lemma 5.4(iv)
one shows that
zða; aÞ-a0 as a-a0; a-0þ;
zða; aÞ-N as a-a0; a-N:
Since b ¼ zða; aÞ is in ½b0  d; b0 þ d
; there are constants A; B > 0 such that
0oApapB: Hence (5.21) follows. Inequalities (5.21) and(5.11) with (5.13)
yield uniform bounds for jUðr; a; bÞj and jUrðr; a; bÞj when rA½r0; R0
;
ja  a0jpd and jb  b0jpd: Moreover by (5.1), jUrrj is also bounded. Use
Ascoli–Arzela`’s theorem and note the uniqueness of a positive solution of
(5.1) with (5.4). Then we see that Uðr; a; bÞ converges to Uðr; a0; b0Þ in
C1½r0; R0
; and therefore in C2½r0; R0
 also because of (5.1). Case 1 is
complete.
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Case 2: Let 0 ¼ a0ob0: We claim that
Urðb; a; bÞ-Urðb0; 0; b0Þ as a-0; b-b0: ð5:22Þ
Fix eAð0; b0Þ arbitrarily. For aAð0; eÞ; Lemma 5.6(iii) shows
Urðb; 0; bÞoUrðb; a; bÞoUrðb; e; bÞ:
The left-hand side Urðb; 0; bÞ converges to Urðb0; 0; b0Þ as b-b0 by Lemma
5.1 and the right Urðb; e; bÞ does to Urðb0; e; b0Þ by Case 1 in this proof. That
is,
Urðb0; 0; b0Þp lim inf
ða;bÞ-ð0;b0Þ
Urðb; a; bÞp lim sup
ða;bÞ-ð0;b0Þ
Urðb; a; bÞpUrðb0; e; b0Þ
for any eAð0; b0Þ: Since Urðb0; e; b0Þ converges to Urðb0; 0; b0Þ as e-0þ by
Lemma 5.6, we obtain (5.22). Assertion (i) follows from the continuous
dependence of solution on the initial data.
We show (ii). Let a0 > 0: We will prove
Urða; a; bÞ-0 as ða; bÞ-ða0; a0Þ: ð5:23Þ
Set uðrÞ ¼ Uðr; a; bÞ: Using (5.16), we have
bn1u0ðbÞ þ an1u0ðaÞpCðbn  anÞ:
Note that u0ðbÞo0ou0ðaÞ: Letting ða; bÞ-ða0; a0Þ in the above inequality, we
have (5.23). Inequalities (5.11),(5.13) and (5.23) prove assertion (ii). The
proof is complete. &
The next lemma proves the continuity of Uðr; a; bÞ in the H10 space.
Lemma 5.10. Set Uðr; a; bÞ  0 for rAðN; a
,½b;NÞ and Uðr; a; aÞ  0 for
rAR: Let 0pa0pb0: Then it holds thatZ N
0
jUrðr; a; bÞ  Urðr; a0; b0Þj
2rn1 dr-0 ð5:24Þ
as ða; bÞ-ða0; b0Þ:
Proof. We divide the proof into four cases, Case 1 ð0oa0ob0Þ; Case 2
ð0oa0 ¼ b0Þ; Case 3 ð0 ¼ a0ob0Þ and Case 4 ða0 ¼ b0 ¼ 0Þ: In Cases 1 and
2, Lemma 5.9 proves (5.24).
Case 3: Let 0 ¼ a0ob0: Set uðrÞ ¼ Uðr; a; bÞ and U0ðrÞ ¼ Uðr; 0; b0Þ: Fix
dAð0; b0Þ arbitrarily. Note that the support of u is included in ½0; b0 þ 1

when b is sufﬁciently close to b0: Lemma 5.9 shows
lim
ða;bÞ-ð0;b0Þ
Z b0þ1
d
ju0ðrÞ  U 00ðrÞj
2rn1 dr ¼ 0: ð5:25Þ
Let a and b satisfy that 0oaodobob0 þ 1: We denote by T ¼ Tða; bÞ
the unique point such that u0ðTÞ ¼ 0 and aoTob: Such a T is
unique, which has been proved in Step 1 of the proof of Lemma 5.6.
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Moreover, we have proved that Tða; bÞ converges to zero as ða; bÞ tends to
ð0; b0Þ: Hence it holds that 0oTod when ða; bÞ is sufﬁciently close to ð0; b0Þ:
The inequality
ðrn1u0Þ0 ¼ rn1f ðuÞo0 for rAða; bÞ
implies
0orn1u0ðrÞoan1u0ðaÞ for rAða; TÞ; ð5:26Þ
bn1u0ðbÞorn1u0ðrÞo0 for rAðT ; bÞ: ð5:27Þ
Therefore we getZ T
a
u0ðrÞ2rn1 drp u0ðaÞan1
Z T
a
u0ðrÞ dr
¼ u0ðaÞan1uðTÞ; ð5:28Þ
and Z d
T
u0ðrÞ2rn1 drp ju0ðbÞjbn1
Z d
T
u0ðrÞ dr
¼ ju0ðbÞjbn1ðuðTÞ  uðdÞÞ: ð5:29Þ
Since uðTÞoUðT ; 0; bÞoUð0; 0; bÞ; we have
lim sup
ða;bÞ-ð0;b0Þ
uðTÞpUð0; 0; b0Þ ¼ U0ð0Þ: ð5:30Þ
Lemma 5.6(iv) shows that the right-hand side of (5.28) converges to zero as
ða; bÞ tends to ð0; b0Þ: Combining (5.28)–(5.30), we obtain
lim sup
ða;bÞ-ð0;b0Þ
Z d
a
u0ðrÞ2rn1 drpðU0ð0Þ  U0ðdÞÞjU 00ðb0Þjbn10 : ð5:31Þ
Observing the inequality,Z N
0
ju0  U 00j
2rn1 drp 2
Z d
0
jU 00j
2rn1 dr þ 2
Z d
a
ju0j2rn1 dr
þ
Z b0þ1
d
ju0  U 00j
2rn1 dr;
and using (5.25) with (5.31), we get
lim sup
ða;bÞ-ð0;b0Þ
Z N
0
ju0  U 00j
2rn1 dr
p2ðU0ð0Þ  U0ðdÞÞjU 00ðb0Þjbn10 þ 2
Z d
0
jU 00j
2rn1 dr:
Letting d-0þ; we obtain (5.24).
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Case 4: Let a0 ¼ b0 ¼ 0: Since Uðr; 0; 0Þ  0 by deﬁnition, (5.24) is
rewritten asZ b
a
Urðr; a; bÞ
2rn1 dr-0 as a; b-0: ð5:32Þ
We set uðrÞ ¼ Uðr; a; bÞ and V ðrÞ ¼ Uðr; 0; bÞ: Lemma 5.1 implies that
V ð0Þ ¼ max
0prpb
V ðrÞ-0 as b-0:
We set EðrÞ  V 0ðrÞ2=2þ F ðV ðrÞÞ; which is decreasing, and therefore we
have
0pV 0ðbÞ2=2 ¼ EðbÞpEð0Þ ¼ F ðV ð0ÞÞ-0 as b-0:
Lemma 5.6 implies that 0ouðrÞoV ðrÞ for rAða; bÞ and V 0ðbÞou0ðbÞo0:
Therefore, it follows that limb-0 u
0ðbÞ ¼ 0 and
0p max
aprpb
uðrÞpV ð0Þ-0 as b-0:
We show (5.32). Let T be the unique point such that u0ðTÞ ¼ 0 and aoTob:
Hence T converges to zero as a; b-0: Then (5.20) with x ¼ a shows that
u0ðaÞan1 converges to zero as a and b tend to zero. Using (5.28) and (5.29),
we obtainZ b
a
u0ðrÞ2rn1 dr ¼
Z T
a
u0ðrÞ2rn1 dr þ
Z b
T
u0ðrÞ2rn1 dr
p u0ðaÞan1uðTÞ þ ju0ðbÞjbn1uðTÞ-0;
as a; b-0: The proof is complete. &
6. Radially symmetric critical values
The purpose of this section is to give a lower estimate for the convergence
rate of radial critical values. For radially symmetric solutions u ¼ uðrÞ; r ¼
jxj; the boundary-value problem (1.1) with (1.2) is rewritten as
u00 þ
n  1
r
u0 þ f ðuÞ ¼ 0; ð6:1Þ
u0ð0Þ ¼ 0; uð1Þ ¼ 0: ð6:2Þ
We call a real number c a radially symmetric critical value if there exists a
radially symmetric solution u such that IðuÞ ¼ c and I 0ðuÞ ¼ 0: The main
result in this section is the next proposition.
Proposition 6.1. Let ukðrÞ denote the solution of (6.1) and (6.2) which has
exactly k zeros in ½0; 1
 and satisfies uð0Þ > 0: Then the set of all solutions of
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(6.1) and (6.2) consists of7ukðrÞ for kAN and the zero solution. Moreover the
following assertions hold:
(i) IðukÞoIðukþ1Þo0 for kAN and limk-N IðukÞ ¼ 0:
(ii) There exists a constant C > 0 such that
IðukÞX inf
tX0
fCk2t2  jOjF ðtÞg for any k:
Deﬁnition 6.2. We deﬁne
Jðu; a; bÞ 
Z b
a
1
2
u0ðrÞ2  F ðuðrÞÞ
 
rn1 dr for 0paob;
JðuÞ ¼ Jðu; 0; 1Þ ¼
Z 1
0
1
2
u0ðrÞ2  F ðuðrÞÞ
 
rn1 dr:
It follows from deﬁnition that IðuÞ ¼ on1JðuÞ for u ¼ uðrÞ; r ¼ jxj: Here
on1 denotes the surface area of Sn1:
Deﬁnition 6.3. For 0paob; we deﬁne jj  jjHða;bÞ norm by
jjujj2Hða;bÞ 
1
on1
jjrujj22 ¼
Z b
a
u0ðrÞ2rn1 dr:
If 0oaob; then we set
Hða; bÞ  fuAH10 ðaojxjobÞ: u is radialg
¼ fuAC½a; b
: uðaÞ ¼ uðbÞ ¼ 0; jjujjHða;bÞoNg:
If 0 ¼ aob; then we set
Hð0; bÞ  fuAH10 ðjxjobÞ: u is radialg
¼ fuACð0; b
: uðbÞ ¼ 0; jjujjHð0;bÞoNg:
To prove Proposition 6.1(ii), we introduce two types of critical values, bk
and gk as follows.
Deﬁnition 6.4. Let Gk denote the family of closed symmetric subsets A of
Hð0; 1Þ such that 0eA and gðAÞXk: Here gðAÞ denotes the genus of A: We
deﬁne
bk ¼ inf
BAGk
sup
uAB
JðuÞ; ð6:3Þ
gk ¼ supfjðr1;y; rk1Þ: 0pr1pr2p?prk1p1g; ð6:4Þ
jðr1;y; rk1Þ ¼ inffJðuÞ: uAX ðr1;y; rk1Þg;
X ðr1;y; rk1Þ ¼ fuAHð0; 1Þ: uðriÞ ¼ 0 for 1pipk  1g: ð6:5Þ
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Note that uAX ðr1;y; rk1Þ implies uAHð0; 1Þ; and so uð1Þ ¼ 0: The same
argument as in [12, p. 53] yields the next lemma as well as Proposition 3.5(i)
and (iii).
Lemma 6.5. The following assertions hold:
(i) Each bk is a radially symmetric critical value of JðÞ:
(ii) If bk ¼ bkþ1 ¼? ¼ bkþp  b; then gðKbÞXp þ 1: Here
Kb ¼ fuAHð0; 1Þ: J 0ðuÞ ¼ 0; JðuÞ ¼ bg:
For uk deﬁned by Proposition 6.1, we will show JðukÞ ¼ bk: Using this
relation, we can prove Proposition 6.1(ii).
Proposition 6.6. Let ukðrÞ denote the solution of (6.1) and (6.2) which has
exactly k zeros in ½0; 1
 and satisfies uð0Þ > 0: Then it holds that bk ¼ gk ¼
JðukÞ:
Proposition 6.6 is divided into two assertions: JðukÞ ¼ gk and bk ¼ gk:
These identities will be proved separately. To prove Proposition 6.6, we
consider a minimizer of Jðu; a; bÞ:
Lemma 6.7. Let 0paob: The minimizers of Jðu; a; bÞ in Hða; bÞ are
7Uðr; a; bÞ only. Here Uðr; a; bÞ is defined by Definition 5.8.
Proof. By Lemma 3.6, JðÞ is bounded from below and satisﬁes the
Palais–Smale condition. The same argument as in Lemma 3.7 shows
that JðuÞo0 at some uAHða; bÞ: Therefore the inﬁmum of JðÞ is
negative. See [12, p. 8, Theorem 2.7] for the proof that the inﬁmum is a
critical value. We denote the inﬁmum by c and the corresponding critical
point by u; i.e.,
Jðu; a; bÞ ¼ c; J 0ðu; a; bÞ ¼ 0:
Since Jðu; a; bÞ ¼ Jðjuj; a; bÞ; the function juj is also a minimizer of J: Hence
juj is a critical point, that is
Djuj ¼ f ðjujÞX0 in D;
juj ¼ 0; on @D:
Here D is deﬁned by
D ¼ fx: aojxjobg when 0oaob;
D ¼ fx: jxjobg when 0 ¼ aob:
The strong maximum principle shows that juj > 0 in D: Since u is a radially
symmetric solution, it follows that u ¼ Uðr; a; bÞ or Uðr; a; bÞ: The proof is
complete. &
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Hereafter we set Uðr; a; bÞ  0 for rAðN; aÞ,ðb;NÞ and Uðr; a; aÞ  0
for rAðN;NÞ: By Lemma 6.7, the function j deﬁned by Deﬁnition 6.4 is
reduced to
jðr1;y; rk1Þ ¼
Xk
i¼1
JðUð; ri1; riÞÞ: ð6:6Þ
Here we have set r0 ¼ 0 and rk ¼ 1: We investigate the continuity and the
differentiability of jðr1;y; rk1Þ:
Lemma 6.8. Set
D ¼ fðr1;y; rk1Þ : 0or1or2o?ork1o1g:
Then jðr1;y; rk1Þ is continuous on %D; continuously differentiable in D and
@j
@ri
¼ ðrn1i =2ÞfUrðri; ri; riþ1Þ
2  Urðri; ri1; riÞ
2g ð6:7Þ
for 1pipk  1: Here we have set r0 ¼ 0 and rk ¼ 1:
To compute @j=@ri; we consider the derivative of JðUð; a; bÞÞ:
Lemma 6.9. It holds that
@
@a
JðUð; a; bÞÞ ¼ ðan1=2ÞUrða; a; bÞ
2 for 0oaob; ð6:8Þ
@
@b
JðUð; a; bÞÞ ¼ ðbn1=2ÞUrðb; a; bÞ
2 for 0paob: ð6:9Þ
To prove this lemma, we need the next one.
Lemma 6.10. Suppose that f is continuously differentiable.
(i) Fix b > 0: Then @Uðr; a; bÞ=@a and @2Uðr; a; bÞ=@r@a are continuous
with respect to r and a satisfying 0oaprpb:
(ii) Fix aX0: Then @Uðr; a; bÞ=@b and @2Uðr; a; bÞ=@r@b are continuous
with respect to r and b satisfying aprpb:
Proof. We ﬁrst show (ii).
Case 1: Fix a > 0: Let uðr; aÞ be the solution of (5.1) and(5.5). Denote the
ﬁrst zero of uðr; aÞ in ða;NÞ by z ¼ zðaÞ: Lemma 5.4 shows that zðaÞ is strictly
increasing, continuous and bijective from ð0;NÞ onto ða;NÞ: We show that
z0ðaÞ > 0 for a > 0: Since f is of class C1; the functions ua and u satisfy
ðrn1u0aÞ
0 þ rn1f 0ðuÞua ¼ 0; ð6:10Þ
u0aðaÞ ¼ 1; uaðaÞ ¼ 0; ð6:11Þ
ðrn1u0Þ0 þ rn1
f ðuÞ
u
u ¼ 0; ð6:12Þ
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where ua ¼ @u=@a and u0 ¼ @u=@r: Since f ðsÞ=s is strictly decreasing in
ð0;NÞ; we have
f 0ðuðrÞÞpf ðuðrÞÞ
uðrÞ
and f 0ðuÞc
f ðuÞ
u
for rAða; zÞ: Since uðaÞ ¼ uaðaÞ ¼ 0; Sturm’s comparison theorem means that
uaðrÞ has no zeros in ða; z
: Then (6.11) shows that uaðzÞ > 0: Since uðz; aÞ ¼ 0
and urðz; aÞo0; the implicit function theorem guarantees that zðaÞ is of C1:
Differentiating both sides of the identity, uðzðaÞ; aÞ ¼ 0; we have
urðz; aÞza þ uaðz; aÞ ¼ 0;
or equivalently
zaðaÞ ¼ 
uaðz; aÞ
urðz; aÞ
> 0:
Therefore zðaÞ has an inverse function z; which is deﬁned by a ¼ zðbÞ if
b ¼ zðaÞ: Moreover it holds that
dzðbÞ
db
¼
1
zaðaÞ
> 0:
Since uðr; aÞ is a solution of (5.1) such that uðrÞ > 0 in ða; zðaÞÞ and uðaÞ ¼
uðzðaÞÞ ¼ 0; we have a relation
Uðr; a; zðaÞÞ ¼ uðr; aÞ and so Uðr; a; bÞ ¼ uðr; zðbÞÞ:
Consequently, we obtain
@U
@b
¼ uaðr; zðbÞÞ
dz
db
;
@2U
@r@b
¼ u0aðr; zðbÞÞ
dz
db
;
which are continuous on r and b:
Case 2: Let a ¼ 0: Let uðr; aÞ be the solution of (5.1), (5.2) and zðaÞ be the
ﬁrst zero of uðr; aÞ in ð0;NÞ: Then (5.2) gives that u0að0Þ ¼ 0 and uað0Þ ¼ 1:
The application of Sturm’s comparison theorem to (6.10) and(6.12) shows
that uaðzÞ > 0: The same argument as in Case 1 proves the lemma.
We show (i). Fix b > 0: Let uðr; aÞ be the solution of (5.1) which satisﬁes
u0ðbÞ ¼ a and uðbÞ ¼ 0: This condition implies
u0aðbÞ ¼ 1; uaðbÞ ¼ 0: ð6:13Þ
We consider uðr; aÞ backward from r ¼ b: Denote Uðr; 0; bÞ by V ðrÞ: Then
V 0ðbÞo0: Restrict a in the interval ðV 0ðbÞ; 0Þ: Denote by x ¼ xðaÞ the largest
zero of uðr; aÞ in ð0; bÞ: By Lemma 5.6, xðaÞ is strictly increasing for
aAðV 0ðbÞ; 0Þ: Applying Sturm’s comparison theorem to (6.10), (6.12) and
observing (6.13), we see that uaðrÞ has no zeros in ½x; bÞ: Therefore uaðxÞo0
by (6.13). Hence
xaðaÞ ¼ 
uaðxÞ
urðxÞ
> 0 for aAðV 0ðbÞ; 0Þ:
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The same argument as in Case 1 shows that @U=@a and @2U=@r@a are
continuous. The proof is complete. &
Proof of Lemma 6.9. We prove (6.8) only because the same method is
applicable to (6.9) also. Fix b > 0 and put
cðaÞ  JðUð; a; bÞÞ ¼
Z b
a
1
2
u0ðrÞ2  F ðuðrÞÞ
 
rn1 dr;
where uðrÞ ¼ Uðr; a; bÞ:
Step 1: Suppose that f is of class C1: Using Lemma 6.10, we have
c0ðaÞ ¼ 
1
2
u0ðaÞ2  F ðuðaÞÞ
 
an1
þ
Z b
a
ðu0ðrÞu0aðrÞ  f ðuÞuaÞr
n1 dr: ð6:14Þ
Integration by parts yieldsZ b
a
u0ðrÞu0aðrÞr
n1 dr
¼ u0ðbÞuaðbÞbn1  u0ðaÞuaðaÞan1 
Z b
a
ðu0rn1Þ0ua dr: ð6:15Þ
Substituting (6.15) into (6.14) and using uðaÞ ¼ 0; we obtain
c0ðaÞ ¼ 1
2
u0ðaÞ2an1 þ u0ðbÞuaðbÞbn1  u0ðaÞuaðaÞan1: ð6:16Þ
Now, we differentiate the following identities with respect to a:
Uða; a; bÞ  0; Uðb; a; bÞ  0;
to get
Urða; a; bÞ þ Uaða; a; bÞ ¼ 0; Uaðb; a; bÞ ¼ 0:
This means that uaðaÞ ¼ u0ðaÞ and uaðbÞ ¼ 0: Substituting these identities
into (6.16), we obtain (6.8).
Step 2: Suppose that f is continuous. Let ffkg be a sequence of C1
functions such that ffkg converges to f uniformly on R and each fk satisﬁes
Assumption B except for (iii). Such a sequence will be constructed in the
next lemma. Let Ukðr; a; bÞ be the corresponding solution to fk: Put
ckðaÞ ¼
Z b
a
1
2
u0kðrÞ
2  FkðukðrÞÞ
 
rn1 dr;
FkðuÞ ¼
Z u
0
fkðsÞ ds; ukðrÞ ¼ Ukðr; a; bÞ:
In Step 1, we have proved that c0kðaÞ ¼ u
0
kðaÞ
2an1=2: As k-N; it follows
that
ckðaÞ-cðaÞ; c
0
kðaÞ ¼ u
0
kðaÞ
2an1=2-u0ðaÞ2an1=2;
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locally uniformly on aAð0; bÞ: Therefore we obtain c0ðaÞ ¼ u0ðaÞ2an1=2: The
proof is complete. &
We construct an approximate sequence ffkg to f ; which has been used in
the proof of Lemma 6.9.
Lemma 6.11. Suppose that f satisfies Assumption B. Then there exists a
sequence ffkg of C1 functions such that each fk satisfies Assumption B except
for (iii) and ffkg converges to f uniformly on R:
Proof. We use a molliﬁer. Let fACN0 ðRÞ satisfy
suppfCð1; 1Þ; fX0;
Z N
N
fðtÞ dt ¼ 1:
For e > 0; we set feðtÞ ¼ e
1fðt=eÞ and deﬁne
feðtÞ 
Z N
N
feðsÞf ðt  sÞ ds:
Then feðtÞ is non-decreasing on R: Since supp feCðe; eÞ; we have
feðt þ eÞ
t
¼
Z e
e
feðsÞ
f ðt þ e sÞ
t þ e s
1þ
e s
t
 
ds:
Since e s > 0 in the integrand and f ðtÞ=t is strictly decreasing on ð0;NÞ; the
function feðt þ eÞ=t is strictly decreasing on ð0;NÞ: Since f is uniformly
continuous on R by Assumption B, feðt þ eÞ converges to f ðtÞ uniformly on
R as e-0þ : We deﬁne geðtÞ  feðt þ eÞ þ e: Then geðtÞ is non-decreasing on
R and geðtÞ=t is strictly decreasing on ð0;NÞ: Let a; b be a solution of the
equation
2aeþ b ¼ g0eðeÞ and  ae
2 þ be ¼ geðeÞ:
Since feðt þ eÞ=t is strictly decreasing on ð0;NÞ; it follows that
feðt þ eÞ  tf 0e ðt þ eÞX0 for t > 0:
Therefore we have
a ¼ e2ðgeðeÞ  eg0eðeÞÞ ¼ e
2ðeþ feð2eÞ  ef 0e ð2eÞÞ > 0:
Moreover, b ¼ 2aeþ g0eðeÞX2ae > 0: Deﬁne
heðtÞ ¼
at2 þ bt ð0ptoeÞ;
geðtÞ ðtXeÞ:
(
Then heAC1½0;NÞ; heðtÞ is non-decreasing on ½0;NÞ; heðtÞ=t is strictly
decreasing on ð0;NÞ and heðtÞ converges to f ðtÞ uniformly on ½0;NÞ:
Moreover, heðtÞ has a limit C þ e as t-N; where C is the limit of f ðtÞ: We
extend heðtÞ by heðtÞ ¼ heðtÞ for t > 0: Then heðtÞ satisﬁes Assumption B
except for (iii). The proof is complete. &
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Proof of Lemma 6.8. To prove the continuity of j; it is sufﬁcient to show
that JðUð; a; bÞÞ is continuous for 0papb: Recall that Uðr; a; bÞ  0 for
rAðN; aÞ,ðb;NÞ: Observe Poincare´’s inequalityZ b0þ1
0
wðrÞ2rn1 drpC
Z b0þ1
0
w0ðrÞ2rn1 dr
for any wAHð0; b0 þ 1Þ: Here C is independent of w: Then Lemma 5.10
provesZ N
0
jUðr; a; bÞ  Uðr; a0; b0Þj
2rn1 dr-0;
and so
jjUð; a; bÞ  Uð; a0; b0Þjj1-0 as ða; bÞ-ða0; b0Þ:
Since f is bounded on R; there is a Lipschitz constant L > 0 of F such
that
jjF ðUð; a; bÞÞ  F ðUð; a0; b0ÞÞjj1pLjjUð; a; bÞ  Uð; a0; b0Þjj1-0
as ða; bÞ-ða0; b0Þ: Therefore JðUð; a; bÞÞ is continuous, and so j is
continuous on %D: Lemma 6.9 proves that j is continuously differentiable
in D and satisﬁes (6.7). The proof is complete. &
It still remains to prove Propositions 6.1 and 6.6. We prepare the next
lemma to prove Proposition 6.6.
Lemma 6.12. Let bk and gk be defined by Definition 6.4. Then bkpgk:
Proof. Fix kAN and set
K ¼ ðt1;y; tkÞAR
k :
Xk
1
jti j ¼ 1
( )
:
For t ¼ ðt1;y; tkÞAK ; we set ri ¼
Pi
p¼1 jtpj; r0 ¼ 0 and deﬁne
uðr; t1;y; tkÞ ¼
Xk
i¼1
sgnðtiÞUðr; ri1; riÞ:
We set
B ¼ fuðr; t1;y; tkÞ : ðt1;y; tkÞAKg;
gðt1;y; tkÞ ¼ uð; t1;y; tkÞ:
Then B is a subset of Hð0; 1Þ and g is a mapping from K to B: We show that
g is an odd homeomorphism from K to B: By deﬁnition, g is a mapping onto
B: Lemma 5.10 shows that g is continuous. To prove the injection of g;
suppose that
uðr; t1;y; tkÞ ¼ uðr; s1;y; skÞ for rA½0; 1
: ð6:17Þ
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Comparing the positions of the ith zeros of uðr; tÞ and uðr; sÞ; we have
Xi
p¼1
jtpj ¼
Xi
p¼1
jspj for 1pipk:
This means that jti j ¼ jsi j for all i: Observing the sign of both sides of (6.17)
in the interval ðri1; riÞ; we obtain that sgnðtiÞ ¼ sgnðsiÞ: Consequently, it
follows that ðt1;y; tkÞ ¼ ðs1;y; skÞ and g is injective. Since K and B are
compact, g is a homeomorphism. Furthermore, g is odd because
uðr;tÞ ¼
Xk
i¼1
sgnðtiÞUðr; ri1; riÞ ¼ 
Xk
i¼1
sgnðtiÞUðr; ri1; riÞ ¼ uðr; tÞ:
Since K is homeomorphic to Sk1 by an odd mapping, we have
gðBÞ ¼ gðKÞ ¼ gðSk1Þ ¼ k;
which shows BAGk: Recall that the support of Uðr; ri1; riÞ is ½ri1; ri
: By
(6.6), we obtain
bkp sup
B
JðuÞ
¼ sup
tAK
J
Xk
1
sgnðtiÞUð; ri1; riÞ
 !
¼ sup
Xk
1
JðUð; ri1; riÞÞ : 0pr1p?prk1p1
( )
¼ gk:
The proof is complete. &
Lemma 6.13. Let uk be the solution of (6.1) and (6.2) such that uð0Þ > 0 and
uðrÞ has exactly k zeros in ½0; 1
: Then it holds that gk ¼ JðukÞ:
Proof. We ﬁrst show that for any 0paoboc
JðUð; a; cÞÞoJðUð; a; bÞÞ þ JðUð; b; cÞÞ: ð6:18Þ
Recall that the support of Uðr; a; bÞ is equal to ½a; b
: The function
Uðr; a; bÞ þ Uðr; b; cÞ is not a solution of (6.1) on ða; cÞ but belongs to
Hða; cÞ: Hence Lemma 6.7 proves
JðUð; a; cÞÞoJðUð; a; bÞ þ Uð; b; cÞÞ
¼ JðUð; a; bÞÞ þ JðUð; b; cÞÞ:
Since jðr1;y; rk1Þ is continuous on %D; it attains the maximum gk at a
certain point s ¼ ðs1;y; sk1ÞA %D: We show that s is an interior point of D:
On the contrary, suppose that s is on the boundary @D: We set s0 ¼ 0 and
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sk ¼ 1: Then the assumption sA@D means that sp1 ¼ sp with some pA½1; k
:
Since s0 ¼ 0 and sk ¼ 1; there is an integer qA½0; k  1
 such that sqosqþ1:
Case 1: Suppose that 0os1 and sp1 ¼ sp with some p: Fix c such that
0ocos1: Since ðc; s1;y; sp1; spþ1;y; sk1ÞA %D; inequality (6.18) proves
gk ¼ jðs1;y; sk1Þ ¼ jðs1;y; sp1; spþ1;y; sk1Þ
o jðc; s1;y; sp1; spþ1;y; sk1Þpgk;
which is a contradiction.
Case 2: Suppose that 0 ¼ s1 ¼? ¼ sqosqþ1 with a certain qX1: Fix c
in ðsq; sqþ1Þ: Then (6.18) gives
gk ¼ jðs1;y; sk1Þojðs2;y; sq; c; sqþ1;y; sk1Þpgk;
a contradiction.
Hence j attains the maximum at an interior point ðs1;y; sk1ÞAD: Then
@j=@ri ¼ 0 at ðs1;y; sk1Þ; and so (6.7) shows that
jUrðsi; si1; siÞj ¼ jUrðsi; si; siþ1Þj for 1pipk  1: ð6:19Þ
We deﬁne u by
uðrÞ ¼
Xk
i¼1
ð1Þi1Uðr; si1; siÞ:
Then (6.19) means that uðrÞ belongs to C1½0; 1
; and so uðrÞ is a C2 solution
of (6.1) and (6.2) on ½0; 1
 with exactly k zeros. Moreover, we have gk ¼ JðuÞ:
The proof is complete. &
Proof of Proposition 6.6. Step 1: fgkg is strictly increasing and gko0: Let
uk be the k nodal solution of (6.1) and (6.2) and r1;y; rk be zeros of uk: Here
0or1or2o?ork ¼ 1: Take a point c such that 0ocor1: Then (6.18)
proves
gk ¼ JðukÞojðc; r1;y; rk1Þpgkþ1:
Thus fgkg is strictly increasing. We show that gko0: Let uc0 be a solution
of (6.1) and (6.2). Then (3.1) means
JðuÞ ¼
Z 1
0
1
2
uf ðuÞ  F ðuÞ
 
rn1 dr:
Since f ðsÞ=s is strictly decreasing in ð0;NÞ and strictly increasing in ðN; 0Þ;
it follows that sf ðsÞ  2F ðsÞo0 for sa0; and so gk ¼ JðukÞo0:
Step 2: fbkg is strictly increasing. Since Gkþ1CGk; the sequence fbkg is
non-decreasing. We show that it is strictly increasing. On the contrary,
suppose that bk ¼ bkþ1 with some k: We set
K ¼ fuAHð0; 1Þ: JðuÞ ¼ bk; J
0ðuÞ ¼ 0g:
Then gðKÞX2 because of Lemma 6.5. Lemmas 5.2 and 6.13 prove that
fgkg
N
k¼1 are all the radially symmetric critical values except for zero. Since
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bkpgko0 by Lemma 6.12, bk is a non-zero radial critical value. Therefore
there exists a pAN such that bk ¼ gp ¼ JðupÞ: This proves that K ¼
fup;upg; and so gðKÞ ¼ 1 because K is a ﬁnite set. A contradiction occurs.
Consequently, fbkg is strictly increasing.
Step 3: bk ¼ gk: Recall Steps 1 and 2. Observe that bkpgk and note that
fgkg are all the radially symmetric critical values. If b1og1; then b1 cannot
be equal to any gk: This contradicts that b1 is a radially symmetric critical
value. Hence it follows that b1 ¼ g1: If b2og2; then b2 is not equal to any gk:
Therefore b2 ¼ g2: We obtain by induction that bk ¼ gk: This fact with
Lemma 6.13 proves Proposition 6.6. &
Remark 6.14. We have just proved that bk ¼ gk: There is another method to
prove it. Since bkpgk by Lemma 6.12, it is sufﬁcient to prove that bkXgk:
To this end, we use the fact that
codim X ðr1;y; rk1Þ ¼ k  1 if 0or1o?ork1o1; ð6:20Þ
where X ðr1;y; rk1Þ is deﬁned by Deﬁnition 6.4. This assertion, which will
be proved later on, means that
codim X ðr1;y; rk1Þpk  1 if 0pr1p?prk1p1:
Then Lemma 3.8 shows that B-X ðr1;y; rk1Þa| for BAGk: Therefore, we
have
sup
uAB
JðuÞX supfJðuÞ: uAB-X ðr1;y; rk1Þg
X inffJðuÞ: uAX ðr1;y; rk1Þg
¼ jðr1;y; rk1Þ
for any BAGk; and so
bk ¼ inf
BAGk
sup
uAB
JðuÞXjðr1;y; rk1Þ
for any 0pr1p?prk1p1: Taking the supremum on r1;yrk1; we obtain
bkXgk:
We show (6.20). Let nX3 and 0or1o?ork1o1: For given real
numbers a1;y; ak1; we determine the numbers b1;ybk and ak by
b1 ¼ 0; ð6:21Þ
bi ¼ rn2i1 ðai1 þ bi1r
nþ2
i1  aiÞ if 2pipk  1; ð6:22Þ
bk ¼ ðak1 þ bk1rnþ2k1 Þ=ðr
nþ2
k1  1Þ; ð6:23Þ
ak ¼ bk: ð6:24Þ
Then, for a ¼ ða1;y; ak1ÞAR
k1 we deﬁne the function wðr; aÞ by
wðr; aÞ ¼ ai þ birnþ2 ð6:25Þ
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for rA½ri1; ri
 and 1pipk: Here we have set r0 ¼ 0 and rk ¼ 1: It follows
from (6.21) to (6.24) that wAC½0; 1
; wAC1½ri1; ri
 for 1pipk; wð1Þ ¼ 0 and
therefore wAHð0; 1Þ: Observe that wðr; aÞ satisﬁes
ðw0ðrÞrn1Þ0 ¼ 0 for rAðri1; riÞ: ð6:26Þ
For simplicity, we write X ðr1;y; rk1Þ as X : The orthogonal complement
X> of X is represented as
X> ¼ fwðr; aÞ: aARk1g: ð6:27Þ
Indeed, for uAX and wðrÞ ¼ wðr; aÞ it holds that
ðu; wÞHð0;1Þ ¼
Xk
i¼1
Z ri
ri1
u0w0rn1 dr ¼ 
Xk
i¼1
Z ri
ri1
uðw0rn1Þ0 dr ¼ 0;
which shows that wðr; aÞAX>: Conversely, if vAX>; then it holds thatZ ri
ri1
v0f0rn1 dr ¼ ðv;fÞHð0;1Þ ¼ 0 for fAC
N
0 ðri1; riÞ:
This means that v satisﬁes (6.26). Solving this differential equation, we see
that v is of form (6.25). Observe (6.25) and recall that vACð0; 1
; vAL2ð0; r1Þ
and vð1Þ ¼ 0 because of vAHð0; 1Þ: Then it follows that b1 ¼ 0 by
vAL2ð0; r1Þ; ak þ bk ¼ 0 by vð1Þ ¼ 0 and (6.22) holds by vACð0; 1
:
Combining (6.22) with i ¼ k and (6.24), we have (6.23). Consequently, we
obtain (6.27). It is easy to verify that
wðr; a þ a0Þ ¼ wðr; aÞ þ wðr; a0Þ; wðr; laÞ ¼ lwðr; aÞ ð6:28Þ
for a; a0ARk1 and lAR: We denote by ei the point in R
k1 whose ith
element is one and the others are zero. We show that wðr; eiÞ for 1pipk  1
is a basis of X>: Relation (6.28) yields
wðr; aÞ ¼
Xk1
i¼1
aiwðr; eiÞ for a ¼ ða1;y; ak1Þ: ð6:29Þ
Therefore X> is spanned by wðr; eiÞ: Moreover the equationXk1
i¼1
aiwðr; eiÞ ¼ 0 for rAð0; 1Þ
means that a1 ¼ a2 ¼? ¼ ak1 ¼ 0 because of (6.29) and(6.25). That is,
wðr; eiÞ for 1pipk  1 are linearly independent. Consequently, fwðr; eiÞg is a
basis of X>; hence its dimension is k  1 and (6.20) follows.
Even if n ¼ 2; the above method is valid with a slight modiﬁcation below.
Replace the deﬁnitions (6.21)–(6.25) by
b1 ¼ 0;
bi ¼ ðai1 þ bi1 log ri1  aiÞ=log ri1 ð2pipk  1Þ;
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bk ¼ ðak1 þ bk1 log rk1Þ=log rk1;
ak ¼ 0;
wðr; aÞ ¼ ai þ bi log r:
The method in this remark proves directly bkXgk without using the fact
that fgkg are all the radially symmetric critical values. Therefore, it is
applicable to more general nonlinear terms. This method has the advantage
of a direct proof over the proof of Proposition 6.6, however the
disadvantage of a long proof.
We conclude this section by proving Proposition 6.1.
Proof of Proposition 6.1. We show (i). It has been proved that
IðukÞoIðukþ1Þo0 in Step 1 of the proof of Proposition 6.6. Since EðrÞ is
decreasing, we have
EðrÞ ¼ 1
2
u0ðrÞ2 þ F ðuðrÞÞpEð0Þ ¼ F ðuð0ÞÞ for r > 0;
which shows
jjuk jjNpukð0Þ; jju0kjj2Np2F ðukð0ÞÞ:
Since ukð0Þ converges to zero as k-N by Lemma 5.1, JðukÞ also converges
to zero.
We show (ii). Recall that IðuÞ ¼ on1JðuÞ; where on1 is a surface area of
Sn1: Then Proposition 6.6 with (6.3) proves
IðukÞ ¼ inf
BAGk
sup
B
IðuÞ: ð6:30Þ
Set gðtÞ ¼ F ð
ﬃﬃ
t
p
Þ: Then gðtÞ is concave in ð0;NÞ because f ðsÞ=s is strictly
decreasing in ð0;NÞ: Jensen’s inequality gives
jOj1
Z
O
F ðjujÞ dx ¼ jOj1
Z
O
gðu2Þ dx
p g jOj1
Z
O
u2 dx
 
¼F ðjOj1=2jjujj2Þ:
Hence we have
IðuÞX12 jjrujj
2
2  jOjF ðjOj
1=2jjujj2Þ: ð6:31Þ
Let lk and fk denote the kth eigenvalue and the eigenfunction of the
radially symmetric Laplace operator, i.e.,

d2
dr2
þ
n  1
r
d
dr
 
f ¼ lf; 0oro1; ð6:32Þ
f0ð0Þ ¼ fð1Þ ¼ 0: ð6:33Þ
R. Kajikiya / J. Differential Equations 186 (2002) 299–343340
Here fk is normalized by jjfkjjHð0;1Þ ¼ 1: Deﬁne
X ¼
XN
i¼k
tifi :
XN
i¼k
t2ioN
( )
:
Then X is a closed linear subspace of Hð0; 1Þ and codim X ¼ k  1: Let
AAGk: Since A-Xa| by Lemma 3.8, we get
sup
A
IðuÞX sup
A-X
IðuÞX inf
X
IðuÞ: ð6:34Þ
Since jjujj2pl1=2k jjrujj2 for uAX ; inequality (6.31) gives
IðuÞX 1
2
jjrujj22  jOjF ðjOj
1=2l1=2k jjrujj2Þ
¼ 12jOjlkt
2  jOjF ðtÞ; ð6:35Þ
for uAX ; where we have set t ¼ jOj1=2l1=2k jjrujj2: Combining (6.34) with
(6.35), we get
sup
A
IðuÞX inf
tX0
1
2
jOjlkt2  jOjF ðtÞ
 
ð6:36Þ
for any AAGk: This inequality with (6.30) gives
IðukÞX inf
tX0
1
2
jOjlkt2  jOjF ðtÞ
 
: ð6:37Þ
It is known that lk=k2 converges to p2 as k-N: For reader’s convenience,
we prove it. Let v be a solution of
v00 þ
n  1
r
v0 þ v ¼ 0; v0ð0Þ ¼ 0; vð0Þ ¼ 1:
Setting wðrÞ ¼ rðn1Þ=2vðrÞ; we have
w00 þ 1
c
r2
 
w ¼ 0; c ¼ ðn  1Þðn  3Þ=4:
Denote the kth zero of wðrÞ by xk: Then xk=k converges to p as k-N by
Sturm’s comparison theorem (see [6, p. 336]). Note that v and w have the
common zero xk: Then lk  x2k and fkðrÞ  vðxkrÞ are the kth eigenvalue
and eigenfunction of (6.32) with (6.33). Thus lk=k2 converges to p2: This
fact with (6.37) proves (ii) of Proposition 6.1. &
7. Proof of Theorem 1
In this section we prove Theorem 1. Under the assumption that G is not
transitive, we ﬁnd inﬁnitely many G invariant non-radial solutions. Our
proof is based on the difference between the asymptotic distribution of fakg
and that of fbkg: Here fakg are G invariant critical values and fbkg are all
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the radially symmetric critical values. Both of these values are negative and
converge to zero. The distribution of fakg is thicker than that of fbkg:
Therefore fakg\fbkg is an inﬁnite set. The corresponding critical points are
G invariant and non-radial. To make a strict discussion, we use a
contradiction in the proof below.
Proof of Theorem 1. It is clear that (ii) implies (i). Suppose that
G is not transitive. Let fakg and fukg be deﬁned by Deﬁnition 3.4 and
Proposition 6.1, respectively. We set bk ¼ IðukÞ: In contradiction to
Theorem 1, suppose that there exists a d > 0 such that any G invariant
solution u satisfying jjujjC2ð %OÞod is radially symmetric. By Lemma 3.1, there
exists a k0AN such that fakg
N
k¼k0 is a subset of fbkg
N
k¼1: That is, there exists a
sequence fpkg of positive integers such that akþk0 ¼ bpk for kX1: Since fakg
is non-decreasing and fbkg is strictly increasing, the sequence fpkg is non-
decreasing. Set
K ¼ fuAH10 ðO; GÞ: I
0ðuÞ ¼ 0; IðuÞ ¼ akþk0g:
Since any G invariant critical point corresponding to akþk0 is radially
symmetric by our assumption, it follows that K ¼ fupk ;upkg: Hence gðKÞ ¼
1: This together with Proposition 3.5(iii) means that fakþk0g is strictly
increasing. Therefore fpkg is also strictly increasing, and so kppk: This
shows
bkpbpk ¼ akþk0 for kX1: ð7:1Þ
Combining this inequality with Propositions 3.5 and 6.1, we have positive
constants C1 and C2 such that
inf
tX0
fC1k2t2  jOjF ðtÞgp inf
tX0
fC2ðk þ k0Þ
2=ðnmÞt2  jOjF ðtÞg: ð7:2Þ
We set
gðtÞ  C1k2t2  jOjF ðtÞ for tX0;
which has a derivative
g0ðtÞ ¼ 2C1k2t  jOjf ðtÞ:
Deﬁne t
*
> 0 by f ðt
*
Þ=t
*
¼ 2C1k2=jOj: The number t* is uniquely
determined by Assumption B. Since g attains a global minimum at t
*
;
inequality (7.2) is reduced to
C1k
2t2
*
 jOjF ðt
*
ÞpC2ðk þ k0Þ2=ðnmÞt2  jOjF ðtÞ
for any tX0: Substituting t ¼ t
*
; we have
C1k
2pC2ðk þ k0Þ2=ðnmÞ:
This yields a contradiction as k-N because 0pmpn  2: Consequently,
we obtain (ii) of Theorem 1. The proof is complete. &
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