Abstract-This paper deals with the problem of distributed estimation of the maximum of a continuous scalar field by combining exhaustive ergodic search with multi-agent consensus protocols. In this original set-up, the presence of unilateral interactions and exogenous signals is considered, the latter representing the measures sampled by the agents and an algorithm is devised to estimate the maximum of the field over the domain spanned by the agents. Necessary and sufficient conditions are given to guarantee convergence to the maximum field value. Illustrative examples are presented to show the effectiveness of the proposed framework and conditions. distributed estimation, mobile sensors, max-consensus, nonlinear networks, Multi agent systems.
I. INTRODUCTION
In the last decade the scientific community has devoted considerable attention to the agreement problem, formulating several criteria to assess asymptotic convergence of individual states of a group of agents towards some common "consensus" value, under different hypoteses on the class of systems considered and topological properties of their interactions (see e.g. [6] , [2] , [8] , [10] , [9] and references therein, just to cite a few). Recently emerging application paradigms such as surveillance networks, formation flight, or automated highway systems have led to the need for consensus-based algorithms for distributed estimation of some measures of interest ( [12] , [11] ). In the traditional set-up, the presence of bilateral agent interactions is assumed, in the sense that each node may feel the influence of the neighbooring agents regardless of whether their current state is higher or lower than its own. In similar set-ups the consensus algorithms are naturally used to estimate the average value of the measured inputs. In some safety critical applications, however, it is of interest to estimate in a distributed way the maximum of the measured values. To this end the use of gossip algorithms is rather common in computer science. The basic idea is that update laws are designed so that agents store higher or lower estimates of the measured values and instantaneously converge to the maximum of their joint opinions when communicating with a neighbor. In this framework node This work was partially supported by the research mobility program of University of Naples Federico II and the departmental project "FAIR".
interactions are likely to be unilateral or specifically designed to be such. Interactions between agents are called unilateral when influence of agent j on agent i is only active when the corresponding states fulfill a suitable inequality (namely x j < x i or x i < x j in the case of pessimistic or optimistic interactions respectively, see definition provided later). Therefore, both from a theoretical and practical point of view, it is of interest to formulate an estimation algorithm in the presence of unilateral interactions and qualify structural conditions on the network topology and agents interactions which may guarantee its convergence to the maximum of a continuous field.
In this paper we propose a distributed consensus-based algorithm to estimate the maximum of a continuous field. The considered set up and framework is innovative in several ways. The challenge with respect to previous works (and in particular [7] ) is integrating the information sampled by mobile sensors (or agents) in order to estimate, with limited connectivity and in a decentralised way, the maximum of the field. This is difficult for a number of reasons: first designing a path guaranteeing that all areas of the monitored region are exhaustively searched by agents while, at the same time, making sure that interactions between agents occur so as to guarantee an adequate spread of the relevant information (ergodicity and almost periodicity will be crucial in this respect). Secondly, guaranteeing that interactions among agents yield convergence towards the maximum and not merely to an arbitrary consensus value (this is why specific connectivity requirements are developed concerning the graph of "optimistic" interactions among agents). To the best of our knowledge this is an issue that cannot be dealt with by previous existing results. Notice that even a single agent (in the absence of disturbances) could estimate the maximum of the field (albeit in a long time). This finds application in remote monitoring of low risk processes such as temperature or humidity of a field. When timeliness is required, however, interactions between agents allow to speed up convergence. This is achieved by requiring a minimal cooperation and a limited communication radius among agents. Ergodicity plays a key role to ensure that agents will connect to each other with sufficient frequency and strength of interaction. As in the previous work [7] we adopt the notion of unilateral interaction between agents. However, we do so within a completely novel framework that is different and technically challenging due to the presence of unilateral (intrinsically nonlinear) node interactions combined with the fact that connectivity is driven by an ergodic process related to agents mobility.
II. NOTATION AND PROBLEM FORMULATION
In the following we denote column vectors by x = (x 1 , . . . , x n ) while |x| denotes its Euclidean norm. Furthermore, 1 is the vector of all ones and e j is the jth element of the canonical basis of R n , where n should normally be clear from the context. Recall that, given a function f (t, x) : R × R n → R n , piecewise continuous in t and locally Lipschitz continuous with respect to x, the associated system of differential equationsẋ(t) = f (t, x(t)), is called cooperative if for any i ∈ {1, 2, . . . , n}, f i (t, x) is non-decreasing with respect to x j for all j = i. Notice that this condition is equivalent to monotonicity of the flow φ(t, t 0 ; x 0 ) with respect to initial conditions, namely, for all t ≥ t 0 , it holds φ(t, t 0 ; x 1 ) ≥ φ(t, t 0 ; x 2 ) if x 1 ≥ x 2 (where "≥" is meant componentwise), [3] . Let G(N, E) be a directed graph (digraph) with nodes N = {1, ..., n} and corresponding set of edges E ⊆ N × N . A node j is reachable from node i if there exists a path in G(N, E) connecting nodes i and j, namely there is a finite sequence n 1 , n 2 , ..., n k of distinct nodes such that
By definition i is always reachable from i (considering a path of length 0). A digraph G(N, E) admits a spanning tree if there exists a node (the root) from which every other node of G is reachable. We adopt the following definition of almost periodic function ( [1] ): a continous function g : R → R n is almost periodic if ∀ε > 0, ∃ l(ε) > 0 such that all intervals of length l(ε) contain at least one τ satisfying:
Consider a network of agents moving in k-dimensional Euclidean space, within a region that, for the sake of simplicity, we assume to be a box B ⊂ R k . In typical applications k = 2 but more general scenarios can be envisioned. Each agent has a configuration space which is a q-dimensional torus, S q , with q ≥ k. The inequality q ≥ k holds true because coordinates of the agent i within the box B are part of the configuration variable θ i ∈ S q , which characterizes agent i. For instance, if k = q, one could compute the position of agent i within B according to
for some vectors b i ≤b i ∈ B. The projection from the torus to euclidean space is useful to avoid discontinuouities in the speed of agents when they hit the boundary of the box and bounce backwards in a biliard like fashion. More configuration variables could be included in θ i so as to model situations where availability of a communication channel between agents is not a function of reciprocal position alone, for instance if agents communicate through directional antennas. The evolution of θ i variable in S q for each agent i follows the equation below:θ i (t) = ω i 1 The simplest non periodic and scalar instance of such function could be g(t) = sin(t) + sin(πt).
qn . Suitable assumptions on the angular velocities ω i , i = 1, . . . , n will make sure that the dynamics of σ is ergodic 2 and that, in particular, each agent i moves according to an almost periodic trajectory p i (t) spanning a box B i ⊆ B which, in the considered set-up, can be expressed as
The aim of our approach is to estimate the maximum of a continuous scalar field
by implementing a distributed algorithm as described by the following system of nonlinear differential equations:
where x(t) ∈ R n is the state vector, representing the current estimate of the maximum held by individual agents, t ∈ [0, +∞] denotes time and f is a σ dependent cooperative vector-field (in the sense stated above) with f : R n ×Σ → R n describing the dynamics of the interaction between agents. We assume that B = n i=1 B i and denote byz i := max p∈Bi z(p). Notice thatz i are well defined, by continuity of z, moreover:z
σ is an exogenous vector of almost periodic functions affecting the network connectivity and measures, while [a 1 (t), . . . , a n (t)] is a vector of measurable positive signals, with each a i (t) taking values in [a,ā]. In the following, for the sake of simplicity, we will assume a = 1. We assume: f is locally Lipschitz continuous with respect to x uniformly in time, namely for all compacts
The assumptions on f , imply the local existence and the uniqueness of the system's solution on some maximally extended open time interval.
III. MAIN RESULTS
Next we formulate the graph-theoretical concepts and network's connectivity requirements which will allow us to claim asymptotic convergence of all agents states towards a consensus equilibrium equal to the maximum of the measured field,z.
Assumption 1 We assume a cooperative nonlinear network
2 Ergodicity of a dynamical system on a probability space (Σ, m) is defined as the property that the flow on Σ preserves the measure m, and moreover, invariant sets of Σ only have measure zero or 1. A consequence of ergodicity, which is crucially used throughout the paper, is the Ergodic Theorem, the fact that asymptotic time averages of any output function h of the system can be computed taking averages on phase-space of Σ, [5] (3) with f that admits an agreement equilibrium set, that is:
Notice that Assumption 1 is to guarantee that consensus configurations are equilibrium states of network (3) in the absence of exogenous input signals (i.e. for a i (t) = 0). Next we define a notion of unilateral interaction among agents, representing optimistic and pessimistic influences. This is done according to the following definitions.
Definition 1 (Pessimistic edge) We say that (j, i) ⊂ N 2 is a pessimistic edge for network (3) , if for all compacts K ⊆ R, there exist ε K > 0 so that for all pairs x i > x j ∈ K 2 and any σ ∈ Σ it holds:
where each Ψ ij : Σ → R is a nonnegative continuous, vector valued function and fulfills:
Notice that the function Ψ ij quantifies the influence of agent j on agent i as a function of position of (possibly all) agents. Moreover, integration over the torus Σ (namely over the set of all agents configurations) is assumed strictly positive so that one may guarantee a uniform frequency of interaction across time just by letting agents exhaustively and ergodically span the torus. Notice that this interaction is unilateral in nature as influence is assumed to occur provided
Similarly we may define optimistic interactions.
Definition 2 (Optimistic edge)
We say that (j, i) ⊂ N 2 is an optimistic edge for network (3) , if for all compacts K ⊆ R, there exist ε K > 0 so that for all pairs x i < x j ∈ K 2 and any σ ∈ Σ it holds:
where the function Ψ ij is non-negative, continuous and fulfills (5).
We denote by E p the set of pessimistic edges, and by E o the set of optimistic edges.
Definition 3 (Optimistic and Pessimistic interaction graph)
We say that G (N, E o ) is the Optimistic interaction graph for (3) and that G (N, E p ) is the Pessimistic interaction graph.
Notice that both graphs are subgraphs of the Bicolored interaction graph introduced in [7] , which includes both types of edges in a single graph-theoretical concept. (3) , where E o is the set of optimistic edges and E p is the set of pessimistic edges.
Definition 4 We say that G(N, E o , E p ) is the Bicolored interaction graph for
It is worth pointing out that we allow E o ∩ E p = ∅; this is unlike standard notions of multicolored graph where, normally, each edge may only take a single color. Notice that in the light of equation (5) and ergodicity of the σ dynamics, this is an assumption of asymptotic averaged interaction strength while, by condition (6) (resp. (4)), the node interaction property is not defined along solutions of the system, making its verification straightforward. It is somewhat convenient for the following developments to let the function Ψ ij be defined for all i = j ∈ N 2 , and assuming an inequality as (6) to hold. This can be done, without loss of generality, by letting Ψ ij = 0 if (i, j) is not a pessimistic or an optimistic edge. Also, one could allow possibly different expression for Ψ ij in the case of optimistic and pessimistic edges. For the sake of simplicity we do not differentiate between Ψ o ij and Ψ p ij . Let x(t) denote an arbitrary solution of (3), we define the following quantity ; x m = min k∈N {x k }. The following fact is well-known for autonomous networks with bilateral interactions and continues to hold in the considered set-up.
Lemma 1 The function x m (t) is monotonically nondecreasing.
The proof may be carried out by using similar arguments as in [10] . Let x M = max k∈N {x k }, it is worth pointing out that, unlike in standard consensus protocols, one cannot expect x M (t) to be monotonically decreasing, due to the presence of non-negative exogenous input signals. Nevertheless, the following set is seen to be forward invariant for (3).
Lemma 2 The set M c := {x : x M ≤ c} is forward invariant for all c ≥z.
The proof follows along the same lines of Lemma 1, remarking that for all agents i with x i = c ≥z it holds max{z(p i (t)) − x i , 0} = 0. As a consequence solutions of (3) are uniformly bounded in time and may be assumed to belong to fixed compact set K at all times. Furthermore, for the sake of simplicity of notation, we will omit the explicit dependence of L, ε, T , μ from K. In what follows we will present the main lemmas which will enable later to prove asymptotic convergence of solutions towards the maximum of the measured field.
Lemma 3 For each i ∈ N and x ∈ R
n denote by x i the following:
Letx i (·) denote the solution of equation (3) from state x i at time t, (namelyx i (·) = φ(·, t, x i , σ(·)). If for some finite positive integerk and μ > 0 and x
∈ R n thex i solution fulfills for all j = ĩ x i j (t +kT ) ≥ x m (t) + μ|x m (t) −x i i (t)|,(7)
then, similar inequalities hold for the solution x(·) := φ(·, t, x, σ(·)), namely:
The proof may be carried out by using similar arguments as in Lemma 14 in [10] . Now we show that condition (5) actually implies integral connectivity across uniform time intervals, namely that there exists a sufficient large T > 0,
The proof is omitted for space constraints.
The following Lemma is a fundamental preliminary step to understand the contraction rate of x m towards consensus.
Lemma 5 There exists k ∈ N and T > 0 such that, for all pairs (i, j) ∈ N 2 , with j reachable from i in G(N, E o ), and for all compact intervals K ⊂ R and all initial conditions x(0) ∈ K
N , there exists μ ∈ (0, 1) such that:
The proof of Lemma 5 may be carried out by using similar arguments as in Lemma 16 in [10] .
Proposition 1 Consider the network modeled by equations (3), under the considered set of Assumptions and provided the graph G(N, E o ) is strongly connected, then:
namely the agents asymptotically converge towards a consensus equilibrium state.
Theorem 1 Consider the network modeled by equations (3).

If the associated Optimistic interaction graph G(N, E o ) is strongly connected and agents are initialized according to
x i (0) ≤z, for all i ∈ N then agents asymptotically agree on the maximum of the measured field, viz:
The proof is omitted for space constraints. Notice that Theorem 1 allows to guarantee convergence of all agents towards the maximum of a field, thanks to a form of ergodic search and interaction among agents.
IV. ON THE NECESSITY OF CONNECTIVITY REQUIREMENTS
We discuss throughout this Section the necessity of Strong Connectedness of the Optimistic interaction graph in order to guarantee asymptotic agreement on the maximum of the field. Roughly speaking, this assumption implies that each agent has the ability to optimistically influence directly or indirectly every other agent. Understandably this is crucial if every agent spans a portion of B that no other agent is having access to. We call this assumption Agents non-redundancy.
Definition 5 We say that agent i ∈ N is redundant if
otherwise we say that the agent is non-redundant.
Informally speaking, non-redundancy means that there is at least some part of B which is of exclusive competence of agent i. Therefore, the fields' measures carried out by agent i will be needed whenever the (strict) maximum of the field is achieved within such area. More generally, however, and especially for large N , it is possible to deploy redundant agents, namely to allow some of the B i s to be covered by the union of other agents monitored subareas. To this end, for all b ∈ B denote by:
N is a finite set. Moreover, we take T min to be the set of elements of T which are minimal with respect to set inclusion. Interestingly, if all agents are non-redundant,
Lemma 6 Consider a network as in (3), with all agents
On the other hand, when an agent is redundant, he will always appear in the elements of T min in combination with other agents. Connectivity requirements for such agents can therefore be relaxed, as the regions they visit are also covered by other agents. Accordingly one may require the following generalized connectivity Assumption.
Assumption 2 For all I ∈ T min there exists a directed spanning forest of the Optimistic Interaction graph G(N, E o ) with root nodes contained in I.
Indeed this assumption boils down to strong connectivity of G(N, E o ) in the case of non-redundant agents, by virtue of Lemma 6. It is however much weaker, and indeed necessary, in the general case. Some examples are listed below in order to clarify the meaning of the proposed notions. Notice that this is a recursive definition as non-redundancy of a team is only estabilished in terms of redundancy of smaller teams. Informally speaking a team is non-redundant if there is at least one area which is exclusively and jointly spanned by the team while, at the same time, smaller subteams are redundant. The set T min is indeed the set of all non-redundant teams as remarked in the following Lemma.
Lemma 7 Let T min be defined as above. Elements of T min are the non-redundant teams as defined in Definition 6.
We are now ready to state our main result for this Section.
Theorem 2 For networks as in (3) let T min denote the set of non-redundant teams. Then, Assumption 2 is a necessary condition for asymptotic convergence of x(t) towardsz1 for all initial conditions x(0) ≤z1.
The proof is omitted for space constraints. The result is stated in a slightly informal language. While stronger and more rigorous statements could be proved, we believe that the essence of the result can be conveyed also considering a slightly weaker and informal formulation. In particular, we will prove it by showing that in the family of networks of equations (3) with agents N , a prescribed set T min of non-redundant teams and assigned Optimistic Interaction graph G(N, E o ) which violates Assumption 2, there exists a field z(·) and a specific network model such that regardless of initial conditions asymptotic agreement on the value ofz does not occur.
V. ILLUSTRATIVE APPLICATION TO MOBILE SAMPLING OF A MAXIMUM OF A FIELD
In this Section we consider a representative application where each agent is an autonomous robot or sensor node moving with constant speed in a rectangular region. When an agent reaches the boundary of the region its velocity component orthogonal to the boundary swaps its sign and, as a result, the agent bounces back towards the interior preserving its speed. Each agent (say the i-th one) could be visiting a different region
, and these could be overlapped or partially overlapped in arbitrarily complex ways. Notice that, by a standard embedding used in the study of biliards, we could regard agents moving with constant speed and bouncing elastically at the boundary as material points rotating at constant speed inside a 2-dimensional torus.
The torus, in turn, can be embedded in R 2 , by identifying points in R 2 whose difference is an integer multiple of 2p (coordinatewise). Accordingly the rotation inside the torus of agent i can be described by a simple differential equation for the vector θ i = [θ xi , θ yi ]:
with ω xi , ω yi , i = 1 . . . n, uncommensurable real numbers. Incommensurability guarantees that rotation in the torus is not periodic and each point in the torus is approached in the limit by the solution. Hence ergodicity holds ( [5] ).
Being k = q, the coordinates θ i are projected to planar coordinates in the box B i according to (1) .
As an example, we assume that moving agents can communicate information of their own consensus variable x i just with agent at distance less than R, while the strength of interaction vanishes for higher distances R. Therefore we may assume function Ψ ij of the following form: to estimate the spatial maximum of the field (which we assume to be constant in time) both by integrating in time his local information and by communicating the current estimated maximum value to its neighboors.
In order to validate the effectiveness of the relaxed topological conditions for consensus when the same region is spanned by more than one agent, we consider the Example 2 presented in Section IV. Specifically three agents with R = 45, γ = 20 span nested regions B i , i = 1, . . . , 3 to monitor the field in Fig. 1-(a) . Assumption 2 is fulfilled due to the presence of a spanning tree with a root in agent 3, and this is enough to get asymptotic maximum consensus value 110 ( Fig. 1-(b) ).
VI. CONCLUSIONS
In this paper we present an algorithm for a distributed estimation of the maximum of a measured field in the presence of inputs and almost periodic interactions induced by mobility of agents that span individually or cooperatively a given region of interest. This is representative of many monitoring and surveillance scenarios where the connectivity of mobile sensor nodes depends on the relative position while agreement is sought among estimation variables related to measured samples. The conditions for asymptotic convergence of the algorithm to the maximum value of the field are formulated when the node interactions are unilateral and have the merit to be "trajectory independent" to allow for a priori simpler verification. 
