Abstract. We present a Lax-Friedrichs type algorithm to numerically integrate a class of nonlocal and nonlinear systems of conservation laws in several space dimensions. The convergence of the approximate solutions is proved, also providing the existence of solution in a slightly more general setting than in other results in the current literature. An application to a crowd dynamics model is considered. This numerical algorithm is then used to test the conjecture that as the convolution kernels converge to a Dirac δ, the nonlocal problem converges to its non-nonlocal analogue.
1. Introduction. We are concerned with the following class of nonlocal systems of N conservation laws in d space dimensions:
with a nonlocal flow of the type
and where the coupling among the equations is due only to the nonlocal terms η * U , given by, for ℓ = 1, . . . , m,
η ℓ,k (x − ξ) U k (t, ξ) dξ , and η : R n → R m×N .
Below we consider a Lax-Friedrichs type algorithm that yields a sequence of approximate solutions to (1.1) that, up to a subsequence, converges to a weak entropy solution of (1.1). As usual, t is time, x the space variable, U the vector of the unknown densities, F the matrix valued flow and η is a matrix of smooth convolution kernels. Systems of the type (1.1), with the particular coupling considered below, comprise, for instance, sedimentation models [4] and various crowd dynamics models [8, 9, 10] . The nonlocal nature of (1.1) is particularly suitable in describing the behavior of crowds, where each member moves according to her/his evaluation of the crowd density and its variations within her/his horizon. We refer to the several models recently considered in the literature, e.g. [8, 10] . In one space dimension, vehicular traffic offers entirely similar situations, see [5, 9] . In this connection, we recall that nonlocal systems of conservation laws are widely used in biological applications, e.g., in structured population dynamics, see [19] . The algorithm presented below can easily be adapted to the typical case of the initial boundary value problem for a renewal equation, once the flow at the boundary is pointing into the domain and the source terms are dealt through a standard operator splitting technique, see [18, Chapter 17] . Further applications of nonlocal conservation laws are found in [9] for supply chain models, in [1] for granular material dynamics and the case of a conveyor belt is considered in [13] .
The key point in the convergence proof lies in obtaining a uniform bound on the total variation of the approximate solutions. However, a bound on the L ∞ norm of the solution is provided below, as well as the L 1 Lipschitz continuous dependence of the solution on time. As a consequence, the present result also extends to a wider class of equations the existence part of the results in [3, 4, 8, 9, 10] . More precisely, in the scalar 1D case, a first convergence proof for a Lax-Friedrichs type algorithm was obtained in [4] , see also [3, 5] . Analytical well posedness results for nonlocal conservation laws in the scalar case were obtained in [8, 9] and in [10] in the case of systems. In these references, as in the present work, the actual number of space dimensions is not relevant, if not for the computational cost.
We remark that in the construction below, no divergence free assumption is required, see [7] and the convolution kernel η is not required to have compact support.
From an analytical point of view, the limit where η converges to a Dirac measure δ is particularly appealing. Indeed, in that limit system (1.1) tends to a general system of conservation laws in several space dimensions and (at the time of this writing) its well posedness is a well known open problem. Nevertheless, using the algorithm below, in Section 3 we numerically investigate this limit, although the present estimates clearly do not allow to rigorously justify any conclusion in this direction.
The next section presents the main results, while Section 3 is devote to sample numerical integrations of (1.1). The technical details are deferred to Section 4. N . Aiming at a formal simplification, we consider throughout the case of d = 2 space dimensions and denote the space variables by (x, y) ∈ R 2 . Moreover, we fix our attention to the k-th equation in (1.1), for k =, . . . , N , namely
where
Throughout, the notation |ξ| is used for ξ ∈ R, whereas for ξ ∈ R ν , ξ stands for the Euclidean norm. The following assumptions on the maps
k (t, x, y, u, B) and η, ϑ in (2.1), for k = 1, . . . , N are used below:
Standard situations of interest lead to compactly supported initial data yielding solutions that are also compactly supported at all finite times. In these cases, it is sufficient that the above uniform boundedness requirements are satisfied on any compact subset of R 2 . Equivalently, on f k and g k it is enough to assume only conditions (H0) and (H3). The proof is immediate and follows the same lines, for instance, of that in [6, Corollary 2.3] .
Recall the definition [3, 4, 5, 8, 9, 10] of solution to the Cauchy problem for (2.1).
the map U k is a Kružkov solution to the conservation law
Above, by Kružkov solution we refer to [17, Definition 1] . It is immediate to observe that (H0) ensures that U (t, x, y) ≡ 0 solves (2.1) in the sense of Definition 2.1. Fix a rectangular grid with sizes ∆x and ∆y in R 2 and choose a time step ∆t. For later use, we also introduce the usual notation
is fixed and we denote
We define a piecewise constant approximate solution
through the 5-points algorithm based on dimensional splitting, see [11, Section 3] :
3) where for fixed α, β in 0, 2/3 , we define
The convolution terms are computed through quadrature formulae, i.e., 
Throughout, we require that ∆t is chosen in order to satisfy the CFL condition
and we assume that the mesh sizes are sufficiently small, in the sense that ∆x, ∆y ≤ 1/(3M ), where M is as in (H0).
The main result of this paper is the following: Theorem 2.2. Let assumptions (H0), (H1), (H3) and conditions (2.6) hold. 
The proof is deferred to Section 4 and is based on the lemmas below. Observe that Theorem 2.2 also ensures the existence of solutions to (2.1) with a flow more general than that considered in [8, 9] . The solution is proved to be a Lipschitz continuous function of time with respect to the L 1 topology. Moreover, in view of Remark 1, when the initial datum is compactly supported, (H0) and (H3) are sufficient to guarantee the existence of a solution and the bounds above on any finite time interval.
As first step, we prove the positivity of the approximate solutions defined by (2.3). Lemma 2.3 (Positivity). Let (H0), (H1), (H3) and
A consequence of positivity, due to the conservative nature of the algorithm, is the
. Then, the approximate solution u ∆ defined by the algorithm (2.3) satisfies, for all k ∈ {1, . . . , N } and t ∈ R + .
The proof is omitted, since it is standard, see for instance [ 
The previous results allow to get the following key bound on the total variation. Lemma 2.6 (BV bound). Let (H0), (H1), (H2), (H3) and (2.6) hold. Fix 
Remark that K 2 depends on all the components of U o . Hence an initial datum with a constant component may well lead to a solution with no constant components.
To prove the discrete entropy inequality, we introduce the following Kružkov numerical entropy flows, see [ 
Lemma 2.7 (Discrete entropy condition). Let assumptions (H0), (H1), (H2), (H3) and conditions
. Then, the approximate solution u ∆ defined by the algorithm (2.3) satisfies for all i, j ∈ Z and for all k = 1, . . . , N and for all κ ∈ R the discrete entropy inequality
The proof is entirely analogous to that of [3, Proposition 2.8].
Lemma 2.8 (L 1 Lipschitz Continuity in time). Let assumptions (H0), (H1), (H2), (H3) and conditions
n , λ x , λ y α, β and on the functions η, ϑ, f k and g k , for k ∈ {1, . . . , N } such that for n = 1, . . . ,n the approximate solution u ∆ defined by (2.3) satisfies
The proof is a straightforward generalization of [3, Lemma 2.7].
3. Numerical Integrations.
3.1. A Crowd Dynamics Sample Integration. We now show that the crowd dynamics model introduced in [9] fits in the framework of (2.1). Assume that a group of pedestrians can be described through the density U = U (t, x, y) that satisfies the nonlocal continuity equation
Here, the given vector field v = v(x, y) ≡ v 1 (x, y), v 2 (x, y) describes the path followed by the pedestrians. The smooth, non negative and compactly supported function µ models the way in which each individual averages the density around her/his position to adjust her/his speed.
Lemma 3.1. System (3.1) fits into (2.1) setting 
The role of ρ is to allow conditions (H0), (H1) and (H2) to hold and does As initial datum we choose:
The numerical integration of (3.1)-(3.4) obtained with the algorithm described in Section 2 is shown in Table 3 .1 show that the numerical scheme (2.3) has a convergence rate γ ≈ 0.5.. 
3.2.
The Nonlocal Keyfitz-Kranzer System. We consider the example of the classical Keyfitz-Kranzer system [15] which is given by
is a 2 × 2 system of conservation laws in one space dimension in the unknown U = (U 1 , U 2 ). System (3.6) has been extended and studied from many different points of view. For instance, the existence of solutions in the case of several space dimensions was obtained in [2, Theorem 2.6]. The convergence of approximate solutions was proved in [16] in the case of one dimensional symmetric systems.
At the time of this writing, an open problem in the analytical theory of (1.1) is whether the formal convergence to its non-nonlocal analogue ∂ t U +div x F (t, x, U, U ) = 0 as η tends to Dirac delta can be made rigorous. The present numerical procedures can be helpful in having some insight in this issue. To this end, we consider the classical Keyfitz-Kranzer system in 2 dimensions
with its non-local generalization given by
which is a system of 2 nonlocal conservation laws in 2 space dimensions. This system fits into the framework of Theorem 2.2. Lemma 3.2. System (3.8) fits into (2.1) setting: 
and
so that R 2 µ(x, y) dx dy = 1. As initial datum, we choose:
Note that the above initial datum is compactly supported. In view of Remark 1, it is then sufficient to verify (H0) for Theorem 2.2, and hence Lemma 3.2, to be applied. Corresponding to the initial datum (3.11), the solution for (3.8)-(3.10) computed with r = .0125 is depicted in Figure 3 .2. The solution of the non-nonlocal analogue of (3.8)-(3.10) is shown in Figure 3 and compute the corresponding solutions to (3.8)-(3.11) . Then, we compare them with the solutions to (3.7)-(3.11). In both the integrations, λ x = λ y = 0.1 and the time step is ∆t = 1.25E − 4. The result of this comparison is shown in Table 3 .2. The present numerical integrations can not prove the convergence of the nonlocal to Table 3 .2 Difference of the L 1 norm of the solution (u 1 , u 2 ) to (3.7) and solutions to (3.8) with different values of r as in (3.12), all with the same initial datum (3.11), with the same space meshes ∆x = ∆y = 1.25E − 3 and with a time step ∆t = 1.25E − 4.
non-nonlocal problem, nevertheless they suggest that a positive answer is possible. 
Proof. The first equality is immediate. Then, using the binomial theorem, we get
Lemma 4.2. Under conditions (H3), the algorithm (2.3) yields the estimates
Proof. Consider the estimates on the A terms, the others being entirely similar:
proving the first estimate, the second one is entirely analogous. Similarly,
Proof of Lemma 2.3. In the spirit of [3, Lemma 2.5], note that (2.3) can be rewritten as follows:
We now prove that a k,n i−1/2,j and b k,n i+1/2,j are non negative. Indeed, 
for somex i ∈ x i−1/2 , x i+1/2 . Now using condition (2.6) we have:
Using (4.4) and (4.5) in (4.3) we get:
completing the proof.
Proof of Lemma 2.5. Refer to (4.3). Using (4.1) and (H1) in (4.3), we obtain:
Now using Lemma 2.4, (4.4) and (4.6) in (4.3), we get
which implies that
Applying the same procedure for the y component gives
and by Lemma 4.1 we have the L ∞ bound
so that (2.7) holds with
completing the proof. 
and we now estimate the various terms above separately. Consider the term C n ij . . By convexity, we have
Let us first consider the estimates (4.10) and (4.11):
(4.10) + (4.11)
Now using Lemma 2.4, we have (4.10) + (4.11)
Now, let us estimate (4.9).
Passing to the modulus,
and, adding up (4.8) to the latter expression above
(4.13)
We now deal with ij u k,n+1/2 i,j+1
Following the above treatment of C n ij , we obtain:
As in the estimate above for C by convexity. Passing toD n ij , we have:
We first estimate (4.15) using Lagrange's mean value theorem.
(4.15)
for suitable y j+1/2 ∈ y j , y j+1 and where, using the definitions (4.13), (4.17) and (4.18), 
