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Edgeworth-type expansions are given for the distribution of (normalized versions of)
the amplitude and phase of the mean of a sample of complex random variables. These
expansions are transformed to polar forms with applications to modeling signals from a
cell-phone. Limiting distributions of (normalized versions of) the amplitude and phase of
the mean are given for the cases: (1) population mean is zero, and (2) population mean is
non-zero. The results apply for distributions with finite cumulants.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and summary
The need for the distribution of the amplitude and phase of the mean of a sample of complex random variables arises
in many applied areas. We mention: statistical physics, signal processing, circuits and systems, oceanography, microwave
theory and techniques, aerospace and electronic systems, military communications, waves in random media, acoustics,
speech and audio processing, optics, information theory, photonics technology, nuclear energy, solid-state electronics,
ultrasonics and frequency control.
As with the case of real random variables, the distribution of the amplitude and phase for a sample of complex random
variables cannot often be expressed in closed form. For instance, while deriving the distribution of the amplitude and phase
of a sinusoid in noise, Campbell et al. [2] find that: ‘‘The solution is in the form of an integral. Simplifications are possible
when the time duration of the process is large and when the signal-to-noise-ratio is very large or very small. Otherwise,
complicated numerical integration is required’’. While studying stochastically perturbed resonance, Neu [11] finds that the
distribution of the amplitude and phase can be determined only in the limit ‘‘where the time scale of resonance is much
shorter than the time scale of diffusion’’. Sums of random variables needed to compute the amplitude and phase do not have
closed form densities even for many commonly known univariate distributions. These include the Weibull [5], generalized
normal [12], Rayleigh [6], Rice [7], generalized gamma [13], Nakagami [3], Burr [9], and the lognormal [10] distributions.
Hence, there is a need for approximations for the distribution of the amplitude and phase. The aim of this paper is to
provide Edgeworth-type expansions for the joint distribution of (normalized versions of) the amplitude and phase of the
sample mean. The results obtained apply to distributions with finite cumulants.
The results are organized as follows. In Section 2, we give Edgeworth-type expansions for the distribution of (normalized
versions of) the amplitude and phase of samplemeans of complex random variables. In Sections 3 and 4, we transform these
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results to polar form for both the central case, that is, when the population mean is zero, and the non-central case. Suitably
normalized amplitude of the sample mean and the phase only have non-degenerate limit distributions in the non-central
case. In Section 5, we specialize to the case, where we have a sample of products of correlated complex random variables,
in particular products of complex normal random variables. The building blocks of the expansions are the bivariate Hermite
polynomials given in Appendix A.
We use the following notation: letR and C denote the sets of real and complex numbers. Set i = √−1. Let P1, . . . , Pn
be independent and identically distributed (i.i.d.) random variables in C. Then the sample mean is n−1Sn, where
Sn = Sn,R + iSn,C = Ampn exp(iθn) =
n
j=1
Pj with Pj = Rj + iCj. (1.1)
So, Ampn = |Sn| is the amplitude of the sum and Ampn/n is the amplitude of the sample mean. Also θn is the phase of the
sum and also the phase of the sample mean.
Proposition 1.1. We use the convention that the phase, θn = arg(Sn), lies in [0, 2π). Sometimes it is convenient to use instead
θ∗n = tan−1(Sn,C/Sn,R) in [−π/2, π/2). They are related by θ∗n = θn − kπ , where k = 0, 1, 2, 3 for Sn (or θn) in quadrants
1, 2, 3, 4, respectively.
We denote the joint cumulants of (Rj, Cj) by {κr,s}. These are generated by
∞
r,s=0
urvsκr,s/(r!s!) = logE [exp(uRj + vCj)],
and are assumed to be finite. So,
µ′ = E(Rj, Cj) = (κ1,0, κ0,1) and V = Cov(Rj, Cj) =

κ2,0 κ1,1
κ1,1 κ0,2

. (1.2)
Proposition 1.2. The results of this paper still hold under the weaker condition that P1, . . . , Pn are independent but not
necessarily identically distributed. In this case, κr,s must be interpreted as the average of the corresponding cumulants for
P1, . . . , Pn. For example, if each Pj is replaced by P∗j = ajPj, where aj is a non-random real multiplier, then the results of this
paper hold for P∗1 , . . . , P∗n with κr,s replaced by
κ∗r,s = an,r+sκr,s,
where
an,r = n−1
n
j=1
arj ,
assuming that these are bounded as n → ∞ and that an,2 is bounded away from zero. So, if V = vI2, then the corresponding
covariance matrix for P∗1 , . . . , P∗n is V∗ = v∗I2, where v∗ = an,2v.
Set
Yn = n−1/2

Sn,R − nκ1,0
Sn,C − nκ0,1

. (1.3)
By the Central Limit Theorem,
Yn
d→ Y (1.4)
as n →∞, whereY ∼ N2(0,V) inR2, a bivariate normalwithmeanE[Y] = 0 inR2 and 2×2 covariancematrixV = E[YY′].
We denote its distribution byΦY(y;V) and its density by
φY(y;V) = (2π)−1|V|−1/2 exp(−y′V−1y/2)
for y in R2, assuming V is positive-definite. The convention in (1.4) for a random variable tending to a random variable is
convergence in distribution.
Our main results may be summarized as follows. We distinguish between the central case, when E[Pj] = 0 and the non-
central case, when E[Pj] ≠ 0.
The random vector (Amp2n/n, θn) has a non-degenerate limit when E[Pj] = 0, but converges to (∞, arg(E[Pj])) when
E[Pj] ≠ 0. In fact, the amplitude Ampn of the sum Sn has magnitude n1/2 in the central case and magnitude n in the non-
central case. Also
Amp2n/n
2 p→ |µ|2 = |E[Pj]|2 = κ21,0 + κ20,1.
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In the central case,
(Amp2n/n, θ
∗
n )
d→ (Y′Y, tan−1(Y2/Y1))
with marginals
Y′Y =
2
i=1
λiN2i ,
where {λi} are the eigenvalues of V and {Ni} are independent unit normal random variables, and, by Section 3,
Y2/Y1 ∼ Cauchy (µV, σ 2V )
with
µV = κ1,1κ−12,0,
σ 2V = κ0,2κ−12,0 − κ21,1κ−20,2 .
In the non-central case, when E[Pj] ≠ 0,
θn
d→ θ0 = arg(E[Pj]), θ∗n p→ θ∗0 = tan−1(κ0,1/κ1,0) (1.5)
and
An = (Amp2n/n− n|µ|2)/(2n1/2), Bn = n1/2(θ∗n − θ0) (1.6)
satisfy
(An, Bn)
d→ (A, B) ∼ N2(0,G′VG),
where µ is given by (1.2) and
G = (µ, ν) =
κ1,0 −
κ0,1
κ21,0 + κ20,1
κ0,1
κ1,0
κ21,0 + κ20,1
 .
So,
An
d→ N1(0,µ′Vµ), and Bn d→ N1(0, ν′Vν).
In many cases of importance the amplitude and phase are asymptotically independent. The paper by Campbell et al. [2]
cited earlier gives an example in this regard.When the time duration of noise, Campbell et al. [2] show that: ‘‘asymptotically
the amplitude and phase are independent, with the amplitude being Rayleigh distributed, and the phase having a Cauchy
distribution’’. Another reason to prefer asymptotic independence is the ease of computations.
Example 1.1. Suppose V = vI2. Then G′VG = diag(|µ|2, v/|µ|2). If |µ|2 ≠ 0, then An d→ N1(0, v|µ|2) and Bn d→
N1(0, v/|µ|2) are asymptotically independent. If |µ|2 = 0, then Amp2n/n d→ vχ22 and θn d→ U[0, 2π ] are asymptotically
independent, where U[a, b] denotes a uniform random variable and χ2ν denotes a chi-square random variable with degrees
of freedom ν.
Example 1.2. Suppose κ10 = κ01 = µ2 ≠ 0. Then
G =

µ2 −(2µ2)−1
µ2 (2µ2)−1

.
Suppose also κ2,0 = κ0,2 = v. Then G′VG = diag(a, b), where a = 2µ22(v + κ1,1) and b = (2µ22)−1(v − κ1,1). So,
An = (Amp2n/n− 2nµ22) (2n1/2)−1 d→ N1(0, a),
Bn = n1/2(θ∗n − π/4) d→ N1(0, b),
and they are asymptotically independent.
Throughout this paper, we use the notation ζℓ ≈ ϵℓ to mean that ζℓ/ϵℓ → 1 as ℓ approaches its limiting value.
Throughout this paper, one should also interpret the right hand sides of equalities of the formΩ = ζi,j,k,... as being implicitly
summed over all possible values of i, j, k, . . ., see, for example, Eqs. (B.2) and (B.6).
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2. Cartesian Edgeworth expansions
Let Yn be given by (1.3). That is, Yn is the bivariate vector of the centered real and imaginary parts of the sample mean.
In this section, we obtain expansions for its distribution, PYn(y), and density, pYn(y).
Theorem 2.1. The distribution of Yn is given by
P(Yn ≤ y) = PYn(y) =
∞
j=0
n−j/2 Pj(y), (2.1)
where
Pj(y) = −Pj ∂
∂y
ΦY(y;V),
Pr = ∇r + (1/2!) 
a+b=r,a≥,b≥1
∇a∇b + (1/3!)

a+b+c=r,a≥,b≥1,c≥1
∇a∇b∇c + · · · + ∇r1/r!
for r ≥ 1, and
∇j(t) =

r+s=j+2
t r1t
s
2Kr,s
for t inR2, wherePr is the coefficient of εr in exp{∞i=1 εi∇i}, and Kr,s = κr,s/(r!s!). The density of Yn is given by
pYn(y) =
∞
j=0
n−j/2 pj(y) (2.2)
with
pj(y) = −Pj ∂
∂y
φY(y;V).
Proof. By [1], (2.1) follows and (2.2) follows by differentiation. 
Define
Ir,s(y) = (−1)r+s ∂
r
∂yr1
∂ s
∂ys2
ΦY(y;V) = (−1)r+s−2 ∂
r−1
∂yr−11
∂ s−1
∂ys−12
φY(y;V)
= Hr−1,s−1(y)φY(y;V) =
 y
−∞
Hr,s(x)φY(x;V)dx,
where
Hi,j(y) = (−1)i+jφ−1Y (y;V)
∂ i
∂yi1
∂ j
∂yj2
φY(y;V).
The general form of Hi,j(y) is
Hi,j(y) =
i
k=0
j
l=0
{Hi,j,k,lzk1z l2 : i− k even , j− l even},
where z = V−1y. We shall refer toHi,j as the bivariate Hermite polynomialwith respect toV and to Ii,j as the integrated Hermite
polynomial.
Corollaries 2.1 and 2.2 give expressions for Pj(y),Pj(y) and pj(y) in terms of these polynomials. We shall use the notation
PX(x) and pX(x) for the distribution and density with respect to Lebesgue measure of X, a random variable inRp. For t1, t2
inR andΩr,s any function we set
2
[t r1ts2Ωr,s] = t r1ts2Ωr,s + ts1t r2Ωs,r .
We also set
Fk(x) = P(χ2k < x), Gγ (x) = P(Gγ < x) =
 x
0
exp(−y)yγ−1dy/Γ (γ ).
Note that χ22k/2 = Gk, so
F2k(2x) = Gk(x) = 1− exp(−x)
k−1
j=0
xj/j!. (2.3)
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Corollary 2.1. We have
P0(y) = ΦY(y;V),
P1(t) = 2(t31K3,0 + t21 t2K2,1),
P1(y) = −
2
[I3,0(y)K3,0] − φY(y;V)
2
[H1,0(y)K2,1],
P2(t) = 2(t41P4,0 + t31 t2P3,1 + t61P6,0 + t51 t2P5,1 + t41 t22P4,2)+ t21 t22P2,2 + t31 t32P3,3,
P2(y) =
2
{I4,0(y)K4,0 + I6,0(y)P6,0}
+φY(y;V)
2
[H2,0(y)K3,1 + H4,0(y)P5,1 + H3,1(y)P4,2 + H1,1(y)K2,2 + H2,2(y)P3,3],
p0(y) = φY(y;V),
p1(y) = −φY(y;V)
2
{H3,0(y)K3,0 + H2,1(y)K2,1},
p2(y) = φY(y;V)
2
{H4,0(y)K4,0 + H3,1(y)K3,1 + H6,0(y)P6,0 + H5,1(y)P5,1
+H4,2(y)P4,2} + H2,2(y)K2,2 + H3,3(y)P3,3, (2.4)
where
P4,0 = K4,0, P3,1 = K3,1, P2,2 = K2,2, P6,0 = K 23,0/2,
P5,1 = K3,0K2,1, P4,2 = K 22,1/2+ K3,0K1,2,
P3,3 = K3,0K0,3 + K2,1K1,2.
Corollary 2.2. For r ≥ 1,Pr(t) and pr(y) take the formsPr(t) ={t i1t j2Pi,j : r + 2 ≤ i+ j ≤ 3r, i+ j− r even}, (2.5)
and
pr(y) = φY(y;V)
3r
k+l=0
{pr,k,lzk1z l2 : r − k− l even},
where z = V−1y, and, for r − k− l even,
pr,k,l =

{Pi,jHi,j,k,l : r + 2 ≤ i+ j ≤ 3r, i+ j− r even , 0 ≤ i− k even , 0 ≤ j− l even}.
Corollary 2.3. If Pj is symmetric about its mean then κr,s = 0 for 3 ≤ r+s odd, and∇j(t) =Pj(t) = Pj(y) = φY(y;V)pj(y) = 0
for j odd.
3. The central polar Edgeworth expansion
In Section 2, we gave the Cartesian Edgeworth expansion for Yn in (2.1), the standardized form of (Sn,R, Sn,C ), the real and
imaginary components of the sum Sn in (1.1). Here, we transform to (Tn, θn) for Tn = Amp2n/n with Ampn and θn given in
(1.1). Theorems 3.1 and 3.2 give the joint density and the joint distribution of (Tn, θn).
Theorem 3.1. The joint density of (Tn, θn) is given by
pTn,θn(t, θ) = pYn(y)/2 = ψ(t, θ)
∞
j=0
n−j/2qj(t, θ),
where ψ(t, θ) = φY(y;V)/2,
qj(t, θ) = φ−1Y (y;V)pj(y), (3.1)
and y1 = t1/2 cos(θ)− n1/2κ10, y2 = t1/2 sin(θ)− n1/2 κ01.
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Proof. Note that Sn,R = nκ1,0+n1/2Yn,1 and Sn,C = nκ0,1+n1/2Yn,2, so Tn = Amp2n/n = (n1/2κ1,0+Yn,1)2+(n1/2κ0,1+Yn,2)2,
and tan(θ∗n ) = (n1/2κ0,1 + Yn,2)/(n1/2κ1,0 + Yn,1). Also Sn,R = Ampn cos(θn), and Sn,C = Ampn sin(θn), so n1/2κ1,0 + Yn,1 =
T 1/2n cos(θn) and n1/2κ0,1 + Yn,2 = T 1/2n sin(θn). The transformation from Yn to (Tn, θn) has Jacobian det{∂(Yn,1, Yn,2)/∂(Tn,
θn)
′} = detA = 1/2, where A =

A1,1 A1,2
A2,1 A2,2

with A1,1 = 2−1T−1/2n cos(θn), A1,2 = 2−1T 1/2n sin(θn), A2,1 = −T−1/2n sin(θn),
and A2,2 = T 1/2n cos(θn). So, the result. 
Corollary 3.1 provides the first two coefficients, qj(t, θ), of the expansion of the density of (Tn, θn). Further coefficients,
qj(t, θ), can be obtained from Corollaries 2.1 and 2.2 using (3.1).
Corollary 3.1. We have
q0(t, θ) = 1, q1(t, θ) = −
2
{H3,0(y)K3,0 + H2,1(y)K2,1},
and so on, where
H3,0(y) = z31 − 3z1W1,1, H2,1(y) = z2z21 − z2W1,1 − 2z1W1,2,
where z = Wy andW = V−1.
This expansion in Theorem 3.1 is only useful when z and y do not depend on n, that is for the central case, when
κ0,1 = κ1,0 = 0, which we now assume. Equivalently, this holds true with Tn replaced by |Sn − E[Sn]|2/n.
Theorem 3.2. Assume κ0,1 = κ1,0 = 0. Then the joint distribution of (Tn, θn) is given by
P(Tn < t, θn < θ) =
∞
j=0
n−j/2Qj(t, θ) (3.2)
for
Qj(t, θ) = c0
 t
0
dt
 θ
0
dθ exp(−tJθ/2)qj(t, θ)
= c0
3j
i=0

Γ (i/2+ 1)
 θ
0
(2/Jθ )i/2+1rj,i(θ)Fi+2(tJθ )dθ : i− j even

,
c0 = (4π)−1|V|−1/2 = (4π)−1(λ1λ2)−1/2,
Jθ = W1,1 cos2(θ)+ 2W1,2 cos(θ) sin(θ)+W2,2 sin2(θ) = a cos(2θ)+W1,2 sin(2θ)+ b,
Zi(θ) = Wi,1 cos(θ)+Wi,2 sin(θ),
rj,i(θ) =

{pj,k,l Z1(θ)kZ2(θ)l : k+ l = i}, (3.3)
where a = (W1,1 − W2,2)/2, and b = (W1,1 + W2,2)/2 = (λ1 + λ2)/(2λ1λ2), where W1,1 = V2,2/(V1,1V2,2 − V 21,2),
W2,2 = V1,1/(V1,1V2,2 − V 21,2), W1,2 = −V1,2/(V1,1V2,2 − V 21,2), and λ1 and λ2 are the eigenvalues of V.
Proof. By (3.1),
qj(t, θ) =
3j
i=0
{t i/2rj,i(θ) : j− i even}. (3.4)
Since Tn = Amp2n/n, integrating gives the result. 
Theorem 3.3 evaluates each term of the series (3.2) as an infinite series.
Theorem 3.3. Consider any β ≥ 0. Then
Qj(t, θ) = c0
3j
i=0

k+l=i
pj,k,l
∞
m=0
Dk,l,m(θ, β − b)Ji,m(β, t) : j− i even

,
where
Ji,m(0, t) = t i/2+m+1/(i/2+m+ 1),
Ji,m(β, t) = (β/2)−i/2−m−1Gi/2+m+1(βt/2)Γ (i/2+m+ 1)(−1/2)m/m!
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and
Dk,l,m(θ, δ) =
 θ
0
Z1(θ)kZ2(θ)l{a[2 cos2(θ)− 1] + 2W1,2 sin(θ) cos(θ)+ δ}mdθ.
Proof. We have
∂
∂t
Qj(t, θ) = c0
 θ
0
exp(−tJθ/2)qj(t, θ)dθ = c0
3j
i=0
{t i/2Ai,j : j− i even},
where
Ai,j =
 θ
0
rj,i(θ) exp(−tJθ/2)dθ = exp(−βt/2)Bi,j,
Bi,j =
 θ
0
rj,i(θ) exp(−t(Jθ + β − b)/2)dθ =

k+l=i
pj,k,lCk,l,
Ck,l =
 θ
0
Z1(θ)kZ2(θ)l exp(−t(Jθ + β − b)/2)dθ =
∞
m=0
(−t/2)mDk,l,m(θ, β − b)/m!
can be expanded as a linear combination of
Sa,b =
 θ
0
sina(θ) cosb(θ)dθ,
which is given in Section 2.5–2.6 of Gradshteyn and Ryzhik [4]. So, finally, we obtain the result by integration. 
Corollaries 3.2–Corollary 3.4 provide representations for the leading terms in (3.2) and the asymptotic marginals of Y′Y
and tan−1(Y2/Y1). Corollary 3.4 follows from Eq. 78 of ([8, page 164]). Johnson and Kotz ([8, pages 154–164]) also give
expansions for the density and distribution of Y′Y for generalm of
m
j=1 λjN
2
j , where {Nj} are i.i.d.N1(0, 1).
Corollary 3.2. If β = b then the leading term in (3.2) is
P(Y′Y < t, tan−1(Y2/Y1) < θ) = Q0(t, θ) = c1
∞
m=0
(−τ)mDm(θ)Gm+1(bt/2),
where
c1 = 2c0/b = π−1(λ1λ2)1/2(λ1 + λ2)−1, τ = r/b = |λ1 − λ2|/(λ1 + λ2),
and
Dm(θ) =
 θ
0
cosm(2θ − θ0)dθ = 2−1
 2θ−θ0
−θ0
cosm(x)dx,
where r = (a2 +W 21,2)1/2 = |λ1 − λ2|/(2λ1λ2) and θ0 = tan−1(W1,2/a). If β > b then the leading term is
Q0(t, θ) = c0
∞
m=0
D0,0,m(θ, β − b)J0,m(β, t),
where J0,m(β, t) = −2(−β)−m−1Gm+1(βt/2), and
D0,0,m(θ, δ) =
 θ
0
(r cos(2θ − θ0)+ δ)mdθ =
m
i=0
m
i

δm−iDi(θ).
Corollary 3.3. Set
ai = D2i(2π) = 4
 π/2
0
sin2i(x)dx = 2π4−i

2i
i

. (3.5)
If β = b then the asymptotic marginals of Y′Y and tan−1(Y2/Y1) are
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P(Y′Y < t) = c1
∞
i=0
τ 2iG2i+1(bt/2)ai
= 2πc1
∞
i=0

2i
i

(τ/2)2iG2i+1(bt/2)
= 2πc1
 bt/2
0
I0(τx) exp(−x)dx (3.6)
and
P(tan−1(Y2/Y1) < θ) = c1
∞
m=0
(−τ)mDm(θ) = 2−1c1
 2θ−θ0
−θ0
[1+ τ cos(x)]−1dx,
where
I0(y) =
∞
i=0
(y/2)2i/i!2
is the modified Bessel function of the first kind and of order zero. If β > b then the asymptotic marginal of Y′Y is
P(Y′Y < t) = c0
∞
m=0
Rm(r, β − b)J0,m(β, t), (3.7)
where
Rm(r, δ) = D0,0,m(2π, δ) =
 2π
0
[r cos(2θ)+ δ]mdθ =
 2π
0
[r cos(x)+ δ]mdx
= 2π

0≤i≤m/2
(r2/4)iδm−2im!/{i!2(m− 2i)!}.
By (3.6), bY′Y/2 has density c1 exp(−x)I0(τx). This is reminiscent of x exp(−τ 2/2− x2/2)I0(τx), the density of a Ricean
random variable, χ2(τ 2) = {χ22 (τ 2)}1/2, where χ2ν (δ) denotes a non-central chi-square random variable with degrees of
freedom ν and non-centrality parameter δ. This follows from Eq. (5) of ([8, page 133]) in which λ1/2x shouldbe (λx)1/2.
Corollary 3.4. Take λ1 ≥ λ2 and c+, c− = (λ−1/22 ± λ−1/21 )/4. Then
P(Y′Y < t) = F2(c+t, c−t)− F2(c−t, c+t),
where
Fν(x, δ2) = P(χ2ν (δ2) < x) =
∞
j=0
(δ2/2)j∇ jP(χ2ν < x)/j!,
and
∇ jP(χ2ν < x) =
j
i=0

j
i

(−1)j−iP(χ2ν+i < x).
These expressions (3.6) and (3.7) for the distribution of Y′Y = λ1 M21 + λ2M22 , whereM1,M2 are i.i.d.N1(0, 1), appear to
be new, although (3.7) is comparable to Eq. (35) of ([8, page 156]).
By (1.5), the limit of θ∗n is tan−1(Y2/Y1). Theorem 3.4 gives the distribution and density of tan−1(Y2/Y1).
Theorem 3.4. The distribution and density of tan−1(Y2/Y1) are:
P(tan−1(Y2/Y1) < x) = 2−1 + π−1 tan−1(y), ptan−1(Y2/Y1)(x) = (πσV)−1(1+ y2)−1 sec2(x)
at y = (tan(x)− µV)σ−1V , where µV = V1,2V−11,1 and σ 2V = V2,2V−11,1 − V 21,2V−21,1 .
Proof. Wecan represent Y2 as Y2 = µ2·1+σ2·1N2, whereµ2·1 = E[Y2|Y1] = V1,2V−11,1Y1,σ 22·1 = var (Y2|Y1) = V2,2−V 21,2V−11,1 ,
and N2 ∼ N1(0, 1) independently of Y1. Also Y1 = V 1/21,1 N1, where N1 ∼ N1(0, 1). So, Y2/Y1 = µV + σVC . and C = N2/N1 ∼
Cauchy (0, 1) has distribution and density onR
FC (x) = 2−1 + π−1 tan−1(x), fC (x) = π−1(1+ x2)−1.
So, P(Y2/Y1 < x) = FC ((x− µV)σ−1V ), and the results follow. 
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Note that λ1 = λ2 if and only if 0 = ( trace V)2 − 4 detV = (V1,1 − V2,2)2 + 4V 21,2 if and only if V1,1 = V2,2 and V1,2 = 0.
We now consider this important case in detail.
Example 3.1. Suppose that V = vI2. Then λ1 = λ2 = v, Jθ = v−1 and Tn = Amp2n/n satisfies
P(Tn/(2v) < t, θn < θ) =
∞
j=0
n−j/2Qj(2tv, θ),
where
Q0(2tv, θ) = (θ/(2π)){1− exp(−t)},
Qj(2tv, θ) = (2π)−1
3j
i=0
{Γ (i/2+ 1)2i/2Gi/2+1(t)Rj,i(θ) : i− j even},
where
Rj,i(θ) = vi/2
 θ
0
rj,i(θ)dθ.
Also r1,1 = A1,0c + A0,1s, where c = cos(θ) and s = sin(θ), A1,0 = −v−2(3K3,0 + K1,2), A0,1 = −v−2(3K0,3 + K2,1), and
r1,3 = v−3(K3,0c3 + K0,3s3 + K2,1c2s+ K1,2cs2). So,
Q1(2tv, θ) = (2π)−1/2[G3/2(t)R1,1 + 3G5/2(t)R1,3]/2,
where
R1,1 = v1/2{A1,0 sin(θ)+ A0,1[1− cos(θ)]},
R1,3 = v−3/2(K3,0S3,0 + K0,3S0,3 + K2,1S2,1 + K1,2S1,2),
Sa,b =
 θ
0
casbdθ.
Similarly,
Q2(2tv, θ) = (2π)−1
3
i=0
i!2iGi+1(t)R2,2i(θ),
where
R2,0(θ) = θp2,0,0, p2,0,0 = 3v−2
2
P0,4 − 3v−3
2
(5P0,6 + P2,4),
R2,2(θ) = v−1

p2,1,1S1,1 +
2
[p2,0,2S0,2]

,
v−1p2,0,2 = −v−2(6P0,4 + P2,2)+ 3v−3(15P0,6 + 2P2,4 + P4,2),
v−1p2,2,0 = −v−2(6P4,0 + P2,2)+ 3v−3(15P6,0 + 2P4,2 + P2,4),
v−1p2,1,1 = 3v−3(2P1,5 + 3P3,3)− 3v−2
2
P1,3,
R2,4(θ) = v−2
2
(p2,0,4S0,4 + p2,1,3S1,3)+ v−2p2,2,2S2,2,
v−2p2,0,4 = −v−2P0,4 − v−3(P2,4 + 15P0,6),
v−2p2,1,3 = v−2P1,3,
v−2p2,2,2 = v−2P2,2 − 12v−3
2
P2,4,
R2,6(θ) = v−3P3,3S3,3 + v−3
2
(P0,6S0,6 + P1,5S1,5 + P2,4S2,4).
If κr,s = 0 for r + s = 3 then Q1(t, θ) = 0. If Pj is symmetric about its mean then Kr,s = 0 for 3 ≤ r + s odd so that by
Corollary 2.3, Qj(2tv, θ) = 0 for j odd. Also Sa,b = 0 at θ = 2π for a or b odd, so that
P(Tn/(2v) < t) =
∞
j=0
n−jQ2j(2tv, 2π),
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where
Qj(2tv, 2π) = 0 for j odd ,
Q0(2tv, 2π) = 1− exp(−t),
Q2(2tv, 2π) = Q2,2a2(t)+ Q2,3a3(t),
where
Q2,2 = 2v−2

P2,2 + 3
2
P0,4

= 2v−2(κ0,4 + 2κ2,2 + κ0,4),
Q2,3 = 6v−3
2
(5P0,6 + P2,4)
= 0 if κr,s = 0 for r + s = 3,
a2(t) = G1(t)− 2G2(t)+ G3(t)
= (t − t2/2) exp(−t),
a3(t) = −G1(t)+ 3G2(t)− 3G3(t)+ G4(t)
= (−t + t2 − t3/6) exp(−t).
In particular, (Tn, θn)
d→ (T , θ) with T and θ independent, θ ∼ U(0, 2π) and T/(2v) ∼ Exp(1), where Exp(1) is an
exponential random variable with unit mean. Asymptotic independence allows one to obtain covariances and correlations
between amplitude and phase of magnitude n−1/2. For example, setting Un = Tn/(2v) = Amp2n/(2vn), we have
P(Un < t, θn < θ)− P(Un < t)P(θn < θ) =
∞
j=1
n−j/2∆j,
where, for Gk = Gk(t) of (2.3),∆1 = (2π)−1/2[R1,1(−G1 + G3/2)+ 3R1,3(−G1 + G5/2)]/2. So,
Cov(U rn, θn) = n−1/2δ(r)+ O(n−1),
where
δ(r) = 2−1(2π)−1/2{R1,1,1(−Gr,1 + Gr,3/2)+ 3R1,1,3(−Gr,1 + Gr,5/2)},
R1,i,j =
 2π
0
θdRi,j,
Gr,k =
 ∞
0
t rdGk(t) = Γ (r + k)/Γ (k).
Also R1,1,1 = 2πv−3/2(3K0,3 + K2,1) and R1,1,3 = −2πv−3/2(2K0,3 + K2,1)/3. For example, taking r = 1 gives a first
approximation to the covariance of Amp2n and θn in terms of δ(1) = −(2πv3)−1/2(15K3,0 + 8K2,1)/4, while r = 1/2
gives a first approximation to the covariance of Ampn and θn in terms of G1/2,1 = π−1/2, G1/2,3/2 = Γ (5/4)/Γ (3/4) and
G1/2,5/2 = Γ (7/4)/Γ (5/4).
Example 3.2. Suppose Pj = Xj exp(iUj), where Xj, Uj are independent real random variables, i =
√−1, and Uj ∼ U[0, 2π ].
Setmr = E[X rj ] and v = m2/2. Then κ1,0 = κ0,1 = 0, V = vI2 and the central moments of Pj are E[Raj Cbj ] = (2π)−1ma+bTa,b,
where Ta,b =
 2π
0 c
asbdθ . So, Ka,b = 0 for a+ b odd and Qj(t, θ) = 0 for j odd. By Example 3.1,
P(Tn/(2v) < t) = 1− exp(−t)+ n−1(m4/m22 − 2)(t − t2/2) exp(−t)+ O(n−2).
This example applies to some communication problems with Xj ∼ lognormal (µ, σ 2) so thatmr = exp(rµ+ r2σ 2/2), and
m4/m22 = exp(4σ 2).
Suppose more generally that Pj = ajXj exp(iUj), where aj is a non-random real multiplier. By Proposition 1.2, the results
of Example 3.2 hold ifmr is multiplied by n−1
n
j=1 a
r
j .
Example 3.3. Suppose that V1,2 = 0. Then Yi = V 1/2i,i Ni, where N1, N2 are i.i.d. N1(0, 1). Set T = Y 21 + Y 22 and S = Y2/Y1.
Then S = |S| sign S, where sign S is independent of (T , |S|). So,L(T , S) is given in terms ofL(T , S2) by
P(T < t, S < s) = P(T < t, |S| < |s|)/2+ P(T < t)I(s > 0)/2.
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Also λi = Vi,i, so P(Y 2i < xi) = F1(xi/λi) and, for y > 0,
P(T < t, S2 < y) =
 
{dF1(x1/λ1)dF2(x2/λ2) : x1 + x2 < t, x2 < x1y}
=
 ty
0
F1(xy/λ2)+
 ∞
ty
F1((t − x)/λ2)

f1(x/λ1)dx/λ1,
where ty = t/(1 + y), with density pT ,S2(t, y) = c(1 + y)−1y−1/2 exp(−tay/2) for c = (λ1λ2)−1/2(2π)−1, ay =
(yν2 + ν1)/(1+ y) and νi = λ−1i . Integrating and transforming to a = ay give
P(T < t, S2 < y) = 2c
 y
0
y−1/2(aν2 + ν1)−1{1− exp(−ta/2)}dy
= 2c
 ν1
a
(a− ν2)−1/2(ν1 − a)1/2{1− exp(−ta/2)}da.
We now give an expansion for the marginal distribution of Tn for the general case. By (3.4), for rj,i(θ) of (3.3)
qj(t, θ) =

3j/2
i=0
t irj,i(θ), for j even,
{t i/2rj,i(θ) : 0 ≤ i ≤ 3j, i odd }, for j odd.
(3.8)
Now V = H′ΛH, where H′H = I2 and Λ = diag(λ1, λ2). We can simplify computation by setting Mj = H(Rj, Cj)′, so
nTn = |Sn|2 = |nj=1 Mj|2 and {Mj} are i.i.d. with covariance matrix Λ. So, our theory for Tn applies with {κr,s} replaced by{κ r,s}, the joint cumulants of M1, and with V replaced by Λ. We also use a bar to denote this change to other expressions.
For example, Jθ = a cos(2θ)+ b, and
r j,i(θ) =

k+l=i
pj,k,l(λ
−1
1 cos(θ))
k(λ−12 sin(θ))
l,
where a = (λ−11 − λ−12 )/2 and b = (λ−11 + λ−12 )/2.
We first show the following.
Theorem 3.5. The marginal distribution of Tn can be expanded as
P(Tn < t) =
∞
j=0
n−jQ2j(t, 2π), (3.9)
that is the odd terms vanish.
Proof. By (3.8), for j odd,
Qj(t, 2π) = c0

i=1,3,...,3j
 t
0
t i/2Ij,i(t)dt,
where
Ij,i(t) =
 2π
0
exp(−tJθ/2)r j,i(θ)dθ = exp(−bt/2)
∞
m=0
(−at/2)m
m!

k+l=i
pj,k,lλ
−k
1 λ
−l
2 Ik,l,m,
and
Ik,l,m =
 2π
0
cosk(θ) sinl(θ) cosm(2θ)dθ.
For k + l odd, Ik,l,m is a linear combination of Sa,b of Example 3.1 at θ = 2π with a + b odd, and so is zero. This shows that
the odd terms vanish. 
Theorem 3.6 provides representations for the terms of (3.9).
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Theorem 3.6. For j even,
Qj(t, 2π) = c0

0≤i≤3j/2
 t
0
t iIj,i(t)dt
= c0

0≤i≤3j/2
∞
m=0
(−a/2)mm!−1gi+m(t, b/2)

k+l=i
Ik,l,mpj,k,lλ
−k
1 λ
−l
2
= c0
∞
r=0
gr(t, b/2)Jj,r , (3.10)
where
gk(t, γ ) =
 t
0
xk exp(−xγ )dx = (k− 1)!γ−k−1Gk(γ t),
Jj,r =
r
m=0
{(−a/2)mJj,r,m/m! : m ≥ r − 3j/2},
Jj,r,m =

k+l=r−m
pj,k,lλ
−k
1 λ
−l
2 Ik,l,m.
As before we may rewrite (3.10) in a more general form involving an arbitrary constant β . We now illustrate this for the
case j = 2 while at the same time giving explicitly the coefficients {J2,r,m} needed for Q2(t, 2π).
Corollary 3.5. We have
Q2(t, 2π) = c0
∞
j=0
(−1/2)jj!−1
j
m=0

j
m

amδj−m
3
i=0
gi+j(t, β/2)A∗m·i, (3.11)
where δ = b− β and
A∗m·i =

k+l=2,4,6
Ak,l·iIk,l,m. (3.12)
Only the terms with k, l both even give a non-zero contribution. The corresponding non-zero Ak,l·i and the corresponding Ik,l,m are
given in Appendix C. So, taking δ = 0, Q2(t, 2π) is given by (3.10) with J2,r,m = A∗m·r−m,
A∗m·0 = J2,m,m = I0,0,mA0,0·0,
A∗m·1 = J2,m+1,m =
2
[I2,0,mA2,0·1],
A∗m·2 = J2,m+2,m =
2
[I4,0,mA4,0·2 + I2,2,mA2,2·2],
A∗m·3 = J2,m+3,m =
2
[I4,0,mA4,0·3 + I6,0,mA6,0·3 + I4,2,mA4,2·3].
Furthermore, κ r,s is given in terms of κr,s, or equivalently K r,s is given in terms of Kr,s by
K r,s =

a+b=s+r
Ka,b

c+d=r
a
c

Hc1,1H
a−c
2,1

b
d

Hd1,2H
b−d
2,2

. (3.13)
Proof. By (2.4), q2 has the form
q2(t, θ) = c0

k+l=2,4,6
cosk(θ) sinl(θ)
3
i=0
Ak,l·it i,
so, for arbitrary β ,
Q2(t, 2π) = c0

i,k,l
Ak,l·i
 t
0
t i exp(−tβ/2)
∞
j=0
(−t/2)jdtj!−1Ik,l,j(a, δ),
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where
Ik,l,j(a, δ) =
 2π
0
cosk(θ) sinl(θ)[a cos(2θ)+ δ]jdθ =
j
m=0

j
m

amδj−mIk,l,m.
So, (3.11) follows. Set (u, v) = (x, y)H. Then
∞
r,s=0
K r,sxrys = logE[exp(x, y)M1] = logE[exp(u, v)(Rj, Cj)′] =
∞
a,b=0
K a,buavb,
so (3.13) follows. 
Let us write v1 = var(Rj), v2 = var(Cj), and ρ = Corr(Rj, Cj). Then the eigenvalues of V are λ1, λ2 = (v1+ v2± d1/2)/2,
where d = (v1 + v2)2 − 4v1v2(1− ρ2). So,
τ = d1/2/(v1 + v2) = [1− 4(1− ρ2)v1v2(v1 + v2)−2]1/2,
a = d1/2/{2v1v2(1− ρ2)}, b = (v−11 + v−12 )/(1− ρ2).
So, if v = v1 = v2 = v then takingλ1 = v(1−ρ),λ2 = v(1+ρ), we have τ = |ρ|, a = v−1ρ/(1−ρ2) and b = v−1/(1−ρ2).
So, the parameter τ is essentially the correlation coefficient only if the variances are equal.
So far we have given expansions for the distribution and density of (Tn, θn), where Tn = Amp2n/n, Ampn = |Sn| and
θn = arg(Sn). Those for (Ampn, θn) and for (|P|, arg(P)), where P = n−1Sn is the sample mean, are given by
P(Ampn < r, θn < θ) = P(Tn < t, θn < θ) at t = r2/n,
P(|P| < x, arg(P) < θ) = P(Tn < t, θn < θ) at t = nx2,
and their derivatives
pAmpn,θn(r, θ) = (2r/n)pTn,θn(t, θ) at t = r2/n,
p|P|,arg(P)(x, θ) = 2nxpTn,θn(t, θ) at t = nx2.
4. The non-central polar Edgeworth expansion
Here, we assume that (κ0,1, κ1,0) ≠ (0, 0), and obtain expansions for the distribution of Ampn, the amplitude and θn, the
phase, of the sample sum Sn of (1.1). Theorem 4.1 provides the limit distributions of these measures.
Theorem 4.1. Define µ, θ0, θ∗0 , and (An, Bn) – the standardized forms of (Amp2n, θ∗n ) for the non-central case – as in (1.2), (1.5)
and (1.6). Then, as n →∞,
Amp2n/n
p→∞, Amp2n/n2 p→ |µ|2,
θ∗n
p→ tan−1(κ0,1κ−11,0) = θ∗0 , (An, Bn) d→ (A, B) = (µ′Y, ν′Y),
where Y ∼ N2(0,V), and ν′ = (−κ0,1/(κ21,0 + κ20,1), κ1,0/(κ21,0 + κ20,1)). So, (A, B) ∼ N2(0,GVG′), where G = (µ, ν).
Proof. Note that An = µ′Yn + n−1/2b(Yn), where µ′ = (κ1,0, κ0,1) and b(Yn) = |Yn|2/2 = (Y 2n,1 + Y 2n,2)/2. Also
tan(θ∗n ) = (κ0,1 + n−1/2Yn,2)/(κ1,0 + n−1/2Yn,1)
= κ0,1κ−11,0(1− n−1/2κ−11,0Yn,1 + n−1/2κ−10,1Yn,2)+ Op(n−1).
So, the result. 
Higher order expansions are given by applying Appendix B with
p = 2, X = (R, C)′ = n−1(Sn,R, Sn,C )′,
µ = E[X] = (κ1,0, κ0,1)′,
q = 2, H(X) = (R2 + C2, C/R)′,
q = 2, H(X) = (R2 + C2, tan−1(C/R)),
q = 1, H(X) = (R2 + C2)/σ
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for some constant σ . For example, the last choice with σ 2 = 4(κ21,0κ2,0 + κ20,1κ0,2) gives C = 1 in (B.1) so that the marginal
distribution of the restandardized amplitude, Zn = 2An/σ for An of (1.6), is given by (B.5) to O(n−1) in terms of the two
constants
K11 = σ−1(κ2,0 + κ0,2),
K1,1,12 /6 = 4σ−3{κ21,0κ3,0/3+ κ20,1κ0,3/3+ (κ1,0κ2,0 + κ0,1κ1,1)2 + (κ1,0κ1,1 + κ0,1κ0,2)2}.
Note that these do not require computing κ2,1 and κ1,2. The next section obtains these for some examples.
5. Cumulants of products
In some applications, the ‘sample values’ P1 = R1 + iC1, . . . , Pn = Rn + iCn of (1.1) are actually each a product of M
possibly correlated complex random variables: Pj = Zj,1 · · · Zj,M . Our aim here is to express the leading cumulants of Pj in
terms of those of
X+ iY = Z = (Zj,1, . . . , Zj,M)′,
anM × 1 vector. In general,
Rj =
M
k=1
Xk −

1≤k1<k2≤M
Yk1Yk2

k≠k1,k2
Xk +

1≤k1<···<k4≤M
Yk1 · · · Yk4

k≠k1,...,k4
Xk − · · · (5.1)
and
Cj =
M
k1=1
Yk1

k≠k1
Xk −

1≤k1<k2<k3≤M
Yk1Yk2Yk3

k≠k1,k2,k3
Xk + · · · , (5.2)
where an empty product (such as

k≠k1,k2 Xk for M = 2) is 1. In principle, for any M we may obtain the cumulant
κr,s = κr,s(Rj, Cj) in terms of the joint moments or cumulants of (X, Y ). Theorem 5.1 considers the case, when the
components of Pj, Zj,k = Xk + iYk, 1 ≤ k ≤ M , are independent.
Theorem 5.1. Suppose Zj,k = Xk + iYk, 1 ≤ k ≤ M are independent. Set
αr = αr,X =
M
k=1
E[X rk ]
andwr = rπM/4. If
E[Xk] = E[Yk] (5.3)
and
E[X2k ] = E[Y 2k ], Cov(Xk, Yk) = 0 (5.4)
for 1 ≤ k ≤ M then
κ2,0 − κ0,2 = −κ21,0 + κ20,1 + 2Mα21 cos(w2) = 2Mα21[− cos2(w1)+ sin2(w1)+ cos(w2)] = 0 (5.5)
and
κ1,1 = −κ1,0κ0,1 + 2M−1α21 sin(w2) = 0, (5.6)
that is V = vI2 with v = κ2,0.
Proof. Under the assumptions,
E[P rj ] =
M
k=1
E[(Xk + iYk)r ].
Taking r = 1 we see that the components of the mean of Pj are κ1,0 given by the right hand side of (5.1), and κ0,1 given by
the right hand side of (5.2) with (Xk, Yk) replaced by E[(Xk, Yk)]. Then E[Pj] = (1+ i)Mα1 = exp(iw1)2M/2α1, so
(κ1,0, κ0,1, |µ|) = 2M/2α1(cos(w1), sin(w1), 1).
Also
E[(R2j − C2j + 2iRjCj)] = E[P2j ] =
M
k=1
(2iE[Xk]E[Yk]) = exp(iw2)2Mα1,Xα1,Y .
So, the result follows. 
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So, Example 1.1 gives the asymptotic distribution of (normalized versions of) amplitude and phase, Example 3.1 gives
their second order distribution when α1 = 0 in terms of v and the third order cumulants, and Section 4 gives their second
order distribution when α1 ≠ 0 in terms of v, κ3,0 and κ0,3.
Theorem 5.2 strengthens (5.3) and (5.4) to the condition for 1 ≤ k ≤ M , Xk and Yk are i.i.d.
Theorem 5.2. Suppose Xk and Yk are i.i.d. for 1 ≤ k ≤ M. Set
b(Xk, Yk) = E[(X3k − 3XkY 2k )], b =
M
k=1
b(Xk, Yk), g = b+ 2Mα31 .
Then
b(Rj, Cj) = κ3,0 − 3κ1,2 + κ31,0 − 3κ1,0κ20,1,
κ3,0 − 3κ1,2 = 2M/2{b− 2Mα31[1− 4 sin2(w1)]} cos(w1),
κ0,3 − 3κ2,1 = 2M/2{b− 2Mα31[1− 4 cos2(w1)]} sin(w1).
Proof. We have
b(Rj, Cj)− ib(Cj, Rj) = E[P3j ] =
M
k=1
[b(Xk, Yk)− ib(Yk, Xk)] = (1− i)Mb,
so b(Rj, Cj) = 2M/2b cos(w1), and b(Cj, Rj) = −2M/2b sin(w1). Also
E[R3j ] = κ3,0 + 3κ1,0κ2,0 + κ31,0,
E[RjC2j ] = κ1,2 + κ1,0κ0,2 + 2κ0,1κ1,1 + κ1,0κ20,1,
so the results follow. 
Set c = cos(w1), s = sin(w1), and L1 = cκ3,0 + sκ0,3. If α1 ≠ 0 then, by Section 4, the distribution of Ampn is given via
that of 2An/σ by (B.5) to O(n−1) in terms of the three constants
σ 2 = 4|µ|2v = 2M+2α21v, (5.7)
K11 = 2σ−1v = 2−M/2|α1|−1v1/2, (5.8)
K1,1,12 /6 = 4σ−3{2Mα21κ22,0 + (2M/2α1)3L2/3}, (5.9)
where
L2 = c3κ3,0 + s3κ0,3 + 3sc2κ2,1 + 3s2cκ1,2
= L1 − s2c22M/2+1g = L1 − 2M/2−2[1− cos(w4)]g
= L1 − 2M/2−2[1− (−1)M ]g.
Setmr,k = E[X rk ] and
SN(ab, . . . , cd, . . . , . . . , ef , . . .) =
N
[ma,1mb,1 · · ·mc,2md,2 · · ·me,Mmf ,M · · ·],
where
N sums over all N permutations of 1, . . . ,M giving distinct terms. If X1, . . . , XM are i.i.d. then all N terms are
identical. For example, ifM = 2 then S2(12, 3) = m1,1m2,1m3,2 +m1,2m2,2m3,1.
5.1. The case, M = 2
Then Rj = X1X2 − Y1Y2 and Cj = X1Y2 + X2Y1. Since Rj is symmetric about zero, κ1,0 = κ3,0 = 0 so κ1,2 = 0. Also
κ0,1 = α1, v = 2(α2−α21), and b = α3+ 9α1α2− 3S2(12, 3). Set D1 = X1Y2−α1, D2 = X2Y1−α1 and Gi,j = E[Di1Dj2]. Then
G2,1 = G1,2 = 0, G3,0 = G0,3 = E[D31] = α3 − 3α1α2 + 2α31,
L2 = L1 = κ0,3 = E[(D1 + D2)3] = 2(α3 − 3α1α2 + 2α31),
κ2,1 = {κ0,3 − 2(b− 4α31)}/3 = −8α1α2 + 4α31 + 2S2(12, 3).
The three constants needed for the distribution of 2An/σ in (B.5) are
σ = 25/2|α1|(α2 − α21)1/2,
K11 = 2−1/2(α2/α21 − 1)1/2,
K1,1,13 = 2−3/2|α1|−1(α2 − α1)2(α3α1 + 6α22 − 15α21α2 + 8α41).
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5.2. The case, M = 3
Then
Rj = X1X2X3 −
3
[X1Y2Y3],
−Cj = T1 − T2 = Y1Y2Y3 −
3
[Y1X2X3],
−κ1,0 = κ0,1 = 2α1,
v = E[R2j ] − 4α21 = 4(α2 − α21)− 2S3(11, 2, 2)+ 2S3(11, 11, 2),
E[C3j ] = −E[T 31 − 3T 21 T2 + 3T1T 32 − T 32 ] = 2α3 + 6S3(12, 12, 3)− 12α1α2,
κ0,3 = 2α3 − 36α1α2 + 16α31 + 6S3(12, 12, 3)+ 12{S3(11, 2, 2)− S3(11, 11, 2)}α1.
Also Rj and −Cj have the same distribution so κ3,0 = −κ0,3 and L1 = 21/2κ0,3. Also b = α3 − 27α1α2 − 3S3(12, 3, 3) +
9S3(12, 12, 3), so
−κ2,1 = 4α3/3− 14α1α2 − S3(12, 3, 3)+ 8S3(12, 12, 3)+ 4{−S3(11, 2, 2)+ S3(11, 11, 2)}α1.
The three constants needed for the distribution of 2An/σ in (B.5) are given by (5.7)–(5.9) in terms of
L2 = 3 · 21/2(α3/3− 3α1α2 + 8α31/3− S3(12, 12, 3)+ S3(12, 3, 3)+ 4{S3(11, 2, 2)− S3(11, 11, 2)}α1).
5.3. The case, M = 4
Then
Rj = X1X2X3X4 + Y1Y2Y3Y4 −
6
[X1X2Y3Y4],
Cj =
4
[X1X2X3Y4] −
4
[Y1Y2Y3X4].
Since Cj is symmetric about zero, κ0,1 = κ0,3 = 0 so κ2,1 = 0. Also
κ1,0 = −4α1,
v = 8(α2 − α21)− 6S4(11, 11, 11, 2)+ 4S6(11, 11, 2, 2),
E[R3j ] = −4α3 − 84α1α2 − 12S6(12, 12, 3, 3)+ 24S4(12, 12, 12, 3),
κ3,0 = −4α3 + 12α1α2 − 32α31 − 12S6(12, 12, 3, 3)+ 24S4(12, 12, 12, 3),
b = α3 + 81α1α2 − 3S4(12, 12, 12, 3)− 3S4(12, 3, 3, 3)+ 9S4(12, 12, 3, 3),
κ1,2 = 112α1α2 − 32α31 − 4S4(12, 3, 3, 3)+ 8S6(12, 12, 3, 3)− 28S4(12, 12, 12, 3),
L2 = L1 = −κ3,0.
The three constants needed for the distribution of 2An/σ in (B.5) are given by (5.7)–(5.9) in terms of L2 = κ3,0.
Example 5.1. Suppose Xk is symmetric about zero for k = 1. So, αj = 0 for j odd, P1 is symmetric about zero, and κr,s = 0
for r + s odd. Suppose now thatM = 2. Then
v = 2α2,
κ0,4 = κ4,0 = 2α4 − 6α22,
κ2,2 = 2S2(4, 22)− 8α22,
so Q2,2 = (α4 − 7α22 + S2(4, 22))/(4α22), gives the distribution of Tn to O(n−2) by Example 3.1. If also X1, X2, Y1, Y2 are i.i.d.
withmr = E[X r1] then v = 2m22, κ0,4 = κ4,0 = 2(m24−3m42), κ2,2 = 4(m4m22−2m42), and Q2,2 = (m24m−42 +2m4m−22 −7)/4.
Example 5.2. Suppose Xk ∼ σkχ2(δ2k ). Thenm2,k = σ 2k (2+ δ2k ) andmr,k = σ rkmr(δk) formr(δ) of Example 5.3(b) below. So,
the cumulants are given in terms of
αr = σ r0
M
k=1
mr(δk),
S2(12, 3) = σ r0 {(2+ δ21)m1(δ1)m3(δ2)+ (2+ δ22)m1(δ2)m3(δ1)},
and so on.
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Example 5.3. Suppose X1, . . . , XM , Y1, . . . , YM are i.i.d. Setmr = E[X rj ]. We give the non-zero cumulants up to order three.
For the case,M = 2,
κ0,1 = |µ| = m21,
v = 2(m22 −m41),
κ0,3 = 2(m23 − 3m21m22 + 2m61),
L2 = L1 = κ2,1 = 2(m1m2m3 − 4m21m22 + 2m61).
For the case,M = 3,
−κ1,0 = κ0,1 = 2m31,
v = 2(2m32 − 3m22m21 + 3m2m41 − 2m61) = 2(m2 −m21)(2m22 −m2m21 + 2m41),
L1/21/2 = 2(m33 − 18m31m32 + 8m91 + 9m21m22m3 + 18m51m22 − 18m71m2),
−κ2,1 = 4m33/3− 14m31m32 − 3m1m2m23 + 24m21m22m3 − 12m51m22 + 12m71m2,
L2 = 3 · 21/2(m33/3+ 3m23m2m1 − 3m33m31 + 12m22m51 − 12m2m71 + 8m91/3).
For the case,M = 4,
κ1,0 = −4m41,
v = 8(m2 −m21)(m32 +m22m21 + 4m2m41 +m61),
κ3,0 = 4(−m43 + 3m41m42 − 8m121 − 24m21m22m23 + 32m31m32m3),
κ1,2 = 16(7m41m42 − 2m121 −m1m2m33 + 3m21m22m23 − 7m31m32m3),
L2 = L1 = −κ3,0.
For the case,M = 5,
κ1,0 = κ0,1 = −4m51,
v = 16(m2 −m21)(m42 +m32m21 +m22m41 − 4m2m61 +m81).
Some special cases follow.
(a) Xj ∼ χ2 (Rayleigh). Thenm1 = m3/3 = (π/2)1/2 andm2 = 2. For the case,M = 2,
κ0,1 = π/2, v = 8− π2/2,
κ0,3 = −3π + π3, κ2,1 = −4π + π2.
For the case,M = 3,
−κ1,0 = κ0,1 = 2(π/2)3/2, v = 32− 12π + 3π2 − π3/2,
κ3,0 = κ0,3 = 18(π/2)3/2(−1+ 4π − π2 + π3/9),
−κ2,1 = κ1,2 = 2(π/2)3/2(121− 4π + 6π2).
For the case,M = 4,
κ1,0 = −π2, v = 128+ 24π2 − 6π3 − π4/2,
κ3,0 = −113π2 − π6/2, κ1,2 = −8π2 − π6/2.
(b) Xj ∼ χ2(δ2) (Ricean), that is the square root of (N1 + δ)2 + N22 , where N1 and N2 are i.i.d. unit normal random variables.
Thenm2 = 2+ δ2 and
mr = mr(δ) = exp(−ν)
∞
j=0
ν jdr,j/j!,
where ν = δ2/2 and dr,j = E[χ r2+2j] = 2r/2Γ (j+ 1+ r/2)/j!.
(c) Xj ∼ lognormal (µ, σ 2). Set p = exp(µ) and q = exp(σ 2). Thenmr = exp(rµ+ r2σ 2/2) = prqr2/2. For the case,M = 2,
κ0,1 = p2q4, v = 2p4q2(q2 − 1),
κ0,3 = 2p6q3(q6 − 3q2 + 2) = 2p6q3(q2 − 1)2(q2 + 1),
κ2,1 = 2p6q3(q4 − 2).
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For the case,M = 3,
−κ1,0 = κ0,1 = 2p3q3/2, v = 4p6q3(q3 − 1),
κ3,0 = κ0,3 = 2p6q9/2(q9 + 9q5 − 18q3 + 18q2 − 18q+ 8),
−κ2,1 = κ1,2 = p6q11/2(4q8/3− 3q6 + 24q4 − 14q2 − 12q+ 12).
For the case,M = 4,
κ1,0 = −4p4q2, v = 8p8q4(q4 − 1),
κ3,0 = 4p12q6(−q12 + 32q6 + 3q4 − 24q− 8),
κ1,2 = 16p12q6(−q10 + 3q8 − 7q6 + 7q4 − 2).
(d) Xj symmetric about zero andM = 3. After some labor one obtains
v = 4m32,
κ0,4 = κ4,0 = 4(m34 + 9m4m42 − 9m62),
κ2,2 = 12(m4 −m22)2m22,
so Q2,2 = (m34 + 3m24m22 + 3m4m42 − 6m62)/(8m62), gives the distribution of Tn to O(n−2) by Example 3.1. For example, if
Xj ∼ N1(0, 1) then v = 4 and Q2,2 = 57/8.
Theorem 5.3 considers how moments and cumulants change as M → ∞ for the i.i.d. case of Example 5.1. Theorem 5.4
gives the asymptotic distribution of An to the order of O(1/n).
Theorem 5.3. We have
E[Rrj ] = mMr ar + O(mM−1r ), E[C rj ] = mMr br + O(mM−1r ),
where for r even,
ar = 1+

M
2

+

M
4

+ · · · = {(1+ 1)M + (1− 1)M}/2 = 2M−1,
br =

M
1

+

M
3

+ · · · = {(1+ 1)M − (1− 1)M}/2 = 2M−1,
and for r odd,
ar = 1−

M
2

+

M
4

− · · · = Re ((1+ i)M) = 2M/2 cos(w1),
br =

M
1

−

M
3

+ · · · = Im ((1+ i)M) = 2M/2 sin(w1).
So, v ≈ (2m2)M/2, and if mr > 0, and if for r odd M ≠ 4, 8, 12, . . . , then κ0,r ≈ E[CMj ] ≈ mMr br . For r odd and
M = 4, 8, 12, . . . , Cj is symmetric so κ0,r = 0.
Proof. The results follow by writing Rj = T0 − T2 + T4 − · · · and Cj = T1 − T3 + T5 − · · ·, where Ti has

M
i

terms. 
Theorem 5.4. If m1 ≠ 0 and m3 > 0 then
P(2An/σ < x) = Φ(x)− n−1/2φ(x)TM(x)+ O(n−1),
where Φ(·) is the unit normal distribution function, φ(·) is the unit normal density, TM(x) ≈ 2−1/24caM if b < a and
TM(x) ≈ 2−1/2bM(x2 + 1)/2 if b > a, where a = m3m−3/22 /2, b = m1/22 /|m1|, c = 1 for M even and c = 1/2 for M
odd.
Proof. If m3 > 0 then after simplifying one obtains L1 ≈ (21/2m3)M , L2 = L1 ≈ (21/2m3)M for M even, L2 =
L1 − 2M/2−1{(m3 − 3m2m1)M + 2Mm3M1 } ≈ (21/2m3)M/2 for M odd, σ 2 ≈ 2(4m21m2)M , and if m1 ≠ 0, K11 ≈ 2−1/2bM ,
K1,1,12 ≈ 2−1/2(4caM + 3bM). So, the result follows by (B.5). 
Example 5.4. Let σk be a constant and set σ0 = Mk=1 σk. Suppose Xk ∼ σkX for some random variable X with rth moment
mr . This sample is just σ0 times the sample of Example 5.3, so its cumulant κr,s is just σ r+s0 times that of Example 5.3.
We now return to the general case, when the components of Pj are dependent. Set
Xi+M = Yi, mi = E[Xi], ei = Xi − E[Xi], (5.10)
[i, j · · ·] = XiXj · · · , µi,j··· = E[eiej · · ·]. (5.11)
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5.4. The case, M = 2
Then
Rj = X1X2 − Y1Y2 = X1X2 − X3X4 = [1, 2] − [3, 4], (5.12)
Cj = Y1X2 + Y2X1 = X2X3 + X1X4 = [2, 3] + [1, 4]. (5.13)
Now E[1, 2] = m1m2+µ1,2, so κ1,0 = m1m2+µ1,2−m3m4−µ3,4, and κ0,1 = m2m3+µ2,3+m1m4+µ1,4. The elements
of V are obtained from (5.10), (5.11) and
Cov(X1X2, X3X4) = Cov(e1m2 + e2m1 + e1e2, e3m4 + e4m3 + e3e4)
= m2(m4µ1,3 +m3µ1,4 + µ1,3,4)+m1(m4µ2,3 +m3µ2,4 + µ2,3,4)
+µ1,2,3m4 + µ1,2,4m3 + δ1···4,
where δ1···4 = µ1···4 − µ1,2µ3,4. For the normal case, µ1···r = 0 for r odd, and δ1···4 = µ1,3µ2,4 + µ1,4µ2,3, so the elements
of V are
κ2,0 = m22µ1,1 + 2m1m2µ1,2 +m21µ2,2 + µ1,1µ2,2 + µ21,2
+m23µ4,4 + 2m3m4µ3,4 +m24µ3,3 + µ3,3µ4,4 + µ23,4 − 2(m2m4µ1,3
+m2m3µ1,4 +m1m4µ2,3 +m1m3µ2,4 + µ1,3µ2,4 + µ1,4µ2,3),
κ1,1 = m22µ1,3 +m2m3µ1,2 +m1m2µ2,3 +m1m3µ2,2 + µ1,3µ2,2
+µ1,2µ2,3 − (m2m4µ3,3 +m2m3µ3,4 +m3m4µ2,3 +m23µ2,4+µ3,3µ2,4 + µ3,4µ2,3)+m2m4µ1,1 +m1m2µ1,4 +m1m4µ1,2
+m21µ2,4 + µ1,1µ2,4 + µ1,2µ1,4 − (m24µ1,3 +m3m4µ1,4+m1m4µ3,4 +m1m3µ4,4 + µ1,3µ4,4 + µ1,4µ3,4),
κ0,2 = m22m3,3 + 2m2m3µ2,3 +m23µ2,2 + µ2,2µ3,3 + µ22,3m21µ4,4
+ 2m1m4µ1,4 +m24µ1,1 + µ1,1µ4,4 + µ21,4 − 2(m2m4µ1,3
+m1m2µ3,4 +m3m4µ1,2 +m1m3µ2,4 + µ1,3µ2,4 + µ1,2µ3,4).
5.5. The case, M = 3
Then
Rj = X1X2X3 − Y1Y2Y3 − Y1Y3X2 − Y2Y3X1 = [1, 2, 3] − [3, 4, 5] − [2, 4, 6] − [1, 5, 6],
Cj = Y1X2X3 + Y2X1X3 + Y3X1X2 − Y1Y2Y3 = [2, 3, 4] + [1, 3, 5] + [1, 2, 6] − [4, 5, 6].
Now
[1, 2, 3] = m1m2m3 + e1e2e3 +
3
[e1m2m3] +
3
[e1e2m3],
so
E[1, 2, 3] = m1m2m3 + µ1,2,3 +
3
[µ1,2m3].
Applying this to (5.12), (5.13) gives κ1,0 = E[Rj], and κ0,1 = E[Cj]. Similarly, the elements of V are given via (5.10), (5.11) by
Cov([1, 2, 3], [4, 5, 6]) = Cov

e1e2e3 +
3
[e1m2m3] +
3
[e1e2m3], e4e5e6 +
3
[e4m5m6] +
3
[e4e5m6]

= m2m3(µ1,4m5m6 + µ1,5m4m6 + µ1,6m4m5)+m3m1(µ2,4m5m6 + µ2,5m4m6 + µ2,6m4m5)
+m1m2(µ3,4m5m6 + µ3,5m4m6 + µ3,6m4m5)+m1m2(µ3,4,5m6 + µ3,4,6m5 + µ3,5,6m4)+
7
i=1
Si,
where
S1 = m1m2(µ3,4,5m6 + µ3,4,6m5 + µ3,5,6m4)+m2m3(µ1,4,5m6 + µ1,4,6m5 + µ1,5,6m4)
+m3m1(µ2,4,5m6 + µ2,4,6m5 + µ2,5,6m4)+m2m3µ1,4,5,6 +m3m1µ2,4,5,6 +m1m2µ3,4,5,6,
S2 = m3(µ1,2,4m5m6 + µ1,2,5m4m6 + µ1,2,6m4m5)+m1(µ2,3,4m5m6 + µ2,3,5m4m6 + µ2,3,6m4m5)
+m2(µ1,3,4m5m6 + µ1,3,5m4m6 + µ2,3,6m4m5) ,
S3 = m3(µ1,2,4,5m6 + µ1,2,4,6m5 + µ1,2,5,6m4)+m1(µ2,3,4,5m6 + µ2,3,4,6m5 + µ2,3,5,6m4)
+m2(µ1,3,4,5m6 + µ1,3,4,6m5 + µ1,3,5,6m4),
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S4 = m3µ1,2,4,5,6 +m1µ2,3,4,5,6 +m2µ1,3,4,5,6,
S5 = µ1,2,3,4m5m6 + µ1,2,3,5m4m6 + µ1,2,3,6m4m5,
S6 = µ1,2,3,4,5m6 + µ1,2,3,4,6m5 + µ1,2,3,5,6m4,
S7 = µ1···6.
For the normal case, S1 = S2 = S4 = S6 = 0, S3 and S5 are simplified using
µ1···4 = µ1,2µ3,4 + µ1,3µ2,4 + µ1,4µ2,3 =
3
[µ1,2µ3,4], (5.14)
and similarly
S7 =
15
[µ1,2µ3,4µ5,6]. (5.15)
5.6. The case, M = 4
Here,
Rj = X1X2X3X4 + Y1Y2Y3Y4 −
6
[Y1Y2X3X4],
Cj =
4
[Y1X2X3X4] −
4
[Y1Y2Y3Y4].
So, κ1,0 and κ0,1 are given in terms of the function
E[X1 · · · X4] = m1 · · ·m4 + µ1,2,3,4 +
6
[m1m2µ3,4] +
4
[m1µ2,3,4].
For the normal case, the third term is zero and the fourth term is given by (5.14). The components of V can be written either
in terms of expansions of the function Cov (X1X2X3X4, X5X6X7X8) or in terms of
E[X1 · · · X8] = m1 · · ·m8 +

8
2

[µ1,2m3 · · ·m8] +

8
3

[µ1,2,3m4 · · ·m8] +

8
4

[µ1···4m5 · · ·m8]
+

8
5

[µ1···5m6m7m8] +

8
6

[µ1···6m7m8] +

8
7

[µ1···7m8] + µ1···8.
For the normal case, the third, fifth and seventh terms are zero, the fourth and sixth terms simplify using (5.14) and (5.15),
and the last term is
µ1···8 =
N
[µ1,2µ3,4µ5,6],
where N =

8
2,2,2,2

/4! = 1 · 3 · 5 · 7 = 105. Higher values ofM can be dealt with analogously.
Example 5.5. Suppose X and Y are i.i.d. NM(η,Λ) with Λi,j = ρi−j. Consider the case, M = 1. Then κ1,0 = κ0,1 = η,
κ2,0 = κ0,2 = Λ and other κr,s are zero. So, the asymptotic distribution of (normalized versions of) amplitude and phase is
given by Example 1.1 with v = Λ. In fact, Yn of (1.3) satisfies
Yn ∼ N2(0, vI2), |Yn|2 ∼ T = vχ22 , Amp2n/n = |Sn|2/n = |Yn + n1/2η1|2,
where 1 = (1, 1)′. So, Amp2n/(nv) ∼ χ22 (δn), where δn = nη2/v.
Now consider the case,M = 2. Set η0 = 2η1η2. Then
κ1,0 = 0, κ0,1 = η0, κ1,1 = 0,
κ2,0 = 2ρ0|η|2 + 4ρ1η1η2 + 2ρ20 + 2ρ21 ,
κ0,2 = 2ρ0|η|2 − 4ρ1η1η2 + 2ρ20 − 2ρ21 .
If η1η2 = ρ1 = 0 then by Example 1.1, normalized versions of amplitude and phase are asymptotically independent,
Amp2n/n
d→ vχ22 and θn d→ U[−π/2, π/2], where v = 2ρ0|η|2 + 2ρ20 . If η1η2 = 0 then, by Section 1,
Amp2n/n
d→ κ2,0N21 + κ0,2N22 , (5.16)
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where (N1,N2) ∼ N2(0, I) and
tan(θn)
d→ Cauchy(0, κ0,2κ−12,0). (5.17)
In particular, if η1 = η2 = 0 then Amp2n d→ 2(ρ20 + ρ21 )N21 + 2(ρ20 − ρ21 )N22 .
Now consider the case,M = 3. Set η0 = 2η1η2η3. Then κ1,0 = −η0, κ0,1 = η0. By Section 1, if η0 ≠ 0 then θn p→ −π/4.
Set (ijk, lmn) = Cov (XiXjXk, XlXmXn). Then
−κ1,1 = −T1 − T2 − T3 + T4 + · · · + T15 − T16
= −(123, 234)− (123, 135)− (123, 126)+ (123, 456)+ (345, 234)+ (345, 135)+ (345, 126)− (345, 456)
+ (246, 234)+ (246, 135)+ (246, 126)− (246, 456)+ (156, 234)+ (156, 135)+ (156, 126)− (156, 456).
By the method above each of these sixteen terms can be expressed in the form
T =
2
i=0
ρiAi +

0≤i≤j≤2
ρiρjAi,j.
So, one obtains, after calculating hundreds of terms,
κ1,1 = ρ20 (2η21 − η22)− 4ρ21η1η3 − ρ0ρ1η2(η1 + 3η3)− 2ρ0ρ2η1η3 − 3ρ1ρ2η2(η1 + 2η3).
In particular, if η1 = η2 = 0 then κ1,1 = 0, and (5.16), (5.17) again hold. One can calculate κ2,0, κ0,2 similarly. If ρ1 = ρ2
then
κ1,1 = ρ20 (2η21 − η22)− ρ21 (3η1η2 + 4η1η3 + 6η2η3)− ρ0ρ1(η1η2 + 2η1η3 + 3η2η3).
In applications to modeling the signal from a cell-phone, Sn is the sum of all n signals reaching the transmitter from the
phone, Pj represents the jth ray to the transmitter from the cell-phone, and itsM components the signal reflectedM times
from buildings before it reaches the transmitter. Suppose then for each Pj we allowM to be an independent random variable
and set
pi = P(M = i),
∞
i=1
pi = 1.
Suppose also that P1, . . . , Pn are i.i.d. and the real and imaginary parts of theM components of Pj, that is X1, Y1, . . . , XM , YM ,
are i.i.d. givenM . Then
E[Pj] =
∞
M=1
pM2M/2 exp(iMπ/4)
M
k=1
mk =
∞
M=1
pMaM1 ,
where a1 = 21/2m1 exp(iπ/4).
Example 5.6. Suppose M = N|(N > 0), where N ∼ Poisson(λ). Then µ = {exp(λ) − 1}−1 exp(ν)(cos(ν), sin(ν))′ at
ν = λm1.
Example 5.7. Suppose M is a truncated compound Poisson-gamma, that is M = N|(N > 0), where N ∼ Poisson(λ) with
λ = cGγ for some constants c , γ . Then
pM = (1− p0)−1cγ (1+ c)−MΓ (γ +M)Γ (γ )−1/M!,
where
p0 = cγ , E[Pj] = (c−γ − 1)−1{1F0(γ ;m1(1+ i)/(1+ c))− 1},
where
1F0(γ ; x) =
∞
M=0
Γ (γ +M)Γ (γ )−1xM/M!
is the degenerate hypergeometric function.
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Appendix A
Here, we give expressions for the bivariate Hermite polynomial
Hr,s = Hr,s(y) = (−1)r+sφ−1Y (y;V)
∂ r
∂yr1
∂ s
∂ys2
φY(y;V)
onR2, where φY(y;V) is the density ofN2(0,V). For Edgeworth expansions up to O(n−3/2)we need these for r + s ≤ 6. We
give these in terms ofW = V−1 and z = Wy.
It is well known that the univariate polynomials are given by
Her(x) = (−1)rφ(x)−1 ∂
r
∂xr
φ(x) = E[(x+ iN)r ] =
r/2
j=0
xr−2j (−1)jcr,2j (A.1)
for
φ(x) = (2π)−1/2 exp(−x2/2), i = √−1, N ∼ N (0, 1),
cr,2j =

r
2j

1 · 3 · · · (2j− 1) = r!/{(r − 2j)!2jj!}.
Theorem A.1 gives various recurrence relations and identities for the bivariate Hermite polynomials.
Theorem A.1. We have
Hr+1,s = −∂1Hr,s + Hr,sH1,0, (A.2)
Hr+1,s = (z1 − ∂1)Hr,s, ∂1Hr,s = z1Hr,s − Hr+1,s, (A.3)
Hr,s = (z1 −w′1D)r(z2 −w′2D)s, (A.4)
Hr,0 = W r/21,1 Her(z1W−1/21,1 ), (A.5)
Hr,0 = E[(z1 + iZ1)r ], (A.6)
Hr,s = E[(z1 + iZ1)r(z2 + iZ2)s] (A.7)
for ∂i = w′iD,w′i = (Wi,1,Wi,2), D = ∂/∂z, Z1 ∼ N1(0,W1,1), Z ∼ N2(0,W) and Y ∼ N2(0,V).
Proof. Note that (A.2) follows from
Hr+1,sφY(y;V) = −∂1(Hr,sφY(y;V)) = −∂1Hr,sφY(y;V)+ Hr,sH1,0φY(y;V).
Also
∂2Hr,0 = rW1,2Hr−1,0, Hr,1 = z2Hr,0 − rW1,2Hr−1,0,
and ∂i = w′iD forw′i = (Wi,1,Wi,2) and D = ∂/∂z. So, (A.3)–(A.5) follow. Finally, (A.6)–(A.7) follow from [14]. 
Alternatively, Hr,s may be derived from the n-variate Hermite polynomial:
H1···1(y) = (−1)nφ−1Y (y;V)
∂
∂y1
· · · ∂
∂yn
φY(y;V),
where now y is n× 1 and V is n× n. This can be written down from (A.1):
H1···1(y) = z1 · · · zn −
cn,2
[z1 · · · zn−2Wn−1,n] +
cn,4
[z1 · · · zn−4Wn−3,n−2 Wn−1,n] − · · · ,
where
cn,2j sums over all cn,2j permutations of the indices 1, . . . , n giving distinct terms:
H1,1,1(y) = z1z2z3 −
3
[z1W2,3],
H1,1,1,1(y) = z1 · · · z4 −
6
[z1z2W3,4] +
3
[W1,2W3,4],
and so on. Now take n = r + s and replace the indices 1, . . . , r by 1 and the indices r + 1, . . . , n by 2 to obtain Hr,s. In
particular, H2,1 = z21z2 − z1W2,1 − z2W1,2 − z1W1,2, and so on.
Some particular cases of the representations given by Theorem A.1 are given by Corollary A.1
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Corollary A.1. We have
H1,1 = z1z2 −W1,2,
H2,1 = z21z2 − z2W1,1 − 2z1W1,2,
H3,1 = z31z2 − 3z1z2W1,1 − 3z21W1,2 + 3W1,1W1,2,
H4,1 = z41z2 − 4z31W1,2 − 6z21z2W1,1 + 12z1W1,1W1,2 + 3z2W 21,1,
H5,1 = z51z2 − 5z41W1,2 − 10z21z2W1,1 + 30z21W1,1W1,2 + 15z1z2W 21,1 − 15W 21,1W1,2,
H2,2 = z21z22 − z21W2,2 − 2z1z2W1,2 − z22W1,1 +W1,1W2,2 + 2W 21,2,
H3,2 = z31z22 − z31W2,2 − 6z21z2W1,2 − 3z1z22W1,1 + 3z1(W1,1W2,2 + 2W 21,2)+ 6z2W1,1W1,2,
H4,2 = z41(z22 −W2,2)− 6z21z22W1,1 + 3z42W 21,1 − 8z31z2W1,2 + 6z21µ1,1,2,2 + 8z1z2µ1,1,1,2 − µ1,1,1,1,2,2,
where µ1,1,2,2 = W1,1W2,2 + 2W 21,2, µ1,1,1,2 = 3W 21,2 and µ1,1,1,1,2,2 = 3W1,1W2,2 + 12W1,1W 21,2. Also
H3,3 = z31z32 − 9z21z22W1,2 − 3
2
[z31z2W2,2] + 9z1z2(W1,1W2,2 + 2W 21,2)
− 9W1,1W1,2W2,2 − 6W 31,2 + 9
2
[z21W1,2W2,2],
where
2 a(1, 2) = a(1, 2)+ a(2, 1).
Appendix B
Here, we give Edgeworth expansions for any smooth function of a sample mean. This is applied at the end of Section 4.
Theorem B.1. Let X be the mean of a random sample of size n in Rp from a distribution with finite cumulants λν = λν(X) =
λ(Xν1 , . . . , Xνp) defined by
ν∈Np
λν(X)tν/ν! = logE[exp(t′X)]
for t in Rp, where N is the set of all non-negative integers, ν = (ν1, . . . , νp) and tν/ν! = (tν11 /ν1!) · · · (tνpp /νp!). So,
λν(X) = n1−|ν|λν , where |ν| = ν1 + · · · + νp. Set µ = E[X] = (λi) and V = Cov(X) = (λi,j). Let H : Rp → Rq be a
function with finite derivatives at µ. Then
λν (H(X)) =
∞
j=|ν|−1
n−jKνj ,
where the coefficient Kνj does not depend on n and is given in terms of
Aai1,...,ir =
∂
∂µi1
· · · ∂
∂µir
Ha(µ)/r!
and
kνj =

λν, if j = |ν| − 1,
0, otherwise.
The leading coefficients are:
Ka0 = Ha(µ), (K i,j1 ) = C = H˙(µ)VH˙(µ)′, (B.1)
where H˙(µ) = ∂H(µ)/∂µ′ is p× q and
Ka1 = Aai,jλi,j, Ka,b,c2 = Aai Abj Ackλi,j,k + 2
3
[Aai,kAbj Acl λi,jλk,l] (B.2)
with implicit summation of repeated pairs of indices i, j, . . . over their range 1, . . . , p. Here, a, b, c, . . . range over 1, . . . , q and3 sums over all three permutations of a, b, c giving distinct terms. Swapping b and c gives the same term so is not included.
Proof. Apply the appendix to Withers [15]. 
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Theorem B.2. For ν in Nq set Kν·j = Ka,b,c,...j , where νk is the number of times k occurs in the string a, b, c, . . .. For t inRq, set
Bνj = Kν·j/ν!, Bkj (t) =

|ν|=k
Bν·jtν/ν!,
∇i(t) =

{B2j−ij (t) : i/2 < j ≤ i+ 1},
andPj(t) is the coefficient of εj in exp(∞i=1 εi∇i(t)). Assume that C of (B.1) is positive-definite. That is V is positive definite,
q ≤ p and H˙(µ) has rank q. Let ΦZ(z; C), φZ(z; C) be the distribution and density of Z ∼ Nq(0, C). Set Zn = n1/2(H(X)−H(µ)).
Then Zn
d→ Z.
Assume that H(X) is non-lattice. Then the distribution and density of Zn are
P(Zn ≤ x) =
∞
j=0
n−j/2Pj(x) inRq, (B.3)
pZn(x) =
∞
j=0
n−j/2pj(x) inRq, (B.4)
where Pj(x) = −Pj ∂∂xΦZ(x; C) and pj(x) = −Pj ∂∂xφZ(x; C). AlsoPi(t) has the formPi(t) ={P ji (t), 1 ≤ j ≤ 3i, j− i even},
whereP ji (t) =
|ν|=j
Pνi t
ν.
Proof. Apply Corollary 3.1 of Withers [16]. 
Corollary B.1. Set Hν(x) = (−1)νφ−1Z (x; C)( ∂∂x )νφZ(x; C), the Hermite polynomial with respect to C, and
Iν(x) =
 x
−∞
Hν(y)φZ(y; C)dy = (−1)ν

∂
∂x
ν
ΦZ(x; C),
the integrated Hermite polynomial with respect to C. The components of expansions, (B.3) and (B.4), for Zn can be written as
Pi(x) =

{P ji (x) : 1 ≤ j ≤ 3i, j− i even},
pi(x) =

{pji(x) : 1 ≤ j ≤ 3i, j− i even},
where
P ji (x) =

|ν|=j
Pνi Iν(x),
pji(x) = φZ(x; C)

|ν|=j
Pνi Hν(x).
The expansions to O(n−3/2) can be given explicitly by noting that Pν1 = Bν1 for |ν| = 1 and Pν1 = Bν2 for |ν| = 3. If q = 1
we may multiply H(·) by a constant to ensure that C = 1 in (B.1) so that we have the following corollary.
Corollary B.2. Let Zn = 2An/σ for An of (1.6). Then,
P(Zn < x) = Φ(x)− n−1/2φ(x){K11 +K1,1,12 (x2 − 1)/6} + O(n−1), (B.5)
where
K11 = H·i,jλi,j/2, K1,1,12 = H·iH·jH·kλi,j,k + 3H·i,k (B.6)
with implicit summation of repeated pairs of indices i, j, . . . over their range 1, . . . , p, where H·jH·l(λi,j/2)(λk,l/2) and H·i,j··· =
∂
∂µi
∂
∂µj
· · ·H(µ).
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Appendix C
Here, we list some of the coefficients needed by Corollary 3.5.
The non-zero Ak,l·i in (3.12) are
A0,0·0 = λ−11 λ−12 K 2,2 + 3
2
(λ−21 K 4,0 − 5λ−31 P6,0 − λ−21 λ−12 )P4,2,
A2,0·1 = −6λ−31 K 4,0 + 45λ−41 λ−12 P6,0 + 6λ−31 λ−12 P4,2 − λ−21 λ−12 K 2,2,
A2,2·2 = λ−21 λ−22 K 2,2 − 6
2
(λ−31 λ
−2
2 P4,2),
A4,0·2 = −15λ−51 P6,0 − λ−41 λ−12 P4,2,
A4,0·3 = λ−41 K 4,0,
A6,0·3 = λ−61 P6,0,
A4,2·3 = λ−41 λ−22 P4,2,
and the corresponding Ak,l·i with k, l reversed, for example, A2,4·3 = λ−21 λ−42 P2,4. The corresponding Ik,l,m in (3.12) are
I0,0,m = I2,2,m = 0 form odd,
I0,0,2i = ai of (3.5),
I2,0,m = 2−1
 2π
0
[1+ cos(2θ)] cosm(θ)dθ,
I2,0,m = (I0,0,m + I0,0,m+1)/2 = ai/2 for 2i = m orm+ 1,
I0,2,m = (I0,0,m − I0,0,m+1)/2 = (−1)mai/2 for 2i = m orm+ 1,
(I4,0,m, I0,4,m) = 4−1(I0,0,m ± 2I0,0,m+1 + I0,0,m+2),
I4,0,m = −I0,4,m = ai/2 for 2i = m+ 1,
I4,0,m = I0,4,m = 4−1(ai + ai+1) for 2i = m,
I2,2,m = 4−1(I0,0,m − I0,0,m+2) = 4−1(ai − ai+1) form = 2i,
(I6,0,m, I0,6,m) = 8−1(I0,0,m ± 3I0,0,m+1 + 3I0,0,m+2 ± I0,0,m+3),
I6,0,m = I0,6,m = 8−1(ai + 3ai+1) for 2i = m,
I6,0,m = −I0,6,m = 8−1(3ai + ai+1) for 2i = m+ 1,
I4,2,m = I2,4,m = 8−1(ai − ai+1) for 2i = m,
I4,2,m = −I2,4,m = 8−1(ai − ai+1) for 2i = m+ 1.
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