Abstract. We show that one can obtain logarithmic improvements of L 2 geodesic restriction estimates for eigenfunctions on 3-dimensional compact Riemannian manifolds with constant negative curvature. We obtain a (log λ) 
Introduction
Let (M, g) be a compact n-dimensional Riemannian manifold and let ∆ g be the associated Laplace-Beltrami operator. Let e λ denote the L 2 -normalized eigenfunction −∆ g e λ = λ 2 e λ , so that λ ≥ 0 is the eigenvalue of the operator −∆ g . A classical result on the L p -estimates of the eigenfunctions is due to Sogge [15] :
where 2 ≤ p ≤ ∞ and . These estimates (1.1) are saturated on the round sphere S n by zonal functions for p ≥ p c and for 2 < p ≤ p c by the highest weight spherical harmonics. However, it is expected that (1.1) can be improved for generic Riemannian manifolds. It was known that one can get log improvements for e λ L p (M ) , p c < p ≤ ∞, when M has nonpositive sectional curvature. Indeed, Bérard's results [1] on improved remainder term bounds for the pointwise Weyl law imply that Recently, Hassell and Tacy [7] obtained a similar (log λ) − 1 2 gain for all p > p c . Similar L p -estimates have been established for the restriction of eigenfunctions to geodesic segments. Let Π denotes the space of all unit-length geodesics. The works [4] , [10] , [6] (see also [13] for earlier results on hyperbolic surfaces) showed that It was known that these estimates are saturated by the highest weight spherical harmonics when n ≥ 3 on round sphere S n , as well as in the case of 2 ≤ p ≤ 4 when n = 2, while in this case the zonal functions saturate the bounds for p ≥ 4.
There are considerable works towards improving (1.2) for the 2-dimensional manifolds with nonpositive curvature. Chen [5] proved a (log λ) − 1 2 gain for all p > 4. Sogge and Zelditch [17] and Chen and Sogge [6] showed that one can improve (1.2) for 2 ≤ p ≤ 4, in the sense that Recently, using the Toponogov's comparison theorem, Blair and Sogge [3] obtained log improvements for p = 2:
(1.6) sup Inspired by the works [6] , [3] , [14] , Xi and the author [19] was able to deal with the other endpoint p = 4 and proved a (log log λ)
curvature and a (log λ) In the 3-dimensional case, under the assumption of nonpositive curvature, Chen [5] also proved a (log λ)
2 gain for all p > 2. With the assumption of constant negative curvature, Chen and Sogge [6] showed that (1.8) sup Moreover, Hezari and Rivière [9] and Hezari [8] used quantum ergodic methods to get logarithmic improvements at critical exponents in the cases above on negatively curved manifolds for a density one subsequence.
The purpose of this paper is to prove a (log λ)
2 gain for the L 2 geodesic restriction bounds on 3-dimensional compact Riemannian manifolds with constant negative curvature. We mainly follow the approaches developed in [6] , [3] , [19] . We derive an explicit formula for the wave kernel on H 3 , which is one of the key steps to get the (log λ) − 1 2 gain. We shall lift all the calculations to the universal cover H 3 and then use the Poincaré half-space model to derive the explicit formulas of the mixed derivatives of the distance function restricted to the unit geodesic segments. Then we decompose the domain of the distance function and compute the bounds of various mixed derivatives explicitly, since it was observed in [6] and [19] that the desired kernel estimates follow from the oscillatory integral estimates and the estimates on the mixed derivatives. Moreover, whether one can get similar logarithmic improvements on 3-dimensional manifolds with nonpositive curvature is still an interesting open problem. One of the technical difficulties is that these manifolds may not have sufficiently many totally geodesic submanifolds (see [6, p.458] ). Throughout this paper, we shall assume that the injectivity radius of M is sufficiently large, and fix γ to be a unit length geodesic segment parameterized by arclength. Theorem 1. Let (M, g) be a 3-dimensional compact Riemannian manifold of constant negative curvature, let γ ⊂ M be a fixed unit-length geodesic segment. Then for λ 1, there is a constant C such that
Moreover, if Π denotes the set of unit-length geodesics, there exists a uniform constant C = C(M, g) such that
Remark 1. As a final remark, we must mention a recently posted work of Blair [2] . He was able to use geometric tools different from ours to establish bounds on the mixed partials of the distance function on the covering manifold restricted to geodesic segements. Then he independently proved (1.7) for surfaces with general nonpositive curvature and a (log λ)
+ gain for (1.8) on 3-dimensional manifolds with constant negative curvature. Moreover, recently Professor C. Sogge pointed out to the author that one may also get a similar (log λ)
2 gain for the L 4 geodesic restriction estimates on surfaces with strictly negative curvatures by using the Günther's comparison theorem and the Hadamard parametrix.
Preliminaries
We start with some standard reductions. Since the uniform bound (1.10) follows from a standard compactness argument in [6, p.452], we only need to prove (1.9). Let T 1. Let ρ ∈ S(R) such that ρ(0) = 1 and suppρ ⊂ [−1/2, 1/2], then it is clear that the operator ρ(T (λ − −∆ g )) reproduces eigenfunctions, namely
Let χ = |ρ| 2 . After a standard T T * argument, we only need to estimate the norm
Choose a bump function β ∈ C ∞ 0 (R) satisfying β(τ ) = 1 for |τ | ≤ 3/2, and β(τ ) = 0, |τ | ≥ 2.
By the Fourier inversion formula, we may represent the kernel of the operator χ(T (λ− −∆ g )) as an operator valued integral
Then one may use a parametrix to estimate the norm of the integral operator associated with the kernel
Since the kernel of χ(T (λ + −∆ g )) is O(λ −N ) with constants independent of T , by Euler's formula we are left to consider the integral operator S λ :
As in [6] , [3] , [19] , we use the Hadamard parametrix and the Cartan-Hadamard theorem to lift the calculations up to the universal cover (R 3 ,g) of (M, g). Let Γ denote the group of deck transformations preserving the associated covering map κ : R 3 → M coming from the exponential map from γ(0) associated with the metric g on M . The metricg is its pullback via κ. Choose also a Dirchlet fundamental domain, D M , for M centered at the liftγ(0) of γ(0). Letγ(t), t ∈ R, satisfy κ(γ(t)) = γ(t), where γ is the unit speed geodesic containing the geodesic segment {γ(t) : t ∈ [0, 1]}. Thenγ(t) is also a geodesic parameterized by arclength. We measure the distances in (R 3 ,g) using its Riemannian distance function dg( · , · ). Moreover, we recall that ifx denotes the lift of x ∈ M to D, then
Hence for t ∈ [0, 1],
As in [3] and [19] , we denote the R-tube about the infinite geodesicγ by
From now on we fix R ≈ InjM . We will see that T R (γ) plays a key role in the proof of Lemma 3. Then we decompose the sum
Then by the finite propagation speed property andχ(τ ) = 0 if |τ | ≥ 1, we have
As observed in [3, p.11],
Thus the number of nonzero summands in S
Given α ∈ Γ set with s, t ∈ [0, 1]
When α = Identity, one can use the Hadamard parametrix to prove the same bound as (2.2) (see e.g. [5] , p. 9)
If α = Identity, we set φ(t, s) = dg(γ(t), α(γ(s))), s, t ∈ [0, 1]. Then by finite propagation speed and α = Identity, we have
As in [6, p.456] , one may use the Hadamard parametrix and stationary phase to show that |K α (t, s)| ≤ CλT −1 r −1 +e CT , where r = dg(γ(t), α(γ(s))). However, we may get a much better estimate for K α . To see this, we need to derive the explicit formula of the wave kernel on hyperbolic space. Without loss of generality, we may assume that (M, g) has constant negative curvature −1, which implies that the covering manifold (R 3 ,g) is the hyperbolic space H 3 . If we denote the shifted Laplacian operator by 
whereĥ is the Fourier transform defined bŷ
where x, y ∈ H 3 and r = dg(x, y). Differentiating it yields
Recall the following relation between L and ∆g (see e.g. [11, Proposition 2.1]) (2.10)
where J 1 (v) is the Bessel function
We plug (2.9) into the relation (2.10) to see that for t > 0,
Thus, integrating by parts and noting that cos t −∆g is even in t, we get the following explicit formula for the wave kernel "cos t −∆g(x, y)" on H 3 (2.11)
where t ∈ R \ {0}, and
where r = dg(γ(t), α(γ(s))) ≥ 1 and C is a constant independent of T and r.
Using this lemma and (2.5), we get (2.13)
Consequently, by Young's inequality and the estimate on K Id (2.6) we have
Proof of Lemma 1. Since the formula of the wave kernel (2.11) consists of 3 terms, we should estimate their contributions separately. Integrating by parts yields (2.15)
Noting that J 1 (v), J 1 (v) are uniformly bounded for v ∈ R and G(v) is an entire function of v 2 , we see that G (v)/v is also uniformly bounded for v ∈ R. Moreover, by (2.12), there is some N 1 such that
This gives (2.17)
where ρ = |τ | − r. Hence
Remark 2. As pointed out in Remark 1, one may also obtain Lemma 1 by using the Hadamard parametrix and the Günther's comparison theorem.
Proof of the main theorem
Now we are left to estimate the kernels K α (t, s) with α / ∈ Γ T R (γ) . From now on, we assume that α / ∈ Γ T R (γ) . First of all, we need a slight variation of the oscillatory integral theorem in [19, Proposition 2] . Indeed, it is a detailed version of the estimates by Phong and Stein [12] on the oscillatory integrals with fold singularities.
, where
Assume supp a is contained in some compact set F ⊆ R 2 . Denote the ranges of t and s in F by F t ⊆ R and F s ⊆ R respectively. If for any s ∈ F s , there is a unique t c = t c (s) ∈ F t such that φ st (t c , s) = 0, and if φ stt (t c , s) = 0 on F s , then
Dually, if for any t ∈ F t , there is a unique s c = s c (t) ∈ F s such that φ st (t, s c ) = 0, and if φ tss (t, s c ) = 0 on F t , then
where
The L ∞ -norm and the infimum are taken on supp a. The constant C > 0 is independent of λ, a, φ and F .
Proof. Noting that the first part is due to non-stationary phase (see [19, p.15] ) and the third part simply follows from duality, we only need to prove the second part. As in [19, p.15] , by a T T * argument, it suffices to estimate the kernel of T *
Then the kernel has the form
Using the mean value theorem, we have ϕ t (t, s, s ) = φ st (t, s ), where s is a number between s and s . By our assumptions, we see that there is a unique point t c (s ) ∈ F t such that φ st (t c (s ), s ) = 0, and
satisfying η(t) = 1, |t| ≤ 1, and η(t) = 0, |t| ≥ 2. Then we decompose the oscillatory integral into two parts. First,
Then integrating by parts yields if s = s ,
where C is a constant independent of λ, a, φ and F . If we set θ = (λ|s − s |)
Hence,
which completes the proof by Young's inequality.
From now on, we will use C to denote various positive constants independent of T . Using the Hadamard parametrix and stationary phase [6, p.446], we can write
where |w(x, y)| ≤ C, and for each j = 0, 1, 2, ..., there is a constant C j independent of T , λ ≥ 1 so that
From the Hadamard parametix with an estimate on the remainder term (see [16] ), we see that with a uniform constant C
Noting that diam(supp a ± ) ≤ 2 and we have good control on the size of a ± and its derivatives by (3.5), it remains to estimate the size of φ st and its derivatives. Without loss of generality, we may assume that (M, g) is a compact 3-dimensional Riemannian manifold with constant curvature equal to −1. As in [19] , we will compute the various mixed derivatives of the distance function explicitly on its universal cover H 3 . We consider the Poincaré half-space model
with the metric ds
Recall that the distance function for the Poincaré half-space model is given by
where arcosh is the inverse hyperbolic cosine function
Moreover, the geodesics are the straight vertical rays normal to the z = 0-plane and the half-circles normal to the z = 0-plane with origins on the z = 0-plane. Without loss of generality, we may assume thatγ is the z-axis. Letγ(t) = (0, 0, e t ), t ∈ R, be the infinite geodesic parameterized by arclength. Our unit geodesic segment is given byγ(t), t ∈ [0, 1]. Then its image α(γ(s)), s ∈ [0, 1], is a unit geodesic segment of α(γ). As before, we denote the distance function dg(γ(t), α(γ(s))) by φ(t, s). Since we are assuming α / ∈ Γ T R (γ) , we have
Ifγ and α(γ) are contained in a common plane, it is reduced to the 2-dimensional case. We recall the following lemma from [19, Lemma 5, 6] , whereγ(t) = (0, e t ) in the Poincarè half-plane model.
Assume that α(γ) is a half-circle intersectingγ at the point (0, 2] , which means the intersection point (0, e t 0 ) is outside some neighbourhood of the geodesic segment {γ(t) : t ∈ [0, 1]}, then we also have inf |φ st | ≥ e −CT . Figure 1 . Poincaré half-space model
Moreover,
where C > 0 is independent of T . The infimum and the norm are taken on the unit square {(t, s) ∈ R 2 : t, s ∈ [0, 1]}.
From now on, we assume that α / ∈ Γ T R (γ) , andγ and α(γ) are not contained in a common plane. Without loss of generality, we set a ≥ 0, r > 0, and β ∈ (0,
]. Indeed, one can properly choose a coordinate system to achieve this. Let γ 1 (t) = (0, 0, e t ), and γ 2 (s) = (a + 
where I is some unit closed interval of R. Here γ 2 (s), s ∈ R, is a half circle centered at (a, 0, 0) with radius r. β is the angle between the y-axis and the normal vector of the plane containing the half circle. Moreover, these two geodesics are contained in a common plane when β = 0. See Figure 1 . The computation is technical. To see (3.7), we write
Taking derivatives on both sides, we obtain (3.8) (φ t + φ s + φ ts )sinhφ + (1 + φ t φ s )coshφ = e s+t /r.
Denote P = e s+t , Q = d Then we multiply both sides of (3.8) by 4r 2 (sinhφ) 2 and use the hyperbolic trigonometric identity (sinhφ) 2 = (coshφ) 2 − 1 to obtain 4r 2 (sinhφ) 3 φ st = (a cos β − r)(P + S) + (a cos β + r)(Q + R).
This gives our desired expression (3.7).
We denote the zero set of φ st by Z. Clearly, if r ≤ acosβ, then Z = ∅. Assume that r > acosβ. In the interesting special case β =
where e 2t 0 = a 2 + r 2 and e 2s 0 = 1. See Figure 2 . In this case, we can easily see that φ stt and φ tss vanish at the point (t 0 , s 0 ), as observed in [6, p.454] . In general, if 0 < β ≤ π 2 , we have 
), the set Z consists of two disconnected curves. See Figure 3 . It has four different asymptotes:
They intersect at four points, which constitute the "central square" in Figure 3 . Clearly, the "central square" converges to the point (t 0 , s 0 ) as β → π 2
. We set
The points (t + , s + ) and (t − , s − ) are a pair of vertices of Z in Figure 3 . They both converge to (t 0 , s 0 ) as β → π 2
. A simple computation shows that the straight line passing through these two vertices, namely the "major axis", is parallel to the straight line t − s = 0. This fact makes the "restriction trick" work in the proof of Lemma 3. Moreover, if s > s + or s < s − , there is a unique t c = t c (s) such that (t c , s) ∈ Z. If t > t + or t < t − , there is a unique s c = s c (t) such that (t, s c ) ∈ Z. These two facts are related to the oscillatory integral estimates in Proposition 1. Indeed, one can see from (3.9) that (3.13) e 2tc(s) = X 0 + B e 2s − Y 0 , e 2sc(t) = Y 0 + B e 2t − X 0 .
Given 0 < 1, we denote the -neighbourhood of Z by
In particular, we set Z = ∅ if Z = ∅. See Figure 4 
where the norm is taken on the unit square [0, 1] 2 . The constant C α is independent of T .
We postpone the proof of the lemmas and finish proving Theorem 1. We always use C to denote various positive constants independent of and T . Recall that there are at most O(e CT ) summands with α / ∈ Γ T R (γ) . We claim that the kernel K ). Taking T = clogλ and = e −CT T −1 , where c > 0 is a small constant (c < (12C) −1 ), and combining (3.14) with the estimates on S tube λ (2.14) and K 0 (2.2), we finish the proof.
Proof of the Lemmas
Before proving the lemmas, we remark that in the Poincaré half-space model
See Figure 1 . Indeed, the distance between (0, 0, e t ) and (x, y, z), z > 0, is
Setting f (t) = 0 gives t = ln x 2 + y 2 + z 2 , which must be the only minimum point. Thus the distance between (x, y, z) and the infinite geodesicγ is dist((x, y, z),γ) = arcosh( 1 + (x/z) 2 + (y/z) 2 ).
Since dist((x, y, z),γ) ≤ R in T R (γ), it follows that z ≥ x 2 + y 2 / (coshR) 2 − 1.
Proof of Lemma 3. First of all, we need to derive some useful results from the condition that φ(t, s) ≤ T . Namely,
The discriminant of (4.1) has to be nonnegative:
2 ) ≥ 0, from which we see that
, which are similar to the observations in [19, p.21] .
Moreover, to get the lower bounds of the derivatives, we need the condition that α / ∈ Γ T R (γ) . We claim that there exists some constant C independent of T such that
Indeed, we are going to prove the contrapositive:
We obtain this by showing that under the above assumptions on r and d 1 , the segment γ 2 (s), s ∈ [−ln(4r −1 coshT ), ln(4rcoshT )] is completely included in T R (γ), which implies α ∈ Γ T R (γ) by (4.2). The argument is generalized from [19, p.23] . Solving the polynomial system z = x 2 + y 2 / (coshR) 2 − 1 (x, y, z) = (a +
we can see that
Note that
This implies
which is equivalent to
This means that the discriminant of the quadratic polynomial in terms of e 2s in (4.8) is nonnegative. Thus when d 1 > 0, the RHS of (4.8) becomes
It is easy to see that
.
So if we choose
In the easier case d 1 = 0, we have u + = +∞. Consequently, we obtain (4.7), which is equivalent to our claim (4.6).
Moreover, we notice that by φ ≤ T , (4.14)
Now we need to consider two cases: (I) r ≤ acosβ; (II) r > acosβ.
Case (I): φ st has no zeros and it is not difficult to obtain the lower bound of |φ st |. Indeed, if d 1 ≥ 1, by (4.14) and (4.2)-(4.3), we get
If d 1 ≤ 1, the claim (4.6) is needed. We assume that r ≤ CcoshT . Then by (4.14) and (4.2)-(4.5), we obtain
Otherwise, we assume that d 1 ≥ (CcoshT ) −1 . Then similarly we have
Case (II):
Since φ st has zeros, we prove the lower bound of
The claim (4.6) is essential here. However, for technical reasons we only need a slightly weaker but useful version of the claim:
In this case, we use a "restriction trick" to reduce it to a one-variable problem. Let δ ∈ R. We restrict φ st (t, s) on the straight line s − t = δ and obtain a uniform lower bound independent of δ. Indeed,
where 2e
If r − acosβ ≤ r+acosβ 100 e −2δ , then
But t ∈ [0, 1] implies that
Since the straight line s − t = δ is parallel to the "major axis" of Z, we have
See Figure 6 . This implies
If r − acosβ ≥ r+acosβ 100 e −2δ , then we use (4.16) again to see that
So we can use (4.14), (4.2)-(4.5) and our assumption r ≤ C(coshT ) 7 to obtain the lower bound of |φ st |, namely
(ii) Assume that d 1 ≥ (CcoshT ) −1 and r ≥ C(coshT ) 7 .
If |r − acosβ| ≤ 1, we can use (4.2)-(4.5) and our assumption to get 
Therefore, we use (4.14) and (4.2)-(4.5) to get
which is better than the bound 
We need to obtain the lower bound of |φ st /(t−t c )| on this set. A simple computation using (3.10)-(3.12) shows that
Hence
Since the "major axis" of Z is parallel to the straight line s−t = 0, by our assumption (4.19) we have
. See Figure 7 . Thus,
where we use the mean value theorem and 0 ≥ .
First, we assume that r ≤ C(coshT ) 7 . Then using (4.14) and (4.3)-(4.5), we obtain
Under the other assumption that "d 1 ≥ (CcoshT ) −1 and r ≥ C(coshT ) 7 ", since |t − t c | ≤ 1 + √ 2 and the lower bound (4.18) of |φ st | is still applicable here, we get
Part 2: Assume that
We need to get the lower bound of |φ st /(s − s c )| on this set. It is also not difficult to see from (3.10)-(3.12) that
If t > t + + , clearly we have e 2sc ≥ Y 0 . See Figure 3 . If B = 0, we have e 2sc = Y 0 . If t < t − − and B > 0, then from (3.13) we get
where we use X 0 Y 0 /B > 1 from (3.11). Since the "major axis" of Z is parallel to the straight line s − t = 0, by the assumption (4.21) we get dist(s c , I) ≤ √ 2. See Figure 8 . Therefore, So far we have finished the proof of all the lower bounds.
Proof of Lemma 4. We only need to prove the upper bounds of mixed derivatives when α = Identity, since the bounds for pure derivatives are well known in [1] , [3] and we do not use them in this paper. For convenience, we denote G(t, s) = (acosβ − r)(e 2s+2t + d Recalling the formula (3.7), we have φ st = 16re 2s+2t GE −3/2 . By induction it is not difficult to see that for any muti-index α = (α 1 , α 2 )
where |α| = α 1 + α 2 , and C γ,α,β 0 ,...,β |α| are constants independent of G and E. Thus,
From the condition that φ(t, s) ≥ 2, we have A ≥ 4(cosh2)re s+t . Thus, 
Therefore,
Remark 3. The condition that α / ∈ Γ T R (γ) is essential in the proof of the lower bounds. However, the proof of the upper bounds only needs 2 ≤ φ ≤ T .
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