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In the past years, systematic star surveys with dedicated instruments such as the Kepler
spacecraft or the HARPS spectrometer (High Accuracy Radial Velocity Searcher) have
revealed the existence of thousands of planets outside of our solar system. These findings
have renewed the interest in the formation process of planets. At the same time, they pro-
vide a challenge to researchers in providing a multitude of possible orbital configurations
that models must be able to explain.
In the early phases of planet formation, growth is governed by intermolecular forces
and not yet by gravity. Starting at micrometer sizes, dust particles collide with each other
and initially stick together due to the van der Waals force to form larger aggregates. Lab-
oratory experiments are an important means of exploring the outcome of such collisions.
The results are then used as input for growth simulations which follow the evolution of
the dust particles. In one such simulation, Zsom et al. (2010) found the transition from
sticking to bouncing to be important for the maximum size the dust aggregates can grow
to.
In this work, an experimental setup suitable for generating collisions between millime-
ter-sized dust aggregates at velocities of millimeters to centimeters per second under mi-
crogravity conditions is presented. This is the velocity range where the sticking-bouncing
transition is expected to occur. Additionally, a numerical model for these collisions is
developed and used to predict the outcome of collisions for aggregates of other sizes. Fur-
thermore, a comparison between an analysis of the experimental results using two- and
three-dimensional data is made. It shows that for velocity evaluation 2D data from just
one camera perspective is sufficient, while accurate values for the coefficient of restitution
and the impact parameter require 3D input. The experimental results show the transition




In den vergangenen Jahren wurden bei der systematischen Untersuchung von Sternen
mit speziellen Instrumenten wie dem Kepler-Weltraumteleskop oder dem HARPS-Spek-
trometer (High Accuracy Radial Velocity Searcher) tausende Planeten außerhalb unseres
Sonnensystems entdeckt. Während diese Entdeckungen das Interesse an den genauen
Prozessen die zur Entstehung von Planeten führen erneuert haben, stellen sie gleicher-
maßen Forscher vor die Herausforderung, dass ihre Modelle eine Vielzahl an möglichen
Bahnparametern der so entstandenen Planetensysteme erklären können müssen.
In der Frühphase der Planetenentstehung wird das Wachstum von Teilchen nicht durch
Gravitation, sondern durch intermolekulare Kräfte bestimmt. Anfänglich etwa mikrome-
tergroße Staubteilchen kollidieren miteinander und haften aufgrund von Van-der-Waals-
Kräften aneinander. Laborexperimente dienen dazu, die Resultate solcher Kollisionen zu
untersuchen und zu klassifizieren. Daraus kann dann ein Kollisionsmodell erstellt wer-
den, auf Grundlage dessen Wachstumssimulationen durchgeführt werden können, die die
Entwicklung der Staubteilchen vorhersagen. Zsom et al. (2010) haben ein solches Mod-
ell entwickelt und dabei herausgefunden, dass es für die maximale Größe zu denen die
Staubaggregate wachsen können, von entscheidender Bedeutung ist unter welchen Vor-
aussetzungen diese in Kollisionen aneinander haften bleiben oder voneinander abprallen.
In dieser Arbeit wird ein Versuchsaufbau vorgestellt, mit dem sich Kollisionen von
millimetergroßen Staubaggregaten bei Geschwindigkeiten von Millimetern bis Zentime-
tern pro Sekunde unter Schwerelosigkeitsbedingungen untersuchen lassen. In diesem
Geschwindigkeitsbereich wird der Übergang von Haftung zu Abprallen vermutet. Weit-
erhin wird ein Kollisionsmodell basierend auf den Ergebnissen der Kollisionen millime-
tergroßer Staubagglomerate entwickelt und geprüft, ob Vorraussagen für Kollisionen von
Aggregaten anderer Größe getroffen werden können. Darüber hinaus werden die Ergeb-
nisse des Experiments einmal basierend auf zwei- und einmal basierend auf dreidimen-
sionalen Daten ausgewertet. Ein Vergleich zeigt, dass es für die Ermittlung von Kollision-
sgeschwindigkeiten ausreicht, 2D-Daten zu benutzen, während für den Restitutionskoeffi-
zienten und den Impaktparameter 3D-Informationen benötigt werden. Die Ergebnisse der
Experimente deuten darauf hin, dass dieser Übergangsbereich von haftenden zu abpral-




The night sky has fascinated mankind for thousands of years. In the past, one prominent
question for philosophers and scientists alike has been whether or not the Earth or our
Solar System are unique. Only 25 years ago, no planet outside of our solar system had
been discovered with certainty. Today, several thousand extrasolar planets (exoplanets)
are known, some of them were even observed directly by telescopes (e.g. Kalas et al.
2008, Currie et al. 2012). Modern star surveys revealed that most stars are orbited by at
least one planet (Fressin et al. 2013), even the star closest to the sun, Proxima Centauri,
is thought to have a planet (Anglada-Escudé et al. 2016).
Age determinations from our solar system imply that it takes millions of years for
planets to form (see e.g. Trieloff 2009, and references therein) after the first solids, like
calcium-aluminum-rich inclusions, have condensed (Amelin et al. 2002). Thus, even if
we could observe a planet forming system up close, we would see only one small step
of the whole formation process. Planet formation is a fascinating puzzle, which has to
be solved using observations, simulations and laboratory experiments alike to explain the
numerous processes that are involved in transforming micrometer-sized dust grains into
planets with diameters of more than 100,000 km. This work will extend the knowledge
about the sticking-bouncing transition for millimeter-sized dust aggregates, an important
phase during the early growth process.
In Chapter 2 of this work, an overview of the current understanding of planet forma-
tion is given. First, the broad picture from the formation of the central star to the formation
of the terrestrial planets is summarized, then the results of collisions between small dust
aggregates are presented in more detail.
The forces governing the collisions between dust aggregates are presented in Chapter
3. Based on these forces, an equation of motion for the collision is derived. The results of
this model are then compared to experiments to check the validity and scalability of the
model.
Chapter 4 introduces the experimental setup MEDEA. It can be used in a microgravity
environment to investigate collisions between dust aggregates with sizes of a few hundred
micrometers to a few millimeters at velocities of around 1 cm s−1. This velocity range
is of particular interest in early planet formation, as the results of collisions change here
from sticking to bouncing. Growth models by Zsom et al. (2010, 2011) show that this
transition is critical for the maximum size dust aggregates can grow to via collisions. The
chapter also summarizes the performed experiments and gives an overview of the used
samples.
In Chapter 5 the analysis method for experiments performed with the MEDEA setup
is presented. It also includes a discussion about the relevance of rotational energy in the
collisions, as well as about the influence of electro-static charges on the collisional results.
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1 Introduction
An analysis of one experiment using the methods given in the previous chapter is pre-
sented in Chapter 6. Following an evaluation of the velocity evolution during the experi-
ment, a detailed comparison of the collision parameters using two- and three-dimensional
data for the analysis is being made. Thereafter, the results of collisions are presented
and brought into context of the current collision model. As a last aspect, the results of
collisions of dimers with other aggregates and their implication for aggregate growth is
discussed.
The results of this work are summarized in Chapter 7 and an outlook to future experi-
ments and simulations is given.
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2 Planet formation
Until the early 1990s, theories of planet formation concentrated exclusively on our own
Solar System, as no planets outside of it were known. In 1992 the first exoplanets, i.e.
planets outside of our Solar System, were discovered (Wolszczan and Frail 1992). They
were orbiting a pulsar and formed a system completely unlike our Solar System.
In the meantime, many more planets have been found as the sensitivity of the detection
methods increased. By now, more than 3400 exoplanet detections have been confirmed
(NASA Exoplanet Archive, 11/15/2016). Two main conclusions can be drawn from these
discoveries: i) Planetary systems are very common. Based on the data from the Kepler
mission, Fressin et al. (2013) estimate that 52% of all stars have at least one planet orbiting
it with an orbital period of less than 85 days. ii) Our solar system is not the norm. Plane-
tary systems can have very different properties regarding the number, mass and distances
of their planets.
Therefore, theories of planet formation have to explain an ubiquitous process that
allows for diversity in the final properties of the planets and their orbits. In this chapter,
the current paradigm of planet formation is summarized. An overview of the complete
process is given in Section 2.1, followed by a more detailed introduction into the growth
of dust aggregates, which is being investigated in this work, in Section 2.2.
2.1 An overview of planet formation
Planet formation is tightly coupled to the formation of the star of the system. In order
for a star to form, a molecular cloud has to locally exceed the Jeans mass, leading to
gravitational collapse. The required local density enhancements can be triggered by ex-
ternal sources such as supernovae. The collapse of the cloud leads to the formation of
a protostar. Due to the rotation of the galaxy, molecular clouds have a certain angular
momentum, which has to be conserved during the collapse. Therefore, material along
the axis of rotation can freely fall unto the young star, while material perpendicular to
it is prevented from doing so. This results in a disk-like structure around the protostar,
called a protoplanetary disk (PPD, see Figure 2.1 a)). It is in these disks that planet for-
mation occurs (see e.g. Dullemond et al. 2007, and references therein for details on the
disk formation).
During the collapse the disk is heated by gravitational energy. As the collapse slows
down, the disk is cooling, allowing for different materials to condense in certain distances
from the star, such as metals, oxides, silicates, and ices. For the sake of simplicity, all
solid materials within the disk will be referred to as dust hereafter, only ices may at times












































Evolution of protoplanetary disks—fraction of sun-like stars with detectable near-IR excess as a function of
time (Herna´ndez et al. 2007b; J. Herna´ndez, private communication). Protoplanetary disks have a range of
lifetimes, and most sun-like stars have lost their disks by 6 Myr.
with age (Carpenter et al. 2006, Herna´ndez et al. 2007a), as is accretion of gas onto the star (Calvet
et al. 2005a).
The fraction of sun-like stars with near-IR disk emission decreases from ∼100% to 0% over
6 Myr (Haisch, Lada & Lada 2001; Herna´ndez et al. 2007b; see Figure 2), implying that such
disks have a range of lifetimes from 1–6 Myr (Meyer et al. 2007). The protoplanetary disks of
more massive stars have shorter lifetimes than those of sun-like stars, because few A stars have
protoplanetary disks by 3–5 Myr (Carpenter et al. 2006, Herna´ndez et al. 2007b); conversely, later
spectral types are more likely to host protoplanetary disks at later times (Young et al. 2004, Low
et al. 2005, Megeath et al. 2005, Scholz et al. 2007). Although near-IR observations probe the inner
1 AU of the dust disk, this dust is thought to have been dragged in by gaseous accretion disk
processes, and its disappearance is usually considered to be synonymous with the disappearance
of the gas, although the correspondence of accreting gas and near-IR excess is not so strict (e.g.,
Lada et al. 2006).
The process of protoplanetary disk dispersal is rapid compared with the stellar lifetime, because
very few stars are observed having intermediate levels of near-IR excess. However, some stars
without near-IR excess (from dust at 1 AU) still possess mid-IR excess (from dust at a few
astronomical units) (e.g., McCabe et al. 2006), and a new paradigm is being forged that envisages
the disks cleared from the inside-out (Calvet et al. 2005b). Even so, just 10% of disk-bearing
stars are seen in a transitional phase (Sicilia-Aguilar et al. 2006, Cieza et al. 2007, Herna´ndez
et al. 2007a), illustrating the pace of the clearing process. The rapid change in disk properties at









































































Figure 2.1: a) This figure shows a Hubble Space Telescope image of the Orion nebula.
The insets are zoomed in pictures of protoplanetary disks around young stars found within
the nebula. Cropped from APOD091222, image credit: NASA, ESA, M. Robberto (STScI/ESA),
the HST Orion Treasury Project Team, and L. Ricci (ESO) b) The data give the percentage of
sun-like stars that have a protoplanetary disk (based on infrared-excess) within different
clusters of stars. After a few million years, most stars have no detectable PPD, indicating
that it has dissipated by then. Figure by Wy tt (2008), Evolution of Debris Disks, Annual Review
of Astronomy & Astrophysics.
The mass, composition, and distribution of the disk material, of the gas and the
dust, are important parameters for planet formation. One of the most intuitive models
is the Minimum-Mass Solar Nebula (MMSN) model by Weidenschil ing (1977b). For the
model, the mass of each planet is complemented by the addition of volatile gases until
the elemental composition matches the solar one. Then, this mass is smeared ou into a
concentric ring reaching halfway to the neighboring planets, leading to different surface
densities Σ at certain distances r from the star. These densities are then fitted by a power
law, resulting in Σ(r) ∼ r−3/2. In a disk with such a surface density, the mass would be
dominated by the outer region, matching the size of the planets in our solar system. The
total mass of the disk is on the order of a few percent of the mass of the star.
However, other models show very different exponents for the power law. Andrews
and Williams (2007) calculated the density based on submillimeter continuum survey
observations of 24 different disks and found a vast range of exponents. Their median
value is Σ(r) ∼ r−1/2, however, due to systematic errors and an oversimplified temperature
profile, they claim a more realistic exponent to be in the range of -0.7 to -1. Desch (2007)
used the same general principle as Weidenschilling, however, he did not use the position
of the planets as we find them today. Instead, he used the starting positions found in the
Nice model (e.g. Tsiganis et al. 2005), which initially places the giant planets much closer
to the sun. This results in a steeper power law of the form Σ(r) ∼ r−2.168.
Another important factor for planet formation is the amount of solids (i.e. dust) in the
disk and their size. The amount of solids is governed by the metallicity, which is usually
14
2.1 An overview of planet formation
given as the logarithm of the amount of iron compared to the amount of hydrogen relative
to the solar ratio. For a metallicity similar to that of the Solar System, the mass ratio of
dust to gas is about 1:100 (Lodders 2003).
The size of the dust depends on the condensation parameters. Their size can be esti-
mated using the spectral slope of the opacity of PPDs, but this method has many free pa-
rameters. The Stardust mission has been measuring the sizes directly, finding monomers
from a few nanometers to more than 10 µm (Brownlee et al. 2006). There, a spacecraft
gathered dust in the coma of comet Wild 2 and returned the samples to earth. It is believed
that material on a comet is mostly unaltered since its formation and still has its primordial
size. Chondrites, a class of meteorites, have 0.1 - 1.5 µm-sized particles in their matrix
(Scott and Krot 2005). Interplanetary dust particles collected in our solar system also
show similar sizes of about 0.3 µm (Jessberger et al. 2001). Therefore, a monomer size
of about 1 micrometer is commonly used for experiments.
An important constraint for planet formation models is the lifetime of the PPD. Once
the disk vanishes due to photoevaporation from external sources of radiation and UV rays
and solar winds from the central star, the remaining mass is not sufficient to form planets.
Especially the cores of gas giants have to be formed before that, so they can accumulate
the gas in their vicinity. Wyatt (2008) compiled several observations of clusters of stars
(see Figure 2.1 b)), where the ratio of sun-like stars within the cluster that still have a disk
was measured. It can be seen that most stars have lost their disk after a few million years.
Therefore, models have to explain the formation of the cores of gas giants within about
106 years.
In the early stages of planet formation, when the dust particles are only micrometers
in size, gravitational forces do not play a role. Instead, intermolecular forces, the van
der Waals forces, determine whether or not a collision between dust particles will lead
to aggregate growth (cf. Chapter 3). Collisions occur because the motion of the dust
particles is influenced by the gas of the disk. The strength of the coupling to the gas
is characterized by the Stokes number S t, a dimensionless number. For small Stokes
numbers (small particle sizes) the particles couple to the gas perfectly, while for higher
Stokes numbers the inertia of the particles will dominate. The dust particles do not revolve
around the star on perfectly stable orbits. Instead, depending on their Stokes number and
position in the disk, several effects influence the motion and affect the orbit, which in turn
may lead to collisions with other particles (see Figure 2.2).
The gas of the PPD is rotating at a sub-Keplerian speed. Due to a pressure gradient in
the disk, the gravitational force of the star is compensated partly, leading to a speed less
than Keplerian speed to keep the gas molecules on a stable orbit. The dust particles, on the
other hand, do not feel the pressure gradient, but are slowed down by the gas nevertheless.
Thus, they drift inward towards the star. The drift velocity is highest for particles with
S t = 1 (Weidenschilling 1977a).
For very small particles, Brownian motion is the most important source of relative
velocites (Blum et al. 1996). This motion is the result of many gas molecules with
Maxwellian velocity distribution colliding with the dust particle from random directions
(Einstein 1905). For dust particle sizes up to a few micrometers, the resulting velocity is
much larger than e.g. the drift velocity.
The gas in the disk is also not static, but undergoing turbulent motion. The velocity
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Fig. 1.— Illustration of the structure, grain evolution processes and observational constraints for protoplanetary disks. On
the left side we show the main grain transport and collision mechanism properties. The different lengths of the arrows
illustrate the different velocities of the different grains. On the right hand side, we show the areas of the disk that can be
probed by the various techniques. The axis shows the logarithmic radial distance from the central star. The horizontal
bars show the highest angular resolutions (left edge of the bars) that can be achieved with a set of upcoming facilities and
instruments for at the typical distance of the nearest star forming regions.
with respect to the gas. The force exerted on them depends
not only on the relative motion between gas and dust, but
also on the particle size: small particles that are observable
at up to cm wavelength can quite safely be assumed to be
smaller than the mean free path of the gas molecules and are
thus in the Epstein regime. If the particles are larger than
about the mean free path of the gas molecules, a flow struc-
ture develops around the dust particle and the drag force is
said to be in the Stokes drag regime (Whipple, 1972; Wei-
denschilling, 1977). Large particles in the inner few AU of
the disk could be in this regime, and the transition into the
Stokes drag regime might be important for trapping of dust
particles and the formation of planetesimals (e.g. Birnstiel
et al., 2010a; Laibe et al., 2012; Okuzumi et al., 2012). An
often used quantity is the stopping time, or friction time,
which is the characteristic time scale for the acceleration or
deceleration of the dust particles τs = mv/F , where m
and v are the particle mass and velocity, and F is the drag
force. Even more useful is the concept of the Stokes num-
ber, which in this context is defined as
St = ΩK τs, (1)
a dimensionless number, which relates the stopping time to
the orbital period ΩK. The concept of the Stokes number is
useful because particles of different shapes, sizes, or com-
position, or in a different environment have identical aero-
dynamical behavior if they have the same Stokes number.
2.1.2. Radial drift
The simple concept of drag force leads to important
implications, the first of which, radial drift, was realized
by Whipple (1972), Adachi et al. (1976), and by Weiden-
schilling (1977): an orbiting parcel of gas is in a force bal-
ance between gravitational, centrifugal, and pressure forces.
The pressure gradient is generally pointing outward because
densities and temperatures are higher in the inner disk.
This additional pressure support results is a slightly sub-
Keplerian orbital velocity for the gas. In contrast, a freely
orbiting dust particle feels only centrifugal forces and grav-
ity, and should therefore be in a Keplerian orbit. This slight
velocity difference between gas and a free floating dust par-
ticle thus causes an efficient deceleration of the dust par-
ticle, once embedded in the gaseous disk. Consequently,
the particle looses angular momentum and spirals towards
3
Figure 2.2: Schematic view of a protoplanetary disk from Testi et al. (2014). On the left-
h nd side diff rent s urces of relative velocities for dust and colli ion mech nisms are
shown. The right-hand side of the scetch shows which wavelengths can be used to probe
certain areas of PPD and the instrume ts capable of detecting them. From Protostars
and Planets VI edited by Henrik Beuther, Ralf S. Klessen, Cornelis P. Dullemond, and Thomas
Henning. c© 2014 The Arizona Board of Regents. Reprinted y permission of the University of
Arizona Press.
the turbulent vortices. The strength of the turbulence is commonly denoted by the dimen-
sionless parameter α, which is assumed to be between 10−2 and 10−4 in protoplanetary
disks.
Dust particles that are not located in the midplane of the disk are subject to sedimen-
tation. Th y drift towards the midplane of th disk because the gravitational force of the
star has a vertical component, which is larger the further away from the midplane the
particle is. However, particles do not all cluster at the exact midplane, as turbulence can
push particles in the opp site directi n, leading to an equilibrium between sedimentation
and mixing.
Another source of aggregate motion is photophoresis, here particl s are moving be-
cause of a temperature gradient induced by impinging sunlight (Matthews et al. 2016).
However, the midplane of the disk is optically hick in the e rly phases, preventing most
radiation to penetrate deeply. Thus, the effects of photophoresis are usually neglected in
models. Loesche et al. (2016) propose to change that in future models, as temperature
fluctuations due to thermal radiation within the disk can cause significant photophoretic
velocities.
Combining these sources of relative velocities between dust aggregates with a model
for the solar nebula yields typical collision velocities for particles of a given size. Wei-
16
2.1 An overview of planet formation
denschilling and Cuzzi (1993) published the first results using this approach, which has
been refined since then. Figure 2.3 shows a more recent model by Johansen et al. (2014),
giving the isolines for the collision velocity in meters per second between two particles
for a MMSN model at a distance of 1 AU from the star. It can be seen that particles
of similar size collide at much lower velocities than differently sized particles. This is
due to them experiencing almost identical forces. Millimeter-sized particles are shown
to collide at velocities of a few centimeters per second. In the original calculations by
Weidenschilling and Cuzzi (1993) these particles were predicted to collide at a few mil-
limeters per second. The upper two panels of Figure 2.3 are for a stronger turbulence with
α = 10−2 and the lower two panels for a weaker turbulence with α = 10−4. In the two
panels on the right-hand side particles are allowed to be on eccentric orbits due to gravi-
tational effects of gas density fluctuations due to turbulence. The strength of this effect is
denoted by the parameter γ. The panels with the included gravitation effects show much
higher collision velocities for aggregates larger than about 10 meters in diameter.
Utilizing this information it is now possible to conduct experiments colliding dust par-
ticles of appropriate size at velocities similar to those in a PPD or simulate these collisions
numerically. While micrometer-sized monomers collide at very low velocities and always
stick together at the point of contact (hit-and-stick), the collision velocities increase as the
aggregates grow. With the increase in collision energy, eventually the aggregates do not
stick to each other anymore, but bounce off, halting the growth through direct sticking
collisions at about centimeter sizes (Zsom et al. 2010). A more detailed overview of this
growth phase is given in Section 2.2.
In order for gravity to become important, the aggregates would need to reach sizes of
about one kilometer, though. There are currently three theories as to how the growth from
centimeter- to kilometer-sizes may occur:
I) One possible method of further growth are "lucky winners" among the dust ag-
gregates. These are aggregates that happened to grow to larger sizes than the others by
colliding at less than average velocities or extremely unlikely sticking events (Windmark
et al. 2012a,b, Garaud et al. 2013). If these aggregates then collide with smaller ones, the
small aggregates are destroyed, but a part of them sticks to the larger aggregate, which
is gaining mass (mass transfer). The rest of the smaller aggregate fragments into very
small sizes, which may subsequently be swept up by the large aggregates. However, as
the collision velocities rise due to the large difference in size, erosion sets it (Schräpler
and Blum 2011, Krijt et al. 2015).
II) Based on the work by Okuzumi et al. (2012), Kataoka et al. (2013) showed that
aggregates can grow to kilometer sizes by direct sticking. In their simulations, water
ice monomers with a diameter of 0.1 micrometers form very fluffy aggregates, with a
volume filling factor as low as 10−5. The volume filling factor φ is the ratio of the sum
of the volumes of the monomers within an aggregate and the macroscopic volume of the
aggregate. The large size at very low masses leads to low collision velocities as well as
preventing the aggregates to reach a Stokes number of 1 and drift into the central star.
However, for this to work, the monomers have to stick very well, e.g. by taking into
account ice instead of dust and smaller monomers (see Chapter 3 for details). Due to the
disk parameters, this method only works at distances from the central star significantly
larger than 1 AU.
III) The third theory is a local accumulation of small dust aggregates until they gravi-
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Fig. 4.— The collision speed, in meters per second, of two particles of size a1 and a2, with contributions from Brownian motion,
differential radial and azimuthal drift, and gas turbulence. The upper panels show collision speeds for α = 10−2 and the lower panels
show collision speeds for α = 10−4. The gravitational pull from turbulent gas density fluctuations is included in the right panels. The
red line marks the transition from dominant excitation by direct drag to dominant excitation by turbulent density fluctuations. The “oasis”
of low collision speeds for particles above 10 meters vanishes when including eccentricity pumping by turbulent density fluctuations.
which causes their motions to become highly correlated.
The framework set out by Voelk et al. (1980) which em-
ploys a Langevin approach, is still widely used, and
Ormel and Cuzzi (2007) provided closed-form analytical
approximations to their results (but see Pan and Padoan,
2010, for a criticism of the simplifications made in the Vo¨lk
model). The closed-form expressions of Ormel and Cuzzi
(2007) require numerical solution of a single algebraic
equation for each colliding particle pair (defined by their
friction times). With knowledge of the properties of the
turbulence, particularly the turbulent rms speed and the fre-
quency of the smallest and the largest eddies, the collision
speeds can then be calculated at all locations in the disc.
Another important contribution to turbulent collision
speeds is the gravitational pull from turbulent gas den-
sity fluctuations. The eccentricity of a preplanetesimal in-
creases as a random walk due to uncorrelated gravitational
kicks from the turbulent density field (Laughlin et al., 2004;
Nelson and Papaloizou, 2004). The eccentricity would
grow unbounded with time as e ∝ t1/2 in absence of dissi-
pation. Equating the eccentricity excitation time-scale with
the time-scale for damping by tidal interaction with the
gas disc (from Tanaka and Ward, 2004), aerodynamic gas
drag, and inelastic collisions with other particles, Ida et al.
(2008) provide parameterisations for the equilibrium eccen-
tricity as a function of particle mass and protoplanetary disc
properties. The resulting collision speeds dominate over the
contributions from the direct drag from the turbulent gas at
sizes above approximately 10 meters.
Ida et al. (2008) adopt the nomenclature of Ogihara et al.
(2007) for the eccentricity evolution, where a dimension-
less parameter γ determines the proportionality between the
eccentricity and t1/2. The parameter γ is expected to scale
with the density fluctuations δρ/ρ but can be directly cali-
brated with turbulence simulations. The shearing box sim-
ulations by Yang et al. (2009) of turbulence caused by the
magnetorotational instability (Balbus and Hawley, 1991)
suggest that δρ/ρ ∝ √α, where α is the dimensionless
measure of the turbulent viscosity (Shakura and Sunyaev,
1973). In their nominal ideal-MHD turbulence model with
α ≈ 0.01, Yang et al. (2012) find γ ≈ 6 × 10−4. This
leads to an approximate expression for γ as a function of
the strength of the turbulence, γ ≈ 0.006√α. The result-
ing eccentricities are in broad agreement with the resis-
8
Figure 2.3: This figure from Johansen et al. (2014) shows the collision speed, in meters per
second, between two dust aggregates of sizes a1 and a2 for an MMSN model at 1 AU. The
sources of relative velocity are Brownian motion, differential drift and gas turbulence. The
upper panels give the collision speeds for α = 10−2 and the lower panels for α = 10−4. The
right-hand panels include the gravitational influence of turbulent gas density fluctuations.
From Protostars and Planets VI edited by Henrik Beuther, Ralf S. Klessen, Cornelis P. Dullemond,
and Thomas Henning. c© 2014 The Arizona Board of Regents. Reprinted by permission of the
University of Arizona Press.
tationally collapse by means of the streaming instability (e.g. Johansen et al. 2007, Youdin
and Goodman 2005, Johansen and Youdin 2007). If dust aggregates concentrate locally,
e.g. due to a pressure gradient or in turbulent vortices (Johansen et al. 2014, Figure 6), the
local dust-to-gas ratio rises. The more dust is present, the more it does affect the surround-
ing gas, triggering the streaming instability. This forces the surrounding gas to a velocity
closer to Keplerian velocity. Thus, the clump catches up with the slower dust on the same
orbit and has a reduced radial drift, allowing for accu ulation of inward-drifting dust.
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This can lead to massively increased dust-to-gas ratios of up to 100. While the Kelvin-
Helmholtz instability may cause the clumps to fracture, the high dust densities can trigger
local gravitational collapse, forming bodies of several hundred kilometers in size from a
large number of much smaller aggregates. These kilometer-sized bodies are called plan-
etesimals, a term created from the two words planet and infinitesimal, designating a very
small fraction of a planet.
The passive enhancement of the density and the resulting streaming instability are
most efficient for a Stokes number of S t = 1. Bai and Stone (2010) and Carrera et al.
(2015) find that the streaming instability can be triggered by particles with Stokes num-
bers as low as S t = 10−2, corresponding to much smaller particles of about centimeter
size, which may form more readily by collisional mechanisms, especially outside of the
snowline (Dra¸z˙kowska and Dullemond 2014). The snowline marks the distance from the
star at which it is cold enough for water ice to condense, which increases the amount of
solids in this region. Another important factor is the metallicity of the PPD, which in
this context gives the mass of solid materials in the disk compared to the mass of the gas.
Enhancing the canonic ratio of 1:100 by only a factor of 2 increases the efficiency of the
streaming instability dramatically (Johansen et al. 2009).
While the exact parameters at which the streaming instability is triggered and the
biggest size the dust aggregates can grow to through collisions are still subject to further
investigation, this theory currently seems to be the most promising to explain this step
of planet formation. Evidence may be found in comets, which are thought to be mostly
unaltered since their formation. Skorov and Blum (2012) showed that cometary activity
can only be explained for a low tensile strength of the surface material. They calculated
the tensile strength from a gravitational collapse to be around 1 Pa and were able to
confirm this experimentally (Blum et al. 2014). Theory I would form much more compact
bodies with a higher strength. As of now it is unclear which level of tensile strength a body
formed by theory II would have, but theory III can result in bodies with a tensile strength
as low as this.
The gravitational force of these planetesimals is large enough to significantly increase
their collisional cross section and influence bodies on nearby orbits. At this size, the
influence of the surrounding gas is low and is usually neglected.
The collision velocities between planetesimals are significantly higher than for the
micrometer-sized monomers, on the order of kilometers per second, frequently leading to
fragmentation of the bodies. However, it is possible for these bodies to reaccrete matter
through gravitation, if the fragments move away with less than escape velocity. During
this phase, runaway growth sets in, letting the already biggest planetesimals grow much
faster than the smaller ones (Greenberg et al. 1978). At the end of this oligarchic growth
phase, a small number of very large bodies emerge that have reached Moon- to Mars-size
and are called planetary embryos (e.g. Kokubo and Ida 1998, 2000, 2012). Simultane-
ously, lots of planetesimals are still present in the disk.
Beyond the snowline, the embryos grow even more rapidly and to larger sizes (e.g.
Kokubo and Ida 2002, Morbidelli et al. 2008). This allows for large planetary cores of
about 10 Earth masses to form that accrete the gas of the disk to eventually become the
gas and ice giants of our Solar System. The formation of these planets has to be finished
by the time the gas of the disk is dissipated.
Further inwards, in the region of the terrestrial planets, collisions are less frequent due
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to less condensed material being available, leading to slower growth. Once the giant plan-
ets have formed, however, especially the mass of Jupiter leads to a significant disturbance
of the planetesimals and embryos further in. Several simulations - dubbed the Nice model
and The Grand Tack - show that a 2:1 resonance of Jupiter and Saturn due to migration
leads to an even larger disturbance that can explain many features of the solar system
like the number, mass distribution and formation timescale of the terrestrial planets, the
likelihood of Moon-forming events, the mass of the asteroid belt or the occurrence of the
late heavy bombardment (e.g. Tsiganis et al. 2005, O’Brien et al. 2006, Raymond et al.
2009, Walsh et al. 2011, 2012). In this phase, the orbital parameters of all planets can shift
significantly, potentially placing planets in a position far away from the region where they
were formed.
Nearly all phases of planet formation are still subject to current research. One of the
biggest open questions is the formation mechanism of planetesimals. Depending on the
nature of the formation mechanism, they can have vastly different initial masses as well
as different formation timescales, both of which have implications for the later stages of
planet formation. On the other hand, the direct interaction of dust aggregates in mutual
collisions governs which formation theory is the most likely. Therefore, it is of great
interest to investigate collisions of dust aggregates in simulations and in the laboratory.
2.2 Growth processes of dust aggregates
Laboratory experiments are important for the understanding of the earliest phases of
planet formation. The relevant collision velocities can be taken from models of the solar
nebula and its interaction with the dust aggregates, for example the one from Johansen
et al. (2014) presented above. As the predicted relative velocities vary with the used mod-
els and distances from the star, most experiments are carried out for a range of velocities.
It is very time-consuming and sometimes difficult to repeat all experiments with dif-
ferent kinds of monomers, as these could vary in material, shape and size. Poppe et al.
(2000a) performed impact experiments of various monomers onto a target and determined
their sticking probability based on the impact velocity. They found that the material prop-
erties are not as relevant for the stickiness of a monomer as the shape and size.
Most experiments presented hereafter were carried out with silica (SiO2) particles.
While not abundant in the PPD, especially when compared to silicates (Gail 2004), its
collisional properties are comparable and it can be easily obtained and used in the lab-
oratory. SiO2 also is a non-magnetic isolator. Experiments for example by Nuth et al.
(1994), Dominik and Nübold (2002), and Nübold et al. (2003) showed that magnetism
can enhance the sticking probabilities of aggregates, but it is unclear to what extend the
dust in the PPD is magnetized. Also, magnetism most strongly increases the collisional
cross section at low velocities and becomes less relevant with increasing relative veloc-
ities. While triboelectric charges can accumulate on the silicate particles (Poppe et al.
2000b) and large charges can influence the result of collisions (Matthews et al. 2012),
their influence is likely constrained to a yet unknown part of the disk (Okuzumi et al.
2011). In Section 5.2 it will be shown that electric charges do not influence the results
found in this work. The main force between silica particles is caused by dipole interaction.
The resulting van der Waals force is explained in more detail in Chapter 3.
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The silica particles used in the experiments are either perfect spheres with a monodis-
perse size distribution or irregular particles with a polydisperse distribution. For the
spheres, diameters between 0.5 and 1.9 µm have been used. The irregular particles have
diameters ranging from 0.1 to 10 µm, a size distribution can be found in Kothe et al. (2013,
their figure 3). The used sizes are well within the range of expected sizes of monomers in
the PPD. While monodisperse spheres are not representative for the dust in a PPD, they
are convenient for simulations and provide an excellent means of comparison between
experiments and numerical work.
In the collision experiments with different monomers, Poppe et al. (2000a) found that
silica spheres stick to a larger target up to velocities of about 1 m s−1. Experiments by
Wurm and Blum (1998), Blum et al. (1998, 2000, 2002), and Krause and Blum (2004)
showed that when the monomers collide with each other at low velocities, very open
fractal-like structures emerge. The dust aggregates stick to each other perfectly at the
point and angle of impact. This is the so-called hit-and-stick regime, which had been
predicted earlier by Dominik and Tielens (1997). This process also leads to a very narrow
or even monodisperse size distribution of the dust aggregates (Blum 2006).
While the expected collision velocities do not rise by much for small aggregates, their
increased mass also means an increase in impact energy. Dominik and Tielens (1997)
already predicted that once the impact energy surpasses 5 times the energy to overcome
rolling friction, the aggregates would still stick together, but restructuring of the aggregate
would start. Blum and Wurm (2000) were able to confirm aggregate restructuring exper-
imentally, while Wada et al. (2007) presented n-particle simulations also showing more
compact aggregates as the collision energy increased.
For millimeter-sized aggregates the predicted collisions speeds are on the order of a
few millimeters to several centimeters per second. Blum and Münch (1993) showed that
colliding aggregates of this size made out of ZrSiO4 and Aerosil bounce off each other at
velocities of 0.1 to 1 m s−1, which was confirmed later for SiO2 aggregates by Heißelmann
et al. (2007). Both observed coefficients of restitution, i.e. the ratio of the relative velocity
after the collision compared to the velocity before the collision, of much less than 1.
This loss of kinetic energy was attributed to plastic deformation of the aggregates during
the collision. Weidling et al. (2009) showed that the dust aggregates are indeed being
compacted in bouncing collisions, up to a volume filling factor φ of about 0.37.
At velocities above 1 m s−1, Blum and Münch (1993) observed fragmentation of
the millimeter-sized aggregates, i.e. at least one of the aggregates broke into smaller
fragments. Lammel (2008) also observed fragmentation at velocities of a few meters per
second, both for compacted (φ = 0.35) and more porous (φ = 0.15) SiO2 aggregates.
If the two colliding aggregates happen to have drastically different masses, the above
results may be altered. Teiser and Wurm (2009) performed experiments where millimeter-
sized aggregates collided with very large targets at velocities up to 60 m s−1. While the
aggregates fragmented in the collision, a small part stuck to the target, leading to growth.
The same result had been observed earlier by Wurm et al. (2005b), who found bouncing of
the small aggregate up to 13 m s−1, and fragmentation with part of the aggregate sticking
to the target at higher velocites. This process is called sticking by mass transfer to indicate
net growth of the larger body, although the smaller one is fragmenting.
If the impacting particle is very small and only consists of a monomer or a few
monomers, it can erode larger aggregates. While the impacting particle usually sticks
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to the target, some other monomers with a total mass larger than the projectile are lost.
This means that the target loses mass (Schräpler and Blum 2011). The same effect can
be observed for larger projectiles that are either more compact or have very high collision
velocities. They fragment at impact and part of their mass sticks to the target. However,
the impact also leads to the formation of a crater, where more mass is lost than is being
deposited by the remains of the projectile (Wurm et al. 2005a, Paraskov et al. 2007).
Güttler et al. (2010) were the first to characterize the wealth of experiments and cate-
gorize the different outcomes of the collisions. They distinguished between four different
kinds of sticking or net growth (hit-and-stick, sticking through surface effects, sticking
through penetration, and mass transfer), two kinds of bouncing or neutral growth (bounc-
ing with compaction and bouncing with mass transfer, where the larger target loses a
small amount of mass to the projectile), and three types of fragmentation or mass loss
(fragmentation, erosion, and fragmentation with mass transfer). They also divided the
collisions into eight categories by distinguishing between collisions among aggregates
with roughly identical masses and those where one collision partner was more than 100
times as massive as the other one and by discriminating porous and compact aggregates,
where the latter are aggregates with a volume filling factor of φ > 0.4.
For each of the eight possible combinations of collision partners they then used the
results found in previous experiments to determine which combination of aggregate mass
and collision velocity yields what kind of collisional result. Where no experiments had
been performed at that time, available results were extrapolated or simple scaling laws
derived. In most of the eight categories a similar picture emerged. At low collision
velocities and for low masses, i.e. for low collision energies, the aggregates stuck to
each other. At higher masses and higher velocities, bouncing was observed, with a small
transition regime in between, where both sticking and bouncing can occur with a certain
probability. At velocities above 1 m s−1, fragmentation was observed.
This model containing the outcome of collisions was then used by Zsom et al. (2010)
in a Monte Carlo based growth simulation. They simulated the evolution of an ensemble
of monomers at a static location with a distance of 1 AU from the star. Collisions among
dust particles happened based on a probability weighted with the collisional cross section
and the number density. For the chosen aggregates the collision velocity was taken from
one of three different disk models. The outcome was based on the model by Güttler et al.
(2010). Zsom et al. (2010) found that the dust initially grows monotonically, while at the
same time the aggregates become more and more porous, i.e. their volume filling factor
becomes lower. However, once the aggregates are massive enough to bounce off each
other, growth stalls. The aggregates are compacted in the bouncing collisions, but can not
grow any further. This phenomenon, where the largest dust aggregates reached masses of
only a few grams in the MMSN model, was called bouncing barrier.
The simulations also revealed a need for improvement of the collision model. Figure
2.4 shows the color-coded number of collisions per grid cell of the simulation for the
MMSN model. The eight boxes represent the different combinations of aggregate mass
ratio and compactness, while the solid white lines give the borders between different
collision outcomes. The dashed and dotted gray boxes mark the part of the parameter
space where experiments had been performed at that time. It can be seen that the results
of most collisions in the simulation were based on extrapolations or scaling laws instead of
experimental data. In the top left panel, where porous aggregates of about the same mass
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collide, it can be seen that the aggregates cross the boundary from sticking to bouncing
with masses of 10−9 to 10−7 kg, which correlates to about millimeter-sized aggregates. In
the MMSN model, these collide at velocities of around one millimeter per second. The
transition from sticking to bouncing turned out to be a crucial stage in the early planet
formation and is the focus of the experimental setup MEDEA presented in this work.
Following up on the previous simulations, Zsom et al. (2011) followed the growth
of a population of monomers in a vertical 1D column in the disk. They found that the
dust aggregates reach masses of only 10−5 kg. Further growth was again stopped by
bouncing. A major difference in this model was the presence of micrometer-sized dust, i.e.
monomers, in the upper layers of the disk, a feature that has been observed in the spectral
energy distributions (SEDs) of several PPDs (Pinte et al. 2007). However, Dullemond
and Dominik (2008) argue that this feature may be an artificial effect of choosing bimodal
size distributions when modeling the SED.
Following the collision model and growth simulations, numerous experiments and
simulations have been conducted in order to substantiate previously extrapolated param-
eter spaces with data or to find alternative ways of growth. Kothe et al. (2010), Teiser
et al. (2011), Meisner et al. (2013), Deckers and Teiser (2014), and Bukhari Syed et al.
(accepted) studied the efficiency of mass transfer in collisions of small aggregates with
larger targets. Theory II for the formation of planetesimals (presented above, Windmark
et al. 2012a,b, Garaud et al. 2013) was founded on these results.
Beitz et al. (2011) showed that the fragmentation of aggregates occurs at velocities of
less than 1 m s−1 for aggregates of centimeter size. The experiments by Schräpler et al.
(2012), Deckers and Teiser (2014) and Bukhari Syed et al. (accepted) also determined
the onset of fragmentation, but for different sizes of the dust agglomerates. Additionally,
they measured the size distribution of the fragments in the collisions. Wada et al. (2013)
showed that the efficiency of the fragmentation also depends on the impact parameter.
Fragmentation or collisions with mass transfer always produce monomers and small
aggregates consisting of just a few dimers. If these collide with larger aggregates, they can
erode these (Schräpler and Blum 2011, Krijt et al. 2015). Teiser and Wurm (2009) showed
that the eroded mass is not always lost, but may be reaccreted by the larger body in a sec-
ondary collision caused by the increased headwind the eroded particles are experiencing
compared to the large target.
Several experiments with the MEDEA setup presented in this work have been aimed
at a better understanding of the transition from sticking to bouncing. In Weidling et al.
(2012), the width of the transition zone was found to be broader than in the model by
Güttler et al. (2010) and Kothe et al. (2013) found the slope of the power law to differ
as well. Brisset et al. (2016) used a smaller, but similar setup to investigate aggregates a
few hundred micrometers in diameter in a sounding rocket experiment. They were able
to deduce the maximum velocity at which aggregates always stick to each other as well
as a velocity where the sticking probability was less than 5%.
Kelling et al. (2014) and Kruss et al. (2016) investigated the results of collisions at
velocities where the sticking probability was low. Their experimental results support the
existence of a bouncing barrier. In their experiments, all clusters of aggregates formed in
sticking events were broken up again in subsequent collisions, leading to no net growth.
Jankowski et al. (2012) performed similar experiments with basalt aggregates, which
were made up of larger monomers and had a high filling factor of about 0.5. They ob-
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Figure 2.4: The colors indicate which collisions occur most frequently in an MMSN
model at 1 AU when simulating the evolution of an ensemble of monomers based on the
collision model by Güttler et al. (2010). The panels on the left show that many collisions
happen at the transition from sticking to bouncing. Figure by Zsom et al., A&A, Volume 513,
A57, 2010, reproduced with permission c© ESO.
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served more sticking collisions than the other experiments, but were not able to determine
whether some clusters of aggregates might grow much bigger than millimeter-size or if
they are destroyed in subsequent collisions.
While n-particle simulations of collisions previously resulted in either sticking or frag-
mentation, Wada et al. (2011) were able to reproduce bouncing collisions. However, they
do not find bouncing for filling factors of less than 0.3. They require high contact numbers
for the monomers for the energy to be dissipated efficiently.
Kothe (2016) has updated the collision model by Güttler et al. (2010) to include all of
the results found in the meantime. However, to date no growth model that includes the
change of the slope and width of the sticking-bouncing transition zone, a slope in the frag-
mentation velocity, growth through mass transfer, and erosion has been published. Thus,
it is not clear yet whether the resulting dust aggregates can grow larger than predicted by
Zsom et al. (2010) or not. It is likely that erosion will weaken or even compensate for the
positive effects of collisions with mass transfer due to the amount of monomers created
in them.
If the final aggregate size in future growth simulations turns out to be smaller than
in those by Zsom et al., it is likely that planetesimals cannot be formed by micrometer-
sized silicate monomers alone. In this case, smaller monomers or different materials like
organics or ices may play a crucial role even at a solar distance of 1 AU. Therefore, the
results of such a model would help in focussing future experimental efforts on parameter
combinations that are relevant for the PPD.
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3 Surface forces of dust aggregates
The early stages of planet formation are not governed by long-ranged effects like gravity,
but rather by the microphysics of the interaction of single dust grains or the forces acting
in the collision between two aggregates. While there are a lot of models describing the
physics of the collision between two solid spheres, some of which are presented in Section
3.1, no analytical model exists that treats collisions of porous aggregates such as the dust
aggregates present in a protoplanetary disk. In Section 3.2, a simple equation of motion
is derived that can describe collisions between dust aggregates. The results are presented
in Section 3.3 and compared to experimental data.
3.1 Contact theory
The growth of dust aggregates is governed by the forces acting between the aggregates.
For silicates, which make up the main group of material during planet formation in a
terrestrial distance from the star and the only material used for the experiments and cal-
culations discussed in this work, the most important binding force is the van der Waals
force. It is an intermolecular force that combines all attractive or repulsive effects between
molecules that are not caused by direct electrostatic interaction or covalent bonds, but by
induced dipoles.
The first efforts of quantifying the contact mechanics between two elastic bodies with
a curved surface were made by Heinrich Hertz (1881). Hertz developed equations to
calculate the shape of the contact area and the distribution of the pressure therein. He
assumed that the bodies are much larger than the contact area and that pressure is only
exerted along the axis connecting the two bodies. For spherical bodies, the contact area





where F is the force pressing one sphere onto the other, R = r1r2/(r1 + r2) is the reduced
radius of the spheres with r1 and r2 being the radii of the individual spheres and E is
Young’s modulus, respectively. Since the spheres may consist of different materials, it is










Here, E1 and E2 are the Young’s moduli of the two spheres and ν1 and ν2 are Poisson’s
ratios, respectively. The indentation δ of the two bodies, the distance that two distant
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However, Hertz’s theory is valid only for two bodies that are pressed together with a
certain force, since there are no attractive forces between the two bodies. Experiments
with rubber and glass spheres showed that the above equations deviate significantly from
the observed values at low loads in showing finite values for the area of contact and the
indentation for zero load. This effect was attributed to adhesion between the two bodies,
which provides a finite attractive force between them. Therefore, Johnson et al. (1971)
expanded Hertz’s theory to account for the effect of adhesion by introducing the specific
surface energy γ. The surface energy is a measure for the amount of adhesion between
the bodies, which is assumed to only be effective within the contact area. Their model
for the contact mechanics of small and soft bodies has come to be known as JKR theory,
named after its authors.
More precisely, the specific surface energy γ of a material is the amount of energy per
unit area that is necessary to create new surface, i.e. to break up intermolecular bonds
between two bodies touching each other. Differentiating the total energy in the contact
with respect to the movement of the spheres relative to each other yields an approximation
for the force necessary to separate the two bodies. Since the distribution of the stress
within the area of contact changes with the indentation, δ and the real indentation are not
exactly identical.
A more exact calculation utilizes a different load-displacement relation found in ex-
periments by Johnson (1958). This yields a modified equation for the radius of the contact





if no external force is applied to the spheres (Johnson et al. 1971, their equation 20). Here,
γ is the sum of the specific surface energies of the two materials in contact. Applying a
negative force until the contact radius vanishes yields a criterion for the force necessary




Since γ is the combined surface energy of the two bodies, adding up the two surface
energies means that for two bodies made of the same material, a factor of 2 has to be
applied to the surface energy of the material.
A slightly different approach was used by Derjaguin et al. (1975) who allow for adhe-
sive forces outside the contact area and a different distribution of the pressure within the
contact area. This model, which has come to be known as the DMT model, is more suited
to describe the behavior of large and hard materials, i.e. those with a small surface energy.
However, the dependencies of the major parameters are identical to the JKR model and
only differ in the prefactor. Here, for the separation of two particles a force of −2γpiR is
necessary. The difference between the two theories is rather small.
Tabor (1977) showed that both theories are extreme cases of a general theory and in-
troduced a parameter to determine which one is valid in a special situation. The parameter
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compares the size of the neck of the contact zone with the equilibrium distance of atoms





where z = 0.2...0.4 nm is the spacing between atoms. For aggregates with a radius of 1
mm, a specific surface energy of 0.037 J/m2 (Heim et al. 1999) and a Young’s modulus
of 8100 Pa (see below), T is on the order of 105. This means that the neck region is
much larger than the distance between atoms and forces outside of the contact area can
be neglected. Therefore, JKR theory is used in this work.
Thornton and Ning (1998) expanded upon the JKR theory by adding the possibility of
plastic deformation. Once a certain yield pressure is exceeded within a body, the internal
structure of that region is changed irreversibly. The plastic deformation dissipates energy.
The yield velocity vy is associated with the yield pressure. It is the impact velocity above






Here, 1/M = 1/m1 + 1/m2 is the reduced mass of the two spheres of mass m1 and m2.
For solid particles, the mass is the product of the particles’ volume V and density %, for





The volume filling factor φ denotes the ratio of the aggregate volume that is filled with
solid monomers. Thornton and Ning (1998) also find an equation for the sticking velocity,
which defines the maximum collision velocity of two spheres at which they will stick to







Combining the force-displacement relationships with Newton’s laws of motion al-
lowed Thornton and Ning to predict the coefficient of restitution ε, the ratio of the relative
velocity after and before the collision, depending on the collision velocity. Since these are
much easier to find experimentally for the dust aggregates than the contact area, they can
be used to obtain material parameters. Three equations are used to describe the curve for
the coefficient of restitution. For collision velocities lower than the sticking velocity, the
spheres stick to each other due to adhesion and ε is 0. For higher velocities the equations
are a little more complex and depend on the yield and sticking velocities as well as on the
collision velocity (Thornton and Ning 1998, their equations 80 and 81). They describe a
rise of ε to a maximum at or below a value of 1 and a subsequent monotone decrease due
to energy dissipation by plastic deformation.
While in experiments, such as those described in detail in Chapter 4, collisions occur
with random impact parameters the theories outlined above are valid for central collisions
of spheres only. Another difference to the experiments presented in this work is that the
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spheres are assumed to be completely homogeneous instead of being porous aggregates.
Nevertheless, a fit of ε (equation 81 by Thornton and Ning 1998) to experimental data
of the coefficient of restitution did yield plausible results (Weidling et al. 2012). The
yield velocity found in this case was vy = 0.9+1.8−0.6 mm s
−1. Although the error margin is
quite large, the value compares very well with the maximum velocity for hit-and-stick as
defined by Güttler et al. (2010, their equation 7) following Dominik and Tielens (1997),
which also denotes a velocity at which restructuring sets in. Using their approach, a
velocity of 0.2 mm s−1 is found for aggregates with a diameter of 1 mm consisting of
monomers with a diameter of 1 µm.
The fitted yield velocity and known aggregate dimensions and yield pressure give a
value of E = 8100 Pa for Young’s modulus of the dust aggregates. However, no exper-
imental data was available for velocities lower than the yield velocity. Therefore, the
sticking velocity could not be determined by a fit. Using Equation 3.9 with the above
value for E and the specific surface energy measured by Heim et al. (1999) would yield
an unrealistically high value of almost 0.1 m s−1, where the aggregates in the experiment
clearly bounced off each other.
More realistic values for the sticking velocity can be obtained by modifying the theory
of Thornton and Ning to take into account the specific properties of dust aggregates. The
most convenient way to account for these is by modifying the surface energy into an
effective surface energy γeff. It accounts for the effect of a reduced contact area, as an
aggregate does not have a flat surface, but one made up of monomers. With the specific
surface energy denoting the amount of energy per surface area, it makes no difference for
the calculations whether the reduction is included in the term for the contact area or in the
term denoting the surface energy.
The reduction of the contact area is a function of the volume filling factor. Here,
it is assumed that the share of the surface area which is filled with monomers can be
approximated by the volume filling factor φ. In a first step, the specific surface energy is
multiplied with this factor. However, with φ = 0.35 the sticking velocity obtained with
Equation 3.9 would still be of the order of centimeters per second. The growth model
by Güttler et al. (2010) suggests that this is the sticking velocity for aggregates with a
diameter of less than 100 µm and, thus, unrealistic for millimeter-sized aggregates.
As an estimate on the smallest possible contact area the Hertz factor is introduced. It
gives the ratio of the contact area of two monomers in contact by adhesion to their cross
section. Here, it is assumed that the monomers can be approximated as spheres with a
characteristic diameter, even if the experiments were conducted with polydisperse, irreg-
ular dust particles. Additionally, it is assumed that the size of the contact area between
two monomers is determined by the properties of the monomers and not of the aggregate.
Thus, the monomers will have a contact area smaller than their cross section. The ratio
can be determined by using Equation 3.4 and substituting the material parameters of one












with rm and Em being the radius and Young’s modulus of a monomer and a being the
contact radius of this monomer, respectively. It should be noted that Young’s modulus of
a monomer is identical to that of the bulk material, while it is reduced significantly for
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aggregates. For monomers with a radius of rm = 0.5 µm made of SiO2 with γ = 0.037
J/m2 (Heim et al. 1999, Gundlach et al. 2011, twice the given value is taken since two
identical surfaces are in contact here), Em = 72.1 GPa and ν = 0.18 (Clark 1966, p.173)
this amounts to a2/r2m = 3.7 ·10−4. It should be noted that the equation given here deviates
from that derived in Weidling et al. (2012) by a factor of 4 and that the value for Young’s
modulus is different as well.
Combining these two concepts gives an equation for the effective surface energy:




This is the smallest possible contact area of two aggregates, where the contact forces are
reduced by a factor of 1.3 · 10−4 compared to that of two solid spheres. It leads to a reduc-
tion of the calculated sticking velocity to about 0.01 mm s−1. This value seems to be too
low to be realistic, but gives a lower boundary for the sticking velocity. Deformation of
the aggregates upon collision will lead to an increase of the contact area due to interlock-
ing of monomers. However, the contact area will only increase by a factor of a few, which
leaves the effective surface energy to remain several orders of magnitude lower than the
value for the solid material.
The effect of the effective surface energy is quite severe. An aggregate with radius ragg
has to be many orders of magnitude larger in size than the monomers (i.e. solid spheres)
of radius rm it consists of in order to have an identical adhesive van der Waals force.
Combining Equations 3.5, 3.10 and 3.11 yields
ragg = 1.2 · 108 · 1m2/3 · r
5/3
m . (3.12)
Two monomers with a radius of 0.5 µm are therefore attracted by a van der Waals force
identical to that between two aggregates with a radius of 3.9 millimeters. Since at least
two monomers must be in contact in a collision, this could lead to a step-wise increase in
the contact energy between two aggregates. In this scenario, very small aggregates would
have a much larger relative contact energy than millimeter-sized aggregates.
The expression for the effective surface energy obtained here can not only be used to
investigate the sticking behavior of dust aggregates. Skorov and Blum (2012) applied the
same scaling to the tensile strength of aggregates, since this scales with the surface energy
as well. Doing so allowed them to calculate the force necessary to remove aggregates from
the surface of a comet.
Although the effective surface energy obtained in Equation 3.11 may be a little too
low for collisions at velocities of centimeters per second – which is faster than the yield
velocity and should lead to compression of the aggregates and, therefore, to an increase in
the number of contacts – it can still be used to investigate collisions at velocities closer to
the yield velocity. Since the sticking velocity decreases with increasing aggregate radius,
it is experimentally challenging or even impossible to verify this for aggregates larger than
a few millimeters. Collisions among these aggregates have to be studied in numerical
simulations. The most common methods used in this context are molecular dynamics
(MD) and smoothed-particle hydrodynamics (SPH) simulations.
MD simulations solve the equations of motion for every single monomer that an ag-
gregate consists of and are also referred to as n-particle simulations. Seizinger et al.
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(2012) presented a model based on the theory of Dominik and Tielens (1997) that fits
very well to experimental results. They were able to reproduce the compressive behavior
of dust aggregates and in later papers also showed that the code could simulate bounc-
ing and erosion in collisions (Seizinger and Kley 2013, Seizinger et al. 2013). However,
since every single monomer has to be considered in n-particle simulations, computing
power quickly becomes a limiting factor. Once aggregates reach a size of a few hundred
micrometers, it is not feasible to use MD to predict their behavior.
On the other hand, SPH simulations are able to simulate larger aggregates. Originally
created to simulate fluid behavior, it can also be used for dust aggregates. The dust aggre-
gates are divided into discrete elements that have a certain spatial distance. Their physical
properties are then obtained by summing up over all other elements that lie within range
of the kernel, a function detailing how each element is to be ‘smoothed’ over their sur-
roundings. An application to SiO2 dust aggregates was presented by Geretshauser et al.
(2010). While the code was calibrated on several experiments (Güttler et al. 2009), sim-
ulations of collisions of cm- to dm-sized aggregates (Geretshauser et al. 2011a,b, Meru
et al. 2013) often have a ‘fluid’ look to the visualized results. This does not match exper-
imental observations, leaving doubts to their scalability. This may be due to uncertainties
in the relations between the elastic constants of the material. Just like MD simulations,
SPH also requires massive computing power, especially when a larger parameter space is
being investigated.
Krijt et al. (2013) also presented a model predicting the coefficient of restitution in a
collision. They added energy dissipation by viscoelastic cracks, a dissipation mechanism
working even below the threshold for plastic deformation, to the JKR model and success-
fully fitted it to a broad range of experimental results. Instead of solving the equations
of motion for every constituent particle as in MD simulations, they solve the equation of
motion for the complete colliding body. The approach is similar to the one presented in
this work. However, the model presented here is aimed at collisions of porous aggregates,
whereas Krijt et al. (2013) concentrate on solid spheres of different materials.
Since the growth of dust aggregates in growth simulations is very sensitive to the tran-
sition from sticking to bouncing collisions (Zsom et al. 2010), obtaining more data to
constrain the position, width and slope of the transition zone is of high interest. In the fol-
lowing section a computationally inexpensive approach using the equation of motion for
the complete dust aggregate is presented, where the adhesive forces are described using
the effective surface energy and properties measured for macroscopic dust aggregates.
3.2 Equation of motion
The collision of two dust aggregates can be described with an equation of motion. The
forces acting on the aggregates are decelerating them, govern the loss of energy and re-
accelerate them. In this model three forces are considered: (i) an elastic compression
force following the theory of Hertz, (ii) adhesive van der Waals forces acting over the
contact area, (iii) a fully plastic deceleration force during the penetration.
Several simplifications have been implemented into the model. The dust aggregates
are assumed to be spherical and of equal material, size and mass. Therefore, the values
for Young’s modulus, radius and mass are twice as large as their reduced counterparts.
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All effects of porosity and surface roughness on the contact are incorporated in the effec-
tive surface energy as introduced in the previous chapter. Collisions are assumed to be
perfectly central at an initial velocity v0 and rotation of the aggregates is negligible. All
calculations are done in the center of mass of the two-particle system.






where R and E are the reduced radius and reduced Young’s modulus as given above,
respectively. While the aggregates are in contact and the indentation δ grows, elastic
energy is stored within the aggregates. The above equation gives the resulting force that
is responsible for driving the aggregates apart again and determines the point of deepest
penetration.
The van der Waals forces are governing the adhesion between bodies. The energy
in an adhesive contact EvdW is given by the unit surface energy γ times the contact area
A. The stored adhesive energy is equivalent to the integrated van der Waals force acting
during the indentation:
EvdW = γA =
∫
FvdW dδ. (3.14)
The contact area has the form of the base area of a spherical cap, where the cap is the
volume that is compressed in the collision. Therefore, the contact area is given by the
amount of indentation by A = pi(2rδ − δ2). Owing to the porosity of the aggregate the
real contact area is smaller, but this effect is accounted for by using the effective surface







γeffpi(2Rδ − δ2) = 2γeffpi(2R − δ). (3.15)
As a source of energy dissipation a volume-pressure work of the form W =
∫
p dV is
assumed, where W is the work, p the pressure and dV the change in volume, respectively.
Here, the volume of the spherical cap affected by the penetration is approximated by a
cylinder with the area of the spherical cap and the height being the intrusion depth. For
small intrusions this overestimates the volume by approximately a factor of 2, which is
compensated for by adding a factor of 0.5 to the term in the equation of motion. The
major advantage is that the area is constant and does not change for a fixed intrusion
depth. Since the related force is equal to the derivative of the work with respect to the




= p A = ppi(2Rδ − δ2). (3.16)
Here, p is the pressure distribution at the area of contact. For simplicity, it is assumed that
p is constant over the area and always reaches the yield pressure of 200 Pa (Blum et al.
2006).
With the forces acting on the colliding aggregates defined, the equation of motion can
be compiled. The signs are chosen in such a way that attractive forces are positive, while
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repulsive forces are negative. The basic equation reads:





· δ3/2 + 2piγeff(2R − δ) − 0.5 · ppi(4Rδ − δ2). (3.18)
This equation of motion is used to determine the outcome of a collision. It should
be noted that the term for the plastic deformation Fplastic is only considered for positive
velocities, i.e. only while the aggregates approach each other. If the adhesive forces are
large enough, the aggregates will stick together and a velocity of v = 0 is reached for a
finite, positive value of δ. If the energy stored in the elastic compression is high enough
to drive the aggregates apart, then the aggregates will part with a finite velocity v, which
can be used to determine the coefficient of restitution of the collision. The numerical
implementation of the model will be described in the following section.
3.3 Simulations of collisions among millimeter-sized dust
aggregates
In order to solve Equation 3.18 numerically, it is reformulated in such a way as to elimi-
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· y3/2 + 2pi
M
γeff(2 − y) − ppiR2M (4y − y
2). (3.21)
As a last step, the equation is multiplied by a time squared to remove the last units. Here,




· y3/2 + 2piτ
2
M
γeff(2 − y) − ppiRτ
2
2M
(4y − y2). (3.22)
The differential Equation 3.22 was solved numerically with an IDL (Interactive Data
Language) program, using a classical (i.e. 4th order) Runge-Kutta method. The Runge-
Kutta method is a procedure to numerically solve differential equations of first order by
approximating the derivative with difference quotients. Since the equation of motion
does not contain any terms with the first derivative with respect to the time, it can be
divided into two differential equations of first order. Both of these equations are solved
simultaneously, using the results after each time step as input for the next time step of the
other equation, respectively.
As a discrete time step for the integration, ∆t = 10−6 seconds is chosen. While the con-
tact time of colliding dust aggregates has as of yet not been measured directly, high-speed
video data and analysis of experiments suggests that it is on the order of milliseconds
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Table 3.1: This table contains all parameters used in the calculations solving the equation
of motion of the dust aggregates.
parameter value source
collision velocity v 10−5 ... 10 m s−1
integration time steps ∆t 10−7 ... 10−5 s
aggregate radius r 5 · 10−6 ... 15 · 10−3 m
monomer radius rm 0.5 · 10−6 m Kothe et al. (2013, fig. 3)
SiO2 density (monomer) % 2600 kg m−3 Blum et al. (2006, table 1)
aggregate filling factor φ 0.35 Weidling et al. (2012, fig. 2)
Young’s modulus E 72.1 · 109 Pa Clark (1966, page 173)
Poission’s ratio ν 0.18 Clark (1966, page 173)
yield pressure p 200 Pa Blum et al. (2006, table 2)
surface energy (for two γ 0.037 J/m2 Heim et al. (1999)
identical bodies)
(Heißelmann et al. 2007, Weidling et al. 2009). The contact time can also be calculated







For two aggregates with a mass of m = 4.8 · 10−7 kg, a radius of r = 0.5 · 10−3 m,
Young’s modulus of E = 8100 Pa and and collision velocity of v0 = 0.01 m s−1, this
yields a collision time of 3 milliseconds. In order to ensure high temporal resolution
of the collisions investigated in the simulations, the time step was chosen 3 orders of
magnitude smaller than the expected duration. The time steps were decreased or increased
dynamically up to an order of magnitude for particularly high or low velocities.
In order to get a broad overview of the results, the aggregate size and collision ve-
locity were varied over several orders of magnitude each. For the radius two values per
magnitude were used, for the velocity 20 values per order of magnitude. While this large
span will quite possibly include parameter ranges where the above assumptions do not
hold, the emerging picture is plausible in most cases. Table 3.1 gives an overview of the
parameters used in the simulations.
Each simulation results in a time sequence giving the penetration depth of the two
colliding dust aggregates over time. This is used to determine the outcome of the collision.
(i) If the total acting force and, therefore, the acceleration, as well as the velocity of the
aggregates are zero while the penetration depth is larger than zero, the aggregates can not
separate again and the aggregates stick together. (ii) Should the penetration depth reach
zero again after the initial intrusion and the repulsing force is bigger than the adhesive
force, bouncing will occur. The velocity of the aggregate separation at this time is used
to calculate the coefficient of restitution for the collision. (iii) In case not enough energy
is dissipated into plastic deformation to prevent the penetration depth from reaching one
aggregate radius, the calculation is stopped at this point and the aggregates are considered
to have fragmented.
Figure 3.1 shows the result of two dust aggregates with a diameter of one millimeter
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Figure 3.1: Penetration depth of two dust aggregates with a diameter of one millimeter
each at four different collision velocities from 10−4 to 10−3 m s−1. The two lower veloci-
ties result in sticking of the dust aggregates, since the resulting velocity reaches zero while
they are still in contact. The two higher velocities result in bouncing and the aggregates
separate from each other with different velocites.
colliding at different velocities. At 10−4 m s−1 (solid black line) nearly all energy is
dissipated until the deepest intrusion is reached and the aggregates stick together shortly
after reaching it. At a velocity of 4.5 · 10−4 m s−1 (dashed orange line), the aggregates are
parting again, however, the van der Waals force overcomes the Hertzian load before the
aggregates are separated and they stick together with a small intrusion. This is the highest
velocity where sticking occurs (comparable to the value found by Weidling et al. 2012),
for higher velocities the aggregates bounce off each other. At 5.6 · 10−4 m s−1 (dotted
blue line) and 10−3 m s−1 (solid gray line) the aggregates separate, but the contact time is
different, as are the maximum intrusion depth and the rebound velocity. Velocities higher
than about 1.4 m s−1 lead to a penetration depth greater than the aggregate radius. The
figure also shows that the calculations result in a contact time on the order of milliseconds,
as estimated above.
Figure 3.1 already shows a trend of an increasing maximum penetration depth with
increasing velocity. The values for the complete range of velocities for dust aggregates
with a diameter of one millimeter are plotted in Figure 3.2. For very low velocities the
increase is rather small, but from about 10−4 m s−1 the maximum penetration depth in-
creases with v0.9. Since higher collision velocities equal higher collision energies, the
resulting increase in penetration depth was to be expected.
36
3.3 Simulations of collisions among millimeter-sized dust aggregates
Figure 3.2: This plot shows the maximum penetration depth of two dust aggregates with a
diameter of one millimeter over a large range of collision velocities. While the maximum
penetration depth increases slowly for velocities less than about 10−4 m s−1, it increases
with a power law for higher velocities. The highest values are capped artificially, as the
calculations were stopped once the penetration reached the aggregate radius.
The constant value of 0.5 millimeters maximum penetration depth for high velocities
is a result of the stopped calculations. Starting at 1.4 m s−1, it gives the velocity at
which fragmentation occurs. This agrees very well with the results of Blum and Münch
(1993), who found fragmentation for velocities larger than about one meter per second for
millimeter-sized aggregates. While the condition of having to reach one aggregate radius
in penetration for fragmentation to occur is arbitrary, changing this would still result in
similar values for the fragmentation velocity.
Another interesting parameter is the coefficient of restitution, a measure for the loss
of energy in the collision. Figure 3.3 shows this trend over the collision velocity. Up to
the sticking velocity of 4.5 ·10−4 m s−1, all collisions lead to sticking. Numerical artifacts
lead to some values being displayed as slightly greater than zero, while in reality they are
not. For velocities higher than this, the coefficient of restitution is increasing continuously
until fragmentation sets in. This behavior is in contrast to the predictions by Thornton and
Ning (1998), who found a steep increase of the coefficient of restitution up to a maximum
value at the yield velocity and a slow decrease for higher velocities.
A monotone increase of the coefficient of restitution is also surprising, because the
dissipated energy is assumed to be proportional to p ·V and, thus, to the penetration depth
to the third power. However, this means that the dissipated energy increases with v2.7,
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Figure 3.3: The coefficient of restitution is increasing monotonic with collision velocity
in the bouncing regime between 4.5 · 10−4 m s−1 and 1.4 m s−1. At lower velocities the
aggregates stick together, while they fragment at higher velocities.
whereas the impact energy only increases with v2. Therefore, a decrease of the coefficient
of restitution with increasing collision velocity would be expected, just as Thornton and
Ning (1998) predict. It is not clear which effect causes the observed behavior. While the
energy stored elastically in the Hertzian contact also increases with collision velocity, the
high amount of energy dissipation into plastic deformation should still be the dominating
factor.
The values for the sticking and fragmentation velocity for millimeter-sized aggre-
gates observed in experiments can be reproduced with the simulations, as shown above.
However, the main goal is to make predictions for aggregates sizes that are not easily
accessible in experiments. Therefore, the above calculations were performed for a broad
range of aggregate sizes from a diameter of 10 µm up to 30 mm, spanning roughly 10 or-
ders of magnitude in mass. The resulting sticking velocities are shown in Figure 3.4 (blue
crosses). The sticking velocity is lower for larger aggregates, as expected. Except for a
jump between aggregates with a diameter of 3 mm and 10 mm, respectively, it follows a
power law with a slope of -0.75.
The dashed gray line shows the velocity where 50% of the aggregates stick as given
by Weidling et al. (2012). The absolute values compare very well, considering that this
line may be shifted up or down depending on which part of the experimentally observed
transition zone from perfect sticking to perfect bouncing is compared to the calculations,
where the transition is sharp. The slope of -0.78 is also comparable. This is a good sign
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that the calculations are a viable model for adhesive elastic-plastic contacts as described
by Thornton and Ning (1998), since this model was used in the original collision model
by Güttler et al. (2010). The velocity given in Weidling et al. (2012) was in turn based on
this, but scaled to fit the experimental results found for millimeter-sized aggregates.
However, experiments with aggregates of other sizes showed that this theoretical slope
does not hold in reality. Kothe et al. (2013) combined results of experiments with aggre-
gates from a few hundred micrometers to a few millimeters in size and arrived at a slope of
-2.2 (solid gray line in Figure 3.4) for the 50% sticking velocity. For these sizes the abso-
lute values agree with the calculations presented here, but for larger or smaller aggregates
the prediction is very different.
It cannot be stated at this time which prediction is more accurate, since the theory
considers idealized systems, whereas in experiments there will always be scatter in the
results due to imperfections in the aggregates or other parameters that will differ slightly.
Also, the experimental range of aggregate sizes has to be increased, since the slope found
in Kothe et al. (2013) is based on a rather narrow size range. While the absolute values
from Weidling et al. (2012) are also based on a single aggregate size only, the slope is
based on the model from Thornton and Ning (1998), which should be valid for a large
size range. However, the results presented in Section 6.3 indicate that the experimental
results for dust aggregates differ from that model.
The orange pluses in Figure 3.4 give the sticking velocity for various sizes when us-
ing the equation for the effective surface energy as given in Weidling et al. (2012, their
equation 7). The sticking velocity obtained this way is a factor of 1.8 higher than with γeff
as given in Equation 3.11, but shows an identical trend otherwise.
Using the unaltered surface energy without the Hertz factor as found by Heim et al.
(1999, black circles in Figure 3.4) yields sticking velocities very different than the other
simulations and the experiments. Millimeter-sized aggregates would stick together up to
velocities of about 0.1 m s−1, which is unrealistically fast. Additionally, these calculations
do not yield results for smaller aggregates, as even the smallest used velocity of 10−5 m s−1
resulted in a penetration of one aggregate radius and, therefore, fragmentation.
The fragmentation velocity is constant over all sizes and all versions of the effective
surface energy at 1.4 m s−1 (for the unaltered surface energy this is true only for ag-
gregates larger than 0.3 mm). The collision model by Güttler et al. (2010) also gives a
constant value for the collision of equally-sized aggregates, though it is a little lower with
1 m s−1.
While in reality the value will depend on the surface energy, since it is required to
break the contacts between monomers in order for fragmentation to occur, in the model
presented here the energy of the incoming aggregate is reduced by plastic and elastic
energy, both of which do not depend on the surface energy. Therefore, the collision energy
determines the intrusion depth, as the aggregates penetrate deeper into each other until
this energy is completely converted. In reality, the effectiveness of the energy dissipation
will likely be a function of the structure of the aggregate, which in turn depends on the
cohesion.
It should be noted that there are arguments for a size dependency of the fragmentation
velocity. Windmark et al. (2012a) present a collision model featuring such a trend and e.g.
Beitz et al. (2012) also found experimental evidence for it. However, as with the sticking
velocity the experimental values are based on experiments in a rather small size interval,
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Figure 3.4: This plot gives the sticking velocity for colliding dust aggregates by solving
their equation of motion. The surface energy was varied between the one given in equation
3.11 (blue crosses), the effective surface energy as given in Weidling et al. (2012, orange
pluses) and the classic surface energy as found by Heim et al. (1999, black circles). The
solid and dashed gray lines represent the 50% sticking velocity as given by Kothe et al.
(2013) and Weidling et al. (2012), respectively.
which leaves room for mistakes in the determination of the boundary.
In conclusion, the model presented above does very well in reproducing the observed
behavior of millimeter-sized dust aggregates. The dependence of the sticking and frag-
mentation velocities upon the aggregate size are also in line with previous experimental
results, however, those are limited to a rather small size range and may deviate for aggre-
gates significantly larger or smaller than a millimeter. The detailed results of the simula-
tions, in particular the predictions for the coefficient of restitution, leave severe doubts as
to the validity of the presented model, since newer experiments and other models show a
different behavior for high velocities.
While the scaling of the surface energy with the Hertz factor works very well for the
millimeter-sized aggregates, it remains to be seen whether this also holds up for aggre-
gates of very different sizes or if another effect than the reduced contact area is causing
the difference of aggregate behavior when compared to solid spheres and the Hertz factor
just happens to fit with millimeter-sized aggregates. Kothe et al. (2013) showed that the
sticking velocity of dust aggregates with a diameter of 100 to 250 µm is much higher than
predicted with this model. This indicates that more adjustments need to be made to the
models for solid spheres when dealing with porous bodies than only scaling the surface
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energy.
Another possibility for the mismatch of experiments and contact theory is that the
theories are based on van der Waals forces. Kimura et al. (2015) speculate that the forces
between silicate aggregates are caused by silanol (Si-OH) groups instead, which are much
stronger and would lead to higher surface energies. They argue that previous measure-
ments are biased towards lower surface energies by layers of water on the surface of
the silicates. However, previous experiments have shown that the interaction between
monomers can be well described by van der Waals forces (e.g. Blum and Wurm 2000).
Since the interaction between aggregates is just an integration over the interaction of sev-
eral monomers of identical material, there is no reason why the van der Waals forces
should be replaced by something else.
With the results of the presented model not being scalable, it was investigated whether
the model by Krijt et al. (2013) is applicable to dust aggregates. The material parameters
were taken from Table 3.1. In order to account for the porosity, the volume filling factor
was introduced and multiplied to the mass of the aggregate. Instead of using the spe-
cific surface energy for SiO2, the effective surface energy γeff was used. The interatomic
distance was adopted unchanged, as was the ratio of relaxed to instantaneous elastic mod-
ulus, which is a constant describing the viscoelastic crack theory (Greenwood 2004). This
leaves two free parameters, the viscous relaxation timescale Tvis and the time step for the
numerical iteration. While the latter is a parameter defining the resolution of the calcula-
tions, the viscous relaxation timescale denotes both how quickly stresses are distributed
in a body as well as the form of the adhesion hysteresis at the edge of the contact area.
As a calibration, the sticking threshold of 0.117 m s−1 found by Brisset et al. (2016)
for dust aggregates with a mean diameter of 325 µm was used. For velocities faster
than this they found bouncing to set in. The model by Krijt et al. (2013) allows for the
calculation of the coefficient of restitution for different collision velocities, just as the
model presented in this work. For velocities below the sticking threshold it will result in
a coefficient of restitution of 0, as the collision partners have no relative velocity when
sticking together. For velocities above the sticking threshold, 0 < ε ≤ 1 is expected.
While Krijt et al. (2013) give an estimate on the expected relaxation timescale de-
pending on the particle radius (their figure 8 b)), here, the coefficient of restitution was
calculated for a broad range of Tvis. For the dust aggregates, viscous relaxation timescales
from 2.8 · 10−2 s to 8.8 · 10−10 s were used, with the steps separated by a factor of √10.
According to Krijt et al., the shorter timescales are more likely to yield plausible results.
Heißelmann (2015) found a timescale of 2.85 · 10−7 s to fit experiments with centimeter-
sized water ice spheres. For the ice particles, a change of the viscous relaxation timescale
by a factor of
√
10 changed the sticking threshold by less than one order of magnitude.
Therefore, it was to be expected that the spacing for the chosen timescale would suffice to
yield a visible change in the coefficient of restitution, if the model was valid for the dust
aggregate material parameters.
The calculations were performed for various lengths of the time step of the numerical
iteration (10−3 to 10−7 times the relative change of the radius of the contact area). For
each of these timescales and time steps, the coefficient of restitution was calculated for 40
logarithmically equidistant velocities in the range 10−5 to 101 m s−1.
For timescales larger than 8.8·10−7 s, the coefficient of restitution is always found to be
0, indicating sticking at all studied velocities. This result is not observed in experiments.
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Using timescales smaller than this yields coefficients of restitution larger than 0 in the
considered velocity range. They have a maximum value at around 10−5 m s−1 and then
gradually decline with rising velocity. However, no value for Tvis could be found that
yields a sticking velocity in the range of 0.1 m s−1. Using values of the viscous relaxation
timescale smaller than 8.8 ·10−10 s resulted in inconsistent results, likely due to numerical
problems with very small numbers. Therefore, these values were not compared to the
experimental results of Brisset et al. (2016).
In conclusion, the model by Krijt et al. (2013) does not seem to be applicable to
porous aggregates without further modifications. One reason might be the mechanism for
dissipation of energy. In their model, energy is dissipated by viscoelastic cracks, while
in the model presented in this work energy is dissipated by plastic deformation. For very
porous aggregates, both effects might have to be included due to their low yield strength.
Thus, to date no model can correctly predict the contact behavior of dust aggregates
from monomer sizes up to several milli- or centimeters in size. Therefore, it is necessary
to further enhance the models by understanding the physics of the contact, but also to in-
crease the number of experiments covering the parameter space (i.e. combinations of dust
aggregate sizes, volume filling factors, and collision velocities) as important reference
values for these models.
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The transition from perfect sticking to perfect bouncing in the collision of dust aggregates
is crucial for planet formation, as shown in Chapter 2. It governs the size that dust aggre-
gates can grow to via direct growth, that is by acquiring additional mass in collisions with
other dust aggregates. This size is an important factor in subsequent growth mechanisms,
such as the gravitational instability.
As has been shown before, experiments are important in understanding collisions
among dust aggregates. While not all parameters in the course of planet formation are
accessible in the laboratory, it is important to calibrate numerical models with those pa-
rameters that can be studied in experiments. The collisions among millimeter-sized dust
aggregates occur at velocities of millimeters to centimeters per second in the protoplane-
tary disk at a distance of 1 AU to the star (Weidenschilling 1977a, Johansen et al. 2014).
Utilizing the energy loss in mutual collisions, these velocities can be achieved in ensem-
bles of aggregates in microgravity. In this chapter the experimental setup and its concept
are presented (Section 4.1) along with an overview of the developments of suitable op-
portunities for microgravity and of the setup itself (Section 4.2) and the materials used in
the experiments (Section 4.3).
4.1 The experimental setup
The goal of the experimental setup is to provide free collisions of millimeter-sized dust
aggregates at velocities of millimeters to centimeters per second to investigate the transi-
tion from sticking to bouncing as shown in Chapter 2. It is very difficult to consistently
achieve these low collision velocities for pairs of aggregates in the laboratory. Therefore,
a different approach is used, following the experiments by Heißelmann et al. (2010). An
ensemble of particles is floating freely in a defined volume under microgravity condi-
tions, leading to collisions among each other which are observed with a camera. Due
to deformation of the dust aggregates, energy is lost in each collision (Heißelmann et al.
2007). Thus, the aggregates slow down with each collision, until they reach the desired
relative velocities of millimeters per second. Advantages of this method are that a range
of velocities can be investigated with a single experiment run and that the collisions are
completely free from outside effects.
This section describes the mechanical setup that was used to achieve the goals men-
tioned above. Due to the chronological developments explained in the following section,
the setup was redesigned several times. The changes for each iteration are detailed below.
43
4 Design and development of the experimental setup MEDEA
MEDEA-I: For the first drop-tower campaign four identical setups were constructed
that only shared a vacuum system. Each unit consisted of a particle chamber mounted
on a shaking mechanism (see Figure 4.1 a)) and had its own optical system including a
camera.
The particle chamber was a glass cylinder with an inner diameter of 25 mm. It had
ISO-KF flanges at both ends, allowing for the integration into a vacuum system. The
lower end was sealed by a custom-made aluminum flange (see Figure 4.1 b)). Above the
glass cylinder a flexible bellows was mounted in order to allow for shaking of the particle
chamber, while the parts above the bellows remained in fixed positions. A grating with
a mesh size of 50 µm was attached to the centering ring between the glass cylinder and
the bellows. The mesh filled the entire cross section of the glass cylinder and was used to
prevent dust aggregates from leaving the particle chamber while allowing for evacuation.
The four experiment units were connected by a vacuum system. The vacuum sys-
tem included a pressure gauge, a valve and a connection to the outside of the drop tower
capsule. During the preparation of the experiment outside of the drop tower, a vacuum
pump was connected to the system to evacuate the particle chambers. Then the valve
was closed and the vacuum pump was disconnected. Inside the drop tower the valve was
opened again when the pressure in the drop tower tube reached that inside the experi-
ment’s vacuum system. This allowed for an evacuation down to about 0.1 mbar, matching
the pressure inside the drop tower.
The lower flange was built in two different versions, each used in two of the four units.
One version featured a small hole covered by a lid. The hole served as a particle reservoir.
Particles were stored inside this volume at the beginning of the experiment, then the lid
was opened and the particles were released into the particle chamber. The other version
had an electromagnetic coil built into the inside of the closed socket. A permanent magnet
was placed on top of the flange and the particles were poured on top of it. By applying
a current to the coil, the permanent magnet could be accelerated away from the bottom
flange and into the particle chamber by electromagnetic repulsion. This mechanism was
used to introduce a solid, fast-moving object into the ensemble of dust aggregates which
is able to destroy clusters of aggregates that withstand the shaking. While two of the top
flanges also had a particle reservoir, this was not used anymore after the first experiments,
since the dust aggregates got stuck in the reservoir instead of drifting into the observable
volume.
The lower flange of the particle chamber was attached to a shaking mechanism (see
Figure 4.1 c)). A DC motor was turning an eccentric wheel with its axis being horizontal.
This generated an up- and down-motion of the uppermost part of the wheel. The plate
holding the lower flange of the particle chamber was mounted on top of the wheel. Thus,
turning the wheel resulted in an up- and down-motion of the particle chamber. The am-
plitude of the shaking could be adjusted by the shape of the wheel, while the frequency
was given by the voltage applied to the motor. Springs connecting the shaker housing to
the plate and the bellows on top of the chamber served to ensure contact of the plate and
the wheel in microgravity.
In order to place dust aggregates into the particle chamber, the chamber and the top
and bottom flanges can be removed from the shaker and vacuum system. The dust aggre-
gates are placed onto the lower flange (cf. Figure 4.1 b)) or stored inside the reservoir, if
applicable. Due to the large number of aggregates required to reach an optical depth of
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Figure 4.1: a) Schematic of the MEDEA-I shaker setup. A vacuum particle chamber
containing the dust aggregates is mounted on top of an eccentric wheel (the eccentricity
in the sketch is exaggerated for illustrative purposes). The vacuum bellows and springs
push it into contact with the wheel. b) The particle chamber (diameter 25 mm) filled with
dust aggregates. c) Close-up of the shaking mechanism. The eccentric wheel is lifting the
particle chamber up from the housing.
about 0.3, the number of aggregates is not counted but instead estimated by filling them
into a defined volume before they are inserted into the setup. Here, the optical depth is
defined as the ratio between the sum of the cross sections of all aggregates within the
experiment and the visible cross section of the particle chamber.
In order to observe the collisions among dust aggregates, a high-speed camera was
used. One requirement was a minimum resolution of 500 × 500 pixels, since this amounts
to a resolution of 0.1 millimeter per pixel or 10 pixel in diameter for a millimeter-sized
aggregate, if the particle chamber fills the entire field of view. This is sufficient to quantify
differences in size of the dust aggregates.
To be able to observe the aggregates moving by one pixel between two frames, a tem-
poral resolution of better than 100 frames per second is required at the desired aggregate
velocities of around 1 cm s−1. The Allied Vision ProSilica GE680 meets these require-
ments at 640 × 480 pixels and 205 frames per second, but the camera needs an external
recording system. In the early planning stages Blue Origin stated that their command
module would record any data obtained by ProSilica cameras. Therefore, a recording
system was omitted in this setup.
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Two Photron Fastcam MC-2 systems that are available at the drop-tower facility were
used for the first drop-tower campaign. Both feature a recording unit with two camera
heads each, allowing for the observation of all four setups at the same time. The camera
heads have a resolution of 512 × 512 pixels at 500 frames per second, also meeting the
requirements of the optical system.
The optical setup allows for a very precise determination of the velocity. The res-
olution using the Photron Fastcam MC-2 was 94 µm per pixel. If just one pixel of an
aggregate with a typical area of 100 pixels is moving in the time between two frames,
this corresponds to a velocity of 1/100 pixel/frame = 4.7 · 10−4 m s−1. Since aggregates
are usually observed over a much longer duration, theoretically velocities even lower than
this value can be measured by fits to the aggregates trajectories.
For a precise analysis of the collisions, the three-dimensional trajectories of the in-
volved dust aggregates are required. Images of the particle chamber from at least two
different points of view are necessary in order to obtain three-dimensional information.
Here, two images were created by placing a rectangular mirror, serving as a beam-splitter,
and two additional flat mirrors in the optical path (see Figure 4.2 a)). Thus, two images of
the particle chamber separated by an angle of 90◦ can be recorded with a single camera.
The particle chamber was illuminated from the back by an LED array. LEDs with
a maximum emission at a wavelength of 470 nm were chosen, since the sensors of the
ProSilica cameras have a their highest sensitivity at blue colors. They were arranged in
a dense hexagonal pattern. One diffusor was placed directly in front of the LEDs and a
second one was attached to the particle chamber in order to widen the radiation angle of
only 15◦ and provide a homogeneous illumination. The LEDs were connected in such
a way as to limit the maximum voltage to 26 V. This value is below the 28 V provided
on the rocket and serves to keep a homogeneous background with no fluctuations to the
brightness if the voltage should drop due to the battery being drained.
This version of the MEDEA setup is also described in detail in Weidling et al. (2012).
MEDEA-II: For the MEDEA-II setup the mirrors were exchanged for an equal-sided
prism. The prism allows for the observation of the particle chamber from two perspectives
separated by an angle of 30◦ (see Figure 4.2 b) and c)). While this angle requires some
additional calculation to obtain the three-dimensional information (see Section 5.1), the
particles are much easier to correlate in the two views. The prism also reduces the floor
space occupied by each setup. Since the two perspectives are separated by a smaller angle,
only one LED array was necessary to illuminate each setup.
The experiments with the MEDEA-I setup showed that dust aggregates had stopping
times on the order of seconds (Weidling et al. 2012, Appendix A). The stopping time is
the time until the velocity of a particle has decreased to 1/e of its original value due to gas
drag. In the Epstein regime, it is inversely proportional to the gas density. Therefore, a
lower gas pressure within the particle chamber, which corresponds to a lower gas density,
leads to an increase in the stopping time. High stopping times are desirable, as the effect
of gas drag on the particle velocities can be neglected in this case.
To achieve this, the vacuum system was redesigned completely, now using CF (Con-
Flat) components. The particle chambers were custom made, where the glass cylinder,
the bellows and the metal flanges at the ends were included into a single piece (cf. Figure
4.3 a)). A turbomolecular pump was included in the connection between the chambers,
improving the vacuum quality to about 10−4 mbar. This increased the stopping time far be-
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Figure 4.2: a) Illustration of the optical path in the MEDEA-I setup. A rectangular mirror
splits the camera view and two plane mirrors on the sides deflect the view onto the particle
chamber. The two views are separated by 90◦ in this method. b) Sketch of the optical path
for all setups from MEDEA-II to MEDEA parabolic. An equal-sided prism serves as
both beam-splitter and deflector, resulting in two views separated by 30◦. c) View of the
particle chamber through the prism. The apparent skewness of the lower flange is a result
of the picture being taken from above the optical axis.
yond the duration of the experiment, since the lower pressure, and therefore, longer mean
free path of the gas molecules means that the aggregate is in the Epstein drag regime.
With the stopping time being inversely proportional to the pressure, increasing the vac-
uum quality by a factor of 1000 increases the stopping time by as much (Blum 2006, their
equation 102).
In order to get closer to an actual flight model for the suborbital flight, three of the
setups with the configuration stated above were mounted together into a single frame with
dimensions of 40 × 40 × 40 cm3. In one of the setups, the lower flange was modified to
hold a small inset for the particle chamber that was a small particle chamber with a height
of 17 mm and a diameter of 10 mm itself. This inset was used to study the collisional
behavior of dust aggregates with a diameter of 100 to 500 µm (Kothe et al. 2013). For
these experiments the lens was exchanged for a telecentric lens with a longer focal length
to increase the resolution and avoid distortion of the images.
MEDEA-III: In a next step, the LED arrays were improved to enhance the homogene-
ity of the illumination in both perspectives. The arrays were split in two halves which
were placed behind the particle chamber as before, but the two halves were now angled
towards one another under an angle of 150◦. Thus, each half was directly facing in one of
the observation directions.
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a) b)
Figure 4.3: a) Three MEDEA-III setups integrated in a single framework. On the left hand
side the high-speed cameras can be seen, on the right-hand side the particle chambers with
attached diffusor sheets are mounted on their shakers. The prisms are mounted between
the two components, the LED arrays are not visible. b) Image of a quasi-2D inset (4 mm
depth) bottom flange for the particle chamber filled with dust aggregates with a diameter
of 0.5 to 1 mm. With this inset, single collisions can be observed at higher optical depths.
The vacuum system connecting the three setups was changed to a single custom-made
piece, reducing the number of seals and connections. It also featured a flange to attach a
pressure gauge. A manually controlled valve was used to preserve the vacuum after the
vacuum pump was shut down. While it was not used in the drop tower, this was necessary
for the following suborbital flights.
A new inset for the particle chamber restricted the space available to the dust aggre-
gates to a depth of a few millimeters, therefore creating a quasi-2D setup (Figure 4.3 b)).
This allowed for the observation of individual particles at high number densities without
their cross sections overlapping too much. However, it also dramatically increases the
influence of the collisions with the walls.
The wheels of the shakers were exchanged for wheels with smaller radii. These were
round instead of eccentric, but had an off-center axis to create an identical up- and down-
movement of the experiment container. This served to decrease the load on the motors
and to lower the chance of the motor getting stuck.
MEDEA suborbital: For the suborbital flights with Armadillo Aerospace, the MEDEA-
III setup was used with additional data storage and experiment control. Both were adapted
from the SPACE experiment (Brisset et al. 2013). Each of the three setups had a dedi-
cated data storage system and experiment control, making them independent of each other
– except for the shared vacuum system. The complete setup is shown in Figure 4.4 a).
The data storage system consisted of a single-board computer (Toradex Robin Z530
V2.0) capable of processing the jumbo frames that the high-speed camera (Allied Vision
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ProSilica GE680) generates. A baseboard (Toradex Daisy V1.1) provided the ethernet
connector to the camera and an S-ATA connector. The latter was linked to an adapter with
a fast CompactFlash card (Transcend CompactFlash 32GB 600×) with sufficient storage
to record for the whole duration of the rocket flight. Upon powering the computer, a pro-
gram was started automatically that established connection with the camera, configured it
and then started streaming the data to the CompactFlash card until power was shut down.
The experiment control consisted of a printed circuit board with a microcontroller and
several DC/DC converters. It served to distribute the power supplied by the rocket to
the different components of the setup. The microcontroller controls which components
are supplied with power and regulates the frequency of the shaking mechanism following
a pre-defined procedure upon receiving the motor shut-down signal. However, in the
case of a shorter duration of motor thrust (as experienced in the flights with Armadillo
Aerospace), a second signal, e.g. at liftoff, would have been very helpful and should be
included in all future iterations of the setup to use the available time as well as possible.
MEDEA parabolic: A parabolic flight campaign was used to test a new shaking mech-
anism for the setup. It consisted of two electromagnetic coils that were arranged perpen-
dicular to each other. A permanent magnet in their center can be moved up and down by
applying an alternating current to the coils. This movement is relayed by an axis attached
to the magnet. One of the coils is attached to the axis of the other coil and the particle
chamber in turn is attached to the axis of the second coil (see Figure 4.4 b)). This creates
a 2D shaking system, moving the particle chamber up and down as well as towards and
away from the camera. In contrast to a motor driven shaker, the coils can not get stuck.
While the amplitude of the movement is restricted by the confines of the permanent mag-
net, the frequency can be changed by changing the frequency of the alternating current.
For the parabolic flight both coils were attached to the same power source. Decoupling
the two coils would allow for independent frequencies and facilitates an adaptation of the
shaking level to different levels of residual acceleration in the two directions. However,
this would require two power sources, which would mean a significant increase in mass
that is not favorable in suborbital flights.
For the particle chamber a glass tube with a KF-25 flange at one end is used. The
other end of the glass cylinder is closed by a fixed glass plate. At the end with the flange,
a lightweight electromagnetic valve is attached via an adapter piece (see Figure 4.4 b)).
With a mass of less than 600 g, the assembly can be attached directly to the shaker without
further mechanical support. As each particle chamber has its own valve, each setup of this
type is completely independent of other experimental units.
The camera was exchanged for a GoPro modified in such a way as to allow mounting
any lens with a C-mount (Back-Bone GoPro Hero 3+). Therefore, a lens with an appropri-
ate focal length and less distortion than the standard lens can be used. The WVGA video
mode allows for the recording of movies with a frame rate of 240 images per second at
a resolution of 848 × 480 pixels, sufficient to meet the spatial and temporal requirements
of the experiment. The advantages over the ProSilica camera are the internal battery and
recording system of the GoPro. However, the internal video storage comes at the cost of
compressed movie files being stored instead of lossless single images. This leads to some
artifacts when decomposing the movie into single images again, but tests in the labora-
tory showed that the quality is sufficient for the desired analyses. The positions of the
aggregates can still be resolved, but the cross section is artificially enlarged if the aggre-
49


















Figure 4.4: a) Complete setup MEDEA suborbital with 3 individual units. The units are
not parallel to each other due to less than ideal optical paths. The high-speed cameras
are mounted on the left-hand side, the particle chambers on the right-hand side. On the
baseplate three single-board computers can be seen in the front. b) Electromagnetic shaker
for the parabolic flights. The coils are supplied with an alternating current and push a
permanent magnet in their middle for a 2D shaking movement. The particle chamber is
sealed by an electromagnetic valve on its top.
gates move quickly. This leads to a larger uncertainty in the aggregate mass, but yields
information on the velocities as before.
For the parabolic flight just one complete setup was used due to mass restrictions.
However, in order to get data on several aggregate materials and sizes, the particle con-
tainer was exchanged for another one in the middle of the flight. The shaking frequency
and times were adjusted manually during the parabolas. The GoPro was set to record
during the whole duration of the flight.
MEDEA suborbital II: A preliminary analysis of the parabolic flights revealed that the
electromagnetic shaker is not suitable for the experiments due to too high accelerations
and velocities with the available control components. Therefore, the shaking is driven by
a motor again, though with completely different mechanics to convert the rotation to a
linear motion. An eccentric is driving a two-sided actuator, moving the particle chamber
linearly in one direction and a counterweight into the opposite direction. The actuator
is mounted at an angle of 45◦ to the floor in order to move radially and vertically in the
rocket to counter residual accelerations both from spin and atmospheric drag.
Additional electronics boards are added for each setup. They are used to convert
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Figure 4.5: Full MEDEA suborbital II setup with 1) particle chamber with mesh, 2) GoPro
camera, 3) LED array, 4) electromagnetic valve, 5) baseplate, 6) shaking mechanism
mounted at 45◦ angle, 7) counterweight, 8) DC motor, 9) microcontroller, 10) control
electronics.
the power from 28 VDC to -15 to +15 V, as well as provide controllers that adjust the
power output to keep the shakers at the desired frequency in case of higher loads. The
control voltage is monitored by a microcontroller. Digital input signals from the payload
controller at pre-defined times are used to trigger the respective control voltage.
The GoPro cameras are fitted with a lens with a focal length of 12 mm. The short
focal length leads to a clearly observable difference in size of aggregates that are in the
front or in the back of the chamber, respectively. Since this can be used to obtain depth
information from a single perspective, no prisms are included in this iteration. This allows
for more compact setups and increases the resolution of the video.
The particle chamber has not been modified from the parabolic flights. Having small
chambers with individual valves allows for them to be installed into the experiment as late
as possible and separately from the other components. An image of the complete setup
can be found in Figure 4.5.
The expected duration of a microgravity quality of better than 5 · 10−3 g is between
120 and 180 seconds of the total duration of the flight, with the least residual acceleration
in the middle of this time frame. In order to have comparable results, all three shakers
follow the same frequency profile (see Table 4.1). It is designed to allow for two separate
phases of aggregate growth and two different modes of aggregate separation. Once the
main rocket engine is cut off (MECO), the shakers work at their maximum frequency of
10 Hz, where Hz refers to the revolutions per second. This is reduced in 3 steps to 0.7 Hz,
when the residual acceleration is expected to drop below 5 · 10−3 g and the coast phase
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Table 4.1: Overview of the shaker profile used in the suborbital flight with Blue Origin.
After the main engine is cut off, a strong shaking phase disperses the aggregates. 30 Sec-
onds after separation of main engine and the crew capsule containing the experiment, the
aggregates are dispersed again. Next, the shaker will run at the lowest setting, allowing
for very low velocities around apogee. From 90 to 110 seconds after the separation event
the shaking velocity is ramped up linearly to its maximum to find the fragmentation ve-
locity of formed clusters. The shaker is switched off once the parachutes are deployed
and the microgravity phase ends.
flight event shaker frequency wall velocity wall acceleration
[1/s] [cm/s] [g]
MECO + 0.5 s 10 7.2 0.46
separation 4.9 3.5 0.11
separation + 5 s 1.25 0.9 0.007
separation + 15 s 0.7 0.5 0.002
separation + 30 s 10 7.2 0.46
separation + 38 s 0.7 0.5 0.002
separation + 90 s 0.7 . . . 10 0.5 . . . 7.2 0.002 . . . 0.46
separation + 110 s 10 7.2 0.46
under chutes 0 0 0
starts. The shaker acceleration of 2 ·10−3 g ensures that the aggregates do not cluster at the
walls, while the wall speed of 5 mm s−1 should be low enough as to prevent fragmentation
of clusters of aggregates. After 35 seconds, the shakers are operated at 10 Hz again for
8 seconds. This serves to desagglomerate any clusters and resets the experiment for the
phase with the best quality of microgravity around apogee. The duration of 8 seconds is
long enough to ensure that all aggregates that do not collide with other aggregates reach
the far wall due to residual acceleration.
After the strong shaking phase, the frequency is reduced to 0.7 Hz again until 90
seconds after separation. Depending on the exact flight profile, apogee is expected to be
in the middle or towards the end of this phase. Here, the residual acceleration is lowest
and the aggregates experience very few disturbances, allowing them to collide and slow
down to very low velocities. Afterwards, the shaker frequency is increased linearly over
the next 20 seconds, from 0.7 Hz to 10 Hz. This corresponds to a linear increase in the
velocity of the shaker walls. The time at which clusters start to break up automatically
gives the critical velocity for bound aggregates to survive subsequent collisions. The
maximum frequency of 10 Hz is then maintained until the parachutes are deployed.
4.2 Development of microgravity opportunities
Ever since the decision to stop the Space Shuttle program, NASA started funding private
companies who intend to develop rockets that might replace the Shuttle in the future. One
of these companies is Blue Origin, which is building a reusable suborbital rocket that can
carry several passengers or scientific payloads up to a height of approximately 100 km
as a step towards orbital spaceflight. As part of the flight demonstration program for the
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suborbital rocket, several Pathfinder experiments were chosen for the first flights to test
the collaboration with researchers and provide early access to the rocket. One of these ex-
periments is MEDEA (Microgravity Experiment on Dust Environments in Astrophysics),
proposed by Prof. Colwell from the University of Central Florida. The experiment con-
sists of three parts, one of which is built in Florida, one by Dan Durda at the Southwest
Research Institute and one part is the setup presented in this work.
Suborbital flights offer continuous microgravity durations of about three minutes,
which is much longer than can be obtained by any other method except reaching orbit.
The quality of the microgravity changes during the flight, with the least residual accelera-
tion around apogee. The flights place several restrictions on the experimental setups, such
as limits to size, mass and electric power, as well as necessitating an autonomous opera-
tion of the experiment. The setup described in this work, called MEDEA, was developed
with these limitations in mind.
The setup has to fit in a double size locker of the Blue Origin payload system. This
offers an available volume of 51.6 × 41.8 × 47.4 cm3 and a maximum mass of 22.68 kg.
An electrical peak power of 200 W is available via four channels with 28 VDC each. The
power output can be activated based on trigger signals or predefined time lines and it is
possible to use real-time rocket data to trigger certain events. Blue Origin also offered a
video recording system, providing a camera from the Allied Vision ProSilica series and a
data storage system as part of the on-board computer.
As a first step, an experiment campaign at the drop tower in Bremen was performed
in June 2010. The experimental setup, called MEDEA-I, was not yet in a state that would
have fit inside the rocket. Its main purpose was a test of several ideas for the suborbital
flight. A scientific analysis of the resulting data (Weidling et al. 2012) revealed that several
changes would improve the setup, such as adding a turbomolecular pump to decrease the
residual gas pressure and the use of prisms instead of mirrors.
As it became apparent that the rocket flight would not occur within that year, an im-
proved version of the setup (MEDEA-II) was tested at the drop tower as well (November
2010). This setup was mounted into a casing that fit the mass and size restrictions given
by Blue Origin. While the cameras were different than the ones intended for use in the
suborbital flight, everything else was as close to the setup for the rocket as possible.
When the launch was delayed even further, a short third campaign at the drop tower
was conducted in August 2011. While the main part of the setup remained the same, a
few minor improvements were made (MEDEA-III). This campaign was also used to test
additional modifications, like insets for the particle chambers.
All results presented in this work were obtained from the experiments in the MEDEA-
II and -III campaigns. In total, 115 individual experiments have been conducted in the
three drop tower campaigns. They were not only used to test different versions of the
hardware and shaker frequencies, but also samples of several sizes and materials, which
are detailed in Section 4.3. While most of the hardware performed as expected, several
crucial improvements were made based on the experience from the drop tower campaigns.
By this time, several other companies intending to serve the suborbital market had
emerged. One of these was Armadillo Aerospace, who offered launches of their STIG-B
rocket. While this rocket places roughly the same restrictions on power, mass and dimen-
sions as does Blue Origin, there are some important differences (MEDEA suborbital).
The on-board rocket computer is used solely for the purpose of controlling the rocket.
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The experiments may receive one trigger signal, but all other commands controlling the
experiment sequence have to be generated and executed by the experimental setup itself.
The data storage has to be included in the setup as well. Since the available cameras, cho-
sen based on the proposal by Blue Origin, do not feature internal data storage capabilities,
the command and data storage system from the SPACE experiment were adopted (Brisset
et al. 2013).
The campaigns with Armadillo Aerospace took place in 2012 and 2013, but all three
subsequent launches were unsuccessful in providing a microgravity environment suffi-
cient for the experiment1. The first launch on 10/6/2012 resulted in a higher velocity over
ground than the allowed threshold, causing the board computer to shut down the rocket
motor 22 seconds after ignition. The rocket reached a maximum height of close to 4.5 km,
leading to a very short and low-quality phase of reduced gravity. On 11/3/2012 the motor
was shut down even earlier than that, after only 15 seconds. This time the reason was the
detection of a bubble of gas in a hose transporting propellant, leading the board computer
to falsely conclude that the rocket had run out of propellant. The apogee was at about 2.5
km over ground, and duration and quality of the microgravity were insufficient for the ex-
periment again. However, the recovery system was working in both cases, safely landing
the rocket with the experiment module under parachute. While the motor burn duration
for the third launch on 1/5/2013 was the longest, it lasted only 24 seconds, leading to a
maximum height of the trajectory of 5.5 km. This time, the parachute failed to open and
the rocket crashed to the ground with the experiment module. The CompactFlash cards
containing the experiment video footage were unscathed, but the data was not scientifi-
cally usable. The particle chambers were destroyed in the crash, as were the prisms. The
other components suffered some dents, but were still operational.
In the meantime, Blue Origin pursued building its rocket and announced a possible
launch in early 2015. Since crucial components of the previous setup were destroyed in
the crash, a new setup was built based on the lessons learned. The SPACE experiment
showed that two-dimensional shaking can be very helpful in case the rocket is rotating.
While Blue Origin’s rocket has thrusters to null out rotation, there is as yet no data of their
effectiveness. Redesigning the shaking mechanism also influenced the choice of the new
particle chambers. Additionally, a change in the camera system was announced by Blue
Origin. Now, the cameras of choice are GoPros that store the recorded data internally
on a microSD card. A customized casing of the camera allows for the mounting of any
C-mount lens to replace the stock wide angle lens.
An opportunity to test the new setup (MEDEA parabolic) was the participation in a
parabolic flight in May 2015. Since the setup was only appended as an addition to an
already existing, larger experiment, the mass and size restrictions were comparable to the
suborbital flights. In order to further reduce the required resources, just one experiment
unit was used. While the optical setup was satisfying in the previous alterations, the
vacuum system and shaker were modified completely. The new vacuum system was much
lighter and consisted of off-the-shelf components. The electromagnetic shaker was less
likely to get stuck than the eccentric motor in the previous versions, but turned out to be
too fast. Due to the automatic video compression of the GoPro and the accompanying
1Detailed reports on the launch campaigns and their results can be found at https://web.archive.
org/web/20160412230544/http://armadilloaerospace.com/n.x/armadillo/home/news?
under STIG B-x Mission Report.
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decrease of the quality of the video data, the parabolic flights were a good opportunity to
test its viability under microgravity. Although some details are lost, the quality turned out
to be sufficient for an analysis of the dust aggregate collisions.
For the suborbital flight with Blue Origin, the shaking system was redesigned yet
again. The setup was augmented with dedicated controllers for the motors, while the
prisms were omitted to allow for a better resolution. The manual controls of the parabolic
flight for shaker and illumination were replaced with the automated payload control sys-
tem offered by Blue Origin’s Payload Controllers. Three identical units are build into the
payload locker to make the most use of the available space and microgravity time.
On 6/19/2016, the suborbital flight with Blue Origin took place. The payload reached
an altitude of close to 328,000 feet (100 km) and landed safely. The microgravity time,
which is defined here as the duration between the separation signal (given when the crew
capsule separated from the propulsion module) and the coast end signal (given when the
acceleration consistently exceeds 3.22 ft/s2, i.e. 1 m/s2) was 168 seconds, close to three
minutes.
While the flight itself was a success, the experiment did not work as planned. Out of
the three setups, two of the GoPros did not record any footage at all, while the third one
only recorded until the separation event. Therefore, no videos of the microgravity phase
were obtained. The most likely reason is a short circuit in the shaker control causing a
brief loss of power of the GoPro camera. If a GoPro camera loses power for less than one
second, it reboots in a safe mode and will only resume recording after a press of a button.
As this feature was only discovered after the flight, no means to achieve a press of the
button were included in the setup.
4.3 Sample material properties
The multitude of experiments in the drop-tower campaigns was used to explore the pa-
rameter space of different colliding aggregates as well as to determine the reliability of
the components of the setup. The particles used in the experiments can be divided into
two groups, one being aggregates made of different kinds of dust and the other being solid
particles.
For the dust aggregates, the size was varied from 100 µm to about 4 mm. Here,
size always refers to the diameter. Narrow size distributions were achieved by sifting
the particles through a stack of sieves with decreasing mesh sizes and using only dust
aggregates left between two of the sieves. With mesh sizes of 100 µm, 250 µm, 500 µm,
1 mm, 1.6 mm, and 2.5 mm the size range can be controlled well. The effective radii
are distributed approximately normally in each interval, with a slight shift towards bigger
radii due to the ellipticity of the aggregates (Weidling 2010). While in most experiments
just one size interval was used, others featured a combination of different aggregate radii.
In most experiments, SiO2 was used, which was available in several microscopic
forms: polydisperse irregular, polydisperse spherical and monodisperse spherical SiO2.
Mostly, the polydisperse irregular dust was used. It consists of ground down SiO2 with a
bulk density of 2600 kg m−3, where 99% of the monomers have a diameter between 0.5
and 10 µm (manufacturer information, Sigma-Aldrich, Silicon dioxide S5631). Measure-
ments of this dust with particle size analyzers by Kothe et al. (2013) and Deckers and
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Teiser (2014) suggest that the smallest monomers have a diameter of about 0.3 µm and
confirm a maximum size of a few to 10 µm.
The monodisperse spherical monomers have a diameter of 1.5 µm and a bulk density
of 2000 kg m−3 (Blum et al. 2006). Poppe and Schräpler (2005) showed that the size
distribution is indeed very narrow. Despite the differences in the monomer structure, pre-
vious experiments could show that the respective aggregates have very similar collisional
properties (e.g. Kothe et al. 2013, Brisset et al. 2016).
In the MEDEA suborbital II experiments, monodisperse dust with a diameter of 0.2
µm was used to investigate whether the monomer size has an influence on the collisions
among aggregates of comparable size. According to Dominik and Tielens (1997) the
energies, and therefore also the velocities, at which aggregates stick together or break
apart are inversely dependant on the monomer size. Following their model, aggregates
consisting of smaller monomers would stick and fragment at higher velocities than those
with larger monomers.
The fourth microscopic form of SiO2 used in the experiments also consists of spher-
ical monomers, but with a size distribution from about 0.1 to 5 µm, centered at 1 µm
(manufacturer information, Admatechs, Admafine SO-E3). Ground iron dust, with poly-
disperse irregular monomers, was used to investigate possible magnetic effects, but the
dark dust turned out to soil the glass of the particle chamber too quickly to facilitate a
proper analysis.
In order to investigate the effects of magnetism, aggregates made of iron oxide were
used. However, many monomers were sticking to the particle chambers shortly after the
begin of the experiment, obstructing view of the aggregates.
Other than the aforementioned variation of dust types and sizes, the number of parti-
cles in the chamber was varied. The ideal optical depth allowing for the tracking of single
particles while providing enough collisions turned out to be around 0.3. Higher number
densities were intentionally used in a few experiments to check for clustering effects as
described e.g. by Goldhirsch and Zanetti (1993), Miller and Luding (2004), and Opsomer
et al. (2012). Different size intervals were combined to investigate the effect of a large
factor between the masses of two colliding aggregates.
The solid particles used in the experiments were made of glass, iron and a ceramic
(Si3N4), respectively. Experiments with spheres with a diameter of 3 mm were carried out
for all three materials to investigate the influence of the particle material on the reduction
of the coefficient of restitution at low velocities (Sorace et al. 2009). For glass, additional
experiments with diameters from 1 to 10 mm were performed to probe size and size ratio
effects, e.g. a change of the coefficient of restitution with changing mass ratio of the
collision partners as predicted by Thornton and Ning (1998).
Several experiments investigating the coating of chondrules also featured spheres
made out of alumina (Al2O3) as analog materials for the chondrules.
56
4.3 Sample material properties
Figure 4.6: Image of different sample materials. In the upper row aggregates made of
polydisperse irregular SiO2 in different sizes ranges. The sieve mesh sizes used are: 0.25
- 0.5 mm, 0.5 - 1.0 mm, 1.0 - 1.6 mm, and 3 - 5 mm (from left to right). The second row
shows glass spheres of 1, 2, 3 and 10 mm diameter, respectively. The lower row shows
alumina (Al2O3) spheres with a diameter of 2 - 3 mm, iron spheres with a diameter of 2




In order to thoroughly analyze an experiment containing many dust aggregates that un-
dergo lots of collisions, several effects have to be considered. In Section 5.1 the method
of analysis is presented. The subsequent Sections 5.2 and 5.3 deal with the effects that
electrical charges and rotation can have on the results, respectively.
5.1 Calculation of aggregate parameters
For analysis, experiments were chosen that featured dust aggregates around one millime-
ter in size and looked most promising after visual inspection. Important aspects were good
desagglomeration of the dust at the beginning of the experiment, a mostly homogeneous
distribution of the aggregates in the chamber, an optical depth allowing for the tracking of
individual particles while providing enough collisions, and a shaker profile that prevents
the sticking of a larger part of the aggregates to the glass walls of the chamber.
In order to obtain the aggregate positions over time, a semi-automatic tracking pro-
gramm was used. The programm calculates and stores the position and visible area of
a chosen aggregate based on a binarized version of the video frame (see Figure 5.1 b)).
Binary frames are obtained by dividing the image in areas lighter and darker than a given
threshold brightness. Here, the threshold was chosen in such a way as to preserve the
projected area of the particles as much as possible. Comparing pixel counts of projected
areas in different regions of the image made by the program and by hand confirmed that
the threshold held up to this expectation and that the size of the area is not affected by the
background illumination, which was not perfectly homogeneous.
The trajectories of dust aggregates are followed automatically over multiple frames
by applying a linear extrapolation to the known positions. Manual corrections may be
necessary, if the aggregates deviate from the linear path due to collisions with the wall or
other aggregates, or if the aggregates enter an area with many other aggregates and only
emerge again after longer duration. The aggregates are tracked successively in order of
appearance as distinctly separated projections in the binary frames and then followed for
as long as they are visible. This process ensures that all particles that may be used for
analysis are being tracked and no bias is introduced by selecting those aggregates that
catch the eye. During tracking any events, like deviations from the linear path, are stored
with reference to the number of the frame to help find the parts of interest later on.
Once all aggregates have been tracked, a table of all collisions of the particles is
generated based on the stored events. Then, the aggregates from both camera perspectives
are correlated by hand and missing (i.e., a particle was tracked in one perspective but not






Figure 5.1: a) Example of a typical image obtained by the high-speed camera. The dark
round spots are the dust aggregates, which have a size of 1 to 1.6 mm. The particle
container, which has a height of around 5 cm and a diameter of 2.5 cm, is visible twice
due to the prism. b) A binarized version of the image is shown on the right. The threshold
to distinguish the aggregates (white) from the background (black) has been chosen is
such a way as to preserve the area of the aggregates as well as possible. Aggregates in the
center of the image cannot be analyzed here. All calculations are based on this kind of
processed images.
the aggregate positions, i.e. clicking on the center of mass by hand instead of calculating it
based on the projection, because the projection of the aggregate of interest is overlapping
with other aggregates’ projections in one of the perspectives. Since the program does not
take into account shape, but only connected areas in the binary image, this would result
in a wrong calculation of the aggregate position and mass.
Following the tracking process, the velocity of each aggregate is calculated. As a
first step, the trajectory is split into undisturbed parts, i.e. parts where the aggregate does
not collide, based on the event table. Afterwards, a linear least-squares fit is applied
to the two tracked perspectives. To obtain the three-dimensional velocity vector, the two-
dimensional values obtained from these fits are used. For simplicity, the coordinate system
was chosen in such a way that two of the three coordinate axes coincide with those from
the left-hand projection, with the third coordinate axis being in the line of sight of the left-
hand projection. Since the camera and prism are not perfectly aligned the z-coordinate
is averaged over both perspectives. The coordinates of the left-hand projection are xl
being perpendicular to both the line of sight and the axis of the particle chamber and
zl being along the axis of the particle chamber. The definition of xr and zr in the right-
hand projection follows accordingly. With an angle of 30◦ between the projections the
three-dimensional coordinates are then calculated as
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z = (zl + zr)/2.
(5.1)
The velocities are calculated in like fashion from the fit parameters of the two-dimen-
sional projections. For each aggregate under consideration the three components of the
velocity vector are used. Relative velocities are calculated by
vrel =
√(
vx,1 − vx,2)2 + (vy,1 − vy,2)2 + (vz,1 − vz,2)2, (5.2)
where the subscripts x, y, and z denote the respective components of the velocity vector
and subscripts 1 and 2 denote the two aggregates. Based on these values the coefficient of





where vrel, after is the relative velocity after and vrel, before is the relative velocity before the
collision, respectively. It denotes the fraction of the relative velocity that is preserved in a
collision.
For the error in velocity the 1σ-uncertainty level of the linear fit is used. The error in
the coefficient of restitution is then calculated by propagation of uncertainty.
Usually, the trajectories of the particles before and after a collision do not intersect
numerically. Therefore, the mean value of the closest approaches of the trajectories of
both particles is used for the time of contact. This, in turn, is used for the calculation
of the impact parameter b (see Figure 5.2). The impact parameter denotes whether a
collision is happening head-on or grazing and is defined as the projection of the distance
between the two centers of mass of the aggregates perpendicular to the direction of their
relative velocity. Using the definition of the vector product, the impact parameter can be
calculated as
b = |~b| = |~R| · sinα = |~R × ~vrel||~vrel| , (5.4)
where ~vrel denotes the relative velocity vector, ~R the vector between the two centers of
mass and α is the angle between these two vectors. The position of the centers of mass is
calculated using the fitted trajectory at the time of contact.
In order to normalize the value for the impact parameter such that 0 denotes a perfectly
central and 1 a perfectly grazing collision, b has to be divided by the sum of the aggregate
radii. Since the aggregates are not perfectly spherical and not necessarily of the same size,
the distance between the centers of mass at the time of contact is used here instead.
5.2 Influence of long-range forces
Calculating the velocities from linear fits is only feasible if all external influences on the
particles can be neglected. The main sources of external forces acting on the aggregates







Figure 5.2: Sketch of a collision between two aggregates with relative velocity ~vrel. Their
centers of mass are connected by ~R, with α being the angle between the two. The impact
parameter b quantifies how grazing the collision is.
SiO2 as the material of the dust aggregates, since this is non-magnetic. However, SiO2
is also an insulator, which can lead to triboelectric charges accumulating on the surface
(Poppe et al. 2000b), which then exert a Coulomb force on other charged aggregates.
Therefore, the aggregates’ trajectories were analyzed with respect to electrical charging
as a possible source of disturbance.
In the vicinity of other charges a charged aggregate feels an attractive or repulsive
force, leading to an acceleration. If this was an important mechanism for the dust aggre-
gates, a quadratic fit to the aggregate trajectories would yield much better results than a
linear fit. As a measure for the goodness of fit, the reduced χ2 was calculated both for
the linear and the quadratic fits. In case of linear data the values for the linear fit χ2lin and
for the quadratic function χ2qua are expected to be approximately the same, with the latter
being slightly smaller. However, for data coming from accelerated aggregates, χ2qua should
be significantly lower than χ2lin.
Figure 5.3 shows the ratio χ2lin/χ
2
qua for all trajectories of aggregates involved in a
collision that were based on at least 10 data points. These aggregates were chosen since
they were definitely in the vicinity of other aggregates and a possible acceleration due
to Coulomb forces could be measured most easily for them. Shorter trajectories were
omitted as they may appear to be curved due to binarization effects or the rotation of the
aggregates while in reality they are straight and could potentially give wrong results when
comparing the goodness-of-fit parameter in these cases. The solid orange and black lines
show the ratio for the x and y coordinate, respectively. In both coordinates, one value is
not shown (0.002 for the x and 0.023 for the y coordinate). These values are numerical
artifacts, since the quadratic fit already includes the linear fit and the only difference in the
calculation of the respective goodness of fit parameter χ2 is in the denominator including
the number of parameters. With identical errors of the fits and at least 10 data points, the
ratio should in theory always be greater than 7/8. Therefore, these low values can only
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Figure 5.3: This figure shows the goodness-of-fit ratio χ2lin/χ
2
qua for all aggregates involved
in collisions. The solid orange and black lines show the data for the x and y coordinate,
respectively. The dashed lines mark the median values and the dotted lines mark the 1σ
range. For both coordinates there is a very low outlier value, which is 0.002 for the x and
0.023 for the y coordinate. Data taken from Weidling and Blum (2015).
occur, if the quadratic fit resulted in significantly higher errors, indicating a failure in the
fit routine for these cases.
The median value of the goodness-of-fit ratio χ2lin/χ
2
qua is 1.14 and 1.23 for the two
coordinates, respectively. They are marked by the dashed orange and black lines in Figure
5.3. The 1σ range is 0.98 – 2.00 for the x direction and 0.98 – 3.90 for the y direction,
which is marked by the dotted lines. This indicates that the quadratic fit is slightly better
than the linear fit. However, both sets of goodness-of-fit parameters are within a factor
of 4. If the trajectories were dominated by the quadratic term, the ratio would be several
orders of magnitude higher. Therefore, it can be concluded that while the quadratic fit
is slightly better, both fits are reasonably good approximations of the trajectory and the
acceleration can be neglected. Also, due to the sometimes very low number of data points
it can not be ruled out that alleged accelerations may be an effect of the discretization
of the pixels during binarization, leading to a slight curve in the trajectory although the
aggregate may have moved on a linear track.
Comparing the magnitude of the quadratic with the linear term in the quadratic fit
supports the previous findings. In nearly all cases the linear term dominates the quadratic
term by at least two orders of magnitude when considering the time between collisions,
meaning that the velocity term is much larger than the acceleration multiplied with the
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time between two collisions.
Another method to determine a possible influence of electrical charges is to analyze
deviations from linear trajectories in close approaches of the aggregates. Immediately
before a collision two aggregates are so close together that surface charges would cause
accelerations or decelerations of the aggregates. Assuming that no charge is being trans-
ferred in the collision, the direction (i.e. the sign) of the acceleration should remain un-
changed after the collision. If the two aggregates were both charged positively or nega-
tively, the acceleration would point away from their common center of mass before the
collision as well as after the collision. If one aggregate was charged positively and the
other one negatively, the situation would be reversed and the acceleration would point
towards the center of mass both before and after the collision.
The parameters from the quadratic fit for the evaluation of χ2 mentioned above were
used for an evaluation of this. They yield 156 sets of data to investigate a possible change
of the direction of acceleration. Considering an angle of up to 30◦ between the direction
of the center of mass and the direction of the acceleration, 25 cases show a reversal, in
14 cases the direction is the same after the collision and in 117 cases the acceleration was
not aligned to the direction of the center of mass. Allowing for an even larger angle of
45◦ between the two direction results in 40 cases of reversal, 20 cases of no change and
96 cases of no alignment. Since the direction of acceleration remains unchanged in only
a few cases, it can be concluded that surface charges do not play a role in the motion of
the aggregates.
In order to ensure that the parameters were not dominated by those parts of the trajec-
tories where the aggregates were far away from each other, quadratic fits were applied to
an increasing number of data points directly before the collision. Since Coulomb’s force
grows with decreasing distance between the charges, one would expect higher accelera-
tion parameters for the fits to fewer data points. However, there was no evidence for this,
no aggregate showed consistently lower accelerations with an increased number of data
points, i.e. for a spatially and temporary longer part of the trajectory or for an equally
long part that was spatially and temporary further away from the collision.
Nevertheless, the accelerations obtained from the quadratic fits can be used to estimate
the number of elementary charges on the surface of the dust aggregates, assuming that
they are solely generated by Coulomb’s forces. The colliding aggregates are assumed to
be charged with an identical number of elementary charges, which can be calculated by
q =
√
q1 · q2 =
√
4piε0d2ma, (5.5)
where ε0 is the vacuum permittivity, d is the distance between the two charges, m =
m1 + m2 is the mass of the charged aggregates and a is the acceleration. The mass of
a typical aggregate is about 7 · 10−7 kg and a typical value for the acceleration is 0.02
m s−2. The latter value was obtained from fits to the last 10 data points, i.e. 20 millisec-
onds, before a collision occured. With the typical aggregate velocity of about 1 cm s−1(cf.
Figure 6.1), this corresponds to a distance of 0.2 mm, much less than the diameter of the
aggregates. Inserting all values in Equation 5.5 yields 1.6 · 106 elementary charges for a
typical aggregate.
The aggregates consist of polydisperse monomers, therefore, calculating the charge
per monomer can only be an approximation for a specific monomer size. As a rough
estimate, a single monomer radius of 1 µm (this value is in between the median of the
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monomer size distribution by count and mass, respectively, as found by Kothe et al.
(2013)) is used to calculate the number of monomers in a typical dust aggregate, yielding
a result of 5 · 108. This amounts to 3 · 10−3 elementary charges per monomer. Previous
works showed comparable values of 0.015 elementary charges per aggregate monomer
(Brisset et al. 2016) and 106 − 109 elementary charges per aggregate (Kothe 2010). In
both cases the aggregates were of a similar material (monodisperse spherical SiO2 with a
diameter of 1.5 µm), but smaller (10−10 – 10−7 kg, i.e. 30 – 300 µm in radius) than in this
work.
Due to SiO2 being an insulator and any charges most likely coming from triboelectric
charging, the number of charges per surface monomer is used to quantify the influence
of the charges in this experiment. Assuming the surface filling factor of the monomers to
be identical to the volume filling factor of 0.35 yields 2.6 elementary charges per surface
monomer if all charges are distributed among the monomers in the outermost layer.. The
force exerted by these charges has to be compared to the van der Waals forces that are
responsible for the SiO2 particles (both monomers and aggregates) to stick together.
Following JKR theory (Johnson et al. 1971) the pull-off force between two spherical
particles is F = (3/2)piγR (see Section 3.1). With γ = 0.037 J/m2 (Heim et al. 1999, with
a factor of 2 applied to account for the two particles in contact) the force keeping two
monomers of 1 µm radius attached to each other is 1.7 · 10−7 N. The force between two
spherical particles with the properties of the aggregates would be 1.9 · 10−4 N, however,
the real contact area between them is reduced by the Hertz factor and the filling factor
(Weidling et al. 2012) leading to van der Waals forces as low as 2.9 · 10−8 N.
The strength of the Coulomb force was estimated using the above numbers for the
elementary charges on a surface monomer and those on the whole aggregate, respectively.
It is assumed that the charges are concentrated in the center of mass of the aggregate
and monomer, respectively, instead of spread over the surface. If the two aggregates or
monomers touch physically, the distance between the two charges is then two aggregate or
monomer radii, respectively. In this distance, the Coulomb force between two monomers
amounts to 3.9 · 10−16 N and between two aggregates to 4.5 · 10−10 N.
Comparing these numbers shows that charging effects can be neglected for all further
considerations, even when considering the worst case scenario of all charges being ac-
cumulated on the surfaces and the van der Waals forces being very low due to the small
contact area between the two aggregates.
5.3 Influence of rotation
The analysis methods presented in this work concentrate on the translational energy of
the dust aggregates. While visual inspection of the experiments clearly shows rotation
to be present, it is very hard to quantify its relative importance. This is due to the fact
that in backlight illumination no surface features of the aggregates are visible. Rotation
would not be visible at all in perfectly spherical aggregates, but can be observed in ellip-
soids. However, the observable change in the projected area is often of the same order as
the change due to binarization effects. Additionally, due to the high number density the
observation time of an aggregate is often too short to show even one full rotation. This
would lead to large errors in the determination of the angular frequency, which could be
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Figure 5.4: The black crosses show the angular frequency of 26 clearly rotating aggregates
over their velocity. The solid line is a linear fit and shows an increase of the angular
frequency with increasing aggregate velocity.
used to obtain a more precise coefficient of restitution (Schräpler et al. 2012).
Therefore, the effects of rotation were quantified using 26 aggregates whose shape
deviated significantly enough from a sphere as to show clear oscillations in projected area
and that were visible long enough to observe the effect before other aggregate projections
overlapped with the aggregate of interest or collisions changed their velocity and rota-
tional motion. Their angular frequency ω was determined by fitting a sine function to the
observed projected area and found to be between 17 and 175 rad s−1 (black crosses in
Figure 5.4). The velocity v was determined as described in Section 5.1.
Owing to the method of analysis, mostly slow aggregates with a velocity of less than
2.5 cm s−1 were investigated. Additionally, the values are biased towards strong rotation,
however, for slow- or non-rotating aggregates the rotational energy can be neglected any-
way. The solid line in Figure 5.4 represents a linear fit of the obtained values and shows
a clear trend of an increased angular frequency with increasing aggregate velocity. This
is mainly due to the high values at higher velocities, but it can not be resolved whether
these values are a result of the method of analysis, i.e. if only high values for the angular
frequency are found. This is possible, since at high velocities a low number of revolu-
tions would need a long distance to be resolved and the aggregate is more likely to collide
before that happens than at higher angular velocities.
Visual inspection of the experiment does show a more or less constant level of rotation
throughout the experiment, although the velocities decrease with ongoing duration (cf.
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Figure 6.1). While the data does show a different trend, it cannot be ruled out that this
is an effect of biased choice of data. In conclusion, a correlation between the aggregate
velocity and the typical angular velocity can neither be confirmed nor ruled out.
In order to neglect the rotation in the calculation of the coefficient of restitution, the
kinetic energy of the aggregate has to dominate the rotational energy. While the same
considerations concerning a possible bias apply as above, this comparison gives an idea
on how important rotation is.
While the aggregates were clearly ellipsoids, for simplicity a spherical shape was
assumed for the determination of the mass m and energies. Since the ratio of the different
axes was always smaller than 2 the error introduced by this is small enough to allow
for a comparison of rotational and kinetic energies in a meaningful way. The translational
energy was calculated as Ekin = 0.5 mv2 and the rotational energy as Erot = 0.5 Iω2, where
I = 0.4 mr2 is the moment of inertia of a sphere and the radius r is the equivalent radius
of a sphere with identical mean projected area.
Figure 5.5 shows the ratio of the two energies as a function of the aggregate velocity.
The ratio of the translational to the rotational energy shows that the former is dominating
for aggregate velocities above about 1 cm s−1, while for lower velocities the rotation can
not be neglected. Many aggregates reach velocities lower than that during the experiment
(see Figure 6.1). Due to the difficulties in obtaining reliable values for the angular fre-
quency and the ratio of the energies found for the exemplary 26 aggregates and the fact
that most analyzed collisions took place at higher velocities (see Figure 6.5) the effect of
rotation has been neglected in the following. However, it should be kept in mind that the
rotational energy can be important for the slower aggregates.
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Figure 5.5: This graph shows the ratio of the translational over the rotational energy of
26 clearly rotating aggregates. The dashed line shows a ratio of 1, with data points below
it being dominated by the rotational energy and those above by translational energy. For
aggregates slower than about 1 cm s−1, rotation can not be neglected. Reprinted from Icarus,
253, R. Weidling and J. Blum, Free collisions in a microgravity many-particle experiment. IV. –
Three-dimensional analysis of collision properties, 31-39, c© 2016, with permission from Elsevier.
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Numerical simulations rely on experimental data input to be able to recreate the physics
of collisions between single dust aggregates as well as to make reliable predictions, for
example in global growth simulations. In this chapter the detailed analysis of collisions
among dust aggregates of one experimental run from the second drop-tower campaign is
presented. Here, dust aggregates with a size of 1 to 1.6 millimeters made up of irregu-
lar SiO2 monomers (see Section 4.3) were used. The shaking velocity was high at the
beginning of the experiment and was subsequently decreased after 3 seconds and again
after 6 seconds. In Section 6.1, the evolution of the aggregate velocity over the duration
of the experiment is presented, followed by a comparison of the results for the velocity,
the coefficient of restitution, and the impact parameter when analyzed in 2D versus the
results in 3D to shed light on the reliability of experimental data that relied only on two-
dimensional information (Section 6.2). In Section 6.3 the results of the collisions with
respect to growth and the implications for the growth model is discussed. Lastly, colli-
sions of dimers from several experimental runs and their impact on the further growth
process are presented in Section 6.4.
6.1 Velocity evolution
The experiment is based on the fact that collisions of SiO2-dust aggregates are inelastic
(Heißelmann et al. 2007). This means that a part of their kinetic energy is consumed
by plastic deformation during a collision. Therefore, the aggregate velocities decrease
after each collision with another aggregate – or the experiment walls. Figure 6.1 shows
the two-dimensional velocities of all tracked aggregates over time. The orange and blue
dots denote aggregates tracked in the left- and right-hand projections, respectively. For
aggregates with tracks of more than 60 frames (i.e. 120 milliseconds) of unobstructed
movement, the trajectory was split into sections. The velocity is depicted for the point in
time in the middle of the considered track.
The two sets of data show the same behavior over time, confirming that the system is
homogeneous in x and y direction. As expected, the mean velocity decreases with time.
Whilst the aggregates slow down, a few of them start to stick to the glass walls. This can
be seen most clearly in the last third of the experiment, when the shaker velocities are of
the same order as the aggregate velocities and several aggregates are sticking to the glass
walls. The more pronounced double-peak features around 7.4 and 8.7 seconds are a result
of the sinusoidal movement of the glass chamber, where the first peaks show the up- and
the second peaks the downwards motion of the chamber.
The scatter at low velocities, for example at around 8 seconds, is caused by minute
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Figure 6.1: The orange and blue dots denote the two-dimensional velocities of all tracked
aggregates in the left- and right-hand projections, respectively. The black stars show
the three-dimensional velocities of all analyzed collisions. The dashed lines show the
calculated maximum velocity of the shaker walls during the three different phases.
movement of the aggregates stuck to the walls. While low aggregate and, therefore, col-
lision velocities are desired in this experiment, collisions with relative velocities below
millimeters per second can rarely be analyzed. This is owing to the fact that at low global
aggregate velocities many aggregates are already stuck to the walls, where they obscure
part of the volume. The moving aggregates, on the other hand, are very slow and, conse-
quently, take a long time to cross any area where their projection is overlapping with that
of other aggregates. This makes it very likely that long parts of the trajectory of at least
one of the collision partners can not be analyzed and, therefore, the collision as a whole
can not be quantified.
The dashed lines in Figure 6.1 give the calculated maximum velocity of the shaking
mechanism. The frequency of the shaking was reduced 3 seconds after the beginning of
the experiment and again after 6 seconds. While the angular frequency ω of the shaker
was 20.8 rad s−1 during the first 3 seconds of the experiment, it was then reduced to 10.5
rad s−1 and 4.9 rad s−1, respectively. Since the eccentric wheel was in contact with the
bottom flange of the chamber only for part of its rotation the sinusoidal motion is just an
approximation, as are the frequencies that were deduced by measuring the time between
peaks in the position of the lower flange. For a sinusoidal motion these frequencies cor-
respond to a maximum velocity of 9 · 10−3 m s−1, 4 · 10−3 m s−1, and 2 · 10−3 m s−1 of the
upper and lower flange, respectively. The peak structures in the velocities of aggregates
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that stuck to the walls indicate that the calculated values are about a factor of 2 lower than
the real wall velocities. This is likely due to the form of the eccentric wheel, whose radius
increases over less than half the circumference. This, in turn, leads to a deviation from a
perfect sinus and results in faster velocities.
In all three phases of shaking, most aggregates are faster than the maximum shaker
velocity. Using the shaker in such a manner does not disturb the system much, but can
prevent the slower part of the aggregates from getting much slower than the average.
The ratio of aggregates sticking to the walls also indicates that the lowest shaking level
used here should be the absolute minimum in future experiments, unless the glass walls
are coated to reduce their sticking probability. With the current setup, keeping the mean
aggregate velocity above a few millimeters per second is mandatory to prevent that all
aggregates get stuck on the glass walls. While this means that, even with a longer duration
of microgravity, observing collisions far below 1 mm s−1 reliably would not work, the
statistics at around 1 mm s−1 would still increase. Since this is the velocity range where
the transition from sticking to bouncing for millimeter-sized aggregates occurs (Güttler
et al. 2010, Kothe et al. 2013), it is still worthwhile to conduct this kind of experiment
under long-time microgravity conditions.
The black stars in Figure 6.1 give the velocities of those aggregates where a collision
was analyzed in 3D. While the three-dimensional velocities are on average higher than the
two-dimensional projections (cf. Section 6.2.1), comparison with the two-dimensional
velocities of all aggregates shows that the analyzed collisions are a good representation
of the events in the particle chamber. The average collision velocity decreases with time
down to about one millimeter per second. Quantifiable collisions at velocities lower than
that were not found, due to the reasons stated above.
The loss of kinetic energy in each collision is denoted by the coefficient of restitution
ε. If the aggregates were behaving as a granular gas with a single coefficient of restitution
ε describing the system and the shaking could be neglected, the evolution of the mean





+ (1 − ε)nσt , (6.1)
where v0 is the initial velocity, n is the number density and σ is the collisional cross
section of the aggregates. Figure 6.2 shows Haff’s law as the solid black line plotted over
the velocity evolution explained above, with v0 = 0.15 m s−1 being the measured velocity
of the bulk of aggregates at the beginning of the experiment, ε = 0.55 ± 0.26 being the
mean coefficient of restitution found in the analyzed collisions and its standard deviation
(see Section 6.2.2), n = 1.15 · 107 m−3 being the average number density in the chamber
and the collision cross section σ = 5 ·10−6 m2 is based on the mean aggregate diameter of
1.3 millimeters. The dashed black lines envelop the area that is given by the uncertainty
in the coefficient of restitution.
Comparison with the floating average across 25 velocity values (gray line) shows that
Haff’s law gives a pretty good estimate for the mean aggregate velocity of the system.
This is surprising, considering that Equation 6.1 is idealized and in this experiment the
aggregates stick to the walls, the shaker introduces additional energy into the system
and the coefficient of restitution can not be described by a single value. However, it
indicates that Haff’s law can be used to estimate the mean aggregate velocity in this kind
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Figure 6.2: This figure shows the velocity evolution of the analyzed experiment. The two-
dimensional velocities of all tracked aggregates in the left- and right-hand projections are
depicted by the orange and blue dots, respectively, and the solid gray line is the floating
average over 25 velocity values. The solid black line shows Haff’s law with the measured
parameters (ε¯ = 0.55) with the dashed black lines giving the range of Haff’s law with its
standard deviation (∆ε = 0.26) added or subtracted to the coefficient of restitution.
of experiment if the shaker velocity is of the same order or less than the mean aggregate
velocity.
6.2 Comparison of 2D and 3D analysis
Most quantifiable parameters in a collision show a dependance on the angle of the impact.
However, obtaining the full three-dimensional collision information from MEDEA-type
experiments is challenging, since the aggregates in question have to be visible in both
projections for an extended period of time and the two aggregate projections have to be
correlated to one another. Therefore, a three-dimensional analysis requires more time on
the one hand and excludes possible events on the other hand because they are only visible
in one of the two projections. Thus, analysis would be much faster, if it could be restricted
to two dimensions. In this section the values from the three-dimensional analysis of the
collision velocity, coefficient of restitution and collision parameter are compared to the
values obtained from one projection only.
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6.2.1 2D and 3D velocity
The velocity observed in a two-dimensional projection is always a lower boundary for the
three-dimensional velocity, since the velocity component in the line of sight can have an
arbitrary value but will always add to the total value. For free-floating aggregates with a
fixed speed in a microgravity environment, equipartition of the kinetic energy results in
random values for the three components of the velocity but with identical mean values.
This in turn allows for the deduction of the three-dimensional velocity based on an en-
semble of two-dimensional velocities. The mean value of two-dimensional velocities in
such a system will on average be a factor of
√
3/2 lower than the true, three-dimensional
value.
However, in MEDEA-type experiments it is not clear a priori whether applying this
factor to two-dimensional values is a valid means of estimating the three-dimensional
values. The dust aggregates have a broad velocity distribution which changes over time
(see Figure 6.2). Therefore, a simple statistical approach is not possible, since the effects
of randomly visible velocity components and the distribution of the total velocity can not
be separated. Also, there is no equipartition of energy in the experiment. Due to the
shaker movement in z direction, this velocity component will dominate the others. Since
this component is visible in both projections, the correction factor will be between 1 and√
3/2. In order to find the exact factor, the median values of the x and z components of
the velocity are compared for one projection. Additionally, it is assumed that the x and
y component of the velocity are identical, which is confirmed by near-identical values of
the horizontal component in the two fields of view.
For the MEDEA-II experiment, the velocity components for both projections of all
tracked aggregates are shown in Figure 6.3, 3102 data points for each view. The solid
and dashed black lines give the distribution of the 1D velocity component in horizontal
direction of the left- and right-hand view, respectively. The solid and dashed orange lines
depict the respective vertical component. While the distribution for vz is nearly identical
in the two perspectives, there is a slight difference in the horizontal velocity components.
Nevertheless, the distributions are still similar enough to assume them to be equal, and as
a consequence equipartition of energy is assumed for the x and y direction.
For the left-hand view, the median values (marked by the dotted lines) are vx,l =
1.5 mm s−1 and vz,l = 4.6 mm s−1, which yields a correction factor of
√
4.62 + 2 · 1.52/√
4.62 + 1.52 = 1.05 for the 3D velocity. With the z component being about three times
as large as the x component, the factor is very close to 1, since the vastly dominating
velocity component is already included in the calculation of the two-dimensional velocity.
The differences to the right-hand view are minor. The values obtained here are vx,r = 1.7
mm s−1 and vz,r = 4.4 mm s−1, leading to a factor of 1.06. The three-dimensional velocity
could be obtained for too few aggregates to make a reliable statement on whether these
factors are correct. A discussion of the obtained results is given below. It can be noted
that the known three-dimensional values do not stand out from the distribution of the 2D
values (see Figure 6.1), indicating that a factor close to 1 is realistic.
The amount of energy inserted into the system, mainly via the z component of the
velocity, was changed over the duration of the experiment. Deriving the median values for
each shaking interval and calculating the correction factor shows that while the velocities
decrease over time, the distributions are self-similar to those of the complete duration (see
73
6 Results
Figure 6.3: The 1D velocity components of all tracked aggregates separated into the two
perspectives are shown here. The vz component is about three times as large as the vx
component. While there is a slight difference in the vx components between the two
perspectives, the distributions are still very similar.
Figure 6.4) and yield similar correction factors, from 1.02 to 1.07 for the two projections
and three shaker phases. The solid black, orange and blue lines correspond to the three
shaker phases with decreasing shaker velocities, respectively. The median velocities of
16.3 mm s−1, 4.1 mm s−1, and 2.7 mm s−1 (dotted lines) in these phases follow well those
of the shaker, with only the first value being a factor of 1.5 higher. This may be a remnant
of the high starting velocity of the aggregates or due to the shaker velocities being higher
than calculated (see Section 6.1).
In comparison, for one MEDEA-I experiment (cf. Weidling et al. 2012) the median
velocities are vx = 2.9 mm s−1 and vz = 4.6 mm s−1. This leads to a correction factor of√
4.62 + 2 · 2.92/√4.62 + 2.92 = 1.13 in order to obtain the statistical three-dimensional
velocities from the 2D values. However, since only one projection has been analyzed
in this experiment, no comparison to the real values is possible. The less pronounced
prominence of the z component may be a result of the different shaker profile used in
this experiment. Here, the shaker was switched off after 1.5 seconds and only the single
event of the injected magnet provided an increase in the energy in the z component, while
the collisions brought the system gradually closer to an equipartition of energy during
the remainder of the experiment. Therefore, the correction factor has to be calculated
individually for each experiment.
For the velocities of the aggregates involved in a fully analyzed collision, all compo-
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Figure 6.4: This figure shows the distribution of the z component of the velocity in the
right-hand view separated into the three shaker phases in solid lines. The dotted lines
give the median values, which are close to the respective maximum wall velocities of the
shaker.
nents of the velocity are known. For this subset of aggregates in the MEDEA-II experi-
ment a comparison of the 2D and 3D velocities is made in order to evaluate the accuracy of
the statistical approach given above. The complete velocity information is available for 43
collisions and is shown as black circles in Figure 6.5. The corresponding two-dimensional
relative velocities derived from the two projections are shown as blue crosses and orange
pluses in the same rows, respectively. The four collisions leading to sticking are marked
by an arrow. Comparing the velocities shows that in most cases the two-dimensional ve-
locities are a good representation of the three-dimensional velocity. However, in 8 out
of the 43 cases the two-dimensional velocity obtained from the right-hand projection dif-
fered by more than 13% from the 3D value. For the left-hand projection this occurred in
11 collisions. The velocities obtained from the right-hand projection deviate much more
strongly than those of the left-hand projection, up to a factor of 2. These differences might
be an effect of small-number statistics, since there is no distinct difference between the
projections.
In 21 cases one 2D value is higher than the 3D value, which should not be possible
by definition. However, the trajectories of the aggregates are not tracked perfectly, which
can lead to an overestimation of components of the velocity, which is corrected for by
the other projection, if the aggregate was tracked better there. Also, in only 2 of these
collisions the higher 2D value differs by more than 5% from the corresponding 3D value.
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Figure 6.5: This figure shows the three-dimensional collision velocities (black circles) of
43 collisions between dust aggregates. The orange pluses and blue crosses in the same
rows mark the corresponding two-dimensional velocities as derived from the left- and
right-hand projection, respectively. Collisions resulting in sticking are marked by arrows.
Reprinted from Icarus, 253, R. Weidling and J. Blum, Free collisions in a microgravity many-
particle experiment. IV. – Three-dimensional analysis of collision properties, 31-39, c© 2016, with
permission from Elsevier.
This is especially apparent in the sticking collision with the highest velocity of 4.8 cm s−1,
where one aggregate could only be tracked manually over three images in close succession
in the right-hand projection. The fit to these three positions leads to a very high velocity,
whereas the more accurate fit to the positions in the left-handed projection indicate a
much lower velocity for the components in the x-y-plane. The resulting 3D value will be
in between the two 2D values and, while still being higher than the value that is likely
correct, less extreme than the higher two-dimensional velocity.
The error of the three-dimensional velocity is typically on the order of a few tenths
of a millimeter per second, but can be larger than 1 mm s−1, which is the case in 9 of the
collisions. The error is calculated by error propagation from the 1σ uncertainties to the fit
parameters, based on a chi-squared test. For the sake of comprehensibility the error bars
are not shown in Figure 6.5, but they can be seen in Figure 6.6.
The difference in the ensemble of 2D values can be treated statistically. Compar-
ing the three-dimensional velocities of all bouncing and sticking collisions with the two-
dimensional velocities shows the latter to be 9.5% smaller than the mean and 2.1% smaller
than the median 3D value. Treating the two projections separately shows a mean reduc-
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tion of 9.5% and 10.5% of the 2D values compared to the 3D data and a median reduction
of 2.1% and 2.0%, respectively. The correction factor of around 1.05 calculated above is
well within this range.
Therefore, using a set of velocity data from 2D projections in MEDEA-type experi-
ments yields results very close to those of the full 3D analysis. However, single velocity
values may differ significantly due to the stochastic distribution of the kinetic energy into
the three components of the velocity. Additionally, this does not hold up if there is no
dominant component of the velocity or if the dominant component is not visible in the 2D
projection.
6.2.2 2D and 3D coefficient of restitution
The coefficient of restitution ε is an important parameter in collisions. Since it denotes
the proportion of velocity lost in the collision, its square directly yields the ratio of kinetic
energy conserved in collisions with mass conservation. Thus, the coefficient of restitution
is an important parameter in many collision models, like the one by Thornton and Ning
(1998), where the rebound velocity is predicted for a given impact velocity. Therefore,
experimentally measuring the coefficient of restitution for different collision velocities
and fitting the model to this data allows for the deduction of material properties, like
Young’s modulus or the specific surface energy (cf. Weidling et al. 2012).
Figure 6.6 shows the coefficient of restitution of the 39 analyzed bouncing collisions,
which does not appear to have a dependency on the collision velocity. The reason for
this is twofold: most analyzed collisions have very similar velocities (cf. Figure 6.5,
more than 50% of the collisions occur between 5 and 20 · 10−3 m s−1) and the scatter is
large, with the median value being ε¯ = 0.55 and the values ranging from 0.09 to 1.07.
It is likely that the scatter at low velocities is due to the negligence of rotation, which is
most important at velocities below about 10−2 m s−1 (cf. Section 5.3). The error bars are
based on the 1σ uncertainties in the linear fits to the trajectories and calculated by error
propagation. Large errors are usually a result of very few data points of the trajectories.
In order to find a possible trend in the coefficient of restitution a linear fit was applied
(solid black line). However, it is almost flat and the 1σ range, enveloped by the dotted
black lines, shows that the linear trend might go either way. Additionally, the Pearson
correlation coefficient being as low as 0.001 means that the fit is not a good representation
of the data. Fits of higher order did not yield better results, either. Thus, no prediction for
the coefficient of restitution can be made.
The broad scatter of values may be an effect of free collisions with different im-
pact parameters, whereas models usually assume perfectly central collisions. Using only
the data from collisions where the aggregates were offset by half a radius at most (i.e.
(b/R)2 ≤ 0.25) yields slightly different results (orange crosses). Here, a linear fit shows
an increase of the coefficient of restitution with increasing collision velocity (solid orange
line). Again, the dotted orange lines envelop the 1σ range and show that the spread of
possible solutions is still quite large. Due to this, it was not possible to fit the collision
model for elastic-plastic adhesive spheres from Thornton and Ning (1998, their Equations
80 and 81) to the data or to any subset or binned version of it. However, the increasing
trend for central collisions may indicate that the velocity range investigated here is in
between the sticking and the yield velocity of the material.
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Figure 6.6: This figure shows the coefficient of restitution as a function of the collision
velocity of all bouncing collisions as black pluses with the error in both parameters. A
linear fit to the data (solid black line, with the 1σ range being enveloped by the dotted
lines) confirms that no systematic trend can be made out. Constraining the fit to central
collisions (orange crosses, (b/R)2 ≤ 0.25) shows an increase (solid orange line), but the
error is very large. Data taken from Weidling and Blum (2015).
Barring the uncertainty in ε, at least one collision appears to have a coefficient of
restitution larger than 1. In theory, the maximum achievable value for a perfectly elastic
collision is 1, marked by the dashed black line. However, it can get larger if kinetic energy
is gained in a collision. Here, this is possible, when rotational energy is converted into
translational energy in the collision, as the rotation of the aggregates is neglected (cf.
Section 5.3). Indeed, this collision shows significant rotation before the collision and less
after it, but the frequency can not be measured. In order to make precise statements about
the collisions using the coefficient of restitution, the rotation has to be taken into account,
for example following the approach of Schräpler et al. (2012, their equation 1).
While before the collision the main velocity component is usually visible in the two-
dimensional projection, this is not true after the collision, where the aggregates have an
arbitrary direction of flight depending on the impact parameter. Therefore, obtaining the
three-dimensional information is even more important for the coefficient of restitution.
Figure 6.7 shows the 39 three-dimensional values of the coefficient of restitution for the
bouncing collisions sorted cumulatively (black circles). The errors are not shown in favor
of clarity, but can be taken from Figure 6.6. The orange pluses and blue crosses in the
same rows are the corresponding 2D values obtained from the left- and right-hand pro-
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Figure 6.7: The black circles show the three-dimensional coefficient of restitution sorted
cumulatively, with the orange pluses and blue crosses in the same rows being the corre-
sponding 2D values from the left- and right-hand projection, respectively. The solid or-
ange and dashed blue lines show the 2D values in a separate cumulative sorting. Reprinted
from Icarus, 253, R. Weidling and J. Blum, Free collisions in a microgravity many-particle exper-
iment. IV. – Three-dimensional analysis of collision properties, 31-39, c© 2016, with permission
from Elsevier.
jection, respectively. Again, there are 2D values that are higher than the corresponding
3D values, which is also due to few data points of one of the tracks being corrected for
when set off with the second projection. No clear correlation between the 2D values and
the corresponding 3D values could be made out. Out of the 39 data points, roughly half
of the 2D values deviate by less than 10% from the three-dimensional value, 21 times
in the left-hand view and 17 times in the right-hand view. About two-thirds of the two-
dimensional values, 28 in the left- and 25 in the right-hand projection, are within 20% of
the respective 3D value.
Sorting the 2D values separately yields the cumulative distributions shown as the solid
orange and dashed blue line. Surprisingly, these distributions of the 2D values are very
similar to the distribution of the 3D value. However, they do show slightly smaller values,
another indication for a more isotropic distribution of the velocity after a collision, leading
to underestimating the coefficient of restitution in 2D due to apparently smaller velocities
after the collision.
Since no trend of the coefficient of restitution could be made out, it is best treated as
uniformly distributed in the observed velocity interval, with values of ε = 0.55 ± 0.26,
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with the error being the standard deviation of the values. The large scatter is likely a
result of neglecting the aggregate rotation as well as irregularities of the aggregates and
the collisions being randomly oriented instead of always head-on as assumed in models.
However, any real system of dust aggregates in a protoplanetary disk is likely to show the
same scatter when undergoing free collisions.
The comparison between the 2D and 3D analysis shows that it is essential to use three-
dimensional information to calculate the coefficient of restitution for single collisions.
While it is possible for the distribution of coefficients of restitution to appear similar
in 2D and 3D, no conclusions should be based on information from a two-dimensional
analysis for single collisions.
6.2.3 2D and 3D collision parameter
Obtaining three-dimensional information is crucial for the determination of the collision
parameter. A collision that appears to be perfectly central in a two-dimensional projection
may in reality be a grazing collision with a much larger impact parameter. Therefore,
every 2D impact parameter is only a lower boundary for the true value.
For a system with free collisions, a uniform distribution of the square of the normal-
ized impact parameter (b/R)2 is expected, as the available target area increases with a
power of 2 towards the rim of the aggregates’ collisional cross section. Therefore, each
interval between 0 and 1 for (b/R)2 should contain an equal amount of the total collisions.
The distribution for the analyzed experiment is shown in Figure 6.8. The open black cir-
cles show the three-dimensional data, with the collisions leading to sticking being marked
by an arrow. The orange pluses and blue crosses in the same lines represent the 2D impact
parameter from the left- and right-hand projections, respectively. The dashed black line
shows a perfect uniform distribution.
While the measured distribution shows a trend similar to a uniform distribution, some
intervals are over- and others underrepresented. Collisions with 0.1 < (b/R)2 < 0.4
make up only ∼15% instead of the expected 30% of all collisions. Then again, grazing
collisions with 0.9 < (b/R)2 < 1 account for 25%, much more than the anticipated 10%.
The remaining intervals are filled by the expected number of collisions. With only 43
collisions analyzed, this distribution represents the expectation for free, random collisions
reasonably well.
The overabundance of high impact parameters in the data may be a result of a selection
bias. Collisions with a low impact parameter yield a smaller coefficient of restitution than
more grazing collisions (see below). Therefore, the velocity after the collision is reduced
more strongly and it takes longer for the aggregates to separate again in the projections.
This, in turn, increases the likelihood of other aggregates projections overlapping with
one of the collision partners in the meantime, making it hard or impossible to obtain
the aggregates’ trajectories in both projections. For these collisions the impact velocity
and outcome can still be obtained, but not the other collision parameters, which require
three-dimensional information after the collision. Although the impact parameter only
depends on the information before the collision, here, the aggregates’ positions at the
time of contact can only be calculated using the trajectories both before and after the
collision. Thus, it is more likely that all necessary information can be obtained for a
grazing collision.
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Figure 6.8: The open black circles show the cumulative distribution of the three-
dimensional squared normalized impact parameter (b/R)2, which deviates from the ex-
pected uniform distribution (dashed black line). The circles marked by an arrow denote
the collisions that led to sticking. The orange pluses and blue crosses in the same rows
depict the corresponding 2D values from the left- and right-hand projection, respectively.
Reprinted from Icarus, 253, R. Weidling and J. Blum, Free collisions in a microgravity many-
particle experiment. IV. – Three-dimensional analysis of collision properties, 31-39, c© 2016, with
permission from Elsevier.
The collisions that resulted in sticking do not stand out from the others. The impact
parameters of these were 0.58, 0.77, 0.80, and 0.83, neither central nor very grazing.
However, they do cluster a little, suggesting that an intermediate impact parameter may
be best for sticking to occur.
The significance of a two-dimensionally obtained impact parameter is higher, the
higher the impact parameter is. The data shows that some collisions that appear to be cen-
tral in 2D are actually grazing. Two-dimensional values (orange pluses and blue crosses
in Figure 6.8) appearing to be higher than their three-dimensional counterparts can oc-
cur for aggregates that deviate significantly from a spherical shape and for very uncertain
trajectories. As with the coefficient of restitution, it is very important to obtain the full
three-dimensional information if any analysis is to be based on the impact parameter.
Knowledge about the impact parameter also allows for an insight into a possible dif-
ference of random collisions compared to only central collisions. This difference is best
seen in the loss of energy in the collision, represented by the coefficient of restitution. Fig-
ure 6.9 shows the squared coefficient of restitution ε2 over the square of the normalized
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Figure 6.9: This figure shows the squared coefficient of restitution ε2, a mark for the en-
ergy loss in a collision, as a function of the squared normalized impact parameter (b/R)2.
The data from collisions with velocities higher than 0.02 m s−1 is marked by filled orange
circles, that from slower collisions by open black circles. The four sticking collisions are
marked by arrows as a reference. A linear fit to all data is given by the solid black line
with the 1σ range enveloped by the dotted black lines. The orange line shows the fit only
taking into account collisions with a velocity above 0.02 m s−1. Reprinted from Icarus,
253, R. Weidling and J. Blum, Free collisions in a microgravity many-particle experiment. IV. –
Three-dimensional analysis of collision properties, 31-39, c© 2016, with permission from Elsevier.
impact parameter (b/R)2. The data is divided into two groups, one with collision veloc-
ities below 0.02 m s−1 (open black circles) and one above (filled orange circles). This
was done in order to check if the rotation of aggregates, which increases the scatter in the
coefficient of restitution (cf. Section 6.2.2) and which can be neglected for the group with
higher velocities (cf. Section 5.3), influences the relation between the impact parameter
and the coefficient of restitution.
The graph shows that the coefficient of restitution rises with increasing impact pa-
rameter. Therefore, the ratio of energy lost in the collision is higher the more central
a collision is. This is confirmed by linear fits to the data. The solid black line repre-
sents the fit to all available data and yields ε2 = 0.14 ± 0.10 for perfectly central and
ε2 = 0.51 ± 0.25 for perfectly grazing collisions. The errors given here are the 1σ errors
from a linear least-squares fit and are represented by the dotted black lines.
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Table 6.1: Comparison of the dependance of the coefficient of restitution on the impact
parameter measured by different experiments. All experimental values are the result of
linear fits to data spanning the whole range of impact parameters.
ε2((b/R)2 = 0) ε2((b/R)2 = 1) Material Source
0.14 ± 0.10 0.51 ± 0.25 SiO2 this work
0.10 ± 0.12 0.54 ± 0.29 SiO2 this work, v > 0.02 m s−1
0.12 ± 0.04 0.51 ± 0.12 SiO2 Weidling et al. (2012), 2D values
0.04 ± 0.03 0.57 ± 0.07 ZrSiO4 Blum and Münch (1993)
0.12 ± 0.02 0.58 ± 0.06 ZrSiO4 Blum and Münch (1993), high mass ratio
0.29 ± 0.03 0.50 ± 0.08 Aerosil Blum and Münch (1993)
0.51 Blum and Münch (1993), theoretical
Including only the collisions with velocities larger than 0.02 m s−1 (filled orange
circles), the values change only slightly, to ε2((b/R)2 = 0) = 0.10 ± 0.12 and ε2(1) =
0.54 ± 0.29 (solid orange line with the 1σ-range enveloped by the dotted orange lines).
This shows that the increase in the coefficient of restitution is not an effect of rotation
being more easily converted into translation for grazing collisions. About 40% more of
the initial translational energy is dissipated in central collisions when compared to grazing
collisions.
This has also been found in previous work. In Weidling et al. (2012) aggregates of
the same material but with a smaller radius were observed two-dimensionally. There,
ε2((b/R)2 = 0) = 0.12 ± 0.04 and ε2(1) = 0.51 ± 0.12 were found, matching the findings
presented in this work.
Blum and Münch (1993) did collision experiments with aggregates made up of Aerosil
and ZrSiO4 of about the same size as in this work, but with a lower volume filling factor.
They investigated collision velocities from 0.15 to 3.86 m s−1, which is higher than ob-
served here. Nevertheless, they found similar results (see Table 6.1 for details). Depend-
ing on the material, Blum and Münch found central collisions to yield ε2 = 0.04 . . . 0.29
and ε2 = 0.50 . . . 0.57 for grazing collisions. They also theoretically derive a value of
ε2((b/R)2 = 1) = 0.51 with the only assumption being that sliding of the aggregate sur-
faces is not possible due to roughness, which induces rotation. All experiments with dust
aggregates presented above agree very well with this prediction.
The analysis has shown that in order to obtain a meaningful impact parameter, a three-
dimensional calculation is mandatory. However, for grazing collisions that already appear
as such in 2D, the third dimension may be neglected. This is best seen in the comparison
of the coefficient of restitution at perfectly grazing collisions, which was also found using
only 2D data.
6.3 Collisional results
The most important aspect of collisions in the context of planet formation is their outcome
with respect to the aggregate mass. Whether an aggregate gains mass, loses it or retains its
mass governs if this type of collision, i.e. a collision between two aggregates of specific
mass, size and material at a given velocity and impact parameter, can lead to aggregate
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v = 0.049 m s−1







Figure 6.10: a)-f) Image sequence of a bouncing collision with a collision velocity of
0.049 m s−1. The time between two subsequent images is 20 ms. Each image shows the
involved aggregates, which are highlighted by the brighter background, from both per-
spectives. After the collision, the aggregates clearly separate again. g)-l) Image sequence
of a collision at 0.048 m s−1, where the two aggregates stick together and revolve around
their common center of mass. The temporal spacing between the images is 10 ms.
growth. Since small differences in the composition of the aggregates may change the
outcome, the possible results will occur at certain probabilities if averaged over many
collisions. One goal of many-particle experiments is to obtain a large number of collisions
to be able to compile those statistics.
Figure 6.10 a)-f) shows an exemplary sequence of a collision from both perspectives
where two aggregates (highlighted by the lighter background) collide at a velocity of
0.049 m s−1 and clearly separate again. This is a perfect example of a bouncing collision.
The collision is rather central, with an impact parameter of (b/R) = 0.28.
In Figure 6.10 g)-l) the highlighted aggregates collide at an almost identical velocity of
0.048 m s−1. Here, they do not separate after the collision, but instead revolve around their
common center of mass, which can be observed a little better in the left-hand view. This
is a clear indication for the aggregates to be sticking together. The main difference to the
previous collision, which led to bouncing, is the higher impact parameter of (b/R) = 0.77.
The mass of the involved aggregates is nearly identical.
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Figure 6.11: This figure shows the collisonal results of the collisions analyzed three-
(open circles) and two-dimensionally (crosses) in this work together with the data used by
Kothe et al. (2013) to update the collision model (pluses). Green symbols indicate sticking
collisions, while yellow ones denote bouncing. The dotted, dashed and solid orange lines
show the 100%, 50% and 0% sticking probability from Kothe et al., respectively. The
dashed gray line is the result of an SVM fit using the data of Kothe et al. (2013) only,
while the dashed black line denotes the SVM fit for all data.
52 free collisions could be analyzed quantitatively in the experimental run presented
here. The results are summarized in Figure 6.11. 43 collisions were analyzed three-
dimensionally. They are marked by open circles with the four sticking collisions being
green, while the 39 bouncing collisions are depicted in yellow. Additionally, nine colli-
sions were analyzed in 2D, where at least one of the aggregates could not be tracked fully
in one of the projections. They all resulted in bouncing and are represented by yellow
crosses.
The orange lines give the sticking probabilities as determined by Kothe et al. (2013,
asymmetric least-squares fit), from always sticking (dotted line) over 50% each sticking
and bouncing (dashed) to always bouncing (solid). These fits are based on the data given
by the green and yellow pluses, which denote sticking and bouncing collisions, respec-
tively. The cloud of data points at low masses was analyzed in that work directly, while
the higher mass data is from Weidling et al. (2012). Both are MEDEA-type experiments
and were analyzed two-dimensionally.
Three of the four sticking collisions analyzed in this work occurred at velocities where
the growth model previously predicted sticking to be impossible. The difference in veloc-
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Table 6.2: Fit parameters for the power law given in Equation 6.2 using different fit meth-
ods and data points. The three columns on the left-hand side give the parameters when
only the data in Kothe et al. (2013) is fitted, those on the right-hand side are the results of
fits to all available data points. The lines give the parameters for the fit methods presented
in the text, with the first one being the fit presented by Kothe et al. (2013).
only data from Kothe et al. (2013) all data
method of fit s a w s a w
asymmetric least squares -1.34 -10.02 1.42
support vector machine -0.80 -9.26 > 2.6 -0.64 -9.08 > 4.3
probit model, linear -0.80 -9.47 2.46 -0.36 -9.54 6.17
probit model, quadratic -0.99 -9.61 2.49 -0.75 -9.44 5.27
ity is definitely higher than can be accounted for by the fit being based on 2D velocities.
Therefore, the model has to be updated, taking the new data into account. However, using
the same fit procedure as Kothe et al. (2013) did not yield a result. With the addition of
the new data points, bouncing collisions are sampled much more than sticking collisions.
For the fit function to find the transition between sticking and bouncing, both results have
to be sampled in similar quantities.
In order to update the sticking-bouncing transition with the new data quantitatively,
two different mathematical methods were used. The first is the so-called support vec-
tor machine (SVM), a method similar to the one used by Kothe et al. (2013). For two-
dimensional data it can be used to classify data by finding the dividing line between the
groups of data. This is done in such a way as to maximize the distance of the data points
closest to the line from the line itself. If the two groups of data can not be separated
cleanly, as is the case with the data here, the dividing line is chosen so as to minimize the
sum of the distances of the data points on the wrong side of the divider from the divider
itself. Since this balances the data points on the wrong side of the line, this is equivalent to
the line where half of the collisions lead to sticking and the other half result in bouncing.













was used as input, with s and a being the parameters fitted by the SVM function. Here,
s is the exponent of the power law (or slope in the log(m)-log(v)-diagram) and a is the
logarithm of the mass in kilograms at v = 1 m s−1. The dashed gray line in Figure 6.11
shows the result of the fit using only the data by Kothe et al. (2013). It results in a much
flatter slope of only -0.80 compared to the -1.34 of Kothe et al. Using the SVM method to
fit all data, including the collisions presented in this work, results in the dashed black line.
It has a slope of only -0.64 due to the larger amount of bouncing collisions at low masses
than sticking collisions at high masses. The fit parameters are summarized in Table 6.2.
Clearly, the width of the transition zone would have to be very large to encompass
the newfound sticking events. However, the SVM method does not intrinsically yield a
value for that. If the sticking collision farthest from this line is used as an estimate for
the position of the 0% sticking probability line, the zone has to have a width of at least
4.3 orders of magnitude in mass. Keeping in mind the constraints on the validity of this
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velocity from the velocity analysis (cf. Section 6.2.1), this value might shift accordingly.
In order to get exact numbers, a second method to find the parameters of the transition
was used, which also yields parameters for the width of the zone. The probit model also
is a binary classification method, used to find the boundary between two classes of data.
In contrast to a linear regression method, values are weighted with their probability when
computing the goodness of fit. This allows for the definition of a transition zone where
the two results are following a predefined probability distribution. In order to always find
the global minimum in the optimization of the error, this distribution has to be monotone.
Again, a power law of the same form given in Equation 6.2 is used to fit the 50%
sticking line. As in previous works, it is assumed that the 100% sticking and 0% stick-
ing lines are also power laws with the same slope (i.e. parallel to the 50% line). For
the sticking probability distribution perpendicular to the 50% line, a linear decrease in the
log(m)-log(v)-parameter space was assumed, i.e. parallel lines with a given spacing repre-
sent an identical change of the sticking probability everywhere within the transition zone.
The width of the transition zone w is not predetermined, but an additional fit parameter.
It gives the difference in a between the 100% and 0% sticking lines, with the 50% line
being right in the middle.
Using this method to fit the data given in Kothe et al. (2013) yields a transition line
very similar to the SVM result (see Table 6.2). With the slope being much flatter than
predicted by Kothe et al., the width of the transition zone is one order of magnitude
broader in mass. Using this method to fit all data results in a very different picture. It
yields a slope of only -0.36, whereas the transition region is very broad, spanning more
than 6 orders of magnitude in mass. With other experimental results in mind, which are
included in e.g. Güttler et al. (2010), this result seems to be physically unrealistic.
Since it is not clear if the sticking probability decreases linearly in the log(m)-log(v)-
parameter space, a quadratic gradient was also fitted. The fitting parameter q was chosen




0 , q < −0.5
2(q + 0.5)2 , q  [−0.5, 0]
1 − 2(q − 0.5)2 , q  [0, 0.5]
1 , q > 0.5
(6.3)
The resulting fit of the data in Kothe et al. (2013) is more similar to their fit than
with the linear probability distribution, although it also has a flatter slope with s = 0.99
and broader transition zone with w = 2.49. This fit is shown as the gray lines in Figure
6.12. The dotted, dashed, and solid lines denote 100%, 50%, and 0% sticking probability,
respectively. Again, including the collisions presented in this work results in a flattening
of the slope and a broadening of the transition zone, but it is not as pronounced as with
the linear probability gradient. The fit yields a slope of s = 0.75 and the transition zone
has a width of w = 5.27 orders of magnitude in mass. Figure 6.12 shows this fit as the
black lines. The fit parameters are also presented in Table 6.2.
All fits presented in this work have a similar value for a, resulting in a 50% sticking
probability for aggregates with a mass of around 3 ·10−10 kg at a velocity of 1 m s−1. This
corresponds to an aggregate diameter of 80 µm, assuming a volume filling factor of 0.35.
The fit by Kothe et al. (2013) predicts a lower mass having a 50% sticking probability
at this velocity. No experiments have been performed for porous aggregates of this size
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Figure 6.12: The data points for sticking and bouncing are identical to Figure 6.11. The
gray lines give the fit of the probit model with a quadratic gradient of the probability
distribution to the data from Kothe et al. (2013, yellow and green pluses). The black lines
give the fit for all data. 100%, 50%, and 0% sticking probability is marked by the dotted,
dashed, and solid lines, respectively.
yet. Without further experiments no statement can be made, which of the presented fit
methods matches the results best. With data from experiments with aggregates of about
100 µm in diameter at velocities around 1 m s−1 and at velocities at or below 1 mm s−1
for millimeter-sized aggregates, the parameters of the transition zone can be constrained
much better. Both kinds of experiments are possible with the MEDEA experiment.
If the slopes of the transition zone are really very flat and valid for the whole range
of possible masses, this leads to an interesting characteristic for very small aggregates.
Depending on the exact slope, aggregates smaller than a certain size will never bounce
off each other in collisions. For them, the model predicts sticking to directly turn into
fragmentation. For slightly bigger aggregates, there will be a velocity range where they
bounce off with a certain probability, but none where they will always bounce.
Brisset et al. (2016) found perfect sticking up to 0.12 m s−1 for aggregates with a
mass of about 1.6 · 10−8 kg, which would be approximately in the middle of all fitted
versions of the transition zone, including the fit by Kothe et al. (2013). They also found
the probability for sticking to fall much more rapidly and measured a sticking probability
of less than 5% for velocities larger than 0.13 m s−1. However, they did not observe
single collisions, but the clustering behavior of an ensemble of aggregates. Therefore, no
single data points from this experiment can be included in this analysis and it is unclear
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how much weight this measurement of the transition velocity has when compared to the
single collisions analyzed here. However, it might be an indication that the assumption
of an identical width of the transition zone for all masses is wrong. Without additional
experiments that map the whole transition zone for several masses, this can not yet be
verified, though.
6.4 Collisions between dimers and monomers
While it is important to be able to predict the outcome of a collision between two aggre-
gates, it is of equal importance to know what happens with the aggregates in subsequent
collisions to understand the full growth process. Thus, the experimental run discussed
above as well as four others from the MEDEA-II and -III drop-tower campaigns with
aggregate sizes of either 0.5 – 1 mm or also 1 – 1.6 mm were searched visually for
dimers and their formation and collisions were analyzed where possible. A total of 55
dimers were found, which were involved in 68 collisions with other aggregates or the
glass walls. However, since many dimers were observed in experiments with the quasi-
2D insets where high number densities were used, for most of these events the results
could only be observed but not analyzed quantitatively due to too many overlapping pro-
jections of other aggregates.
An example of a collision between a dimer and a monomer is shown in Figure 6.13.
The monomer (coming from the bottom) collides with the dimer (from the top, rotating
counterclockwise) in image c) at a velocity of 0.015 m s−1. In the last image, both have
clearly separated again. The dimer is still intact and has gained rotational energy, as the
monomer collides with the right part of the dimer. After the depicted collision, the dimer
survives a subsequent collision with the wall and remains visible for the remainder of the
experiment, which lasted for another 3 seconds.
Of the 55 dimers, the formation is visible in 24 cases, while the remaining 31 dimers
emerge from regions of high optical depth and it is unclear whether they formed by a
collision during the experiment or stuck together when lying on the bottom flange prior
to the start of the experiment. However, just one formation sequence could be analyzed
quantitatively, it is the sticking collision at 4.8 cm s−1 shown in the previous section.
Whether the formation could be observed or not did not have a detectable influence on
the result of the collisions.
About half the collisions of monomers with the dimers could be analyzed quantita-
tively. The results are summarized in Figure 6.14. The 5 collisions where the dimer was
destroyed in the collision are marked by arrows. The blue crosses mark the mass of the
monomer and the orange pluses represent the mass of the dimer, respectively. In 6 of
the collisions, the monomer was more massive than the dimer. For the calculation of the
dimer mass it was assumed that it is made up of two equally-sized aggregates that are
fully visible in the image with the highest pixel count for the cross section.
There are too few data points to give a clear boundary at which fragmentation sets it,
since the mass of the involved aggregates may also play a role. However, it is noticeable
that only collisions at velocities above 1 cm s−1 led to fragmentation. In one third (5 out
of 14) of the collisions above this velocity, the dimer was destroyed, while it always (5
out of 5) remained intact at lower velocities.
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Figure 6.13: Exemplary image sequence of a dimer colliding with a monomer at 0.015
m s−1. After they separate again, the parts of the dimer still revolve around their common
center of mass, indicating that they still stick together. The time between two subsequent
images is 102 ms.
The data from 24 other collisions of monomers with the dimers could not be obtained.
Of these, the dimer remained intact in 9 cases and was destroyed in 14 cases. In total, this
makes 23 cases of bouncing and 19 cases of fragmentation. In another observed event,
the dimer was destroyed in the collision, but the monomer stuck to the aggregate it had
collided with, forming a new dimer.
Collisions with the walls could never be analyzed quantitatively, since this would al-
ways require full three-dimensional information, which was not obtainable for any dimer.
Of the 25 observed collisions with walls, the dimer survived intact 16 times and was
destroyed in 9 cases.
No case of a monomer sticking to a dimer was observed. However, one formation of
a larger cluster, consisting of 5 monomers, was found. A dimer is colliding with a trimer
and sticking to it. The formation of both structures is not visible, they emerge from a
dense cloud of aggregates at the top of the vacuum chamber. They collide at a velocity
of 1.1 mm s−1 and stick together. The resulting chain of aggregates does not collide with
other aggregates afterwards. After about 3.5 seconds it disappears in an optically thick
cloud of aggregates and cannot be observed further before the experiment ends.
Based on the observations in the velocity interval between 1 millimeter and 10 cen-
timeters per second presented above it is therefore about as likely for a dimer to be de-
stroyed in a collision as it is for it to remain intact. Kelling et al. (2014) and Kruss et al.
(2016) conducted experiments with aggregates made up out of the same monomers, with
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Figure 6.14: This figure shows all quantifiable collisions of dimers with monomers. The
mass of the dimer is given by the orange pluses, while the mass of the monomer is given
by the blue crosses. The two values that belong to one collision are connected by a gray
line. In the collisions marked by arrows the dimers were destroyed in the collision, while
they remained intact in all other cases.
similar aggregate sizes and at the same velocity interval. The most noticeable difference
is that their aggregates are flat, collide in a quasi-2D plane and are being levitated by the
Knudsen effect. They observed 105 and 899 collisions, respectively. Both works observe
sticking between aggregates, however, all clusters are destroyed eventually, leading to
zero net growth. The lifetimes of the dimers observed by Kelling et al. (2014, their Figure
10) is on the order of a few tens of milliseconds. With about 1500 collisions observed
per aggregate over the course of 900 seconds, the average time between collisions is 600
ms. With only 2 dimers having lifetimes longer than that it is very likely that the dimers
observed by them break apart in the collision subsequent to the one that formed them,
resulting in a fragmentation probability of 1 or very close to it.
Using the same experimental setup, Jankowski et al. (2012) observed collisions be-
tween millimeter-sized aggregates which were made up of basalt that had a larger monomer
size of up to 25 µm. These aggregates were very compact, with a filling factor of about
0.5. In the velocity range of 0.1 to 15 cm s−1 they found about one third of the collisions to
lead to sticking. Clusters formed in this way are destroyed only in one in five subsequent
collisions, which may open the way for some clusters to grow big enough for growth via
mass transfer to occur.
A possible explanation for the observed difference in fragmentation probability is that
91
6 Results
the aggregates in the experiment discussed here are spheres instead of disks. Therefore,
they have a higher mass and, at identical collision velocities, a higher momentum. This,
in turn, can lead to a higher indentation by deformation upon collision, increasing the
contact area and forming a more resistant contact between the two aggregates.
If dimers made up of millimeter-sized aggregates would always be destroyed in sub-
sequent collisions, this would put severe restrictions to the way that planetesimals can
form. Further direct growth would be prevented and dust aggregates would have to grow
further by collective mechanisms such as the streaming instability (e.g. Johansen et al.
2007). However, since the aggregates are so small and the streaming instability works
best at Stokes numbers of around 1, this would most likely only work in the outer parts of
the protoplanetary disk.
There are two other ways that allow for growth beyond millimeter-sizes. One is that at
slightly lower collision velocities the chance for fragmentation of dimers decreases while
the chance for monomers sticking to it increases. Depending on the exact properties of
the gas in the disk, velocities at or below one millimeter per second are realistic and
might yield the desired outcome. With the fragmentation probability of 50% found in
the experiments presented here, another option is for some "lucky winners" to not only
survive subsequent collisions, but grow through direct sticking, either in a low-probability
event or at a lower velocity. These "lucky winners" would quickly reach a size where they
could grow via mass transfer, i.e. the colliding monomer is destroyed, but a fraction of
its mass sticks to the larger cluster. This way, centimeter sizes can be reached (Windmark
et al. 2012a, Dra¸z˙kowska et al. 2014), which are more likely to subsequently trigger the
streaming instability (e.g. Wahlberg Jansson and Johansen 2014). However, Krijt et al.
(2015) show that erosion can stop the growth of aggregates. Whether growth of aggregates
by mass transfer, where many monomers are generated that could erode larger bodies, is
more efficient than erosion remains an open question.
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The MEDEA setup presented in Chapter 4 is suitable for generating collisions between
dust aggregates at velocities of a few millimeters to centimeters per second under micro-
gravity conditions. For the first time, low-velocity collisions of dust aggregates with a
diameter of 1 to 1.6 mm were analyzed. The results help in understanding the transition
from sticking to bouncing. Especially the sticking collision at a velocity of 0.048 m s−1
(see Figure 6.11) shows that the transition zone, where both sticking and bouncing can
occur, may be much broader than assumed previously. However, the difference in results
when fitting the transition zone with different models also reveals that more experimental
work is necessary to better understand this process (cf. Section 6.3). Nevertheless, the
results support the findings from Kothe et al. (2013) in that the slope of the transition is
likely much less steep than in the first collision model by Güttler et al. (2010).
In the future, experiments at velocities of 0.1 to 1 m s−1 should be performed with
dust aggregates with diameters of about 250 µm. Additionally, experiments should be
performed with millimeter-sized dust aggregates to investigate the collisional results at
velocities around 1 mm s−1. Together, these clouds of data points will help to anchor the
fits for the transition zone as well as give insight into a possible change of the width with
changing aggregate mass.
The MEDEA setup is suited to perform both sets of experiments. For the smaller ag-
gregates, short-term microgravity like in the drop tower should be sufficient. Changing the
motor to one with a higher motor speed or gear ratio will lead to collisions in the desired
velocity range. For the low-velocity collisions of millimeter-sized aggregates, long-term
microgravity is required to increase the probability of collisions happening at velocities
below the shaking velocity. A method that allows for an effective coating of the particle
chambers, preventing the sticking of aggregates while allowing for visual observation,
would improve the odds for collisions at those velocities to occur. These experiments
would also increase the statistics for collisions of dimers formed in free collisions. While
aggregates with a diameter of a few hundred micrometers cluster very effectively (e.g.
Kothe et al. 2013, Brisset et al. 2016), it is yet unclear if millimeter-sized aggregates grow
beyond the dimer stage (cf. Section 6.4).
In this work, the two- and three-dimensional analysis of collisions in the MEDEA
setup are compared. The results presented in Section 6.2 show that the velocities of
an ensemble of collisions are reasonably similar when using only 2D data. While the
velocity for any single collision may be much lower than the actual value, the median
correction factor found in Section 6.2.1 was only 1.05 to 1.06. Thus, if the parameters of
the collision are to be used to update the collision model, a two-dimensional analysis is
usually sufficient. This also shows that the results of many previous works, which have
been analyzed in 2D, are still valid and can be used for the collision model.
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If the coefficient of restitution or the impact parameter is of interest, a full three-
dimensional analysis is required, though. These parameters are essential to get a better
understanding of the microphysics of collisions of porous, adhesive aggregates. While
several models like the JKR theory (Johnson et al. 1971) exist that explain the contact
mechanics of solid spheres, they are not easily adapted to porous aggregates. Solving an
equation of motion to find the result of collisions between dust aggregates yields good
results for millimeter-sized aggregates, but the trend at other sizes does not reflect the re-
sults of experiments. It follows the sticking-bouncing transition as presented in Weidling
et al. (2012), but the results of Kothe et al. (2013) and those presented in Section 6.3 show
a much shallower decrease of the sticking velocity with increasing mass.
The model by Krijt et al. (2013) yields good results for collisions of solid, icy particles,
but does not work with the parameters found for porous dust aggregates. At this time,
only n-particle simulations (e.g. Schräpler et al. 2012) can reproduce experimental results
reliably, but they are limited to very small aggregates. No viable analytical model that
scales well to different aggregates sizes has been found yet.
With the new collision model by Kothe (2016) and the update to the transition zone
between sticking and bouncing presented in this work, new growth simulations in the
fashion of Zsom et al. (2010, 2011) have to be performed. This will not only reveal
whether the recent results are beneficial to growth or not. They will also disclose which
parameter combinations in collisions have to be investigated in future experiments and
potentially show if silicates can grow large in PPDs by themselves or if other materials
with higher surface energies are crucial for the formation of larger bodies.
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