Abstract. Given a densely defined and closed operator A acting on a complex Hilbert space H, we establish a one-to-one correspondence between its closed extensions and subspaces M ⊂ D(A * ), that are closed with respect to the graph norm of A * and satisfy certain conditions. In particular, this will allow us to characterize all densely defined and closed restrictions of A * . After this, we will express our results using the language of Gel'fand triples generalizing the well-known results for the selfadjoint case.
Introduction
Since the rigorous study of the theory of operators on Hilbert spaces, their extension theory has always played an important role. In particular, the problem of determining the selfadjoint/maximally sectorial/-maximally dissipative extensions of a given symmetric/sectorial/dissipative has been the subject of extensive study over the last decades and it would be impossible to give a complete presentation at this point. For an overview over this field, we thus refer the interested reader to the surveys [4, 6] and all the references therein.
In this paper, we are going to treat the problem of describing all closed extensions of a given closed and densely defined operator A. By taking adjoints, this also leads to a complete description of the densely defined and closed restrictions of A * . To the best of our knowledge, this type of problem has not attracted too much attention so far. At this point, we mention G. Grubb's results in [9] , where closed extensions of so called dual pairs are described with the help of closed auxiliary operators and a more recent work by Z. Sebestyén and J. Stochel [18] in which -among other results -densely defined restrictions A ′ of a given closed and densely defined operator A such that dim(D(A)/D(A ′ )) = 1 are considered. We believe that the abstract results of this paper will be of interest to the reader as it provides a selfcontained and complete treatment of this problem using only very fundamental classical results and generalizes previous results on densely defined restrictions of selfadjoint operators that can be considered as folklore.
We will proceed as follows:
In Section 2, we will derive our main result (Thm. 2.13) where we show a one-to-one correspondence between all closed extensions of a given closed and densely defined operator A and subspaces M ⊂ D(A * ) that are closed with respect to the graph norm of A * and that satisfy Condition (2.1), which we will introduce below. Note that for our results we do not need to make any further assumptions on A like its resolvent being non-empty. By taking adjoints, we will also derive a description of all densely defined and closed restrictions of A * (Corollary 2.14). In Section 3, we will reformulate our results on densely defined an closed restrictions of a given densely defined and closed operator in the more natural language of Gel'fand triples (Corollary 3.3). In particular, this will allow us to generalize results that are well-known for the selfadjoint case (e.g. [5] ).
After this, we will discuss the suitable notion of convergence between the so constructed closed extensions and densely defined restrictions in Section 4. To this end, we will recall Kato's notion of generalized convergence for operators on Hilbert spaces. As an application, we construct a sequence of densely defined and closed symmetric operators of which each domain is described by a "Riemann-sum"-condition that eventually converges in the generalized sense to a non-densely defined closed Hermitian operator whose domain is described by an integral condition (Example 4.4).
In Section 5, we use a side-result obtained from the construction in Section 2 in order to give two examples of extensions of the selfadjoint momentum operator on the real line, both with infinite codimension. However, only one of the two extensions will be closable while the other one fails to be.
Since A is closed by assumption, we get that Γ(A) = Γ(A). Let us now show that
We begin by showing the " ⊂ " inclusion: Let (ψ, −χ) ∈ {(A * φ, −φ) : φ ∈ M}, which means that there exists a sequence
, where
−→ 0 , which means in particular that φ n → χ and A * φ n → ψ. Since A * is closed, this implies that χ ∈ D(A * ) and ψ = A * χ. Hence, any element of {(A * φ, −φ) : φ ∈ M} is actually of the form (A * χ, −χ) where χ ∈ D(A * ). Furthermore, there exists a sequence {φ n }
Next, let us show the " ⊃ " inclusion: To see this, we need to show that if
We therefore have shown that
Let us finish by arguing that Γ(A M ) is the graph of an operator, which means that we need to show that (0, g) ∈ Γ(A M ) implies that g = 0. But any element of Γ(A M ) is of the form (f + A * φ, Af − φ), where f ∈ D(A) and φ ∈ M · Γ(A * ) . Moreover, by (2.2), we have that f + A * φ = 0 if and only if f = 0 and A * φ = 0. Since -again by (2.2) -we have that A * φ = 0 if and only if φ = 0, this yields that (f + A * φ, Af − φ) = (0, Af − φ) = (0, 0), which implies that Γ(A M ) is the graph of an operator which therefore must be the closure A M of A M . In particular, this implies that A M is closable. Moreover, A M is equal to A M · Γ(A * ) . This shows the lemma. The following lemma provides an alternative characterization of A M . Lemma 2.6. Let the operator B M be given by:
which shows the first inclusion. "A M ⊃ B M ": Observe that for any f ∈ D(B M ), there exists a φ ∈ M such that f can be written as
. This implies that f ∈ D(B M ) as well. To finish the proof, consider
Next, assuming that A is a densely defined and closed operator on H, let us introduce the restriction C M (A) of A * . We parametrize C M (A) by an orthogonality condition in Γ(A * ):
Definition 2.7. Let A be a closed and densely defined operator on a Hilbert space H. Moreover, let M ⊂ D(A * ). Then, the operator C M (A) is defined as 
where we have used that g ∈ D(A * ) and
for all f ∈ D(A) and all φ ∈ M. This holds in particular for the choice φ = 0, from which we get that
for all f ∈ D(A). This implies that g ∈ D(A * ) and that g = A * g. Now, consider again Equation (2.3):
which implies that 
Proof. The fact that C M is a restriction of A * is a trivial consequence of its definition. It is also not hard to see that
where the orthogonal complement is taken in H ⊕ H. But this implies that Γ(C M ) is closed in H ⊕ H, from which we deduce that C M is a closed operator. Let us now show that Condition (2.4) is necessary for C M to be densely defined. Assume that there exists a
. This would mean that there exists a sequence
Since for any n ∈ N and any f ∈ D(C M ) we have
φ}, which implies that C M is not densely defined. Note that for φ = 0, it cannot happen that (½ + AA * )φ = 0, since we would get 
2). These closed extensions of A are given by
Proof. Let B be any closed extension of A. By Proposition 2.3, this implies that B * is densely defined and since B * ⊂ A * , this means that B * is a closed densely defined restriction of A * . Thus,
is a closed subspace of Γ(A * ) and moreover we have Γ(
we then may write
Moreover, since Γ is closed in H ⊕ H, observe that M is closed with respect to the graph norm · Γ(A * ) , since for any φ ∈ M we have
H⊕H . Now, (2.7) means that B * = C M , where C M is defined as in Definition 2.7. By Theorem 2.11, B * = C M being densely defined implies that M satisfies the conditions given in (2.2), which be Lemma 2.10 implies that C M = A * M . Also, since M is closed with respect to the graph norm · Γ(A * ) , we have by Lemma 2.4 that A M is closed. Finally, since B * = A * M and B as well as A M are closed, we get that B ≡ A M , i.e. any closed extension B of A is of the form B = A M , where M is a subspace of D(A * ) that is closed with respect to the graph norm · Γ(A * ) and satisfies the conditions given by (2.2). This finishes the proof.
Likewise, since each closed extension of A is the adjoint of a closed and densely defined restriction of A * , we have also established a one-to-one correspondence between all densely defined and closed restrictions of Proof. Let C be any closed and densely defined restriction of A * . This immediately implies that A ⊂ C * and by Theorem 2.13, there exists a unique subspace M ⊂ D(A * ), which is closed with respect to · Γ( * ) and which satisfies Condition (2.2) such that C * = A M . Since C is closed, we get A * M = C * * = C and Lemma 2.10 then implies that C = C M , which shows the corollary.
Gel'fand Triples
The purpose of this section is to add an additional and in some sense more natural point of view to the results we have obtained so far with the help of Gel'fand triples. Our construction is motivated by [7] , where we adjust a few necessary details as suitable for our later needs.
To this end, for any densely defined and closed operator A * , let the Hilbert space H +1 be the linear space D(A * ) equipped with the inner product f, g +1 := f, g + A * f, A * g , which continuously embeds into H.
Let us also introduce the Hilbert space H −1 as the closure of H with respect to the norm · −1 , which is induced by the inner product f, g 
where we have defined ℓ n := (½ + AA * )φ n for any n ∈ N. This means that for any bounded linear functional ℓ ∈ H * +1 there exists a sequence {ℓ n } ∞ n=1 of elements in H which is convergent in · −1 -norm such that for any f ∈ H +1 we have ℓ(f ) = lim n→∞ ℓ n , f and whose · −1 -limit we then identify with ℓ ∈ H * +1 . Conversely, note also that for any sequence {w n } ∞ n=1 ⊂ H which is convergent in · −1 -norm we get for any f ∈ H +1 :
where w ∈ H is the limit of
is convergent in H −1 . Hence, any such sequence {w n } ∞ n=1 defines a bounded linear functional on H +1 via f → lim n→∞ w n , f . In this sense, we have explicitly constructed the Gel'fand triple:
In view of this framework, Theorem 2.11 can then be reformulated as follows:
Theorem 3.1. Let A * be closed and densely defined and
is closed. Moreover, it is densely defined if and only if
Proof. By Riesz' representation theorem, for any ℓ ∈ L, there exists a unique φ ℓ ∈ D(A * ) = H +1 such that
Defining the set given by
It is now not hard to see that ℓ n → ℓ with respect to · −1 which thus finishes the proof.
, s ≥ 1 and the selfadjoint operator A = A * be given by
Here and in the following H s denotes the Sobolev space of order s. We can identify H +1 = H s (R 2 ) and
. . , η n } be a linearly independent set of measurable functions such that for any i = {1, 2, . . . , n}, there is a
. . , g n } be a collection (of not necessarily linear independent) elements of L 2 (R 2 ). By Sobolev embedding (e.g. [16, Thm. 8.5 (ii)]), the map f → R 2 (η i − g i )f dx is a bounded linear functional on H s (R 2 ), since
where the constant C i only depends on the fixed parameters q i , η i qi and g i 2 . Defining L := span{η 1 −
Since we made the assumption
Hence, by Theorem 3.1, the set
and A ↾ D is a closed and densely defined restriction of A.
Let us finish this section by giving a restatement of Corollary 2.14. We will, however, omit the proof as it follows straightforwardly. 
Convergence
Given a sequence {A n } ∞ n=1 of closed operators on a Hilbert space H, let us now recall Kato's notion of generalized convergence. Since we are only dealing with closed operators on Hilbert spaces, we will not define generalized convergence in its full generality which comprises operators between Banach spaces (cf. [11, Chapt. IV, §2] for the general definition). Rather, we will give a more special definition of generalized convergence that by [11, p. 198 and A be closed operators on a Hilbert space H. We say {A n } ∞ n=1 converges in the generalized sense to a closed operator A, which we denote by "A n Kato −→ A" if and only if the orthogonal projections onto the graphs P (Γ(A n )) converge in norm to P (Γ(A)), i.e. if and only if 
Thus, for any n ∈ N, we get 
= 1, observe that P (Γ Mn ) converges to P (Γ M ) in norm if and only if for n large enough we have that M n is one-dimensional and for each n, there exists a φ n ∈ M n , where
2 (R) and for any n ∈ N, consider the operator C n given by
(Here and in the following, f ′ denotes the weak derivative of f .) We claim that {C n } ∞ n=1 is a sequence of densely defined operators that converges in the generalized sense to the non-densely defined operator C ∞ given by
To this end, let us firstly define the functions φ λ (x) := 1 2 e −|x−λ| , where λ ∈ R. Let A = A * be the selfadjoint momentum operator on the real axis:
It is not hard to see that for any f ∈ D(A) = H 1 (R) and for any λ ∈ R, we get
Now, for any n ∈ N, let us define the function ψ n (x) := n−1 j=0 φ j n (x) and the subspace M n := span{ψ n }. Equation (4.2) then implies that C n = C Mn , where the operators C Mn are defined as in Definition 2.7. Moreover, we have
, which immediately implies that ψ n ∈ D(A * ) but 0 = A * ψ n / ∈ D(A). Theorem 2.11 therefore implies that the operators C n = C Mn are densely defined.
In order to find ψ ∞ ∈ D(A * ) and M ∞ := span{ψ ∞ }, such that C ∞ = C M∞ , we proceed with our analysis by applying the Fourier transform F , where we use the convention
for any f ∈ L 1 (R). Then, the functions φ λ (k) := (F φ λ )(k) are given by
Moreover, we have that ψ n (k) = (F ψ n )(k) is given by
, from which we get in particular that
where the diagonalized operator A := F * AF is the selfadjoint maximal multiplication operator by the independent variable:
We now want to consider the normalized sequence { ψ n / ψ n Γ( A * ) } ∞ n=1 and find its limit ψ ∞ in · Γ( A * ) -norm. By what has been said in Remark 4.3, we then only need to apply inverse Fourier transform to find the function ψ ∞ = F * ψ ∞ , which then is the limit of the sequence {ψ n / ψ n Γ(A * ) } ∞ n=1 in · Γ(A * ) -norm. If we then show that C ∞ = C M∞ this proves that C n Kato −→ C ∞ . To this end, observe that if n ∈ N, then for almost every k ∈ R, we can estimate
Thus, by dominated convergence we get
which shows that ψ n ∼ e −1/2 n as n → ∞. Thus, consider the normalized functions
Observe that the term in parentheses is a Riemann sum and that everything converges in · Γ( A * ) -norm to the function
4.1 Note that even though A = A * , for the sake of clarity, we will keep the notation of Section 2 in which the distinction between A and A * was important.
as n → ∞. An application of the inverse Fourier transform yields
, which can be easiest seen from the fact that its Fourier transform ψ ∞ is in the domain of A A -the maximal operator of multiplication by k 2 :
A calculation shows that
Hence, defining M ∞ := span{ψ ∞ }, then implies that D(C ∞ ) = D(C M∞ ) and in particular that C n Kato −→ C ∞ . Moreover, even though it is obvious, note that Theorem 2.11 and the fact that ψ ∞ ∈ H 2 (R) imply that C M∞ = C ∞ cannot be densely defined.
Closable and non-closable extensions
As in the previous section, let A be the selfadjoint momentum operator on the real line (cf. (4.1) ). We will now construct two extensions A M of A, where M has infinite dimension and where for any 0 = φ ∈ M we have that A * φ / ∈ D(A), but only one of them describes a closable extension of A, respectively a densely defined restriction of A * . As in the previous section, for any λ ∈ R, let us define the function φ λ (x) := , i.e. we want to determine all
and hence in particular for all φ λ , where λ ∈ R. In (4.2), we have already shown that Condition (5.1) implies
From this, we get that
which means that M Q does not satisfy the assumptions of Theorem 2.11 and thus the operator A M Q is not closable (in fact, its adjoint is the zero operator on the trivial space {0}).
Let us now consider the case M Z . Again by using (4.2), it is not difficult to see that
In particular, we have C
. Then, we could perform another integration by parts in (5.2) and would obtain
. However, this implies that g − g ′′ = 0 since f is an arbitrary element of the dense set C ∞ c (R \ Z). Moreover, since there is no L 2 (R)-solution to the equation g = g ′′ , we get that g = 0. Thus, by Lemma 2.4, the operator A M Z is closable.
Restrictions of selfadjoint operators
Given an unbounded selfadjoint reference operator S = S * on H, let us construct densely defined and closed and thus in particular symmetric restrictions C φ ⊂ S such that dim(D(S) \ D(C φ )) = 1. We will restrict ourselves to the one-dimensional case for simplicity of presentation, however our results can be generalized straightforwardly.
For any 0 = φ ∈ D(S) such that Sφ / ∈ D(S) let us define the operator C φ as follows:
Noting that S = S * this means that C φ = C M (S), where M = span{φ} (cf. Definition 2.7). By Theorem 2.11, the condition Sφ / ∈ D(S) ensures that C φ is densely defined. Moreover, since C φ is a restriction of the selfadjoint operator S, this implies in particular that C φ is symmetric and thus C φ ⊂ C * φ . By Lemma 2.10,
In order to determine all selfadjoint extensions of C φ , let us firstly compute the defect spaces ker(C *
which implies that
By von Neumann's Theorem (e.g. [19, Satz 10 .9]), we know that all selfadjoint extensions of C φ can be parametrized by unitary maps from ker(C * φ − i) to ker(C * φ + i). Since (S − i)φ = (S + i)φ , they are given by
where ϑ ∈ (−π, π]. Note that, independently of the choice of φ, we have C φ,π = S. This follows from the
, from which we get equality by a dimension counting argument.
Without loss of generality, assume that (S + i)φ = (S − i)φ = 1 from now on. Let us now determine the resolvents (C φ,ϑ + i) of the extensions C φ,ϑ , which have to coincide on ran(C φ + i) = span{(S + i)φ} ⊥ . Moreover, since we have
we get that
Hence, since (C φ,ϑ + i) −1 ↾ ran(C φ +i) = (S + i) −1 ↾ ran(C φ +i) and by (6.3), we get
which implies that -as an identity of operators -we have
Example 6.1. Let Ω be an open, bounded domain in R n (with n ≥ 2) such that ∂Ω is smooth. Now consider
(Ω), h ∈ C(∂Ω) and consider the following restriction of ∆ D :
:
where ∂ ν f denotes the normal derivative of f . Now, let
where η h ∈ C(Ω) is the unique function harmonic on Ω with η h ↾ ∂Ω = h. Note that φ(g, h) ∈ D(∆ D ). A calculation -using Green's identity -then shows that for any f ∈ D(∆ D ), we have
In other words,
this is the case if and only if h = 0 ⇔ η h = 0, which we will assume from now on. Note that this shows denseness of D( ∆ D ) in L 2 (Ω) just by making operator-algebraic manipulations when applying ∆ D to φ(g, h). For later convenience, we may assume without loss of generality that ∂Ω |h| 2 dσ = 1 at this point. Let us now also introduce the minimal and maximal realizations of the Laplacian on Ω, ∆ min and ∆ max respectively:
It is well-known that ∆ * min = ∆ max and that ∆ D is the Friedrichs extension of ∆ min from which by [3, Lemma 2.5] we get where ker(∆ max ) turns out to be the space of functions in L 2 (Ω) which are harmonic on Ω. In particular, since for any h ∈ C(∂Ω), we have η h ∈ ker(∆ max ), we get from (6.6) and (6. where we have used that by (6.8), n ± ↾ ∂Ω = −h and ∆n ± = ±in ± + g. On the other hand, by virtue of the same identities, we get C = ∂Ω h∂ ν n + dσ − g, n + = − ∂Ω n + ∂ ν n + dσ − i n + 2 − ∆n + , n + = ∇n + 2 − ∂Ω n + ∂ ν n + + n + ∂ ν n + dσ − i n + 2 , (6.10) which shows that Im(C) = − n + 2 = 0. Now, let f = f D + λ(n + + e iϑ n − ) be an arbitrary element of D( ∆ D,ϑ ), where f D ∈ D( ∆ D ) and λ ∈ C. We then get = λ(C + e iϑ C) 
