We study the disassembly process of a moderately complex consumer product (cell phone) 
Introduction
Initially, the systematic approach to disassembly problems focused on maintenance and repair and assembly planning. In recent years, product recovery issues have gained prominence [1] . This has been stimulated by an alarming growth in the number of discarded complex products, tightening environmental regulations and the desire to tap into the lucrative economic payoff. While, most of the research was initially focused on disassembly sequencing, in recent years the interest has expanded into problems related to disassembly line balancing, disassembly scheduling and reverse logistics. With post-consumer processing as an important phase of the life cycle chain of a product, disassembly also plays an important role in product design in the form of Design for Disassembly [2] .
The identification of the optimum sequence for disassembly operations involves a systematic search for the best sequence from all possible sequences. The set of all possible sequences can be represented by a directed graph such as a state diagram, an AND/OR graph, or a disassembly precedence graph (DPG). Of these, the DPG is used when the disassembly process can be decomposed into operations. An operation typically represents the removal of a specific component. Operations are related to each other via a set of precedence relationships. In general, a DPG is an extremely compact way of capturing a lot of information. A graph with even a modest number of nodes incorporates a remarkable number of possible disassembly sequences. However, the combinatorial mathematics of DPGs is not well developed and needs further research. Unlike state diagrams and AND/OR graphs, no method is currently available for determining the number of disassembly sequences that are incorporated in an arbitrary DPG.
The methods
In this paper, exact methods are used for generating the optimum solution based on profit maximization. Exact methods are often based on mathematical programming with integer linear programming (ILP) and binary integer linear programming (BILP) being the most prevalent [3] . While both of these methods require exponentially increasing CPU times with growing product complexities, the BILP based method is more flexible and could be used for a broader range of product complexity. These methods are best used for benchmarking heuristics. For the relevant literature review and an example of an efficient heuristic, see [4, 5] .
Compared to a sequencing problem, which is based on a single workstation, the Disassembly Line Balancing Problem (DLBP) minimizes the cycle time by distributing the disassembly process over multiple workstations. A disassembly line represents an ordered sequence of workstations where a specific set of predetermined disassembly tasks are performed at each workstation such that the precedence relationships between the tasks are satisfied and some measures of effectiveness are optimized. A disassembly line setting is perhaps the most efficient way to perform disassembly and is the best choice for automated disassembly, a feature that is essential for disassembling products in large quantities [6] . While a rigorous exact approach of such a problem is NP-hard, greedy algorithm [7] frequently returns sufficiently good solutions.
The product

Product data
We consider a specific product (cell phone) discussed in [8] In this product, 25 disassembly operations are identified, each of which corresponds to the removal of a specific component or fastener. These are represented by index j (see Table 1 ). The net disassembly time for component j is t j , and S represents the number of subsequent operations, which follows straight from the DPG (see figure 2 ).
The direction of motion, D, is also given in Table 1. An orthogonal set of Cartesian coordinates has been assumed for the directions of preference for the disassembly operations. 
List of components and related operations
The disassembly operations are organized in different levels. The levels are determined by the precedence relationships, which are graphically represented in the DPG (see Figure 2) . Here, the directed arcs represent the precedence relationships. A specific operation can be performed only if all the operations with arcs pointing towards that specific operation have been executed beforehand. A component is assigned to level M in such a way that all the components that have to be detached prior to detaching this component belong only to levels lower than M with at least one component belonging to level M -1. The lowest level in the DPG is zero, which corresponds to the source node.
It can be observed from Figure 2 that for the cell phone case, nine distinct levels exist, in addition to the level zero. All the operations that belong to a specific level are lined up in a vertical column. 
Disassembly line balancing problem
The disassembly line balancing problem for the cell phone has been investigated in [8] . The method used was based on a greedy heuristic algorithm in a multi-criteria decision-making setting. Among the data used to investigate the problem were disassembly times for all operations, the directions in which the components had to be removed, the masses of components, the resale values of components, and whether a component is hazardous or not. The last two pieces of data for each component is used to address the requirements: "remove valuable components as soon as possible," and "remove hazardous components as soon as possible" respectively. Note that the time to move between disassembly stations is considered constant and is assumed to be negligible, as it has no bearing on the disassembly sequence. Complete disassembly is carried out. With a maximum disassembly time of 18 sec for the removal of the circuit board (operation 21), the minimum cycle time is 18 sec. Since the total time required for operations 1 through 25 is 155 sec, the minimum number of workstations for achieving the minimum cycle time equals
Initially, one proceeds with the assumption that a feasible solution with nine workstations could be obtained. After all, with nine workstations, the total time available for disassembly is 9*18 = 162 while the total time required for the disassembly operations is 155, leaving 7 sec of idle time. However, due to precedence relationships, a solution may not exist. When this happens, the number of available workstations is increased by 1 and another attempt is made to solve the problem, and so on. An additional desire is that the idle times should be evenly distributed over the workstations.
The assignment of an operation to a workstation principally proceeds in the order of decreasing S, which could be intuitively interpreted as enabling the maximum number of subsequent operations. This implies that a sequence should always start with the source node 0. Once the source node has been selected, one of the operations out of 1 through 4 must be chosen (see Figure 2) . Operation 2 is selected, because it has S = 18, which is the maximum value (see Table 1 ). This is supplemented by additional operations such that the precedence relationships are not violated and the cycle time is not ex- It should be noted that this solution does not account for additional criteria such as the change in tool directions. For example, in the first workstation, operation 2 is in the -y direction and operation 6 is in the -z direction. Fortunately, with some adjustments, the algorithm can be modified to provide us with additional solutions that address many other criteria without sacrificing the optimum cycle time obtained. From these alternative solutions, the one that best addresses the criteria can be selected.
Disassembly sequencing problem
The disassembly sequencing problem is sort of a special case of the disassembly line balancing problem that has a single workstation and the cycle time is the sum of the time required to carry out operations 1 through 25, i.e., 155 sec.
However, we are interested in addressing the case of sequence dependent costs. In the simplest case, one could assume that the cost of any operation depends on the previous operation. This case is important in practice, as it accounts for issues such as product reorientation and tool change. Let Π j,k represent the profit generated by operation k, if it is performed after operation j. This incorporates the revenue of the component that is obtained via operation k, the net cost of operation k, and any additional costs incurred stemming from sequence dependent issues such as product reorientation when one changes from operation j to operation k.
In the disassembly line balancing case, the following sequence was found:
0-2-6-1-7-5-8-10-12-13-17-20-3-22-4-23-9-14-15-18-11-16-19-21-22-25.
In that case, however, a transfer takes place between workstations, that is, a transfer takes place between operations 6 and 1, between operations 7 and 5, etc. The complete transfer cost remains invariant, as it only depends on the number of workstations, which equals 9. The sequencing problem is restricted to a single workstation case with profit maximization as the objective. Exact methods provide us with the optimum solution. While the required CPU time increases exponentially with the size of the problem, the cell phone problem, with 25 operations, is manageable. Heuristic methods typically require CPU times that increase in a polynomial fashion with product complexity. We developed and applied a heuristic that generated a set of optimum and near optimum solutions for the cell phone problem. The required CPU time appeared negligible for the problem of this size.
We randomly generated the values of the elements Π j,k . and arranged them in a matrix form (see Appendix 1) . A value of zero in the matrix signifies a forbidden sequence. Note that here we have assumed complete disassembly, although partial disassembly could be easily studied, if required.
Exact method
The exact method [3, 4, 5] proceeds as follows: Let N o be the number of operations that are involved in the model. Start with N o = 1 and find the optimum solution, using a binary integer linear programming approach. The sequence 0-1 is revealed. Increase N o by 1 and repeat the procedure. If an infeasible solution is encountered, such as 0-2-5-3-1-4, select the shortest possible infeasible subsequence, which is 5-3-1 here, and inhibit its occurrence by adding the following constraint:
The w j,k are the model's partial flow variables that are (0,1) integers, which equal 1 only if operation k is performed after operation j. Although many potential sequences are possible, experience shows that the required number of iterations remains manageable and the optimum solution can be obtained, see Table 2 . )  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25   61  67  78  102  241  393  471  592  640  748  800  880  953  1045  1149  1206  1302  1433  1510  1594  1703  1769  1866  1948  2028   0  0  0  2  4  4  4  4  11  12  16  21  24  29  31  43  65  67  81  102  102  108  109  117 Figure 1 The optimum sequence for the of case N o = 25 is as follows: 0-1-2-5-4-6-7-8-3-10-12-15-13-9-17-14-20-11-18-19-23-22-24-21-25-16.
The CPU times in Table 2 refer to a rather obsolete Pentium 1 PC (200 MHz). The product was modeled with the XA solver, which is integrated in the AIMMS interface [9] . Although the number of iterations depends on the product, e.g., the values of the elements of the profit matrix, it can be observed that DPGs with this many numbers of nodes can be dealt with by using the exact method. Obviously, problems of increasing complexity can no longer be accomplished by using the exact method. It should be remarked here that the nonmonotonous character of CPU time depends on the initial condition and the solver, among other things. If another solver is selected or another condition is used as a starting point, the CPU time could be quite different. In addition, the CPU time at various iterations can vary as well. However, the general trend, which exhibits an exponential increase with the increasing number of iterations, is more pronounced when more complex products are considered.
Heuristic method
A heuristic method [4, 5] has been applied to the same cell phone problem, aimed both at evaluating the solutions and at searching for a cluster of suboptimum solutions. The results can be found in Table  3 . Sequence  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25   61  67  78  102  241  393  471  592  640  748  800  880  953  1045  1149  1203  1302  1433  1510  1594  1703  1769  1857  1948  2028   1 1-2 1-2-3 1-3-4-2 1-2-5-4-3 1-2-5-4-6-3 1-2-5-4-6-7-3 1-2-5-4-6-7-8-3 1-2-5-4-6-7-8-3-9 1-2-5-6-7-8-3-10-4-9 1-2-5-6-7-8-3-10-4-9-11 1-2-5-4-6-7-8-3-10-12-9-11 1-2-5-4-6-7-8-3-10-12-13-9-11 1-2-5-4-6-7-8-3-10-14-12-13-9-11 1-2-5-4-6-7-8-3-10-13-9-15-12-14-11 1-2-5-4-6-7-8-3-10-13-9-15-11-16-14-12 1-2-5-4-6-7-8-3-10-13-9-15-12-14-11-17-16 1-2-5-4-6-7-8-3-10-14-12-15-13-9-17-11-18-16 1-2-5-4-6-7-8-3-10-12-15-13-9-17-11-18-16-14- A value of 50 was assigned to the greediness parameter Λ (predefined number of good solutions) [5] . For the complete model (N o = 25), a list of 20 suboptimum solutions was obtained. This could be further refined using the imperfect branch and bound heuristic. We detected seven solutions with optimum value exceeding 2010 (see Table 4 ).
Table 4. List of suboptimum solutions
Although completeness of this list is not a priori guaranteed, lists like this one are useful for incorporating criteria other than profit only. When, for example, the circuit board (component 21) is required as early as possible, the sequence with objective 2019 can be considered, as this selection causes a reduction in profit of 0.5% only, which is well within the level of accuracy. Complete lists can be obtained by extension of the exact method via targeted inhibition of the known near-optimum sequences as additional constraints.
It should be remarked here that the CPU times associated with the heuristic method are all far below one second, including the compilation time. Only when the greediness parameter is increased to values above 270 and the number of components is 25 or higher, the CPU times increase to about two seconds.
Conclusion
Exact and heuristic methods have been successfully applied for obtaining the optimum disassembly sequence in a moderately complex product represented by the DPG. A solution for the DLBP for the same product using a greedy algorithm has been found as well. Because the full DLBP is a multiple criteria problem, generating a list of reasonable suboptimum solutions is indispensable in selecting a solution that matches various criteria. The heuristic that is developed for the sequencing problem also includes the possibility to go beyond the greedy solution. Applying this would provide the possibility of generating multiple solutions for the DLBP opening the possibility of incorporating and addressing even more criteria. Experimenting with other heuristic and metaheuristic techniques could also lead to efficient solutions. The authors are currently looking into such challenges.
