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Abstract--We consider the one-dimensional semi-infinite linear inverse heat conduction problem (IHCP) 
and present a new solution algorithm based on singular perturbation techniques. The new method 
successfully incorporates the needed initial filtering procedure ofthe noisy data into the marching scheme. 
The concept of formal stability for the IHCP is analyzed and its relationship with the high frequency 
components of the measured data funciton is further studied by comparing the new method with the 
mollification method and the method of Weber. 
A fully explicit space marching finite differences scheme is developed and several numerical experiments 
of interest, showing the accuracy and stability properties ofthe algorithm inthe presence ofnoisy data 
and for small dimensionless time steps, are investigated. 
1. INTRODUCTION 
The inverse heat conduction problem (IHCP) involves the calculation of surface temperature 
and/or heat flux histories from transient, measured temperatures at interior locations of a thermally 
conducting solid. 
It is well-known that the IHCP is a mathematically improperly posed problem in the sense that 
small errors in the interior data induce large errors in the surface temperature orheat flux solutions. 
The main purpose of this paper is to attempt o improve the finite differences implementation 
of the mollification method as presented in Ref. [1] by incorporating the necessary initial filtering 
procedure--paramount to he mollification method--into the marching scheme itself, hopefully 
eliminating in this manner the extra manipulation of the noisy data. 
We begin our discussion by comparing two different approaches to the approximate solution of 
the IHCP that successfully restore certain type of continuous dependence on the data. Both 
procedures share the important feature that can be numerically implemented by means of suitable 
explicit space marching finite differences schemes and, consequently, can be applied to problems 
with nonconstant coefficients and to nonlinear problems. 
The mathematical concept of formal stability for the mollification method (Refs [1-5]) and the 
method of Weber [6-8]--Methods I and II in Section 3--is studied and its relationship with the 
behavior of the high frequency components of the noisy data--the main cause of instability for 
the IHCP--is analyzed. It is shown that Method I actively filters (eliminates) the high frequency 
components of the measured ata function while Method II actually amplifies them but without 
losing its formal stability property. However, in actual computations, in the presence of moderate 
amount of noise in the data, formal stability does not imply numerical stability for Method II 
(see Ref. [8]). 
An "intermediate" new method--Method III in Section 3--that barely filters (does not 
eliminate) and does not amplify the high frequency components of the measured ata function is 
introduced and it is shown to be formally stable. 
In all cases, we demonstrate that all the methods are consistent and that, theoretically, it is 
possible to obtain convergence as the initial data becomes better and better (the amount of noise 
tends to zero), but no optimal choice of the parameters involved is attempted. 
In Section 4 we present a fully explicit and numerically stable space marching finite differences 
approximation--based on a particular implementation f Method I I I --that achieves the original 
purpose of our investigation. 
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Section 5 is devoted to the numerical testing of Method III together with the presentation of 
several useful comparisons involving Methods I-III. A summary and some final conclusions are 
also included. 
2. DESCRIPTION OF THE PROBLEM 
We consider a semi-infinite slab with one-dimensional symmetry. Linear heat conduction with 
constant thermal properties i~assumed and, after appropriate changes in the space and time scales, 
without loss of generality, the problem is normalized by using dimensionless quantities. 
The problem can be described mathematically as follows. 
The unknown temperature u(x, t) satisfies 
Uxx=U,, 0~<x<~,  t>0,  (la) 
u(1, t) =F(t ) ,  t >0,  (lb) 
with corresponding approximate data function F,,(t), 
u(x, 0) = 0, 0 ~< x < ~,  (lc) 
u(0, t) =f ( t ) ,  t >0,  unknown, (ld) 
u(x, t) bounded as x ~ oo, t > 0, (le) 
where t is time and x is the distance measured from the heated surface. We notice that the unknown 
boundary condition (ld) might be replaced by 
--ux(O, t) = q(t), t > 0, unknown. (ld') 
The objective is to estimate the surface temperaturef(t) and/or the surface heat flux q(t) given 
the interior temperature measurements at x = l, denoted by F,,(t). 
To facilitate future analysis and in order to use Fourier integral theory, we extend the functions 
F(t), F,,(t),f(t) and q(t) to the whole real t-axis by defining them to be zero for t ~< 0. We assume 
that all the functions involved are L 2 functions in ( -oo ,  oo) and use the corresponding L2 norm 
to measure rrors. 
In this setting, it is quite natural to also assume that the measured ata error function satisfies 
IJF-FmJJ ~<e, (2) 
where E is a known positive upper bound. 
We recall that if the Fourier transform of a function h e L2( -  ~ ,  ~)  is defined by 
' (w)=-~n f~_ h(t)exp(iwt)dt, (3) 
the inverse Fourier transform is then given by 
h(t) = ~ ~(w)exp(-iwt) dw, (4) 
x/ z~ 
and the associated Parseval's relation states that 
IIh II 2= Ih(t)12dt = J/~(w)12 dw = 11/~ II 2 (5) 
- -oC  
Taking the Fourier transform of equation (la) with respect o time, we obtain the differential 
equation 
ftxx(X,W)=-iwfi(x,w), 0<x<oo,  -~<w<~,  
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which has the general solution 
a(x, w) = A (w)exp {(twl/2)'a(1 - i~r)x } + B(w)exp { - (I w J/2)'/2( 1 - ia)x }, 
i = x~-  1, a = sign(w). 
After imposing the boundary conditions (ld) and (le), the general solution is reduced to 
fi(x, w) = f (w)exp  { - (I w l/2'/~( 1 - ia)x}, 
and, in particular, for x = 1, 
P(w) =f(w)exp {- ( I  w l/2)'/~( 1 - ia)}. (6) 
It is clear from equation (6) that the IHCP, attempting to go from j0 to f, magnifies a high 
frequency component by the factor exp{(I w I/2)1/2}. Since we have assumed that f belongs to 
L~( - ~ ,  ~), this implies that the exact data function F(t) is a very special L2( -  ~ ,  ~)  function. 
In fact, its high frequency components have to die out faster than exp{(I w I/2) ~/2} for the product 
P exp{(Iw I/2) I/2} =f,  and consequently f, to be in L : ( -~ ,  ~). However, when actually solving 
the inverse problem, instead of the ideal data function F(t) we are given a noisy, measured ata 
function F,,(t) which is a L2(-  ~,  ~)  function with its high frequency components not subject o 
such a rapidly decreasing behavior and we can not, in general, guarantee that the product 
J0m exp{(I w I/2) ~/2} will be in L2( -~,  ~). Thus, we conclude that the IHCP is a highly ill-posed 
problem in the high frequency components and any attempt o stabilize the problem, in order to 
be successful, must take this condition into account. 
3. STABILIZED PROBLEMS 
In this section we discuss and compare three different approaches to the approximate solution 
of the IHCP that successfully restore certain type of continuous dependence on the data. All these 
procedures share the important property that can be niamerically implemented by means of suitable 
explicit finite differences schemes marching in space and, consequently, can be applied to problems 
with nonconstant coefficients and to nonlinear problems. 
In all cases, our main purpose is to analyze the formal stability of the method and to study the 
relationship between this property and the high frequency components of  the noisy data. When 
applicable, this is followed by a brief historical background on the method and a list of references 
providing the necessary numerical evidence. Finally, we also discuss the behavior of the error of 
these methods in order to show convergence as the amount of noise in the data goes to zero, but 
no "optimal" choice of the parameters involved is attempted. 
Method L Mollification method 
The first method that we study was suggested by Manselli and Miller in 1980 [2]. The IHCP can 
be stabilized if instead of attempting to find the point values of the temperature function f(t), we 
attempt o reconstruct the 6-mollification of the function f at time t, given by 
J~f(t) = (P6 * f ) ( t )  = f ?~ po(s)f(t - s) ds, (7) 
where 
1 -l/2exp(_t:/6:), p6(t) ----- ~ ~z 
is the Gaussian kernel of radius 6 > 0. We notice that p~(t) falls to nearly zero outside the interval 
( -36,  36), p6(t)> 0 and S~o~ p~(t)dt = 1. Moreover, the Fourier transform of J~f is given by 
J d (w)  = 2rc~6(w)f(w) = exp(-w~6:/4) f (w) .  (8) 
Clearly, the mollification damps those Fourier components o f f  with wavelength 2n/w much shorter 
than 2n6; the longer wavelengths are damped hardly at all. 
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The stability analysis for this method follows now from equations (1), (7) and (8). We have 
f (w)  = exp{(lw I/2)t/2(1 - -  io ' )} /~(w)  (9) 
and 
J d (w ) = exp{(] wl/2)1/2(1 - its) - w262/4} ~(w ). (10) 
If Jd,~(w) denotes the Fourier transform of the mollified surface temperature function f ( t )  when 
the Fourier transform of the ideal data temperature F(t) is replaced in equation (10) by the Fourier 
transform of the noisy data function Fro(t), we obtain 
J6f~(w) = exp{(] w l/2)1/2(1 - itr) - w262/4}Pm(w). (11) 
We observe that the function J~f, ,(t)¢ L2( -oo ,  oo) and 
sup lexp{(I w l/2)1/2(1 - i¢) - w262/4}[ ~< exp{3/(462/3)}. (12) 
- -OD <W<OD 
Subtracting equation (11) from equation (10), squaring, integrating with respect to w and using 
estimate (12), we get 
II J~f  - J6f,~ II 2 ~< exp{3/262/3)} II P - Fm II 2 (13) 
Thus, from Parseval's equality and assumption (2) it follows that 
[I J d -  J~f~ II ~< E exp{3/(462/3)}, (14) 
i.e. the mollification method is formally stable. We have Lipschitz continuous dependence on the 
data as E tends to zero, provided we keep the radius of mollification, 6, fixed. 
The first extensive numerical experiments involving the original formulation of the mollification 
method--in the spirit of the integral representation f the IHCP--were performed by Murio [3]. 
Hensel and Hills [4] developed a space marching finite differences procedure based on a.new 
interpretation f the mollification method by initially replacing the noisy data function F,,(t) with 
the filtered data function J6F,,(t) = (P6 * Fm)(t). The questions of numerical stability and choice 
of the radius of mollification as a function of the amount of noise in the data were addressed by 
Murio [1] with the introduction of a related fully explicit and stable space marching finite differences 
method for the semi-infinite IHCP. For a different mollified space marching finite differences 
algorithm related to the system of equations that appear for the IHCP in a finite slab and examples 
of applications to some nonlinear problems, the reader is referred to Guo et al. [5]. 
For the estimation of the error IIf-J~fmll, we need to study the quantity I [ f - Ja f  [I, related 
with the consistency of the method. In the absence of noise in the data, the mollified surface 
temperature solution should be "close" to the exact temperature solution. It is well-known that 
[I f -  J6 f  II --' 0 as 6 --, 0, but in order to estimate the rate of convergence it is convenient to assume 
some extra smoothness on the function f For instance, i f f '  E L2( - -cx: ) ,  o0) and Ilf'll ~< M, we 
immediately have 
II f -  J~f  II = I[ f -  J6 f  II = II :~(w)(1 - exp(-w26 2/4))II 
= ]l(-- iwf(w)) { 1 -- exp(w262/4)}/(-- iw)I[ 
~< IIf'll sup I{1 - -  exp(--w262/4)}/wl, (15) 
- -OD <W<OD 
using Parseval's equality and the fact that the Fourier transform of f '(t) is -iwf(w). Evaluating 
the right-hand side of expression (15) at the point w0 ~ 2.2418 6 where the maximum is achieved, 
we get the consistency estimate 
IIf - J6 f  I[ ~< ½M6 (16) 
and combining this result with inequality (14) we obtain the error estimate, 
1If - J6fm II ~< ½M6 + E exp{3/462/3}. (17) 
A stable space marching finite differences algorithm for IHCP 39 
From a strictly theoretical point of view, with the parameter choice 60 = (ln(1/~)) -2/3, for example, 
we get convergence. Indeed, this particular choice gives the error estimate, for small E, 
M 
I I f -  J~ofm I1 ~< 2{ln(1/O}3/z I- E TM. (18) 
This rate of convergence is rather slow, but as the data improves (E --, 0), the approximate solution 
tends to the exact solution of the parabolic problem. However, in real computations, the choice 
of the radius of mollification depends not only on the upper bound E for the amount of noise in 
the data, but also on the "quality" of the noisy data function Fm itself. For the description of an 
automatic selection criterion satisfying these practical and important considerations, ee Ref. [1]. 
Method II. Method of Weber 
In an attempt o stabilize the IHCP, Weber [6], suggested to solve, instead, the approximate 
hyperbolic problem 
vxx=c-2v,,+vt, 0~<x<oo,  t>0,  (19a) 
v(1, t) = F(t), t > 0, (19b) 
with corresponding approximate data function Fro(t), 
v (x, 0) = 0, 0 ~< x < oo, (19c) 
vt(x, 0) = 0, 0 ~< x < oo, (19d) 
v(O, t) =fUc(t), t > 0, unknown, (19e) 
v(x, t) bounded as x --* oo, t > 0. (19f) 
The parameter c, c >> 1, can be interpreted as a finite thermal propagation speed. For most 
conduction problems its effect is negligible, although the traditional Fourier equation for heat flow 
implicitly assumes the thermal propagation speed to be infinite. 
Taking the Fourier transform of equation (19a) with respect o time, we obtain the differential 
equation 
~xx(X,W)=(-- iw--w'/c2)f(x,w),  0<x<oo,  - -oo<w<oo,  , 
which has the general solution 
t~ (x, w ) = A (w) exp {(I w I/2) l/2I(w, c )x + B (w) exp { - (I w 1/2) I/2I(w, c)x }, 
where 
X(w, c) = ({w21c ' + 1} ~/2 - Iw  I Ic2) '/~ - io({w21c' + 1} '/2 + lw l lc2)  '/2. 
Applying boundary conditions (19e) and (19f), the general solution is reduced to 
#(x, w) = fMc (W)exp{-(wl/2)~/2I(w, c)x} 
and, in particular, for x = 1, 
F(w) = fXc(W)exp{ - (I w l l2)'/'I(w, c)}. (20) 
For c fixed, l exp{(Iwl/2)l/:I(w, c)}l is an increasing function of Iwl in (0, oo), bounded above. 
In fact, 
sup l exp{(Iwl/2)l/2I(w,c)}l ~<exp(c/2). (21) 
- -oO <w<aO 
Notice that for low frequency components, I(w, c) ~, 1 - io and the hyperbolic model approximates 
the parabolic one very closely. 
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Iff~.c(w) denotes the Fourier transform of the hyperbolic surface temperature function when 
the Fourier transform of the ideal data temperature F(t) is replaced in equation (20) by the Fourier 
transform of the noisy data function Fm(t), we obtain 
fg.c (w) = exp{(I w 1/2)t/2I(w, c)}P,~ (w). (22) 
Once again, using inequality (21), we see that the function f~.ceL2(-oo,  oo), since 
&(t)  ~ L2(- ~ ,  ~). 
Subtracting equation (22) from equation (20), taking norms, using inequality (21) and Parseval's 
equality, it follows that 
I1 fff n exp(e/2). (23) --f.,,cl[ ~< E 
This shows that the hyperbolic method is also formally stable. We have restored continuous 
dependence on the data as E tends to zero, provided that we keep the finite thermal propagation 
speed, c, fixed. 
From the point of view of replacing the heat diffusion operator by a closely related hyperbolic 
one, Weber's procedure can be classified as a singular perturbation method. In his original 
formulatoin [6], Weber gave no analysis of the method but presented several numerical examples 
of interest, showing the accuracy of the finite differences approximation. A theoretical nalysis of 
Weber's procedure can be found in Eld6n [7] and Murio and Roth [8], where an integral solution 
for the IHCP based on the hyperbolic approximation method is also developed. 
It is shown in Ref. [8] that in the actual numerical implementation f the method of Weber, for 
small data sample frequency (At = 10 -2) and moderate amount of noise in the data (E = 5 x 10-3),  
it is necessary to additionally filter the noisy data function Fro(t) in order to restore numerical 
stability. The reason for this behavior as oppose to the results presented in Ref. [6] should be traced 
back to the different mathematical models used to generate the noisy data function. In Ref. [6], 
the "measured" data function F=(t) is obtained by dropping the least two or three significant 
decimal figures from the exact value of F(t). In this case, the "added" noise function has almost 
no high frequency components. By contrast, in Ref. [4], the "measured" data function F,(t) is 
modeled by adding a random error to F(t) at each grid point, i.e. Fro(6) = F(tj) + % when Ej is 
a Gaussian random variable of variance E2 and the "added" noise function possesses almost all 
the high frequency spectral components. Furthermore, a closer look at the formal stability analysis 
of both the mollification and Weber's methods reveals that, for the former, 
J~f,.(w) = exp{(lw[/2)'/2(1 - ia) - w262/4}F=(w), 
showing that the high frequency components of Pm are effectively filtered; the kernel function 
exp{(I w I/2)'/2(1 - ia)iw2a=/4} ~ 0 as I w I --* m, belongs to the space L2(- m, m) and the stability 
bound given by II J6f - J6f , .  II ~< exp{3/(462/3)} is not sharp at all for high frequency components. 
On the other hand, for Weber's method, we have 
H f,,,,~(w) = exp{(I w I/2)'/=I(w, c)}P=(w). 
The kernel functoin lexp{(Iwl/2)WI(w, c)}l + exp(c/2) as I w I--, oo and allows all the frequencies 
to enter. The stability estimate It f~n -f.,,~lln ~<E exp(c/2) is now sharp for high frequency 
components; they are amplified by the factor ~exp(c/2). 
The above discussion illustrates why the concept of formal stability might not be enough for the 
successful implementation f a related numerical method. In the discrete model, the hypothesis 
F,.eL2(-oo, ~) needs to be supplemented with some extra control of the high frequency 
components of the noisy data function. 
If f ' a  L2( -m,  ~)  and M = max( IIf II, II f'll ), it is shown in Roth [9] that 
II f - fn  II ~< 2x/~nc -2/3, (24) 
This consistency estimate together with inequality (23) gives the error estimate 
IIf - fn,~ II <~ 2x/3Mc-2/3 + ~ exp(c/2). (25) 
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As with Method I, theoretically, with the choice co = 2 In(1/E ~/2) for example, we obtain convergence 
as E goes to zero. For small E, evaluating the upper bound (25) at Co, we have 
II f - fn  c0 Ir ~< 2t/3M/(ln[1/(Qla]) 2/3 + c la. (26) 
For a practical strategy on the choice of the hyperbolic parameter c and the automatic filtering 
of the noisy data for the stable implementation f Weber's method, see Ref. [8]. 
Method I lL New method 
The method that we introduce here has been developed as an attempt o eliminate the initial 
filtering of the noisy data--as needed in the stable versions of Methods I and I I --by incorporating 
a modified filtering procedure in the space marching finite differences scheme itself. Thus, the new 
method should stabilize the IHCP and should be easier to implement than Methods I and II. 
We propose to replace the heat diffusion equation by the singular perturbation equation 
Zx~=Zt-y2Zt,x, 0<x<oo,  t>0,  (27a) 
z(1, t) = F(t),  t > 0, (27b) 
with corresponding approximate data function Fro(t), 
z(x, 0) --- 0, 0 ~< x < oo, (27c) 
z(O, t) = fru(t), t > 0, unknown, (27d) 
z(x, t) bounded as x -o oo, t > 0, (27e) 
and 
z(x,t)  bounded as t ~ ,  x >0. (27f) 
Condition (27f) is imposed to ensure the well-posedness of system (27) considered as a Cauchy 
problem in the time variable with z(O, t) known and condition (27b) deleted. 
In dimensionless quantities, if q(x, t) and Z(x,  t) represent, respectively, the heat flux per unit 
area and the temperature in a solid, the first law of thermodynamics for the one-dimensional heat 
flow is given by 
qx + Z, = 0. (28) 
The Fourier equation of thermal conductivity for heat flow states that 
q + Zx = 0. (29) 
The contribution of these two equatons form the governing parabolic partial differential equatoin 
for transient heat conduction (la). 
Physically, model equation (27a) can be obtained by combining equation (28) and the 
hypothetical--experimentally not established--modified Fourier law 
72z, + q + zx = 0, (30) 
where y, 7 '~ 1, is a nonnegative constant and 72 can be interpreted as a relaxation time parameter. 
Taking the Fourier transform of equation (27a) with respect o time, we obtain the differential 
equation 
~xx(X, w) - w2~2~x(X, w) + iw~(x, w) = O, 0 < x < o0, - ov < w < o0, 
whose general solution is given by 
£(x, w) = A (w)exp {(½72w 2+ K(w, 7))x} + B(w)exp{(½72w  - K(w, ),))x}, 
where 
K(w, 7) = 2-3/2{[(78w8 + 16w2) l/z + 74w4] R/2 - ia[(78w8 + 16w2) 1/2 - 74w4]~/2}. (31) 
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Applying boundary conditions (27d) and (27e), the general solution becomes 
e(x, w) = f ~(w)exp { (½Y:w 2 - K (w, y))x} 
and, in particular, for x = 1, 
F(w) =fTfw) exp { ½y 2w2 - K(w, y)}. (32) 
For each y, the function Gv(w)= lexp{-½y2w2 + K(w, Y)}l attains its maximum at the point 
I w0l (9x~-  37) I/6 = \ 4~,8 ~ 0.54768y -4/3 (33) 
and 
lira Gy(w)= 1. (34) 
Furthermore, 
sup lexp(-½y2w2-+.K(w,y)}l=lexp{-½y2wg+K(wo, y)}l<...exP{½y-2/3}. (35) 
Notice that for low frequency components, Method III behaves like the original parabolic problem 
since K(w, y) ~ (Iw 1/2)1/2(1 - itr). 
I f f~(w)  denotes the Fourier transform of the unknown surface temperature for Method III 
when the Fourier transform of the ideal data temperature F(t) is replaced in equation (32) by the 
Fourier transform of the noisy data function Fr,(t), we have 
f~m,~(w) = exp{ -½Y:w 2 + K(w, y)}Fm(w). (36) 
It follows immediately, using inequality (35), that the function f~. r(t)~ L2(- ~,  oc) because by 
hypothesis Fro(t) ~ L2(- oo, oo). Subtracting equation (36) from equation (32), taking norms, using 
unequalities (35) and (2) and Parsevars equality, we obtain the estimate 
IIf~ - f~,v IL ~< E exp{½y -2/3}. (37) 
This shows that the new singular perturbation method is formally stable. We have restored 
continuous dependence on the data as E tends to zero, provided we keep the time relaxation 
parameter, y fixed. 
We observe that the stability bound (37) for Method III is the exact counterpart of the 
one corresponding to the mollification method after interchanging the parameters 6 and y 
[see equation (14)]. Also, we notice that in Method III, the kernel function 
exp{ -½~12w2 -~- K(w, y)} ~ 1 as Iwl-, oo and the stability bound (37) is not sharp for high frequency 
components. In fact, these frequencies are barely amplified, according to equation (34). In this 
respect, he new method is intermediate b tween the mollification method--that eliminates the high 
frequency components of the noisy data function--and Weber's method which amplifies those 
frequencies by the factor ~,exp(c/2). We shall see in Section 4 that the particular control of the 
high frequency components introduced by the new method is sufficient for the successful 
implementation f a stable, fully explicit, finite differences space marching scheme. 
We now investigate the consistency properties of Method III. 
If g(w, y) denotes the argument of the exponential kernel in equaton (36), we have 
g(w, y) = -½Y2w2 + K(w, y) 
{ Re(  0K(w, : ) )+ i lm(~(w, : ) )}  0<:<y,  (38, = (Iwl/2)l/Z(l - io) + y -~w 2 + \ -~ 
using the mean value theorem and formula (31). Here, 
( d K )  1 y2w4{y4w4+(yawa-b16w2)l/2}l/2 
Re ~-r (w, r) = ~ (raw~ + 16w2)l/~{(r,w8 + 16w2)1/2 + y4w4}l/2 (39) 
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and 
aK ) o" ),2w4{~4w 4 + 0,Swa + 16w2)J/2} i/2 (40) 
Im ~ (w, y) = x/~ (?Sw 8 + 16w2)t/2{fySwS + 16w2),/2 _),4w4},/2 . 
Thus, in the absence of noise in the data, Method III gives for the surface temperature, 
f~(w) = F(w)exp{(IwJ/2)'/2(1--itr)--?fw2+y Re(~ (w, f))+i~ Im(~ (w, f))} (41) 
and considering the exact solution of the IHCP in the frequency space, given by equation (6), we get 
In order to estimate the modulus of the complex quantity in between brackets, we observe that 
I I-exp{-y,w2+yRe(~(w,,))+iy ,~-~ (w, 
=-  Re( OK Imf OK (w, f))} 
Using equation (40), we have the estimate 
I' Im(OK (w' )) -1  -3w4 {-:4w4 + (:gwS + 16w2)'/2}'/2 
\63~ -~) '  ()TSwS + 16w2) I/2 
1 3 2JwJ !/2 ~ JWJ 4 ~4[wJ7/2~y7/2JwJ 7/2 
41wl 
If we impose the condition (~ small) 
then for 
0~<lwl~<y-z/2, 
and equation (43) can b¢ replaced by 
7/2 JW ] 7/2 ~ y 7/4, (44) 
COS{ Im( ,0, (w, 1 
I1--expf--yyw2 +~ Re(-~- K (w, ~))+ i~ Im(~ (w, ~))} 
~1 1 -exp{ -y~w2 + Y Re(aK(w'~))} I " \ t~?  
A short computation shows that 
-),~w2+, Re(~ (w, ~)) < 0, 0<lw¢<~, 
(45) 
(46) 
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and 
.u,  . .w 
0~lwl~y- l /2  k (~)  
,0,. 
~< 1 - -  e -~ ~< 7. (47)  
Using this upper bound and taking norms in equation (42), we have 
I I ] - ]Y  II (-,-,:.,-,:~)~ ~, Ill II (-,-,/~,,-,,~)~< y Ill II. (48) 
For 7-t/2 ~<[w[ < ~,  we notice that I wly~/2>~ 1. From this and inequality (46), taking norms in 
equation (42), we obtain 
II J ' - ] '~ I I  <-~,-r-.~)~(r, ~ o~)~< 27,12 II wf" II <-~.-~-,::)~(~,:~. > ~ 27 i/2 l lwf II. (49) 
Assuming max{ IIf I1, II f ' l l  } ~< M, adding equations (48) and (49) and applying Parsevars equality, 
it follows that 
I I f - f f  II ~< (~' + 271/2)M = 0(~)  1/2) • (50) 
This consistency estimate, together with inequality (37) gives the error estimate 
II " f - f , , , r  II ~< (~ + 271/2)M + E exp{7 -2/3/2}. (51) 
Theoretically, the choice 70 = {In(l/O} -3/2, for example, implies convergence. We have 
II f -f~,N ~0 II ~< 3{ln(1/e)}-S/4M + c I/:. (52) 
As it was also the case for Methods I and II, the rate of convergence is quite slow, but as t ~ 0, 
the approximate solution converges to the exact parabolic solution. 
The finite differences implementation f Method III is described in the next section. 
4. F INITE D IFFERENCES APPROXIMATION 
In this section, we discuss the finite differences approximation for the singular perturbation 
method (27). 
Without loss of generality, we seek to reconstruct the unknown boundary temperature function 
f~,r  in the time interval I = [0, 1]. We consider a uniform grid in the (x, t) plane: {(x, = nh, tj = jk ) ,  
n = O, 1 . . . . .  N, Nh = l ; j  = O, 1 . . . .  , M,  Mk  = L}, where L depends on h and k in a way to be 
specified later, L > 1. Let the grid function W be defined by W{ = z(xn, tj), 0 <~ n <~ N, 0 <~j <~ M. 
Notice that W~v = Fm(tj), 1 <~j <~ M and W ° = 0, 0 ~< n ~< N. 
We approximate the partial differential equation (27a) with the consistent finite differences 
scheme 
W~+l 2wJ.+ w~_, wJ+, w~-' .,2~,j+l 2W~+l+ w~', w J+,+2w~-  w~-'} - -  ~ "" n ~ ¥ (vv  n+l -  ~ "" n 
h 2 2k k2h ' 
l~<n~<N-1;  I<~j<~M-1 ,  (53) 
obtaining a local truncation error that behaves as O(h 2 + k 2) as h, k ~ 0, assuming that the partial 
derivatives z...... z,, and z, ,  are uniformly bounded in the quarter plane x/> 0, t >t 0, For 
computational purposes, equation (53) should be rewritten as 
W j,_, = (h2/2k) { Wj+, _ Wj-1} _ (72h/k2) 
× { w~' , -  2w~+, + w~' , -  w~ +' + 2w,. -  w~- '}-  w~+,+2w~, 
n=N-1 ,  N-2  . . . . .  2, 1; j= l ,2 , . . . ,M-N+n.  (54) 
Notice that, as we march backward in space, at each step we must drop the estimation of the 
interior temperature from the highest previous point in time. Since we want to evaluate W~ at the 
grid points of I = [0, l] after N - l iterations, the minimum initial length of the data sample 
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interval, L = Mk, has to be decided. That is, L needs to satisfy the condition Mk - (N - 1)k ffi 1. 
Hence, L - Mk  = 1 - k + k/h. We also observe that the finite differences cheme (54) shows that 
two initial conditions are necessary to determine a solution. This is in complete agreement with 
the fact that equation (27a) is being treated as a second order ordinary differential equation when 
marching in space. Physically, this means that an extra thermocouple should be implanted at 
location x = 1 - h to obtain the measured ata function G,,(t). Thus, we assume that WJu = F,,(tj) 
and W~_ 1 = Gr,(tj),j = 1, 2 . . . . .  M,  are given with the function G,, satisfying the data error bound 
[Iz(1 - h, t) - Gin(t)[ ~< E, similar to equation (2). 
The discrete system associated with problem (27) now reads 
WJ._1 = (hZ/2k){WJ. +1 - WJ. - '}  - (?~h/k2) 
x { WJ.+ll- 2W~+1 + W~+ll- W~+I+ 2W~-  W~ -I} - W~+, + 2W~, 
n=N-1 ,  N -2  . . . .  ,2,1; j= l ,2  . . . . .  M-N+n,  
W~=Fm(t j ) ,  j=  1,2 . . . . .  M, 
WJu_,=G.,(t j ) ,  j=  l ,2  . . . . .  M, 
0 W.=0,  n=N,N-  1 . . . . .  1,0. (55) 
Next we analyze the numerical stability of system (55), assuming that the equations hold in the 
entire discrete plane (x, t). Recalling that the discrete Fourier transform of a grid function 
V = {Vj}?= 1 is defined by 
U(w)=~ Uje/k~k, O~[wl~x/k ,  i=x / / -~ ,  
j= l  
applying this transformation to system (55) with ~ = h2/(2k) and fl = ?2h/k2, we get 
lg,'~_l (w) = {2fl(cos wk - 1) + 2(1 - i~ sin wk)} ~(w)  
+{2f l ( l - coswk) - l} lg" . _ , (w) ,  n=N-1 ,  N -2  . . . . .  2,1, 
#u(w)=Pm(w)  and lg"u_l(w)=Gm(w) given, O<<.lwl<~n/k. 
Equivalently, 
2fl(cos wk - 1) + 2(1 - i~ sin wk) 
1 
Thus, 
where 
W~(w) / 
n=N-1 ,  N -2  . . . . .  2,1; 
2 (1-coswk)-1V 
o /\¢',+,(w)/ 
wl (w)J 
G~,k(W)= (2fl(COS wk - 1)+ 2(1 - i~  sin wk) 2fl(l - cos  wk) -  1~ 
\ 1 0 ] " 
The eigenvalues 2~ (w) and 22(w) of the iteration matrix G~,~ satisfy 
121(w)l122(w)l =12#(1 -cos (wk) ) -  11, 0 ~<1 w l~<n/k. 
The condition 12111221 ~< 1, needed to "separate" the eigenvalues, is equivalent o the condition 
fl(1 - cos(wk)) ~< 1, 0 ~< Iw I ~< n/k, which implies 
fl ~< 1/2. (56) 
There are many ways of imposing this restriction. Here we look at the simple case obtained when 
h = k and 75= hi2. We notice that this relationship between ? and h automatically selects the 
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constant ~ 2 associated with the singular perturbation term of Method III. Under these conditions, 
the iteration matrix can be written 
with corresponding eigenvalues given by 
221.e = (1 + cos wh - ih sin wh) + [(1 + cos wh - ih sin wh) 2 - 4coswh] I/2. (57) 
The following estimates are needed for the stability analysis. 
Lemma I 
For 0 < Iwl ~ n/h, the eigenvalues 21 and 22 of Gh(w) are distinct, 1211 ~ 1 -I- O(h 2) and 1251 ~ 1. 
Proof. Gerschgorin's theorem applied to the second column of Gh(w) shows that 1221 < 1, 
0 < Iwl< n/h. Equation (57) indicates that 21 = 25 if and only if Iwl= 0. 
In order to estimate 1211, we write x = (1 - cos wh) -  h 2 sin s wh, y = -2h  sin wh (1 + cos wh) and 
recall the formula [2(x + iy)] 1/~ = _ {[(x 2 + y5)1/2 + x]1/2 + i[x 2 + y~)1/2 _ x]1/2}. We immediately 
obtain 
and 
(x 2 + y2)l/~ = (! - cos wh) 2 + O(h2), 
[(x 2 + y2)112 + x]l/2 = ~/2(1 - cos wh) + O(h 2) 
[(x2+ y2) 1/2 -- x] I/5 = O(h ). 
Using these estimates in equation (57), we get 
4121,212 = (1 + cos wh) 2 + 2(1 - cos~ wh) ÷ (1 -cos  wh) 2 + O(h 2) 
= 2(1 + cos 2 wh) :1:2(1 - cos 2 wh) + O(h 2) 
Thus, 
or 
<<. 40 + O(hS)). 
1211 ~< 1 + O(h2), 
I).11 ~< 1 + h, h small. (58) 
From Lemma 1, since the eigenvalues of Gh(W), 0 < I wl~< n/h, are distincts, there exists a 
nonsingular matrix P and a positive constant C such that 
p_ lGh(w)p=(A,~w)  22(w)0)andl lPl l2l lP_l l ,  2<...C. 
From equation (55) we obtain 
~0(w) ~< IIGh(w)II ~- i •r,(W) 2 wi (w)115 P.(w) 
0 N 
. l  d . (w)  
<. co  + h) P.(w) 5 
t d.(w) t d.(w)LI 
~<Ce ~h ; O<lwl<n/h .  
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By Parseval's equality, it follows that 
II W0 II ~< eC( II Gm II + II F ,  II ). 
This shows that the finite differences scheme (54) with 2?2= h = k is conditionally stable. 
(59) 
Remark 
For [ w I = 0, both eigenvalues are equal to I, the iteration matrix 
Gh(O) = (2 -0') and II G~'(0) II --' oo as N --, ~.  It is possible to separate the eigenvalues of the iteration 
matrix for O<<.lwl<~n/h by adding an extra term of the form V2z(G<v2'~I) to model 
equation (26a) but the stability requirement at Iw[--0 has, if violated, no computational 
consequences. 
In the next section we present he numerical solution of several examples obtained with the 
algorithm described above and compare those results with the ones obtained with Methods I and II. 
5. NUMERICAL  RESULTS AND COMPARISONS 
Since in practice only a discrete set of points is generally available, we assume that the data 
functions Fm and Gm are discrete functions measured at equally spaced sample points in the interval 
DL = [0, L], where L = 1 - k + k/h. The M + 1 sample points in the interval DL are denoted by 
tj=jk, j=O,  1 . . . .  ,M; Mk =L. 
In order to test the accuracy of Method III, the approximate reconstruction of a surface heat 
temperature f(t)  is investigated for a semi-infinite body exposed to a temperature of value 1 
between t---0.2 and t =0.6 and of value O at other times. Such a curve has the difficult 
characteristics of an abrupt rise and an equally abrupt drop and constitutes a severe test because 
the algorithm anticipates changes in the solution temperature and gives delayed values. 
As described in Section 4, Method III is implemented with h = k = 0.01 and ?2= h/2. Thus, 
N = 100, L = 1.99, M = 199 and D/. = [0, 1.99]. The exact data temperatures are denoted by F(t) 
and G(t) and the noisy data, Fro(t) and Gin(t), are obtained by adding random errors to F(tj) and 
G(tj). Hence, for every grid point tj in DL, 
and 
F~(~) =F(6)+E ¢ (60) 
G.(t j )  = G(tj) + E~j, 
where Erj and Eaj are Gaussian random variables with variance a: = E ~. The exact data temperatures 
are given by 
F(t) = ~b(l, t - 0.2) - ~b(1, t - 0.6) 
and 
where 
G(t) -- 4(0.99, t - 0.2) - ~b (0.99, t - 0.6), 
~erfc(x/2~/t), t > O, 
t~(x, t) = [0, t ~ 0. 
We apply the finite differences scheme (55) marching backward in space and the solution W~, 
j = 0, 1 . . . . .  M-  N + 1 is then taken as the accepted value for the approximate boundary 
temperature history. 
To study the numerical stability of  the algorithm, we use different average perturbations for 
E ---0, 0.001, 0.002, 0.003, 0.004 and 0.005. If the true component of the surface temperature 
solution restricted to the grid points is denoted byf j  =f(tj), we use the sample root mean square 
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Table 1. Error norm as a function of 
the amount of noise in the data for 
Method III 
Error norms 
0.000 0.1732 
0.001 0.1778 
0.002 0.1858 
0.003 0.1967 
0.004 0.2102 
0.005 0.2258 
norm to measure the errors in the discretized interval I = [0, 1]. The solution error is then given by 
[1M_ N + I M-N+,__ ]1/2 = (W~ --fi)2 (61) II w0-f l [ ,  y=~o 
Table 1 shows the results associated with Method III, confirming the numerical stability of the 
algorithm with respect to perturbations in the data. 
The qualitative behavior of the reconstructed surface temperatures is illustrated in Fig. 1 where 
the numerical solutions for E = 0 (full line) and E = 0.005 (dashed line) are plotted. 
Comparison with Methods I and III 
The finite differences implementation of the mollification method is described in Ref. [1]. 
By initially filtering the noisy data by discrete convolution against suitable averaging kernels of 
radii 6 ~ for Fm and 32 for G=, respectively, and then marching backward in space using finite 
differences, the approximate solutions illustrated in Fig. 2 are obtained. The radii of mollification 
61 and 62 are automatically computed depending on the amount of noise in the data. 
For E = 0.005, (dashed line) 6 m = 62 = 0.04 and the corresponding error is about 0.1764. Figure 2 
also shows the approximate solution for E = 0--no noise in the data--and 6m= 62= 0.04 for 
comparison purposes (full line). In this case, the solution error is about 0.1687. Note that for E = 0 
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Method I will automatically select 6 '= 62= k = 0.01, lowering the error to approx. 0.1596. See 
Ref. [1] for more computational details. 
The finite differences implementation of the method of Weber--Method II in this paper--is 
straightforward. We use the finite difference quotients ( In -  2V; + V;)/h 2, (V  j+l - 2V; + V ; - I ) / k  ~ 
and (V~ + ' - V~- 1)/2k to approximate vxx, v, and v,, respectively. With h = k = 0.01 and c > 1 set 
to satisfy the numerical stability of the method as described in Ref. [6], after substituting in the 
partial differential equation (18a), we solve for V~_ 1 marching backward in space. 
Figure 3 illustrates the approximate solution for E = 0.005 (dashed line) obtained with the 
optimal value of c ~ 10 which produces the minimum solution error ~,0.2425. In the absence of 
noise in the data, E - 0, the minimum solution error is approximately 0.1599, obtained with c ~ 5 
(full line). For the description of a numerical procedure that indirectly determines the hyperbolic 
constant c as a function of the amount of noise in the data, E, and improves the stability of the 
method by initially filtering the measured ata, see Ref. [8]. 
6. CONCLUSIONS 
One of the objectives of this paper is to investigate the concept of formal stability for the IHCP. 
As shown in Section 3, Methods I-III are all formally stable but the examples in Figs 1-3 indicate 
that only Methods I and III remain numerically stable with respect o perturbations in the data. 
While Method I readily filters the high frequency components of the noisy data, Method III does 
not amplify them. 
Our main objective is to attempt to improve on Method I by incorporating the necessary filtering 
procedure in the marching scheme itself. Method III, in the very simple implementation presented 
here--tying up the singular perturbation coefficient ?2 with the step size h under the condition 
h = k---does achieve this requirement at the expense of becoming somewhat insensitive to the 
amount of noise in the data, E, as shown in Fig. 1. The accuracy of the new procedure is quite 
acceptable for small dimensionless time steps even in the presence of relative high noise levels in 
the data. 
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