Abstract
Introduction
The second step in face recognition after face detection is comparing between faces based solely on a set of scalar features calculated the distances and angles. A vector in feature space is used associated to each face in a set of features [1] . The feature calculation begins with the 3 dimensional data which in text file and simple mathematical formula is used. This method is made on the basis of a small number of feature measurements. As a result, less memory is required for storage and the computationally is very simple. Although the feature calculation is obviously different from other researcher where they based on the curvature, we also used the curvature information to detect points. These features are calculated primarily from the set of face specific features and can be illustrated in figure 1. explained the first step in face recognition. After the landmark/point is determined, section 5 shows how useful each feature in face recognition. Section 6 identifies the minimum subset of the features. Then, the experiment is discussed in section 7 to show how well the set of scalar representation work. Lastly, section 8 concluded this paper.
Related Work
Various algorithms have been proposed for feature representations. Gaile [2] used 12 feature vectors to make a comparison within 24 faces. The features are head width, nose height, nose depth, nose width, eye separation, maximum Gaussian curvature on the ridge line, average minimum curvature on the ridge above the tip of the nose, Gaussian curvature at the bridge, and Gaussian curvature at the base. The performance with a small feature set and very basic statistical methods for classification shows the recognition results were better than 70% in all cases. But they did not mention how accurate the recognition result whether in 1 image, 2 images or how many images they can be matched. Meanwhile, Moreno et al. [3] employed a set of eighty six features using a database of 420 3D range images, 7 images per each one of a set of 60 individuals. After the feature discriminating power analysis, the first 35 features of the ordered list of features according to the Fisher coefficients were used to represent faces in their face recognition experiments. The features offering better recognition results were angles and distances measurements. Hallinan et al. [4] obtained a set of twelve 3D feature extracted from segmented regions using curvature properties of the surface. They do an experiment for face recognition using a database of 8 individual and 3 images per individual. As a result, they obtained 95.5% of recognition rate providing a previous 100% of correct feature extraction.
Face Recognition Description
The proposed recognition system performs the following stages: landmark/points localization, features extraction from the point's localization, features selection, and matching which is based on the minimum Euclidean distance classifier. Following sections explain these stages in detail.
Landmark/points localization
The landmark/points localization consists of five main processes: i) nose tip point localization, ii) upper nose and upper face points localization, iii) chin point localization, iv) nose base and outer face points localization and v) outer and inner eyes corner points localization.
i) Nose tip point localization
The first step in 3D face detection is to detect the nose tip which can be easily identified by finding the highest z value in the 3D face model [5] . This rule can be used on face that is in frontal view. Furthermore, the nose tip is a distinctive point of the human face and also insensitive to the facial expression changes [6] . To determine the faces are in frontal view, the direction of Z axis should be on top of the nose as illustrated in Figure 2 . 
ii) Upper nose and upper face point localization
Given the estimated nose tip, the next step is to obtain the eye and mouth region. This can be done by constraining the particular points by fixing the X axis [7] . The illustration can be viewed in figure 3 where the line is segmented and plotted on the YZ axis. Then, the mouth region and eye region can be determined. Thus, the last point of the traversed north is determined as upper face point. Besides that, upper nose point also obtained by encountering the lowest z point value. Given the estimated nose tip again, the search region for nose base point location is constrained. It can be viewed in figure 5. These two points will be used for estimating the nose width and depth in feature extraction. 
v) Outer and inner eyes corner localization
Last is to identify both points for eyes corner. It starts from the upper nose point, the eye corners are then determined with the same concept in obtaining nose base points (as illustrated in Figure 6 ). The inner and outer eye corners are obtained in two steps. First is by traversing from upper nose point until obtained the point that is more than or within 0.9 differences with the previous point. 
Feature Extraction
After the anchor point determination task, a feature extraction stage is performed. Fifty-three nonindependent features extracted from the anchor points were computed. Extracted features are categorized into 3 categories : distance measurements (table 1), angle measurements (table 2) , and scalar space. Scalar space is a distance measurements in specific distance which is : (1) Face height (dist(P9,P10)), (2) Face width (dist(P11,P12)), (3) Left eye width (dist(P2,P5)), (4) Right eye width (dist(P1,P4)), (5) Eye separation (dist(P1,P2)), (6) Span of eyes (dist(P4,P5)), (7) Nose depth (½[dist(P6,P7)+ dist(P6,P8)]), (8) Nose height (dist(P3,P6)), and (9) Nose width (dist(P7,P8)). These distance and angle measurements are based on twelve anchor points as in Figure 1 .
For features to be useful in automatic face recognition they must ideally satisfy two criteria. First they must be automatically be robustly detectable; their measurement must be consistent for the same face over reasonable variation of view position, expression, age, weight, etc [2] . Second their values must vary distinctly over the range of different individuals [2] .
All the 53 features have their own associated identification number and the ordered discriminating power of the feature where the high discriminating power have a small rank position while the low discriminating power have a high rank position.
Discriminating power estimation of each feature Φ has been computed using Fisher coefficient, which represents the ratio of between-class variance to within-class variance, according to the formula [6] ( ) of the feature over all classes [3] . There are 60 classes corresponding to the number of distinct individuals in the database. Same as Moreno et al. [8] , although there are seven images per person, when computing the Fisher coefficients, only the 3D facial images having the whole set of features correctly extracted have been employed ( a total of 412 images) [9] . Table 1 and 2 include the mathematical definition of each one of the 53 more discriminating features. Each feature has an associated feature description and a ranking position. 
Feature Selection
Feature selection process is to identify the minimum subset of features that maximize the recognition rate. In order to achieve this process, we used Principal Component Analysis (PCA) to select an optimal subset of descriptors which fifty three feature subsets were tested. PCA is a dimensionality reduction technique. Usually a face image of size N * N, can be represented as a point in a N 2 -Dimension space, termed as image Space. In three-dimension face image, the image Space is represented as feature image called Vector Space [10] . The vector space obtained from the scalar features as explained in previous section. Since most faces are similar in nature, face images are not randomly distributed in the image space and fall in a small subspace, called face space [11] . The concept of PCA is to find out vectors that best describe the distribution of these faces in the image subspace.
The training set be
where M is the number of faces in training set [12] . are chosen as those corresponding to largest corresponding eigenvalues [12] . Table 3 includes the mathematical definition of each one of the 24 more discriminating features. Each feature has an associated identification number and a ranking position. This position corresponds to the ordered discriminating power of the feature. Table 3 . 24 more discriminating features and their position in an ordered list according to their discriminating power.
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Face Recognition Experiment
The experiments conducted, evaluated several conditions of seven different sets of faces where each person has seven different conditions which are looking up, looking down, 2 frontal view, frontal gesture, frontal laugh and frontal smile. The data set is obtained from GavabDB [9] . The test image will be the set that is not used for training. This section also reports the best results, some observations, and discussion on the kind of conditions that are observed. On the next subsection, six images used for training and the rest will be for the testing. Each condition will be the testing image. Then, the results obtained will be presented and analyzed individually in the subsequent sections. Figure 7 reveals the result of 7 experiments for each condition and shows that both frontal views get the highest matching rate. Meanwhile, the details result for each rate can be illustrated in table 4. 
Conclusions
This paper presented a 53 features extraction from 12 anchor points. The local geometric features are calculated basically using Euclidean distance and angle measurement. Although there are 53 features, 24 of them have been used for recognition and shows an improvement compared to Moreno [8] works with less features.
From the result reported, looking up data set is the lowest percentage among all data set. Meanwhile, as been expected, both frontal data sets acquired the best result. This is follows by the frontal smile data set and then frontal gesture data set. Then is the frontal laugh and looking down.
