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Abstract
The problem of reducing the communication cost in distributed training through gradient quantiza-
tion is considered. For gradient descent on smooth and strongly convex objective functions on Rn,
we characterize the fundamental rate function—the minimum achievable linear convergence rate
for a given number of bits per dimension n. We propose Differentially Quantized Gradient Descent,
a quantization algorithm with error compensation, and prove that it achieves the rate function as n
goes to infinity. In contrast, the naive quantizer that compresses the current gradient directly fails to
achieve that optimal tradeoff. Experimental results on both simulated and real-world least-squares
problems confirm our theoretical analysis.
Keywords: Quantized gradient descent, distributed optimization, error compensation, information-
theoretic tradeoff, rate function, federated learning
1. Introduction
1.1. Motivation and contribution
Distributed training has received significant attention in the large-scale machine learning community
due to its scalability (Zinkevich et al., 2010; Bekkerman et al., 2011; Dean et al., 2012; Chilimbi
et al., 2014; Konen et al., 2016). Many machine learning tasks reduce to solving
x∗f , arg min
x∈Rn
f(x), (1)
for some differentiable objective function f : Rn → R. A popular algorithm for solving (1), gradient
descent (GD) updates its iterate according to
xi+1 ← xi − η∇f(xi) (2)
starting from an initial point x0 ∈ Rn, where η > 0 is the stepsize.1 In the parameter server frame-
work (Li et al., 2014a), each worker first pulls the model parameter (i.e. the iterate) from a server
and calculates a descent direction based on its local fraction of the training data. Then, the work-
ers push the calculated gradients back to the server that aggregates the received information and
updates the current iterate toward an optimizer. Although the computation speeds up thanks to the
distributed calculation, the high communication bandwidth required for the frequent exchange of
gradients has been acknowledged to be the main bottleneck for the overall training process (Recht
1. We focus on the constant stepsize setting.
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Worker
compute∇f(zi)
Server
xˆi+1 ← xˆi − ηqi
iterate xˆi
nR-bit qi
Figure 1: Quantized gradient descent (QGD). At each iteration i, the server pushes the current
iterate xˆi to the worker who computes the gradient at some point zi that is a function of (but not
necessarily equal to) xˆi. Then, the worker forms a descent direction qi and pushes it back to the
server under an nR-bit rate constraint.
et al., 2011; Li et al., 2014b; Seide et al., 2014; Zhang et al., 2015). To alleviate this communica-
tion overhead, several works have resorted to the idea of gradient quantization (Seide et al., 2014;
Alistarh et al., 2017; Wen et al., 2017; Bernstein et al., 2018; Mayekar and Tyagi, 2019).
As a first step towards understanding the fundamental convergence-communication tradeoff in
a multi-worker decentralized training, we consider a single-worker setting in Figure 1. The param-
eter server aims to solve the optimization problem (1) using a quantized gradient descent (QGD)
algorithm that starts at an initial point xˆ0 ∈ Rn and iterates
xˆi+1 ← xˆi − ηqi , (3)
where η > 0 is the stepsize. At iteration i, the parameter server transmits the current iterate xˆi
noiselessly to a worker who helps compute a descent direction qi that is a function of the computed
gradient. A communication constraint of R bits per dimension n is imposed on the communication
link from the worker to the parameter server. We model this constraint on the worker side through
a rate-R quantizer
qi : R → Rn, |qi| ≤ 2bnRc, (4)
whereR ⊂ Rn and |qi| denotes the cardinality of qi’s image. The quantization error incurred is
ei , qi − ui (5)
where ui is the quantizer input and qi its output respectively, i.e. qi = qi(ui). To form ui, the
worker computes the gradient at some point zi ∈ Rn, depending on the current iterate xˆi as well
as all the past quantization errors ei−1, . . . , e0 ∈ Rn. Then, it constructs the input ui ∈ Rn to
the quantizer based on the computed gradient ∇f(zi) ∈ Rn and all the past quantization errors.
The server decides when to stop iterative computation based on its target accuracy. This real-time
computation and communication scenario (Li et al., 2014b; Konen et al., 2016) extends naturally to
multi-worker distributed computation: the central server updates the parameter and decides when to
stop, while the end workers only compute the gradients.
In this paper, we characterize the tradeoff between the convergence rate and the data rate in the
single-worker QGD from an information-theoretic point of view. We assume
‖x∗f ‖ ≤ D (6)
for some known initial uncertainty D > 0. The assumption (6) is purported only to set up the initial
quantizer q0. We say that a QGD algorithm (3) has worst-case linear convergence rate C ∈ (0, 1)
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Algorithm 1: DQGD
1 Worker: initialize xˆ0 ← 0 and e−1 ← 0
2 for i = 0 to T−1 do
3 Worker:
4 zi ← xˆi + ηei−1
5 ui ← ∇f(zi)− ei−1
6 qi = qi(ui)
7 ei ← qi − ui
8 Server: xˆi+1 ← xˆi − ηqi
9 end
x0
x1 xˆ1
−ηu0 = −η∇f(x0) −q0
ηe0
x2 xˆ2
−η∇f(x1) −ηu1 −q1
ηe1
Figure 2: DQGD algorithm. At each iteration i, DQGD first guides xˆi back to the unquantized
iterate xi by compensating the previous scaled quantization error ηei−1. It then computes the
gradient at zi = xi and sets the direction ∇f(zi) − ei−1 as the quantizer input ui. The recorded
quantization error ei captures exactly the difference between xˆi+1 and xi+1 for the next iteration.
over a family of functions F
lim sup
T→∞
sup
f∈F
(‖xˆT − x∗f ‖
D
) 1
T
= C. (7)
Note that we are interested in an algorithm’s steady-state behavior as T goes to infinity rather than
its transient behavior.
We denote by C(R) the minimum worst-case linear convergence rate (7) achievable by QGD
(3) with at most R bits per problem dimension n and we refer to C(R) as the rate function of QGD.
We show that the rate function of QGD on the class of L-smooth and µ-strongly convex functions f
whose minimizers are bounded in norm by D is bounded as
max
{
σ, 2−R
} ≤ C(R) ≤ max{σ, (1 + on(1))2−R} , (8)
where
σ , L− µ
L+ µ
(9)
is the worst-case linear convergence rate of unquantized GD in the absence of rate constraints (Nes-
terov, 2014), and on(1) denotes a term that vanishes as n goes to infinity.
The rate function C(R) exhibits a phase-transition behavior: at any R > log 1/σ, achieving the
linear convergence rate of unquantized GD is possible, while at any R < log 1/σ, the achievable
convergence rate is only 2−R. Moreover, linear convergence is guaranteed for any R > 0 asymp-
totically as n goes to infinity, i.e. there is no lower bound on the data rate R to obtain a linear
convergence rate C(R) < 1.
The upper bound in (8) is attained by a novel QGD algorithm we propose in this paper, termed
Differentially Quantized Gradient Descent (DQGD). DQGD forms the quantizer input in (4) in
a way that compensates for past quantization errors. If DQGD is applied with Rogers’s lattice
quantizer (Rogers, 1963) qi whose covering efficiency (Definition 5 in Section 3.2 below) ρn =
1+on(1) is asymptotically optimal, the upper bound in (8) is attained. In practice, space-filling loss
3
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ρn is unavoidable both because the problem dimension n is finite and because high-dimensional
vector quantizers are difficult to implement. Notice, however, that even with the simplest (scalar)
quantizers qi, whose covering efficiency satisfies ρn =
√
n, DQGD still attains σ, albeit at a higher
rate R ≥ log ρn/σ.
The DQGD algorithm is summarized in Figure 2. It compensates for the past quantization
errors by setting the quantizer input to
ui ← ∇f (xˆi + ηei−1)− ei−1 , (10)
thereby guiding the quantized trajectory {xˆi} back to the unquantized trajectory {xi} for each
iteration i = 0, . . . , T−1; e−1 ← 0 initially. Following the descent path of GD is optimal in light
of the lower bound in (8). The constant-stepsize version of DQGD in Figure 2 is extended to take
on a sequence of varying stepsizes {ηi} in Appendix A.
The most common way to reduce the communication cost in a distributed GD training, which
we refer to as naive QGD in this paper, is to quantize the gradient of its current iterate (Friedlander
and Schmidt, 2012; Alistarh et al., 2016; Wen et al., 2017; Bernstein et al., 2018)
ui ← ∇f(xˆi). (11)
Naive QGD has worst-case linear convergence rate
σ +
(
2L/(L+ µ)
)
ρn2
−R (12)
and fails to attain the fundamental limit (8) even if the problem dimension n is large and Rogers’s
quantizers (Rogers, 1963) are used. See Figure 3 in Section 5 for numerical comparisons.
1.2. Related works
Gradient quantization. Gradient quantization is one of the most popular ways to address the
communication bottleneck in data-parallel training with descent methods. One of the first works
on gradient quantization is (Seide et al., 2014), where the gradient computed by stochastic gradient
descent (SGD) (Robbins and Monro, 1951) algorithm is quantized aggressively down to one bit per
dimension. Wen et al. (2017) propose a ternary quantizer for SGD (termed TernGrad) and prove
that TernGrad converges almost surely to an optimum. Similar to the 1-bit SGD by (Seide et al.,
2014), Bernstein et al. (2018) propose a sign-based quantizer for SGD (termed signSGD) and give
its convergence analysis on mini-batch SGD. Since in the mini-batch SGD, the variance of the
stochastic gradient is reduced by sampling more gradients as the iteration number increases, the
quantization error is also reduced, ensuring convergence. They also extend signSGD to accelerated
gradient descent (Nesterov, 2014) and to a multi-worker setting.
Gradient sparsification is another common method to reduce the communication cost of dis-
tributed gradient computation (Aji and Heafield, 2017; Stich et al., 2018; Wangni et al., 2018;
Wang et al., 2018). In practice, both gradient sparsification and quantization are often used together
(Strom, 2015; Lin et al., 2018).
Lossy compression of gradients falls into a larger framework of noisy gradient descent algo-
rithms (Bertsekas, 2016), in which additive noise corrupts the gradients. Within this framework,
Luo and Tseng (1993) analyze the performance of noisy GD with a decreasing sequence of deter-
ministic errors in the gradients. Friedlander and Schmidt (2012) improve the analysis by (Luo and
Tseng, 1993) and use it as a bridge to study the performance of mini-batch SGD.
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Convergence-communication tradeoff. Alistarh et al. (2017) propose quantized SGD (termed
QSGD), in which a stochastic scalar quantizer with adjustable number of quantization levels is
applied to compress the stochastic gradient. They provide convergence guarantees that depend
on this variable compression rate for QSGD on smooth convex and non-convex functions. In a
concurrent work, Alistarh et al. (2016) also propose a deterministic vector quantizer for GD, but
they do not study the tradeoff between convergence rate and data rate as they do for SGD. Mayekar
and Tyagi (2019, 2020) characterize the minimum number of bits that is required to approach the
convergence rate of unquantized SGD on convex functions to within a poly-log factor in the problem
dimension. Some works consider convergence-communication tradeoff in a low-precision regime
where the total number of communicated bits is sub-linear in the problem dimension (Acharya et al.,
2019; Mayekar and Tyagi, 2020).
Error compensation. The idea of error compensation can be traced back to the Σ∆ modulation
(Gray, 1989). Seide et al. (2014), who initiated the study of gradient quantization in SGD, were also
the first ones to introduce error compensation in distributed SGD training. It is remarked in (Seide
et al., 2014) that training with low-precision gradients does not always converge without error feed-
back. Stich et al. (2018) propose a gradient-sparsification scheme and analyze its performance on
strongly convex and smooth objective functions. Wu et al. (2018) propose error-compensated quan-
tized SGD (termed ECQ-SGD) using the same quantizer as QSGD in (Alistarh et al., 2017) and
prove convergence for quadratic functions only. Past quantization errors in ECQ-SGD accumulate
from one iteration to another and are weighted by time-decaying factors. Karimireddy et al. (2019)
propose a quantized SGD algorithm with error feedback, termed EF-SGD, that converges on SGD
(and not just mini-batch SGD, as signSGD by (Bernstein et al., 2018)). They provide various coun-
terexamples on which signSGD fails to converge and provide convergence guarantees for EF-SGD
on both smooth and non-smooth objective functions.
Our contribution in the context of prior works. Except for (Mayekar and Tyagi, 2019, 2020),
none of the above works on gradient quantization concern the tradeoff between the convergence rate
and the quantization rate achievable within a class of descent algorithms, i.e. none give converse
theorems. Compared to (Mayekar and Tyagi, 2019, 2020), which show that quantized projected
SGD achieves the convergence rate of the same order as the unquantized SGD, we focus on GD,
not SGD, and we characterize the exact optimal linear convergence rate of quantized GD.
Although both our DQGD and the scheme in (Stich et al., 2018) leverage the memory of the past
quantization errors, they do it differently. The quantization errors in (Stich et al., 2018) are added
up across all iterations, whereas DQGD only needs to keep track of the previous quantization error.
The EF-SGD of (Karimireddy et al., 2019) differs from DQGD in the gradient access point:
DQGD computes the gradient at the trajectory of the unquantized GD, whereas EF-SGD computes
the gradient at the quantized trajectory, similar to naive QGD. Although Karimireddy et al. (2019)
have shown that EF-SGD achieves the same convergence rate as the unquantized SGD when the
number of iterations is large enough, such shift in the gradient access point is detrimental. See
Section 3.2 for further discussions.
The rest of this paper is organized as follows. We formulate the quantized learning problem
with descent-type algorithms in Section 2. Our main results, namely, the characterization of the rate
function C(R) through the convergence guarantee of DQGD and two converses, are presented in
Section 3 along with a comparison to existing algorithms. In Section 4, we outline the proofs of our
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main results. We provide simulation results Gaussian-ensemble as well as real-world least-squares
problems in Section 5.
Notations: The problem dimension is n; ‖·‖ is the Euclidean norm in Rn; boldface letters v,w
refer to vectors, sans-serif letters f, g refer to functions, and calligraphic letters S, T refer to sets;
B(ε) , {v ∈ Rn : ‖v‖ ≤ ε} denotes the Euclidean ball of radius ε > 0.
2. Problem Formulation
To formally define the class of objective functions f in (1) to which our main result (8) applies, we
recall the following definition.
Definition 1 (Smoothness and strong convexity) A continuously differentiable function f : Rn →
R is L-smooth if its gradient∇f is L-Lipschitz, that is,
‖∇f(v)−∇f(w)‖ ≤ L ‖v −w‖ ∀v,w ∈ Rn. (13)
A function f : Rn → R is µ-strongly convex if it satisfies(∇f(v)−∇f(w))T (v −w) ≥ µ ‖v −w‖2 ∀v,w ∈ Rn. (14)
Fix positive scalars µ,L,D. The function class of interest is defined as follows,
Fµ,L,D ,
{
f : Rn → R | f satisfies (13), (14), and (6)}. (15)
Next, we formalize the class of algorithms that we focus on in this paper.
Definition 2 (Rate-R QGD algorithm) Fix a starting point xˆ0 ∈ Rn, stepsize η > 0, and fix
the target function class Fµ,L,D. A rate-R QGD algorithm AR iterates the rule (3) with a rate-R
quantizer qi (4) for each i ∈ N. At each iteration i, the following functions
zi : Rn⊗(i+1) → Rn, (16)
ui : Rn⊗(i+1) → Rn, (17)
determine respectively the gradient access point zi and the quantizer input ui as
zi = zi (xˆi, ei−1, . . . , e0) , (18)
ui = ui (∇f(zi), ei−1, . . . , e0) (19)
where {ej}i−1j=0 (5) are the past quantization errors. The functions zi, ui must satisfy, for all x ∈ Rn,
zi(x, 0, . . . ,0︸ ︷︷ ︸
i times
) = x, (20)
ui(x,
︷ ︸︸ ︷
0, . . . ,0) = x. (21)
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Note that the design of each qi can depend on the properties µ,L,D of the function class and
the stepsize η, but it cannot be adapted to any particular f ∈ Fµ,L,D.
The assumptions (20) and (21) ensure that QGD (3) reduces to unquantized GD (2) when there is no
quantization error at each iteration. Relaxing these constraints will make Definition 2 encompass a
larger class of descent algorithms (e.g. accelerated gradient descent (Nesterov, 2014)) that can have
faster convergence rate than GD.
The optimal worst-case linear convergence rate (7) achievable by a rate-R QGD algorithm over
the function class (15) is formally defined as follows.
Definition 3 (Rate function) For a rate-R QGD algorithm AR, let
c(AR, T, f) ,
(‖xˆT − x∗f ‖
D
) 1
T
(22)
be the decaying exponent of the convergence rate achieved by AR on a function f ∈ Fµ,L,D, where
xˆT is the output of AR after T iterations. We say that AR achieves worst-case linear convergence
rate C if
lim sup
T→∞
sup
f∈Fµ,L,D
c(AR, T, f) ≤ C. (23)
The rate function is defined as
C(R) , inf {C > 0: ∃ rate-R QGD algorithm AR satisfying (23)} . (24)
3. Main Result
3.1. Fundamental limit
Theorem 4 (Main theorem) The rate function (24) of QGD over function class Fµ,L,D (15) is
bounded as
max
{
σ, 2−R
} ≤ C(R) ≤ max{σ, (1 + on(1))2−R} (25)
where σ is the worst-case linear convergence rate (9) of GD over the same function class.
Proof Section 4.1.
3.2. Convergence guarantees
Covering efficiency of an infinite lattice (Zamir, 2014) measures how well that lattice covers the
whole space Rn. Covering efficiency of an arbitrary quantizer q : R → Rn (4) measures how well
it covers a ball of radius r, where
r , max {a : B(a) ⊆ R} (26)
is referred to as the dynamic range of q.
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Definition 5 (Covering efficiency) Given a quantizer q with dynamic range r, its covering radius
is defined as
d(q) , min {d > 0 | ∀x ∈ B(r), ‖x− q(x)‖ ≤ d} (27)
and its covering efficiency as
ρn (q) , |q|1/n d(q)
r
. (28)
Lemma 6 The covering efficiency of any quantizer q is bounded below by
ρn ≥ 1. (29)
There exists a quantizer with covering efficiency
ρn = 1 +
5 log n
2n
+O
(
1
n
)
. (30)
Proof Appendix B.
Rogers’s covering result (Rogers, 1963) implies the existence of a vector quantizer achieving
(30). A rate-R > 0 uniform scalar quantizer has domain [−r, r]n covering efficiency ρn =
√
n.
The next theorem characterizes the linear convergence rate of DQGD.
Theorem 7 (Convergence of DQGD) Let f ∈ Fµ,L,D (15). Suppose there exists a rate-R quan-
tizer q with covering efficiency ρn. Then, Algorithm 1 with stepsize
η ≤ η∗ (31)
where
η∗ , 2
L+ µ
, (32)
implemented with quantizers qi’s (4) that are appropriately scaled versions of q, achieves
‖xˆT − x∗f ‖ ≤
max
{
νη,
ρn
2R
}T [
1 +
ρn
2R
η∗L
|νη − ρn/2R|
]
D, if νη 6= ρn/2R
νTη
(
1 + η∗LT
)
D, otherwise.
(33)
where
νη ,
(
1− (η∗Lµ)η)1/2. (34)
Proof Section 4.1.
Since
νη∗ = σ, (35)
Theorem 7 implies that DQGD with stepsize (32) and Rogers’s quantizers qi (30) achieves the
upper bound in (25).
Forming the input to the quantizer naively, as in (11), is only suboptimal.
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Theorem 8 (Convergence of naive QGD) Suppose there exists a rate-R quantizer q with cover-
ing efficiency ρn. On any f ∈ Fµ,L,D (15), QGD (3) with the naive input (11), the starting point
xˆ0 = 0, (36)
stepsize η within the range (31), and quantizers qi’s (4) that are appropriately scaled versions of q,
achieves
‖xˆT − x∗f ‖ ≤
(
νη +
ρn
2R
ηL
)T
D. (37)
where νη is defined in (34).
Proof Appendix C.4.
In contrast to (33), the bound on the linear convergence rate of the naive QGD (37) is equal to its
unquantized counterpart σ only in the limit as R goes to infinity.
Friedlander and Schmidt (2012) consider a variant of noisy GD that corresponds exactly to
naive QGD iterative rule, i.e. (3) with the input (11). Applying the error-feedback mechanism of
(Karimireddy et al., 2019), developed for SGD, to GD results in an algorithm we refer to as EF-GD,
which forms the quantizer input as
ui ← ∇f(xˆi)− ei−1. (38)
Unlike DQGD (10), EF-GD still computes the gradient along the quantized trajectory {xˆi}, and
thus does not attain the rate function C(R). See Appendices C.5 and C.6 for more details on the
analysis of (Friedlander and Schmidt, 2012) and a further discussion of EF-GD.
4. Proof Sketches
4.1. Achievability
The path of DQGD satisfies the following recursive relation.
Lemma 9 Consider two descent trajectories: DQGD (3) and unquantized GD (2) with the same
stepsize η starting at the same location xˆ0 = x0. Then, at each iteration i ∈ N,
xˆi = xi − ηei−1, (39)
where e−1 = 0.
Proof Appendix C.3.
Comparing (39) and Line 4 in Algorithm 1, we see that
zi = xi. (40)
That is, DQGD computes the gradient at the unquantized trajectory {xi}. The convergence guar-
antee of GD (Nesterov, 2014, Theorem 2.1.15)
‖xT − x∗f ‖ ≤ νTη ‖x0 − x∗f ‖ (41)
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controls the first term in the recursion (39).
To bound the second term in (39), we fix a rate-R quantizer q with dynamic range 1 and covering
efficiency ρn. We set qi(·) = riq(·) for shrinkage factors ri’s chosen appropriately (see Lemma 10
below). Then,
sup
u∈B(ri)
‖qi(u)− u‖ = ri sup
u∈B(1)
‖q(u)− u‖ (42)
=
ρn
2R
ri (43)
where (43) is by definition (28).
We proceed to establish the sequence of dynamic ranges {ri} that ensures that the input ui to
the quantizer qi generated by Algorithm 1 satisfies
ui ∈ B(ri), ∀i = 1, 2, . . . . (44)
Lemma 10 For any f ∈ Fµ,L,D (15), the quantizer inputs ui’s in Algorithm 1 satisfy (44) with
ri ← L
i∑
j=0
νjη
( ρn
2R
)i−j
D. (45)
Proof Appendix C.3.
Proof of Theorem 7 Nesterov’s convergence guarantee (41), Lemma 9, (43), and Lemma 10 to-
gether imply
‖xˆT − x∗f ‖ ≤ νTη ‖x0 − x∗f ‖+ η ‖eT−1‖ (46)
≤ bD, (47)
where
b , νTη +
ρn
2R
ηL
T−1∑
j=0
νjη
( ρn
2R
)T−1−j
. (48)
It remains to establish the equivalence between (47) and (33). There are three cases.
1. νη > ρn/2R: The geometric sum is computed as
b = νTη +
ρn
2R
ηLνT−1η ·
1− [(ρn/2R)/νη]T
1− (ρn/2R)/νη (49)
≤ νTη
[
1 +
ρn
2R
ηL
νη − ρn/2R
]
. (50)
2. νη = ρn/2R:
b = νTη + ηLνη · νT−1η T (51)
= νTη
(
1 + ηLT
)
. (52)
3. νη < ρn/2R: This case parallels the first case by interchanging the role of νη and ρn/2R.

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4.2. Converses
Theorem 11 and Theorem 12 below constitute the converse part to Theorem 4. Each theorem is a
stronger, finite-iteration lower bound to the worst-case decaying exponent (22).
On one hand, we show that quantized GD cannot do better than the unquantized GD, even
though the goal here is to achieve a faster convergence rather than a smaller quantization error as in
classical rate-distortion scenarios.
Theorem 11 (Converse via reduction to GD) The worst-case decaying exponent (22) of any rate-
R QGD algorithm AR in Definition 2 satisfies, for all T ∈ N,
sup
f∈Fµ,L,D
c(AR, T, f) ≥ σ. (53)
Proof Least-squares problems attain the worst-case performance (53), which implies C(R) ≥ σ.
See Appendix D.1 for details.
We establish that C(R) ≥ 2−R via the next theorem.
Theorem 12 (Converse via volume division) The worst-case decaying exponent (22) of any rate-
R QGD algorithm AR in Definition 2 satisfies, for all T ∈ N,
sup
f∈Fµ,L,D
c(AR, T, f) ≥ 2−R. (54)
Proof We prove Theorem 12 via a volume-division argument by linking it to the worst-case decay-
ing exponent through the covering radius (27). See Appendix D.2 for details.
5. Experimental Validation
In Figure 3, we numerically compare the linear convergence rate of the following algorithms:
DQGD (Algorithm 1), the naive QGD (3) with (11), and the unquantized GD (2) as a baseline.
All three descent methods are applied with the stepsize (32) on least-squares problems; that is,
f(x) =
1
2
‖y −Ax‖2 where y ∈ Rm,A ∈ Rm×n with m ≥ n. (55)
The real-world least-squares matrices ash’s are extracted from the online repository SuiteSpare
(Kolodziej et al., 2019).
For each per-dimension quantization rate R ≥ 1, we generate 500 instances of the vector y
and xˆ0 with i.i.d. standard normal entries. In the case of Gaussian ensemble, we also generate 500
matricesA’s with i.i.d. standard normal entries, one for each y. We record (as circles) the empirical
average of the end linear convergence rates(
‖xˆT − x∗f ‖∥∥xˆT−t − x∗f ∥∥
)1/t
(56)
with T ← 60 and t ← 10 steps. The end convergence rate (56) serves as a finite-iteration proxy
for our theoretical performance measure (7). We also plot (as lines) the corresponding theoretical
11
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convergence guarantees (33), (37), and (41). We use the uniform scalar quantizer for the ease of
implementation and take as a consequence a space-filling loss of
√
n as discussed in Section 3.2.
For smaller values of the data rate R, quantized GD (3) may not even converge as
√
n2−R ≥ 1. In
that case, we clip off the convergence rate at 1.
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Figure 3: End convergence rate (56) with with T ← 60 and t← 10 on least-squares problems.
We observe that DQGD indeed has a linear convergence rate that decays faster than that of the
naive QGD. Moreover, the unquantized GD serves as a performance lower bound to both quantized
algorithms.
6. Conclusion
In this paper, we consider quantized gradient descent with constant stepsize over smooth and strongly
convex objective functions and characterize the rate function (Theorem 4), which is the minimum
achievable worst-case linear convergence rate given data rate constraint, to within an on(1) term.
We propose DQGD (Algorithm 1), a quantization algorithm with error compensation, and prove
that it has linear convergence rate (Theorem 7) that is strictly better than that of the naive QGD
(Theorem 8). Conversely, we also demonstrate that DQGD is optimal in the sense that it attains
the lower bound on the rate function in the limit as problem dimension n goes to infinity. We
prove the lower bound by joining two converses: one is due to a reduction to the unquantized GD
(Theorem 11), and the other is based on a volume-division argument (Theorem 12).
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Appendix A. DQGD: General Version with Varying Stepsizes
Algorithm 2: Differentially Quantized Gradient Descent (DQGD)
Input: number of iterations T ,
Input: a sequence of stepsizes {ηi}T−1i=0 , a sequence of quantizers {qi}T−1i=0
1 Worker: initialize xˆ0 ← 0, e−1 ← 0, and η−1 ← 0
2 for i = 0 to T−1 do
3 Worker:
4 compute∇f(zi) at zi ← xˆi + ηi−1ei−1 // correct the trajectory
5 form ui ← ∇f(zi)− (ηi−1/ηi)ei−1 // quantizer input
6 quantize ui to qi = qi(ui) // quantizer output
7 keep ei ← qi − ui // previous quantization error
8 Server: update xˆi+1 ← xˆi − ηiqi
9 end
Output: estimated optimizer xˆT
Appendix B. Proof of Lemma 6
B.1. Lower bound
Lower bound (29) on the covering efficiency ρn follows by the standard volume-division argument:
for a quantizer q with dynamic range r (26) and covering radius d(q) (27), it is necessary that
|q| vol
(B(r))
vol
(
B(d(q))) ≥ 1, (57)
and (29) is immediate by taking the n-th root on both sides of (57).
B.2. Existence of a good quantizer
The following classical result by Rogers (1963) shows the existence of quantizer with covering
efficiency approaching the lower bound in (29) when the problem dimension n is large.
Theorem 13 (Corollary to Theorem 3 of (Rogers, 1963)) Fix n ≥ 9. There exists a quantizer q
with dynamic range r and covering radius d(q) (27) whose covering efficiency (28) is at most
(
an
5
2
) 1
n
, if n >
r
d(q)
(an log n)
1
n , otherwise.
(58)
for some absolute constant a with respect to n.
Now, (30) is immediate since(
an
5
2
) 1
n
= 1 +
5 log n
2n
+O
(
1
n
)
. (59)
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Appendix C. Achievability Proofs
C.1. Outline
In this section, we (a) complete the proof of Theorem 7 by providing proofs of Lemma 9 (actually,
we prove a more general version in Lemma 14 in Section C.3) and Lemma 10; (b) provide a proof of
Theorem 8 in Section C.4, and (c) provide convergence guarantees for the algorithms in (Friedlander
and Schmidt, 2012) and (Karimireddy et al., 2019) when applied to the GD in Section C.5 and C.6,
respectively.
To simplify notation, we will omit the subscript and write x∗ instead of x∗f for the optimizer (1)
and ν instead of νη for the linear convergence rate (34) in this section.
C.2. Common auxiliary results
We record a few observations that will be useful in our proofs.
• The optimizer (1) of an unconstrained minimization satisfies the following first-order condi-
tion:
∇f(x∗) = 0. (60)
• The initial distance to the optimizer is bounded as follows:
‖xˆ0 − x∗‖ ≤ D (61)
due to the assumptions (6), (36), and the triangle inequality.
• The gradient of an L-smooth function f on Rn satisfies
‖∇f(w)‖ ≤ L ‖w − x∗‖ ∀w ∈ Rn, (62)
which is a direct consequence of its definition (13) and the optimality condition (60).
C.3. DQGD: Proof of Theorem 7
We state a generalization of Lemma 9 that applies to DQGD with varying stepsizes (Algorithm 2
in Appendix A).
Lemma 14 (Generalization of Lemma 9) Consider two descent trajectories: Algorithm 2 and
unquantized GD (2) with the same sequence of stepsizes {ηi} starting at the same location
xˆ0 = x0. (63)
Then, at each iteration i ∈ N,
xˆi = xi − ηi−1ei−1. (64)
Proof We prove (64) via mathematical induction.
• Base case: (64) holds for i = 0 by (63). We define 0/0 , 0 for the very first iteration when
η−1 = 0.
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• Inductive step: Suppose (64) holds for iteration i. First, the induction hypothesis, the quan-
tizer input at Line 5 and the quantizer output at Line 6 of Algorithm 2 together imply
ui = ∇f(xi)− ηi−1
ηi
ei−1 . (65)
We then have
xˆi+1 = xˆi − ηiqi (66)
= xˆi − ηi(ui + ei) (67)
= xˆi − ηi
(
∇f(xi)− ηi−1
ηi
ei−1
)
− ηiei (68)
=
[
xi − ηi∇f(xi)
]− ηiei (69)
= xi+1 − ηiei , (70)
where (69) is due to the induction hypothesis.
Proof of Lemma 10 We prove (44) via mathematical induction.
• Base case: (44) holds for i = 0 since
‖∇f(x0)− e−1‖ = ‖∇f(x0)‖ (71)
≤ L ‖x0 − x∗‖ (72)
≤ LD, (73)
where (72) is due to (62), and (73) is due to (61).
• Inductive step: Suppose (44) holds for iteration i. Triangle inequality implies
‖ui+1‖ ≤ ‖∇f(xi+1)‖+ ‖ei‖ . (74)
The first term is bounded by
‖∇f(xi+1)‖ ≤ L ‖xi+1 − x∗‖ (75)
≤ Lνi+1 ‖x0 − x∗‖ (76)
≤ Lνi+1D, (77)
where (76) is due to (41). The quantization error term ei in (74) is bounded by
‖ei‖ ≤ ρn
2R
L
i∑
j=0
νj
( ρn
2R
)i−j
D (78)
by the induction hypothesis, (43), and (45). Plugging (77) and (78) into (74) gives
‖ui+1‖ ≤ Lνi+1D + ρn
2R
L
i∑
j=0
νj
( ρn
2R
)i−j
D (79)
= L
i+1−j∑
j=0
νj
( ρn
2R
)i+1−j
D (80)
= ri+1. (81)
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
C.4. Naive QGD: Proof of Theorem 8
The following coercive property of smooth and strongly convex functions will be instrumental in
the proof of Lemma 16.
Lemma 15 (Theorem 2.1.12 of (Nesterov, 2014)) Let f be L-smooth and µ-strongly convex on
Rn. For any v,w ∈ Rn, we have(∇f(v)−∇f(w))T (v −w) ≥ Lµ
L+ µ
‖v −w‖2 + 1
L+ µ
‖∇f(v)−∇f(w)‖2 . (82)
Lemma 16 Let f be an L-smooth and µ-strongly convex function on Rn. Then, the distance to the
optimizer at each iteration i ∈ N of QGD (3) with the naive input (11) and the constant stepsize η
within the range (31) is bounded as
‖xˆi+1 − x∗‖ ≤ ν ‖xˆi − x∗‖+ η ‖ei‖ . (83)
Proof Observe that (5) and (11) together imply
qi = ∇f(xˆi) + ei. (84)
Hence,
xˆi+1 − x∗ = (xˆi − ηqi)− x∗ (85)
= xˆi − x∗ − η∇f(xˆi)− ηei , (86)
which via triangle inequality implies
‖xˆi+1 − x∗‖ ≤ ‖xˆi − x∗ − η∇f(xˆi)‖+ η ‖ei‖ . (87)
To bound the first term in (87), we follow the same strategy as in the proof of (Nesterov, 2014,
Theorem 2.1.5):
‖xˆi − x∗ − η∇f(xˆi)‖2 = ‖xˆi − x∗‖2 − 2η∇f(xˆi)T (xˆi − x∗) + η2 ‖∇f(xˆi)‖2 (88)
≤
(
1− 2Lµ
L+ µ
η
)
‖xˆi − x∗‖2 +
(
η2 − 2
L+ µ
η
)
‖∇f(xˆi)‖2 . (89)
≤ ν2 ‖xˆi − x∗‖2 (90)
where (89) is due to Lemma 15, and (90) is due to the stepsize range (31). Taking the square root
on both sides concludes the proof.
Proof of Theorem 8 At each iteration i ∈ N, consider a quantizer with the dynamic range
ri ← L
(
ν +
ρn
2R
ηL
)i
D (91)
and the naive input (11). We will prove both (37) and the fact that naive QGD with ri’s in (91)
generates quantizer inputs that satisfy (44) simultaneously via a single induction.
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• Base case: (37) holds by (61), and (62) further implies (44) for i = 0.
• Inductive step: Suppose (37) holds for iteration i. Then,
‖ui‖ = ‖∇f(xˆi)‖ (92)
≤ L ‖xˆi − x∗‖ (93)
≤ L
(
ν +
ρn
2R
ηL
)i
D (94)
= ri, (95)
where (94) is due to the induction hypothesis. Since (95) ensures that the input to the quantizer
qi lies inside B(ri), the guarantee (43) further implies
‖ei‖ ≤ ρn
2R
L
(
ν +
ρn
2R
ηL
)i
D. (96)
Applying (96) and the induction hypothesis to further bound (83) in Lemma 16 gives
‖xˆi+1 − x∗‖ ≤ ν ‖xˆi − x∗‖+ η ‖ei‖ (97)
≤
[
ν
(
ν +
ρn
2R
ηL
)i
+
ρn
2R
ηL
(
ν +
ρn
2R
ηL
)i]
D (98)
=
(
ν +
ρn
2R
ηL
)i+1
D. (99)

C.5. Comparison to (Friedlander and Schmidt, 2012)
Friedlander and Schmidt (2012) consider the following variant of GD with additive error in the
gradient:
xˆi+1 ← xˆi − ηgi (100)
where
gi , ∇f(xˆi) + ei (101)
is a noisy approximation to the true gradient. When the noise ei comes from quantization, (101)
exactly corresponds to our naive QGD with the input (11). Applying the techniques and the stepsize
of (Friedlander and Schmidt, 2012), we derive the following convergence guarantee of naive QGD.
Theorem 17 (Naive QGD with a conservative stepsize) Suppose there exists a rate-R quantizer
q with covering efficiency ρn. On any f ∈ F(µ,L,D) (15), naive QGD (3) with the quantizer input
(11), the starting point (36), stepsize
η ← 1
L
, (102)
and quantizers qi’s (4) that are appropriately scaled versions of q, achieves
‖xˆT − x∗f ‖ ≤ min
{
√
κ
(
1− 1
κ
+
ρ2n
22R
)T/2
,
[√
σ +
ρn
2R
]T}
D (103)
20
ACHIEVING RATE FUNCTION WITH DQGD
where
κ , L
µ
(104)
is the condition number of an L-smooth and µ-strongly convex function f.
The proof of Theorem 17 is given at the end of this subsection.
The worst-case linear convergence rate
C , min
{(
1− 1
κ
+
ρ2n
22R
)1/2
,
√
σ +
ρn
2R
}
(105)
achieved by the naive QGD with a conservative stepsize (102) raises the question of whether the
optimal stepsize (32) in the unquantized GD is still optimal for naive QGD. Indeed, for some data
rates R and condition numbers κ, (105) is smaller than the guarantee (37)
Cη∗ , σ +
ρn
2R
(106)
for QGD with stepsize (32), which we establish in Theorem 8. Comparing (106) and (105), we can
make the following observations.
First, if
C < Cη∗ , (107)
then
C ≥ 0.9142. (108)
In other words, when C is better than Cη∗ , both of these values will be close to 1. Second, neither
of the naive QGD guarantees (105) or (37) achieves the rate function (25).
We proceed to prove the claims. For the first claim, since
σ =
κ− 1
κ+ 1
< 1 (109)
for any finite κ, (107) holds if and only if√
1− 1
κ
+
ρ2n
22R
<
κ− 1
κ+ 1
+
ρn
2R
, (110)
or equivalently
3κ+ 1
2κ(κ+ 1)
<
ρn
2R
. (111)
Using (111) to bound the left-hand side of (110), we observe that both quantities in (107) are at least√
1− 1
κ
+
ρ2n
22R
> min
κ≥1
√
1− 1
κ
+
(
3κ+ 1
2κ(κ+ 1)
)2
(112)
=
√
2− 1
2
(113)
≈ 0.9142. (114)
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The second claim is due to σ ≤ √σ ≤√1− 1/κ and(
1− 1
κ
+
ρ2n
22R
)1/2
> max
{
ρn
2R
,
√
1− 1
κ
}
(115)
√
σ +
ρn
2R
> σ +
ρn
2R
(116)
> max
{
σ,
ρn
2R
}
. (117)
Before proving Theorem 17, we review additional properties of smooth and strongly convex
functions needed in the proof.
Lemma 18 ((Nesterov, 2014, Theorem 2.1.5)) Any L-smooth and convex function f on Rn satis-
fies
0 ≤ f(w)− f(v)−∇f(v)T(w − v) ≤ L
2
‖w − v‖2 ∀v,w ∈ Rn, (118)
which is equivalent to
f(v) +∇f(v)T(w − v) + 1
2L
‖∇f(v)−∇f(w)‖2 ≤ f(w). (119)
Lemma 19 ((Nesterov, 2014, Theorem 2.1.8)) Any µ-strongly convex function f on Rn satisfies
f(w) ≥ f(x∗) + µ
2
‖w − x∗‖2 ∀w ∈ Rn. (120)
We will also need the following convergence guarantee of the noisy GD (100) and (101).
Lemma 20 ((Friedlander and Schmidt, 2012, Lemma 2.1)) Let f be anL-smooth and µ-strongly
convex function on Rn. Then, the algorithm (3) with the noisy gradient (101) and the stepsize (102)
satisfies
f(xˆi+1)− f(x∗) ≤
(
1− 1
κ
)[
f(xˆi)− f(x∗)
]
+
1
2L
‖ei‖2 . (121)
Proof of Theorem 17 The second term in (105) is obtained as a corollary to Theorem 8 by plugging
in the stepsize (102). We proceed to establish the first term in (105).
Observe that by the optimality condition (60), the first condition (118) in Lemma 18 implies
f(v) ≤ f(x∗) + L
2
‖v − x∗‖2 ∀v ∈ Rn (122)
whereas the second condition (119) in Lemma 18 implies
‖∇f(w)‖2 ≤ 2L[f(w)− f(x∗)] ∀w ∈ Rn. (123)
At each iteration i ∈ N, consider a quantizer with the dynamic range
ri ← L
(
1− 1
κ
+
ρ2n
22R
)i/2
D (124)
22
ACHIEVING RATE FUNCTION WITH DQGD
and the naive input (11). We will prove
f(xˆi)− f(x∗) ≤ L
2
(
1− 1
κ
+
ρ2n
22R
)i
D2 (125)
via induction, from which (103) will follow because of Lemma 19.
• Base case: (125) holds for i = 0 by (122) and (61).
• Inductive step: Suppose (125) holds for iteration i. Then, (123) implies
‖∇f(xˆi)‖ ≤
√
2L
[
f(xˆi)− f(x∗)
]
(126)
≤ L
(
1− 1
κ
+
ρ2n
22R
)i/2
D (127)
= ri (128)
where (127) is due to the induction hypothesis. Since (128) ensures that the input to the
quantizer qi lies inside B(ri), the guarantee (43) further implies
‖ei‖ ≤ ρn
2R
L
(
1− 1
κ
+
ρ2n
22R
)i/2
D. (129)
Applying (129) and the induction hypothesis to further bound (121) in Lemma 20 gives
f(xˆi+1)− f(x∗) ≤
(
1− 1
κ
)[
f(xˆi)− f(x∗)
]
+
1
2L
[
ρ2n
22R
L2
(
1− 1
κ
+
ρ2n
22R
)i
D2
]
(130)
≤ L
2
[(
1− 1
κ
)(
1− 1
κ
+
ρ2n
22R
)i
+
ρ2n
22R
(
1− 1
κ
+
ρ2n
22R
)i]
D2 (131)
=
L
2
(
1− 1
κ
+
ρ2n
22R
)i+1
D2. (132)

C.6. Comparison to (Karimireddy et al., 2019)
The following lemma provides a recursive bound on the distance to the optimizer at the i-th iteration
of EF-GD.
Lemma 21 Let f be an L-smooth and µ-strongly convex function on Rn. Then, the distance to the
optimizer at each iteration i ∈ N of EF-GD, i.e. QGD (3) with the error-feedback input (38), and
the constant stepsize η within the range (31) is bounded as
‖xˆi+1 − x∗‖ ≤ ν ‖xˆi − x∗‖+ η ‖ei‖+ (ν + ηL)η ‖ei−1‖ . (133)
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Proof The quantizer output can be computed as
qi =
[∇f(xˆi) + ei]− ei−1 (134)
by (5) and (38). Hence, the QGD iterative rule (3) gives
xˆi+1 = xˆi − ηqi (135)
= xˆi − η∇f(xˆi)− ηei + ηei−1. (136)
Denoting a shifted trajectory by
x˜i , xˆi + ηei−1, (137)
we rewrite (136) as
x˜i+1 = x˜i − η∇f(x˜i − ηei−1), (138)
which via triangle inequality further implies
‖x˜i+1 − x∗‖ ≤ ‖x˜i − x∗ − η∇f(x˜i)‖+ η ‖∇f(x˜i)−∇f(x˜i − ηei−1)‖ (139)
≤ ν ‖x˜i − x∗‖+ η2L ‖ei−1‖ , (140)
where the first term in (140) is obtained by the same strategy as in the proof of Lemma 16, and the
second term is due to (62). Note that (137) implies
‖x˜i − x∗‖ − η ‖ei−1‖ ≤ ‖xˆi − x∗‖ (141)
‖xˆi − x∗‖ ≤ ‖x˜i − x∗‖+ η ‖ei−1‖ . (142)
Applying (140) to bound the first term on the right-hand side of (142), we obtain
‖xˆi+1 − x∗‖ ≤ ‖x˜i+1 − x∗‖+ η ‖ei‖ (143)
≤ ν ‖x˜i − x∗‖+ η2L ‖ei−1‖+ η ‖ei‖ (144)
≤ ν ‖xˆi − x∗‖+ η ‖ei‖+ (ν + ηL)η ‖ei−1‖ , (145)
where (145) is due to (141).
In the previous three schemes, we choose the sequence of dynamic ranges {ri} carefully to
ensure that there is no overload distortion (44). However, for EF-GD it turns out that the recursion
(133) together with the error-feedback input (38) does not admit a simple expression for these ri’s.
Nevertheless, we can still compare the error-feedback scheme to naive QGD scheme (83) in the
following reasoning.
To satisfy (44) for EF-GD for each iteration i, the dynamic range ri should be an upper bound
to the magnitude of the quantizer input ui. Triangle inequality ensures
‖ui‖ ≤ ‖∇f(xˆi)‖+ ‖ei−1‖ (146)
≤ L ‖xˆi − x∗‖+ ‖ei−1‖ (147)
where (147) is due to (62). If we set
ri ← L ‖xˆi − x∗‖+ ‖ei−1‖ (148)
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and use the maximum-distortion guarantee (43) to bound the quantization error term, the recursion
for EF-GD (133) can be further bounded as
‖xˆi+1 − x∗‖ ≤
(
ν +
ρn
2R
ηL
)
‖xˆi − x∗‖+ η
(
ν + ηL+
ρn
2R
)
‖ei−1‖ . (149)
Compared to the recursive bound in (83) for the naive QGD, the bound (133) is larger due to an
extra ei−1 term. Thus, one can hardly expect EF-GD to even improve upon naive QGD.
Appendix D. Converse Proofs
D.1. Proof of Theorem 11
Since an arbitrary QGD algorithm AR in Definition 2 can use at most nR bits at each iteration, the
minimum worst-case linear convergence rate
inf
AR
sup
f∈Fµ,L,r
c(AR, T, f) (150)
is non-increasing in the data rate R. Therefore,
inf
AR
sup
f∈Fµ,L,r
c(AR, T, f) ≥ inf
R≥0
inf
AR
sup
f∈Fµ,L,r
c(AR, T, f) (151)
= inf
A∞
sup
f∈Fµ,L,r
c(A∞, T, f). (152)
The best infinite-rate QGD algorithm that achieves the minimum worst-case linear convergence rate
is simply the one incurring no quantization error at each iteration, i.e.
ei = 0 ∀i ∈ N (153)
or equivalently
qi = ui, (154)
which reduces to the unquantized GD algorithm by the restrictions (20) and (21) in Definition 2.
Therefore, the proof will be completed once we demonstrate the following.
Lemma 22 Consider the familyFµ,L,D (15) and GD (2) with any stepsize η that may depend on the
parameters µ,L,D. Then, for any choice of initial point x0 ∈ Rn, there exists a problem instance
f ∈ Fµ,L,D such that
‖x0 − x∗f ‖ ≥ D (155)
and the distance to the optimizer at each iteration i ∈ N of GD satisfies
‖xi+1 − x∗f ‖ = σ ‖xi − x∗f ‖ . (156)
Remark 23 Variants of Lemma 22 are known in the literature, e.g. (de Klerk et al., 2017). Our
worst-case problem instance f ∈ Fµ,L,D depends on the initial point and the constant stepsize
chosen by GD, whereas the worst-case problem instance constructed in (de Klerk et al., 2017,
Example 1.3) works for GD with a particular starting point and the exact-line-search stepsize rule.
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Proof To show (155), we first find some w ∈ B(D) such that
‖x0 −w‖ ≥ D (157)
and then construct the worst-case problem instance
fw(x) =
L+ µ
2
‖x−w‖2 (158)
in the family Fµ,L,D for which fw admits w as a unique minimizer.
For the second condition (156), we will first derive a recursive bound on the distance to the
minimizer of GD for least-squares problems (55). Then, we will construct a particular least-squares
problem that achieves equality in (41), which will imply (156) once the stepsize η is set to η∗ (32).
Note that a least-squares objective f (55) is
s21(A)-smooth and s
2
n(A)-strongly convex (159)
where we denote by sk(A) the k-th largest singular value of a matrix A. The gradient of f at
iteration i is
∇f(xi) = AT (Axi − y) . (160)
The optimality condition (60) implies
ATy = ATAx∗f . (161)
Plugging (160) into (2) yields
xi+1 = xi − ηATA(xi − x∗f ). (162)
Subtracting x∗f from both sides of (162), we conclude that the distance to the optimizer x
∗
f satisfies
‖xi+1 − x∗f ‖ ≤ smax
(
I− ηATA) ‖xi − x∗f ‖ , (163)
where equality is achieved when xi−x∗f points in the direction corresponding to the largest singular
vector of the matrix I− ηATA.
Fix x0 ∈ Rn and η > 0. To construct a y ∈ Rm and an A ∈ Rm×n such that (156) holds, we
take the unit vector
vn ,
x0 −w
‖x0 −w‖ , (164)
where w satisfies (157), and complement it with n− 1 orthonormal vectors to form an orthonormal
basis {vk}nk=1 of Rn. Then, the matrix A ∈ Rm×n admitting {vk}nk=1 as right singular vectors and
1/
√
η
2k
∀k = 1, . . . , n (165)
as its singular values satisfies
‖x1 − vn‖ = smax
(
I− ηATA) ‖x0 − vn‖ . (166)
Plugging (166) into the recursive relation (162) we see that
‖xi+1 − vn‖ = smax
(
I− ηATA) ‖xi − vn‖ ∀i ∈ N. (167)
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Finally, to each w ∈ B(D) there corresponds a y ∈ Rm such that (161) holds. This is because
m ≥ n, i.e. we have more degrees of freedom than the problem dimension when selecting the
vector y. With stepsize (32)
η∗ =
2
s2max(A) + s
2
min(A)
, (168)
the largest singular value in (167) becomes
smax
(
I− η∗ATA) = max{∣∣1− η∗s2min(A)∣∣ , · · · , ∣∣1− η∗s2max(A)∣∣} (169)
= max
{∣∣1− η∗s2min(A)∣∣ , ∣∣1− η∗s2max(A)∣∣} (170)
=
s2max(A)− s2min(A)
s2max(A) + s
2
min(A)
(171)
= σ, (172)
where (170) is due to monotonicity and (172) is due to (159).
D.2. Proof of Theorem 12
For any QGD algorithm AR, consider
SA , {xˆT ∈ Rn : xˆT is the output of AR after T iterations for some f ∈ Fµ,L,D} . (173)
The data rate constraint of at most nR bits at each iteration implies
|SA| ≤ 2nRT . (174)
Given SA, construct a minimum-distance quantizer qA with dynamic range D:
qA(x) = arg min
xˆ∈SA
‖x− xˆ‖ , (175)
and let
d∗ , inf
AR
d (qA) (176)
be the minimum achievable covering radius (27).
Since for any AR, one can construct an f such that
‖qA(x∗f )− x∗f ‖ = d (qA) , (177)
we have
inf
AR
sup
f∈Fµ,L,r
c(AR, T, f) =
(
d∗
D
) 1
T
(178)
≥ 1
2R
, (179)
where (179) is due to (29).
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