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Spot pricesLarge scale simulations require considerable amounts of computing power and often cloud
services are utilized to perform them. In such settings the execution costs can be signiﬁ-
cantly decreased through the use of the Amazon spot price market. Its downside is that
Amazon can interrupt the user’s computations when her bid price is too low. This poses
a problem in ﬁnding an on-line bidding algorithm that balances the computation cost
and the simulation experiment completion time.
We identify key drivers governing the spot prices on Amazon EC2 and using these
insights propose an adaptive bidding strategy that simultaneously minimizes the compu-
tation cost and the delays due to computation termination. We show that bidding close to a
spot price and dynamically switching between instances is a strategy that is efﬁcient and
simple to implement in practice.
In the paper we present a simulator of the EC2 spot pricing mechanism. The simulator
can be easily used to develop and test other bidding strategies on Amazon spot price
market.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The goal of this paper is to propose an algorithm for a cost and time optimization for running simulations on public com-
putational clusters with a spot pricing mechanism. The algorithm is implemented in Python and is ready for application to
real-life computationally intensive simulations executed on the Amazon Elastic Compute Cloud (Amazon EC2).
Amazon is the largest cloud computing provider and offers many server types in eight regions around the globe. Amazon
offers its customer three pricing mechanisms: on-demand, reserved instances and spot pricing. In this paper we focus on the
spot pricing mechanism. It offers the lowest prices on average at the expense of the risk of an abrupt termination of com-
putations when the user’s bid price becomes lower than the current spot price. For applications where the up-time is crucial
this is a severe limitation. However, when running simulations one can decide to allow for breaks in computation if the cost
reduction is signiﬁcant enough. Amazon is fully aware of this situation and EC2 documentation [1] discusses four main
state-of-the-art architectures that are designed for scientiﬁc computing on spot instances.
However, customers wanting to take full advantage of spot pricing face a complex ecosystem. Firstly, the spot prices are
volatile and there is a possibility of a simulation termination. In such a situation, if the computation state is not saved (i.e. the
simulation has not been check-pointed) the results are lost. Secondly, there are over 100 different server types to choose
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Amazon. Thirdly, when considering available computation power one has to take into account the booting time of the virtual
machine – see [2] for analysis of dependencies between instance booting time and instance type. Finally, the Amazon EC2
spot billing mechanism has several nuances that can be exploited to improve the cost-performance of computations. Due
to this complexity the spot pricing analysis attracts a lot of attention in the literature.
Researchers consider the spot market for computing power from a provider’s perspective as well as from a user perspec-
tive (a detailed literature review is provided in Section 2; here we give its summary). Analysis of the cloud provider’s side
focuses on designing a pricing mechanism that maximizes proﬁts, see for example [3]. Other papers also include market
design postulates. For instance Vanmachlen et al. [4] propose an extension of the existing spot market with the capability
of bidding for future prices for computing power (futures market).
The problem of the computational grid pricing from the end-user’s perspective focuses on cost-reduction. Several papers
discuss how cloud utilization is becoming an important approach in cost-optimizing for large scale scientiﬁc computing – an
overview of cloud scientiﬁc computing applications is given in [5]. Mattess et al. [6] point out that using cloud computing
and spot instances is an efﬁcient cost management technique for peak loads in local computational clusters. Efﬁcient utiliza-
tion of spot instances requires a user to ﬁnd the optimal bidding strategy. Javadi et al. [7] analyze hourly and weekly patterns
in spot price and time between price changes and they propose a mixture of Gaussian distributions to model the price pat-
terns. In [8] a model of bidding strategies with service level agreement constraints is presented and the results show that low
bids lead to long deadlines for job execution. The analysis carried in [9] shows that check-pointing times below one hour can
signiﬁcantly decrease costs incurred due to job termination, although in some instance types check-pointing time can be
extended above one hour. Tang et al. [10] propose a bidding strategy for Amazon spot prices that minimizes costs for given
time constraints. Kushwaha et al. [11] perform an extensive simulation analysis of the spot market analysis on US East and
South Asia regions. However they only consider bidding levels close to the on-demand price, do not consider adaptive bid-
ding nor check-pointing of the computation state.
The Amazon EC2 spot instances are particularly suited for scientiﬁc computing, e.g. in [12] a genome sequencing is con-
sidered – the authors analyze dependencies between bid levels, number of virtual processors and sequencing time and costs.
Another approach discussed in [13] is to utilize reserved instances for long-term running process and to use spot instances
for short-term processes.
The existing approaches have several limitations. Firstly, some authors (for instance Javadi et al. [7]) perform statistical
analysis only. However, due to the complex spot pricing mechanism this information is insufﬁcient for decision making
regarding bidding decisions.
Secondly, Amazon is constantly changing its pricing policy. For example, major recent changes have included around a
30% price reduction on April 1, 2014, introduction of 2 min spot instance termination notice on January 6, 2015 [14] and
introduction of new C4 instances on January 11, 2015. The changes in the pricing scheme may lead to previous analyses
no longer being valid. For instance, earlier results which claimed that bidding too low leads to a small increase in savings
but huge increases in computational time (e.g. Andrzejak et al. [8] point out that ‘‘(. . .) bidding low prices reduces the monetary
cost typically only by about 10% but can lead to extremely high execution times (or, equivalently, realistic deadlines) – up to 400x
the task length (. . .)’’), are no longer true under the current price patterns. Thirdly, some papers (cf. [10]) assume that the spot
price changes hourly and a decision to perform calculations at a given price is made hourly as well. Moreover, the above
papers do not consider the possibility of obtaining free time by bidding close to the current low price and having a good
chance of an out-of-bid situation. Finally, the papers do not analyze how the need for check-pointing inﬂuences spot bidding
strategies.
In this paper we focus only on an end-user perspective. Our aim is to prepare a realistic model of the spot pricing market
with ﬂexible characteristics for simulation experiment features. In this way, we remove all the limitations of models pro-
posed in the literature. We propose a cloud simulation framework that emulates the Amazon EC2 spot billing mechanism
exactly and takes into an account the following factors that signiﬁcantly determine the costs of running large scale
simulations:
(1) ability to bid for many different instances and switch between them;
(2) instance booting delay;
(3) real time reaction to instance termination by Amazon;
(4) exact modeling of the Amazon billing mechanism (in particular, obtaining computing power at no cost when calcu-
lations are terminated by Amazon);
(5) varying time between subsequent simulation state check-pointing events.
The proposed optimizer fulﬁlls the above requirements and is designed in such a way that it can be applied to guide
real-life bidding on Amazon EC2.
The remainder of the paper is organized as follows. After the Introduction in Section 2 we discuss the literature related to
our research. Next, in Section 3, we shortly describe technical characteristics of how simulations in Amazon EC2 are per-
formed. In Section 4, we provide the details of Amazon EC2 billing rules and outline the design of our cloud simulator which
is implemented in Python (source code available at http://bogumilkaminski.pl/pub/cloudspotsim.zip). Next, in Section 5, we
perform an initial analysis of cost-time trade-off in simulation execution. In Section 6, we discuss a mathematical formalism
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simulation on real data taken from Amazon EC2 to show that our approach is valid.2. Related work
The cloud computing paradigm (Infrastructure as a Service) is gaining increasing popularity due to highly competitive
costs compared to employing on-site infrastructure. With Amazon currently being the main player in the market there exists
a constantly growing body of literature on computing cost optimization. We can divide the literature on cloud computing
infrastructure cost optimization into the following 5 areas:
(1) technical – handling of technical issues that become more apparent in IaaS scenarios (state check-pointing, network
communication, extending a traditional HPC grid with cloud computing [5,6,13,15]);
(2) benchmarking – benchmarks and usability reports of IaaS virtual hardware performance [16,17], measuring instance
startup times [2];
(3) statistical – analyses of the EC2 spot market dynamics with statistical tools, often accompanied by bidding recommen-
dations [7,18,12,13,16];
(4) market design – attempts at reverse engineering the current market mechanisms or proposing new market designs
[3,4,7,19];
(5) pricing simulation – simulating of spot market pricing [8,9,11].
The technical area focuses on searching for technically feasible and cost-efﬁcient solutions that can actually make cloud
computing work. The results presented in [15] focus on supporting a grid with the cloud and the authors do not attempt to
optimize EC2 bidding strategy. In [13] an analysis of technical aspects of spot, on-demand and reserved instances is pre-
sented and utilization recommendations are made, however, it is not backed by computational analysis.
The benchmarking area focuses on measuring instance booting times, actual vCPU efﬁciency and network transfers. Those
analyses are often done with real-world workloads. Iosup et al. [16] analyze computing speed variance while in [2] instance
startup times are measured experimentally. El-Khamara et al. [17] provide a comparison of HPC workloads in MPI settings.
The authors point out that a variance arises in communication times in MPI workloads. We suspect that this variance arises
from the multiple tenancy mechanism used by Amazon [1]. In this paper we consider a model for single threaded running
massively (eg. simulation optimization).
Statistical papers focus on the analyses of dependencies of spot prices and subsequently try to make recommendations on
market bidding. Javadi et al. [18] analyze intercept times for spot instances. However, they do not propose any actual bidding
strategy. This paper is further expanded by the authors [7] where they use a mixture of Gaussian distributions in order to
model EC2 spot price patterns. Angiuoli et al. [12] analyze proﬁtability of spot instances for genome sequencing.
Market design papers try to explain how the pricing mechanism works [3] or make market design postulates [4]. The
paper [20] stresses the importance of the integration of cloud markets in order to increase their efﬁciency. The authors pro-
pose dynamic pricing for cloud instances and show that it is more efﬁcient - both from a users and providers perspective. Yet
another approach is presented in [19] – an EC2 market analysis is performed and the authors postulate that spot prices are
not demand-driven but are instead randomly changed by Amazon in order to increase its proﬁt. However, this claim does not
appear to be supported by Amazon’s efforts to reduce spot price volatility—e.g. the recent action of Amazon to send a two
minute notice before spot instance shutdown in order to allow for graceful termination [14].
The bidding simulation area papers focus on building simulation models that allow for testing various spot bidding algo-
rithms. In [11] only bids close to the on-demand price are considered and there is no analysis of computation state
check-pointing. Another approach is to consider time constraints as an SLA and try to minimize costs – see [10,8]. Yi
et al. [9] show that check-pointing strategy is an important factor in bidding decisions. They propose check-pointing strate-
gies based on an hour-boundary and rising edge. Hour boundary check-pointing means saving the state at the end of each
hour. Rising edge means observing price patterns and saving a check-point when the current price raises and is likely to
be beyond the bid price. Next, they propose different adaptation mechanisms for those strategies. However, the authors
focus only on running a task just on a single instance type – they do not consider adaptive switching between instance types.
In the hourly boundary policy (in their model it turned out to be optimal for computational instances) they consider
check-pointing only at the end of the hour. It should be noted that hourly check-pointing is not always optimal – they
neglect the fact that the decision to save computation state should also depend on check-pointing costs. In our paper we
show that, in many scenarios, cross-instance bidding and allowing non-hourly check-pointing is the optimal bidding
strategy.
The presented literature survey shows that all earlier models of Amazon spot market had simplifying assumptions lim-
iting the ability to compare different bidding strategies. Therefore, in this paper we propose a cloud simulation framework
that emulates the Amazon EC2 spot billing mechanism exactly. This allows us to develop novel bidding strategies that have
previously been considered in the literature.
It should be noted that we have constrained our analysis to renting virtual machines in the cloud (probably being run on
Linux and self-conﬁgured by a person performing computations) rather than using an SaaS approach, although such software
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Amazon cloud infrastructure.3. Technical characteristic of simulations in the cloud
The goal of this section is to provide technical assumptions for running large-scale simulations in the cloud. These
assumptions lay down the foundations for constructing a decision problem for the optimal spot-price bidding strategy.
Amazon offers public cloud computing services in 9 regions (3 in Asia, 2 in the European Union, 1 in South America and 3
in the United States). Each region contains two or three availability zones that represent physical server locations. At each
availability zone several virtual machine instance types are offered. The machine types differ by their purpose and can be
classiﬁed as: general (with ﬁxed and variable computing power), compute-optimized, memory-optimized,
storage-optimized and GPU mode. For the analyses of cloud simulations we are going to focus on compute-optimized and
ﬁxed computing power general instances—we do not consider variable computing power instances since they offer only a
small hourly computing budget.
A spot instance is started with a given bid level on a particular machine type in an availability zone. While the instance is
running, the spot price for the machine is continuously changing due to changes in supply and demand for the computing
power. Whenever the spot price exceeds the bid price a spot instance is terminated (shut down) by Amazon. If a spot price is
equal to the bid price, Amazon reserves the right to decide whether to terminate an instance or not. However, spot prices are
often several times lower than on-demand prices – and this makes them attractive for applications in simulation modeling.
Liu [22] points out that for some applications the abrupt process termination is not acceptable. However, for experiment-
ing with simulations one can either run many short jobs or else introduce a check-pointing mechanism for longer simula-
tions. In both cases the problem of computation termination is not particularly onerous. In simulation modeling, the
following check-pointing mechanisms can be applied (also see [1]): Elastic Block Storage (EBS), Simple Storage Service
(S3), Relational Database Service (RDS).
In all of the above scenarios, the cost of storage is relatively low in comparison to computing power costs and can be
ignored in large scale simulation settings. Hence, for most applications, EBS seems to be the most attractive option, while
S3 might be required where simulation state snapshots are expected to re-initiated in different regions.
It is not always valuable to use cloud services to run simulations as it adds complexity to the execution work ﬂow. Most of
the time we would want to utilize such an architecture when we have a large volume of computations to be performed. To be
more precise, in simulation modeling we consider two simulation problem types that generate high computation time
requirements:
(1) small simulations – the time needed to ﬁnish computations in a simulation is short (e.g. 1 min on a single core, so there
is no need for check-pointing) but we need to execute the simulation repetitively for a very large number of design
points and/or with a large number of repetitions for each design point (in the order of millions and more);
(2) large simulations – a single simulation runs for several days (possibly on many cores) and has to be check-pointed to
safeguard against instance termination; the number of required simulation repetitions can vary (usually it is lower
than the number for small simulations).
In this paper we will analyze both scenarios through the appropriate setting of simulation parameters. Let us now pro-
ceed to a description of the Amazon spot market.4. Simulating the spot instance price mechanism
The goal of this section is to describe in detail the spot pricing mechanism and explain the design of a simulator that
allows us to test bidding strategies.4.1. Spot instance cost charging mechanism
The Amazon EC2 spot instance billing mechanism is complex due to everchanging prices and the possibility of instance
termination – either by the instance user or Amazon.
The process starts with a user bidding a price for a spot instance for a selected machine type in a given availability zone.
The instance is created only if the bid price exceeds the current spot price. When the bid price is equal to the current spot
price Amazon reserves the right to either start or not to start an instance. We do not consider this scenario here as it has no
signiﬁcant inﬂuence on our analysis.
At startup, the billing price is determined as a spot price at instance creation time. Next, the billing algorithm works in
hourly granularity while the spot prices are changing constantly in response to changes in supply and demand for computing
power. Hence, the computing hour can be interrupted – either by a user or by Amazon.
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an instance where the instance type spot price increases and exceeds the bid price. In the case of such an interruption the
user does not pay for the partial hour.
If a whole hour passes without any interruption then the user has to pay for this hour and a new billing price is deter-
mined as the spot price at the start of the new billing hour.
It is important to note that the user is not allowed to change the bid price after the instance is created.
From the above description we can draw two conclusions. Firstly, users can beneﬁt when Amazon terminates their
instance as they get some computation time free of charge. On the other hand, every termination of an instance by
Amazon means that a new instance will have to be started in the future and each time an instance is initiated there is a boot-
ing time that does not count for simulation execution.
4.2. Cloud simulator design
In order to analyze the different possible bidding strategies we have created a tool – the EC2 cloud pricing simulator. The
simulator was created with the Python programming language. The tool consists of a single class that operates on historical
data and emulates the Amazon EC2 pricing mechanism.
The main method provided with the simulator is estimate_cost_s. This method calculates total costs for a bid at a
speciﬁc zone and machine. The bid starts at a given time sta_s and the machine will be unconditionally terminated at time
end_s. The boot_time_s represents seconds taken to boot the machine and initiate the simulation. The user can request either
a concrete server time or a number of simulations. If the requested calculation ends the machine can either immediately
terminate or continue working to the end of the ﬁnal hour. The parameter stop_on_terminate indicates whether after instance
termination the simulation should stop or whether the instance should be launched again as soon as the spot price again
drops below the bid price.
The work performed by the EC2 price simulator starts with loading a ﬁle containing historical pricing data. In the source
code we provide a tool that generates such a ﬁle utilizing the Amazon boto library. Once the price data is loaded into mem-
ory, a user can utilize our EC2 library methods to calculate costs for various scenarios at different zones and for different
machine types.
The implementation of the method estimate_cost_s follows the Amazon billing algorithm [1]. It is a discrete-event
simulator where subsequent events are triggered by spot price changes.
The basic implementation of the billing algorithm has been further utilized to test various bidding scenarios. In this paper
we consider two types of bidding strategies: (1) static ﬁxed-bid and (2) adaptive bidding.
The analysis of the prices for the ﬁxed-bid scenario for a given zone and machine type can be simply accomplished by a
single call to the estimate_cost_s method. This function for a given, region, instance type, bid level and time range cal-
culates costs as well as machine availability time that be obtained by bidding at a speciﬁc level. Hence, the procedure for
calculating availability time and computing cost takes into consideration the situation in which the acceptable bidding level
is too low and a user waits for the spot price to drop in order to place a bid that will result in starting an instance.
The adaptive scenario dynamically changes bidding depending on two market conditions: spot price level and price
volatility. We use our simulation tool to test algorithms where we bid marginally higher above the spot price with a reser-
vation level (i.e. do not bid if the spot price is too high). For this analysis we set the value of stop_on_terminate to True. After
a machine is terminated a new machine needs to be started at a new bid level. We consider an adaptive bidding scenario
with switching across different zones and machine types. It should be noted that switching zones might be not
cost-efﬁcient for computing scenarios that require huge amounts of data to be transfered (the current EC2 data transfer cost
is $0.01/GB for transfers within a single region and $0.02/GB for cross-region transfer).
The static scenario was used to carry out simulations in Section 5 while the dynamic scenario is analyzed in Section 7.
Let us now move to the analysis of spot prices patterns on Amazon EC2.5. Characteristics of spot price dynamics
In this section we present statistics for pricing level changes on Amazon EC2 and provide an initial analysis of possible
bidding strategies.
5.1. Price patterns on the spot market
In this subsection we discuss results of our investigation into Amazon EC2 spot prices. For the purpose of this analysis the
price for a given availability zone and machine type is called an offer. We analyzed prices from 2014-04-02 to 2014-07-06. In
this period there were no Amazon pricing policy changes. The recent signiﬁcant price reductions was announced by Amazon
on April 1, 2014 [23].
Virtual servers offered by Amazon differ greatly in the computational power they offer. The power of Amazon machine
types is measured in EC2 Compute Units (ECU). The ECU used to have the following deﬁnition: ‘‘one EC2 Compute Unit pro-
vides the equivalent CPU capacity of a 1.0–1.2 GHz 2007 Opteron or 2007 Xeon processor’’ (the original Amazon statement is no
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comparability of prices for various machine types we standardize machine spot prices by dividing them by the ECU value.
This transformation means that we assume that there is no issue of performance loss due to parallelization of computations.
This assumption is true for simulation models where single-thread simulations are being run several times (e.g. applying
Monte-Carlo methods for a stochastic model or sweeping a model parameter space).
It should be noted that the ECU is not an exact measure of computing power. A large variance in MPI computation times
for HPC workloads can be observed experimentally [17]. This issue is likely caused by multi-tenancy – a single virtual com-
puter can be run on more than once hardware instance. Schad et al. [24] point out that Amazon cloud performance shows a
21–24% coefﬁcient of variance and, moreover, the performance clearly falls into two clusters – which could possibly be a due
to using different hardware to host computing instances. In a more recent paper [25], the authors discover that a virtual EC2
instance can be backed up by one of 6 types of processors, resulting in markedly different performance. In our approach, we
make two assumptions regarding the observed ECU variance. Firstly, we limit our analysis to simulation models that can be
run in a single thread without synchronization between threads – i.e. we consider Many-Task Computing (MTC) [16,26],
which is typical in many simulation applications including parameter sweep, and hence we do not consider MPI models.
Secondly, we assume that the ECUmeasure represents an expected value of a node performance. Since an HPC cluster is con-
structed of several nodes, our goal is to optimize the average expected cost of running computations.
It is natural to start the analysis of market prices with consideration of their mean and volatility. In Fig. 1 we present
mean spot prices for all considered offers. We observe that most of the offers have relatively similar averages, but there
are exceptions. For example the us-east-1c zone is systematically expensive, m3-type instances are expensive and the most
attractive offers are for c3.large, c3.xlarge and c3.2xlarge instances in us-east-1a, us-east-1b, us-west-2b and us-west-2c
availability zones. Additionally, we have calculated that average prices are highly correlated with standard deviations of
prices (correlation equal to 82.5%). However, they are not correlated (correlation equal to 0.86%) to their coefﬁcient of vari-
ation (standard deviation divided by the mean). This implies that the price volatility scales approximately linearly with mean
prices. Additionally, we note that the observed spot price range is very large – from 0.002286 USD/(hourECU) to 0.5384
USD/(hourECU).
The analysis of mean prices would constitute good guidance for a computation time allocation if we considered static
allocation of computing power. However, we are interested in a dynamic algorithm. Such an algorithm allows for active
switching between instances, thus we are more interested in the probability that a given offer has the lowest price across
the entire market than the mean price of the offer, as this is the offer we will want to choose. Similarly, instead of the stan-
dard deviation of prices it is better to analyze the probability of getting a ‘‘free lunch’’ from Amazon. By this term we mean a
situation when we run a server for at least 5 min (server booting time) and Amazon terminates it before one hour passes. It
should be noted that making use of the free lunch mechanism may require renting additional persistent EBS storage space
that is not free. However, the cost of 1 GB of EBS is 0.1$ per month or 0.00014$ per hour. This cost can be further reduced to
0.03$ per GB per month when using S3 for persistence (data transfer to S3 within the same zone is free). Hence, in our model
we assume that the additional storage space demand that arises from check-pointing is relatively insigniﬁcant and can be
neglected.
In Fig. 2 we analyze the probability that a given offer has the lowest spot price. In fact, in computations we regard an offer
as optimal if it costs no more than 0.00001 USD/(hourECU) above the lowest spot price, since such a minuscule price dif-
ference can be considered insigniﬁcant (it is equal to 10% of the granularity of Amazon prices which are given with four dec-
imal places). This means that the probabilities across all offers sum up to more than 1. Given this transformation of themean price
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Fig. 1. Comparison of average spot prices in USD/(hourECU) by offer. Spot prices are weighted by time of their applicability.
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178 B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187approach we have a muchmore precise view of the market. We can conclude that one should concentrate on bidding only for
c3.xlarge and c3.2xlarge on us-east-1a and us-east-1b zones when their prices are low.
A fresh look at volatility is presented in Fig. 3 where we analyze ‘‘free lunch’’ probability. We used the historical data to
calculate how likely a bid at the spot price level (plus small value in order to ensure that Amazon actually initiates the
instance) is going to end up with instance termination during the ﬁrst hour. More precisely, for a given bid level we calculate
a percentage of computations that were terminated within 60 min due to price increase beyond the bid level. We can
observe that there are some relatively stable offers – such as the m3.2xlarge instance in the eu-west-1a zone, where there
is almost no opportunity for termination of computations by Amazon. On the other hand, there are servers such as c3.4xlarge
in the us-east-1b zone, where the free lunch probability reaches approximately 40%. On such a server we could try to exploit
the characteristics of the Amazon billing model in order to minimize computing cost. Such an analysis is performed in
Section 7.
5.2. Cost-time tradeoff for computing simulation
Before we move on to the description of an adaptive bidding algorithm let us start with a simpler scenario.
We want to verify whether there exists a cost-time trade-off for computing simulations on Amazon EC2. In order to do
this we perform the following experiment. Assume that there is a single decision variable – a price that will be bid by the
user for the entire period and it is a ﬁxed price (there is no adaptive bidding). We deﬁne a reservation price as the multiple of
the minimum price observed on the market. We call the multiple value the reserve-price-multiplier (RP multiplier). In ourprobability free
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B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187 179analysis the base for the multiplier – the minimal observed price is 0.002285714 USD/(hourECU), which translates to
0.05485714 USD/day. We set the RP multiplier to range from 1 to 10.9 with 0.1 step. We always bid on a single offer (single
machine type in a single availability zone) where the reservation price is higher than the spot price. The bid level is just
above the current spot price.
We perform the experiment by running a simulation for 61 days (from 2014-04-10 to 2014-06-10) and measuring:
(1) expected cost in USD per 1 ECU of 1 day of effective simulation time (if we were able to bid the minimum observed
price for the whole period of 61 days then the minimum price per day would be equal to 0.05486);
(2) expected days of effective simulation time (it will be 0 if we bid below the historical minimum, otherwise up to 61
when the bid price is above the historical maximum).
All subsequent calculations refer to cost per 1 ECU and so this is omitted unless clariﬁcation is necessary.
In order to compute the effective simulation time, we subtract the booting time (5 min) every time a new instance is ini-
tiated. Hence, the simulation time is the time actually available for computations. As this is a simpliﬁed analysis we disre-
gard problems with check-pointing of the simulation state (which is also a time consuming task that can be considered a loss
from a simulation execution perspective).
Given the above deﬁnitions the decision maker faces a bi-objective optimization problem: minimization of expected cost
and maximization of expected days of effective simulation. In Fig. 4 we present a scatter plot of USD/day and total time of all
offers for all considered RP multipliers. The gray curve denotes the Pareto frontier. It is evident that there is a vast space of
highly inefﬁcient combinations of offers and RP multipliers. Additionally, it should be stressed that the Pareto frontier is very
steep.
Let us consider extended dominance for bidding strategies: a bidding strategy is deﬁned as not dominated subject to
extended dominance if it is not dominated by a combination of other bidding strategies used in some proportion. For exam-
ple, assume that we have only three alternative pairs of cost per day and total time ð1;10Þ; ð5;11Þ and ð7;14Þ. They are all
Pareto efﬁcient. However, if we use the strategy ð1;10Þ for 50% of the time and the strategy ð5;14Þ for the remaining time our
total computation time will be ð10þ 14Þ=2 ¼ 12 which is more than 11 but the average cost per day is
ð1 10=2þ 7 14=2Þ=12 ¼ 4:5 which is less than 5. This means that ð5;11Þ is dominated subject to the extended
dominance.
It should be noted that for our simulation results, it can be determined that if we allow only points that are not dominated
subject to extended dominance than there are only three Pareto efﬁcient combinations (USD/day, total time):
ð0:04670;1:2847Þ; ð0:05497;60:9389Þ and ð0:05501;60:9965Þ. This implies that a roughly 1.177 times increase of the cost
produces a 47.43 times computation speedup. This means that, unless we are very price sensitive, we can obtain almost
100% of time efﬁciency at a reasonably low price if we properly select a combination of offer and reservation price.
Let us also note that the cheapest server type in the Pareto frontier offers costs of 9.77% below the minimum (costs are
lower due to free lunches) and with time constituting only 31.06% of the maximum possible time. On the other hand the
most expensive instance offers 4.45% higher costs than the minimal costs with effectively full utilization of 61 days for run-
ning the instance.
Let us now investigate the effects of offer and reservation price changes on cost-time trade-off.
Fig. 5 presents an interaction of RP multiplier(i.e. bid level) and mean incurred daily costs (in USD per ECU) and machine
availability time within two months. We can see that in general – increasing the RP multiplier increases cost and improves
total time. However, most of the time beneﬁts are reaped by relatively low increases of the RP multiplier. A further increase
steadily drives up USD/day but total time becomes stagnant.
The analysis by offer (combination of zone and instance type) shows a large variability in mean USD/day and mean total
time (averaged over RP multiplier). The mean USD/day ranges from 0.0550 to 0.2828 but most of the values are clustered●
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Fig. 4. Scatter plot of USD/day and total time of all offers for all considered RP multipliers. Gray curve denotes the Pareto frontier.
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180 B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187around the lower bound (the median is 0.0644). Similarly, the mean total time ranges from 8.294 to 60.997 but its median is
59.338 (we do not provide a visualization here as there is no natural ordering of offers).
In order to verify which factor has the biggest inﬂuence on ‘USD/day’ and ‘total time’, we have built two random forest
models [27] predicting those variables. The obtained random forests performed satisfactorily, explaining 81.69% and 94.32%
of target variable variance respectively. In Fig. 6 we show variable importance plots for both models. We can observe that the
zone is the most important factor and the RP multiplier is relatively unimportant. The machine lies somewhere in between –
being slightly more crucial for explaining the total time.
This implies that the most important decision in bidding strategy is the choice of an appropriate offer (and especially zone
choice) and proper setting of the reservation price has a secondary (though not negligible) inﬂuence on the results. We will
conﬁrm these initial observations in Section 7, where we analyze the performance of the dynamic bidding algorithm pre-
sented in Section 6.6. On-line optimizer of computation cost model
In the adaptive bidding scenario we want to take the following observations made in Section 5 into account:
(1) there is a high variability of prices between zones and between instance types;
(2) bidding high above an observed spot price leads to a large cost increase without a signiﬁcant decrease in a computa-
tion time.
Based on these characteristics we consider a setting where different offers (server types and/or locations) are taken into
account simultaneously, but at any given point in time the cheapest-per-ECU offer is chosen to start computations. However,RP_multiplier
machine
zone
●
●
●
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USD/day
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Fig. 6. Variable importance in random forest [27] models explaining USD/day and total time. The higher IncNodePurity value for the variable the more
important it is in the model. The IncNodePurity measure is deﬁned as decrease of residual sum of squares obtained by splitting on a given variable averaged
over all trees in the random forest, see [28] for a detailed discussion. We use randomForest package [29] from GNU R [30] to compute it.
B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187 181when the spot price is above the reservation price no bid is made (the algorithm ‘‘waits’’ while the spot price is too high for
all considered offers).
We additionally assume that the available computing power is ﬁxed throughout the simulation. This follows the con-
straints that Amazon sets on the number of running machines. Otherwise, we would wait till the price is low and start thou-
sands of processes – which is what Amazon wishes to avoid in order to reduce spot price ﬂuctuations. In fact, even such an
aggressive strategy is not necessarily optimal, since we would pay a penalty for server booting times for thousands of ser-
vers. The default cap is ﬁve instances per region, but the limit can be increased by ﬁling a request to Amazon. In our scenario
we assume that we request 32 virtual cores (vCPUs) available for simulations.
In this analysis, similar to the approach presented and discussed in subSection 5.1, we standardize the prices by dividing
the machine price level by its the ECU power. Hence, all costs are presented for one ECU-hour.
The simulation request by the user can be characterized by the following parameters:
(1) computing time required to ﬁnish one full simulation;
(2) number of required simulation runs;
(3) check-pointing time (time to store a simulation inner-state; this is important only for long simulations; in short sim-
ulations we assume no check-pointing).
Given the assumptions presented above and the results from the analyses of spot price dynamics, the user of an adaptive
billing algorithm has to make the following decisions:
(1) maximal spot price she is willing to accept per 1 ECU-hour denoted as B;
(2) Bs ¼ ðBð1Þ;Bð2Þ; . . .Þ, a sequence of user bids; a bid BðiÞ is a tuple ðt;n; bÞ consisting of three elements: bid time t, offer
number n and bid level b (remember that by an offer we understand a combination of server type and location; for
simplicity of notation we assume that we assign a number to each Amazon offer);
(3) F, the frequency of check-pointing (how often do we want to perform check-points counting from the start of the
simulation).
Notice that the bidding sequence Bs will be dynamic in general. We assume that if the bid BðiÞ is successful (a new
instance has been started), the next bid Bðiþ 1Þ is not placed until the previous instance is terminated by Amazon. For exam-
ple in Section 5 all bids B 2 Bs had ﬁxed offer n and bid price b but bid times t were determined dynamically.
The user has the following two objectives: (1) minimize the total computation cost and (2) minimize the total computa-
tion time.
In our optimization process we consider, in particular the following facts:
(1) if Amazon terminates the simulation that has been check-pointed we get a free lunch (that portion of the last hour of
simulations until the last check-point);
(2) after a bid is established we continue the computations on the same server as long as either the simulations are com-
pleted or the server is terminated by Amazon;
(3) computation time starts after the time required for booting
(4) computations are suspended during state check-pointing (and hence overly frequent checkpoints reduce available
computation time).
The adaptive bidding mechanism is presented in Algorithm 1. Two parameters drive the bidding decisions – spot prices
and frequency of price changes. At each point in time a group of offers is considered and the one currently cheapest is chosen.
If the spot price of the chosen zone and machine is lower than the reservation price a bid is made. Next, on the basis of the
historical data an average distance between price changes is calculated over the last 6 h. This distance is subsequently used
to set the space between price changes. In this way we ensure that we check-point more frequently on servers with highly
volatile prices and less frequently on more stable servers.
The adaptive bidding procedure is called each time an instance is terminated by Amazon. If it is possible (bid B was
returned), a new instance is created. Otherwise, the algorithmwaits until the spot price on any of the considered offers drops
below B and then calls the adaptive bidding procedure again.
Algorithm 1. Adaptive mechanism for bidding for long simulations at given time t (for short simulations it is idencical but
we assume no check-pointing and no loss of data due to instance termination). By spot priceðt; offerÞ is spot at considered
time for given offer. Long term minimum price ltm is equal to 0.002286 USD/(hourECU). e is a small value that is added to
spot price in order to ensure that the instance will be created by Amazon. Function price_change_freqðt; offerÞ calculates how
often prices changed for offer during six hours before time t.
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2: best offer  minoffer2offer listspot priceðt; offerÞ
3: B ltm rp mul
4: if BP spot priceðt; best offerÞ then
5: B ðt; best offer; spot priceðt; best offerÞ þ eÞ
6: F  price change freqðt; best offerÞ  cp mul
7: return bid B with check-point frequency F
8: else
9: return no bid10: end if
11: endprocedureWe can see that the crucial meta-decision to be made is on the billing instance group (list of offers). We consider four
types of groups:
(1) single instance;
(2) all instances in one zone;
(3) all zones for one instance type;
(4) all offers (all zones and all instance types).
The rationale behind choosing instances in one zone is that the data transfer within a single zone is very fast. Moreover,
we want to check how the price correlation within zone inﬂuences the cost and time of simulation runs. The analysis of one
instance type across zones can explain whether it is worth running simulations on multiple regions and zones rather than
just concentrating on a single zone. Additionally, it is reasonable to assume that the simulation can be ﬁne-tuned to work on
certain machine types. In such a case, using it across all zones is reasonable.
In Section 7, we show that the above scenarios allow us to choose very competitive options – which are both cheap and
fast.
7. On-line optimizer simulation results
The analysis of the spot price mechanism in Section 3 leads us to the conclusion that two distinct simulation scenarios
should be analyzed: short-time simulations being run a large number of times and long-time simulations that can take sev-
eral days in order to ﬁnish a single simulation run.
Subsequently, in the following two subsections, we discuss how different reservation price levels and check-pointing
times inﬂuence the time and costs of both simulation types. Finally, in the third subsection we perform sensitivity analysis
and show that our approach is valid for different time periods.
7.1. Short simulations
We begin our analysis with the short-run simulations. Based on the results from SubSection 5.2, we know that it is efﬁ-
cient to bid near the current spot price. Recall that in Algorithm 1 we deﬁne the bid reservation price B as a product of the RP
multiplier and the minimum observed price, 0.002285714 USD/(hourECU), but this is not a bid price. This analysis is dif-
ferent to Section 5, where reservation price was equal to bid price. We analyze single offer scenarios (9 11 ¼ 99 scenarios),
9 scenarios for server types, 11 scenarios for zones and one scenario where all offers are considered. The reason for such a
choice of scenarios is that we know from SubSection 5.2 that the results are highly sensitive to the selection of zones and
machines.
In the short simulation scenario we consider massive running of short one-minute simulations. For simplicity, we assume
that the one minute simulation includes storing the outcome – the outcomes are stored immediately after the simulation
ends. Moreover, we assume that storage costs can be neglected. We simulate our algorithm for 61 days starting from
April 10, 2014 and measure two outcomes: simulation time and daily costs per 1 ECU of computing power. When consid-
ering the long-time minimum price per ECU-hour of 0.002286 USD, we can calculate the minimal cost as 0.05485 USD (this
assumes no termination of computations and thus no free lunch received). Please note that the minimal cost is 15.238% of
the on-demand cost of running c3 type instances (the on-demand hourly per-ecu cost for c3.large, c3.xlarge, c3.2xlarge is
0.015 USD, for c3.4xlarge: 0.015273 USD and for c3.8xlarge: 0.015556 USD). The maximum simulation time that can be
obtained is 60.99653 days (i.e. 61 days minus 5 min required for instance startup).
Fig. 7 presents a scatter plot of USD/day and total time of all offers for all considered RP multipliers. The gray curve
denotes the Pareto frontier. It is similar to the results for single instances presented previously in Fig. 4. The Pareto frontier
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Fig. 7. Scatter plot of USD/day and total time of all offers for all considered RP multipliers. Gray curve denotes Pareto frontier.
B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187 183is presented in detail in Table 1 (note that we give rp_mul ranges, since for varying values of this parameter identical values
were obtained).
For the bidding strategies included in the Pareto frontier we have veriﬁed that the ﬁrst two low-cost short-time single
server scenarios give very unstable results and we can see that the high-cost long-time single server scenarios do not add
much in actuality. Thus, in practice it is only worth considering offer combinations consisting of c3 servers of one type
grouped over all zones or all servers.
Because of this observation we present a simulation of costs for utilizing the cheapest c3 type server from all available
zones (see Table 2). We calculated the costs for each server type and additionally we considered a scenario where bidding
is made across all available servers. The analysis was carried out for various spot price reservation levels (rp_mul). However
we assumed that the reservation price is lower than the on-demand price. The analysis of results in Table 2 leads to the fol-
lowing conclusions:
(1) utilizing a group of c3 servers across zones gives stable results – we can almost always ﬁnd a server with a very low
price (less than 1.1 rp_mul);
(2) rp_mul is not critically important – increasing it only slightly increases the price and computation time. If rp_mul is
more than 1.2 the results do not change;
(3) increasing server power reduces cost marginally but also slightly reduces time; The differences are not crucial  6%
for cost and  12% for time.
In summary, we have found robust scenarios that are time and cost efﬁcient. The simulated values are very close to the
best theoretically achievable values (total time equal to 61 days and USD cost per day equal to 0.05485714). Additionally, the
scenarios are ﬂexible – one can decide on server type without practically any loss and tune the simulation to the available
number of cores.
The scenarios differ only by single percentage points from the theoretical optimum (61 days for 0.05485 per ECU-day).
Hence, the proposed approach of bidding just above the reservation price can be utilized for actual simulation run scenarios.Table 1
Pareto frontier for short simulation.
Scenario USD/day Total time Min(rp_mul) Max(rp_mul)
us-west-1a_m3.2xlarge 0.0495 18.9444 1.1 1.1
us-west-1c_c3.4xlarge 0.0516 39.2993 1.1 1.1
c3.8xlarge 0.0519 54.4924 1.1 1.1
c3.8xlarge 0.053 58.75 1.2 1.2
c3.8xlarge 0.0541 59.3632 1.3 10.2
c3.4xlarge 0.0542 60.4951 1.2 1.2
c3.2xlarge 0.0547 60.875 1.1 10.2
all 0.0548 60.9306 1.1 10.2
c3.xlarge 0.0549 60.9542 1.1 10.2
us-east-1a_c3.2xlarge 0.055 60.9847 1.3 10.2
c3.large 0.0552 60.9854 1.1 10.2
us-east-1b_c3.large 0.0553 60.9924 2.0 10.2
us-west-2a_c3.4xlarge 0.0573 60.9965 2.1 10.2
Table 2
Comparison of cost and time of short simulations being run on c3-type servers. In the columns, rp_mul scenarios are given.
Scenarios greater than 1.2 are pooled as they were identical.
Scenario 1 1.1 1.2 >1.2
USD/day
c3.large – 0.0552 0.0552 0.0552
c3.xlarge – 0.0549 0.0549 0.0549
c3.2xlarge 0.0544 0.0547 0.0547 0.0547
c3.4xlarge – 0.0542 0.0542 0.0547
c3.8xlarge – 0.0519 0.053 0.0541
all 0.0544 0.0548 0.0548 0.0548
Total time
c3.large – 60.99 60.99 60.99
c3.xlarge – 60.95 60.95 60.95
c3.2xlarge 59.81 60.88 60.88 60.88
c3.4xlarge – 60.45 60.5 60.53
c3.8xlarge – 54.49 58.75 59.36
all 59.81 60.93 60.93 60.93
Table 3
Mean length in days of one continuous block of simula-
tion per server type and rp_mul.
Scenario 1 1.1 1.2 >1.2
c3.large – 15.25 15.25 15.25
c3.xlarge – 5.08 5.08 5.08
c3.2xlarge 1.71 1.84 1.84 1.84
c3.4xlarge – 0.41 0.43 0.45
c3.8xlarge – 0.08 0.1 0.13
all 1.71 5.08 5.08 5.08
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In the long-lasting simulation scenario we make an assumption that it takes 5 min to check-point a simulation and that
the simulation restore process can take place within the server booting time. This is a realistic assumption, but can be also
easily modiﬁed. In order to analyze the inﬂuence of check-pointing on scenario optimality, it is sufﬁcient to note that we can
consider distribution of uninterrupted blocks of simulations to determine how much time we would lose for simulation
backups and how much computation would be lost because it was not check-pointed.
In this section, we concentrate only on those scenarios identiﬁed as efﬁcient for short-simulations: that is, we bid for a
selected server type across all zones. Under this assumption, we have calculated the mean time of continuous simulation
blocks and present this in Table 3 (for rp_mul equal to 1, some servers are never started because their prices newer go
low enough. Hence, there are missing values in the table).
We can observe that the servers differ signiﬁcantly in continuous run-length. For example, c3.large is very stable and
c3.8xlarge is very volatile. These differences lead to heterogeneity of the optimal time between check-points. It is calculated
to an accuracy of 15 min and presented in Table 4. By the optimal time between check-points we mean the time that min-
imizes the total cost (for a particular bid level and instance type group) of handling possible instance termination – the
instance time used to perform checkpoints and to reboot an instance that was terminated due to spot price ﬂuctuations.
We can see that the stable servers c3.large, c3.xlarge and all (for rp_mul > 1) require much less snapshotting than volatile
servers. This also means that with those machine types we will lose considerably less time in comparison to the
no-snapshotting scenario considered in SubSection 7.1. The percentage of time lost is given in Table 5.
We can observe that on stable servers we lose much less time than on volatile servers. When we compare the percentage
of time lost to the data from Table 2 we can see that this loss reduces effective simulation time and simultaneously increases
the USD/day cost of the effective simulation time. Hence, it can be calculated that servers other, c3.large, c3.xlarge and all
become ineffective.
The conclusion is that running short simulations is cost efﬁcient on volatile, large servers. On the other hand, long sim-
ulations should be run on stable, smaller machines – otherwise too frequent check-pointing will become a signiﬁcant cost
that cannot be reduced by hunting for free lunches since the cost of an abrupt simulation termination is too large.7.3. Sensitivity analysis
The goal of this section is twofold: (1) to analyze the stability of Amazon EC2 spot prices and (2) to validate the
time-stability of the proposed bidding algorithm. We consider two data sets:
Table 4
Optimal time in minutes between check-points per
server type and rp_mul.
Scenario 1 1.1 1.2 >1.2
c3.large – 195 225 195
c3.xlarge – 210 210 210
c3.2xlarge 195 165 165 165
c3.4xlarge – 105 135 135
c3.8xlarge – 90 75 90
all 195 210 210 210
Table 5
Percentage of available time lost due to check-pointing and simulation termination.
Scenario 1 (%) 1.1 (%) 1.2 (%) >1.2 (%)
c3.large – 2.86 2.55 2.86
c3.xlarge – 3.08 3.08 3.08
c3.2xlarge 5.37 5.09 5.09 5.09
c3.4xlarge – 10.17 10.61 10.36
c3.8xlarge – 17.89 16.43 14.49
all 5.37 3.54 3.54 3.54
Fig. 8. The graph compares the density of average daily spot prices for the base and sensitivity period. It can be seen that the price distributions are very
similar.
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and ends at June 10, 2014. This period was used to design and calibrate the bidding algorithm.
(2) sensitivity period – that data that we will use to validate the algorithm. The data starts at November 1, 2014 and ends at
January 1, 2015. Hence, the sensitivity period covers Black Friday and Christmas, where the demand for computing
power is larger than at any other time of year.
We start with comparing spot price distribution for the above two periods. Fig. 8 presents the price density for both peri-
ods. It can be seen that the distributions are almost identical. In the sensitivity period (that includes the peaks of Black Friday
and Christmas) the prices are distributed slightly to the right. However, we have checked that throughout the whole period
in some zones the bottom price of 0.002286 USD/(hourECU) is always available. Further comparison of standard statistics
of base vs sensitivity period shows that they are almost identical: ﬁrst quartile is 0.002301 vs 0.002334, median is 0.002547
vs 0.002789, third quartile is 0.002968 vs 0.002970 and mean is 0.008732 vs 0.008209 (notice that the mean is much higher
than the third quantile as both distributions are highly skewed). Hence, we can expect that adaptive bidding results for those
two periods will be very similar.
In order to verify the stability of our algorithm we simulated the adaptive bidding against the sensitivity period. We have
checked that the Pareto frontier in the sensitivity period is almost identical to the frontier presented in Fig. 7. Additionally,
we have calculated how the results presented in Table 2 for the base period change during the sensitivity period. We calcu-
lated the percentage differences of simulation costs and time between the compared periods and presented them in Table 6.
We can see that the differences for almost all instances are very small. The biggest differences are for rp_mul equal to 1 for
total time. However, this is to be expected since this means that we are bidding on the edge of termination of the compu-
tations so the outcome may be more unstable. Similarly, as the c3.8xlarge instance is the most volatile (which can be seen
from data in Tables 3–5) the same effect can be observed there, but on a smaller scale.
Table 6
Comparison of percentage deviation of cost and time of short simulations being run on c3-type servers in the base and sensitivity
periods. In columns are rp_mul scenarios given. Scenarios greater than 1.2 are pooled as they were identical.
Scenario 1 (%) 1.1 (%) 1.2 (%) >1.2 (%)
% deviation of USD/day
c3.large – 0.12 0.12 0.12
c3.xlarge – 0.33 0.33 0.33
c3.2xlarge 0.48 1.41 1.41 1.41
c3.4xlarge – 2.58 2.64 1.77
c3.8xlarge – 7.26 4.33 3.02
all 0.96 0.37 0.37 0.37
% deviation of total time
c3.large – 0.02 0.02 0.02
c3.xlarge – 0.07 0.07 0.07
c3.2xlarge 13.39 0.27 0.27 0.27
c3.4xlarge – 0.78 0.71 0.66
c3.8xlarge – 7.98 1.48 1.48
all 8.64 0.07 0.07 0.07
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sensitivity periods.8. Concluding remarks
In this paper, we have proposed and empirically veriﬁed an algorithm for the optimization of a simulation execution in
the Amazon EC2 spot pricing environment.
We started with the description of the technical characteristics of the Amazon EC2 spot pricing mechanism and proposed
the Amazon price simulator implemented in Python and utilizes Amazon’s boto library for connecting with the EC2 infras-
tructure. The simulator can be utilized for testing various bidding strategies against historical data.
We ensured comparability of various machine types by performing calculations on the basis of per-ECU costs. For anal-
yses of bidding strategies we have introduced a reservation price constructed as a multiple of the minimum price per
ECU-hour.
Simulation results show that bidding just above the spot price is a strategy that produces very good results – both for
short as well as for long simulations with check-pointing. This strategy is not very sensitive to the reservation price level
across different server types and groups as long as the reservation price does not signiﬁcantly exceed the on-demand price.
For different reservation price levels, the costs does not exceed the minimum reference level by more than 5% (the minimum
reference price level is around 17% of the on-demand price).
Simulation results also show that utilizing the free lunch mechanism can lead to a further cost reduction up to around
10% below the minimum reference price, when the bidding is made upon the spot price reaching the minimum level.
However, such a strategy signiﬁcantly increases the time required to complete the simulation (assuming a ﬁxed limit of
available EC2 instances) – the effective simulation time is around 33% of simulation time that can be obtained by paying
at the minimum reference price level.
We have developed and proposed a speciﬁc algorithm for cost optimization in Amazon EC2 spot pricing – the ideas, how-
ever, are general and could be applied to other settings. The proposed EC2 spot billing simulation library can also used to test
different bidding algorithms that are more suitable to speciﬁc computational projects. One possible extension is adaptive
killing of a running simulation when we notice that the price for some other market has dropped sharply in comparison
to the price of the currently running instance or when the actual performance of a node does not attain the ECU performance
level claimed by Amazon.
The bidding algorithm proposed in the paper can be easily integrated with tools for running HPC computations in the
Amazon EC2 cloud. For example, the Elastic Load Balancer [31] that is currently a part of Starcluster package [32] supports
spot instances and heterogeneous cluster nodes. Its decision-making model can be extended in order to optimize costs while
adding new instances to a cluster.
Another interesting area for further research could be simulating the market fundamentals that take place on the Amazon
side. Cloud simulation packages such as CloudSim [33] struggle to emulate the behavior of the actual hardware that is used
to run a computing cloud. Hence, a multi-agent simulation approach (e.g. similar to the presented in [34]) could be consid-
ered for spot cloud modeling. However, Amazon has published very little information regarding construction of the spot
market (e.g. no exact information on number or structure of spot instances is known).
An important limitation of our work is related to the fact that Amazon periodically modiﬁes its billing policy and prices.
This might render our speciﬁc conclusions regarding which speciﬁc bidding strategies are most effective invalid after longer
periods. Nevertheless, the methodology we have proposed can be applied under these new market conditions and it will
allow the identiﬁcation of new optimal strategies. Yet another research ﬁeld is extending the proposed adaptive approach
B. Kamin´ski, P. Szufel / Simulation Modelling Practice and Theory 58 (2015) 172–187 187(Algorithm 1) to include other markets when searching for an optimal computing offer. This would require simulating
resources and costs required to move simulation between different cloud providers.
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