Numerical Calculation of Losses of Trapped Vortices Under Strong RF Meissner Current and DC Superheating Field in Type II Superconductors by Pathirana, Walive Pathiranage Manula Randhika
Old Dominion University 
ODU Digital Commons 
Physics Theses & Dissertations Physics 
Summer 2021 
Numerical Calculation of Losses of Trapped Vortices Under 
Strong RF Meissner Current and DC Superheating Field in Type II 
Superconductors 
Walive Pathiranage Manula Randhika Pathirana 
Old Dominion University, mwali003@odu.edu 
Follow this and additional works at: https://digitalcommons.odu.edu/physics_etds 
 Part of the Physics Commons, and the Semiconductor and Optical Materials Commons 
Recommended Citation 
Pathirana, Walive P.. "Numerical Calculation of Losses of Trapped Vortices Under Strong RF Meissner 
Current and DC Superheating Field in Type II Superconductors" (2021). Doctor of Philosophy (PhD), 
Dissertation, Physics, Old Dominion University, DOI: 10.25777/66z1-fj44 
https://digitalcommons.odu.edu/physics_etds/132 
This Dissertation is brought to you for free and open access by the Physics at ODU Digital Commons. It has been 
accepted for inclusion in Physics Theses & Dissertations by an authorized administrator of ODU Digital Commons. 
For more information, please contact digitalcommons@odu.edu. 
NUMERICAL CALCULATION OF LOSSES OF TRAPPED
VORTICES UNDER STRONG RF MEISSNER CURRENT
AND DC SUPERHEATING FIELD IN TYPE II
SUPERCONDUCTORS
by
Walive Pathiranage Manula Randhika Pathirana
B.Sc. October 2009, University of Kelaniya, Sri Lanka
M.S. July 2014, Middle East Technical University Northern Cyprus Campus, Turkey
M.S. August 2016, University of Virginia
M.S. May 2018, Old Dominion University
A Dissertation Submitted to the Faculty of
Old Dominion University in Partial Fulfillment of the












NUMERICAL CALCULATION OF LOSSES OF TRAPPED VORTICES
UNDER STRONG RF MEISSNER CURRENT AND DC SUPERHEATING
FIELD IN TYPE II SUPERCONDUCTORS
Walive Pathiranage Manula Randhika Pathirana
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Research on the vortex dynamics and enhancing of superheating field in superconductors
has attracted much attention in accelerator physics community to develop next-generation
high-performance accelerator cavities. However, the extreme dynamics of curvilinear elastic
vortices driven by very strong currents close to the depairing limit or superheating field of a
superconductor with a nanostructured surface has not been well understood. We calculated
the superheating field Hsh and critical momentum kc characterizing the wavelength of the
instability λm of the Meissner state to flux penetration by solving numerically the Ginzburg-
Landau equations. A bulk superconductor, superconductor with the inhomogeneous surface
disorder (S-S), and multilayered surface (S-I-S) have been thoroughly investigated in this
work. Our result showed that S-S and S-I-S structures can enhance the superheating field well
above their clean limit. In this work extensive numerical simulation of the power dissipated
by an oscillating vortex segment driven by the surface ac Meissner currents was performed.
Our simulations take into account the nonlinear vortex line tension, vortex mass, Bardeen-
Stephen viscous vortex drag applicable at low fields, and nonlinear Larkin-Ovchinnikov (LO)
viscous drag coefficient η(v) at high fields and pinning force. We showed that the LO
decrease of η(v) with the vortex velocity v could radically change the field dependence of
the surface resistance Ri(H) caused by trapped vortices. At low frequencies Ri(H) exhibits
a conventional increase with H. However, as frequency increases, the surface resistance
becomes a nonmonotonic function of H which decreases with H at higher fields irrespective
of the pinning distribution. Overheating can mask the descending field dependence of Ri(H)
as frequency increases. Our numerical simulations also show that the LO effect can cause
a vortex bending instability at high field amplitudes and frequencies, giving rise to the
formation of dynamic kinks along with the vortex when a vortex is pinned strongly to one
end. Nonlinear losses of trapped vortices in thick films under high-amplitude RF fields as
functions of frequency, mean free path and pinning characteristics have been calculated.
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An ideal accelerator should be able to provide a higher accelerator gradient with minimum 
power consumption. The necessity to reduce the power consumption in accelerators brought 
about the idea of using superconducting radio-frequency (RF) resonating (SRF) cavities. 
The typical structure of a single-cell cavity is shown in Fig. 1. These cavities usually 
resonate in TM010 mode where it has maximum electric field along the axis while the magnetic 
field is maximum at the cavity’s equator and accelerate a beam of charged particles to the 
highest energies as possible. RF losses in the cavity are quantified by the quality factor Q0
FIG. 1: A single-cell cavity resonating in TM010 mode. The accelerating electric field is
parallel to the beam and maximum at the cavity axis while the RF magnetic field is maximum
at the cavity’s equator. Figure is taken from Ref. [3].
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proportional to the ratio of the mean electromagnetic energy stored in the cavity to the mean
dissipated power, where H(r, ω) is the magnetic field in the cavity resonant mode with the









Over the last half-century, Nb based SRF cavities has shown a significant improvement and
able to achieve accelerator gradient from 3 MV/m to 40 − 50 MV/m, which the field cor-
responds to its breakdown field of ∼ 200 mT with Q0 ∼ 1010 − 1011 at 2 K [4–6]. These
achievements are possible because of understanding and controlling the cavity degrading fac-
tors such as residual resistance, multipacting, field emission, surface impurities, etc. Recent
technological advances, such as infusing niobium with nitrogen, titanium, and other impuri-
ties [7–11], use of new SRF materials like Nb3Sn [12] and multilayer coating structures [13]
can produce cavities with a significantly high-quality factor with the RF field and possibly
outperform the traditional Nb cavities. Therefore, it is vital to investigate the underlying
physics behind these phenomena to understand how far the SRF performance of Nb cavities
can be further enhanced by the surface nanostructuring, materials treatments, and impurity
management [14].
1.1 MOTIVATION
An SRF cavity in a Meissner state exhibits perfect diamagnetism with minimum power
losses. Figure 2 shows Q0 vs. Eacc (accelerating gradient) of a single-cell re-entrant shape
fine-grain Nb cavity at 2 K. It can reach surface magnetic fields of 210 mT with high Q0
values before it drops down due to cavity quench. The maximum magnetic field of Nb is
clearly higher than the lower critical field Hc1 (≈ 130 mT) and also higher than the thermo-
dynamic critical field Hc (≈ 200 mT). A superconductor can stay in a Meissner state up to
a critical magnetic field and known as the superheating field. Thus, the superheating field
(Hsh) is one of the main parameters of concern in an SRF cavity design, which defines the
theoretical limit of the SRF breakdown. Therefore, it is crucial to understand how surface
features on the superconductor can change the Meissner state’s breakdown field to further
improve the performance of multilayered SRF cavities. Calculation of superheating field
for type II superconductor were done by Ginzburg [16] , de-Gennes [17] and Matricon and
Saint-James [18] many years ago using the Ginzburg-Landau (GL) theory. It was shown that
as the applied field reaches to the superheating field, the Meissner screening current density
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FIG. 2: Single-cell re-entrant shape Nb cavity with 60 mm aperture, which reached Eacc =
59 MV/m (Bb = 210 mT). Figure is taken from Ref. [15].
at the surface becomes of the order of J(0)→ Jd ≈ Hc/λ, where Jd and λ are the depairing
current density and London penetration depth respectively. For a type II superconductor
with the Ginzburg-Landau parameter κ  1 [19–24], the Meissner state becomes unstable
with respect to small 2D perturbations of current and order parameter with the wavelength
∼ (ξ3λ)1/4 along the surface and decaying over the length
√
λξ perpendicular to the surface,
where ξ is the coherence length. This perturbation describes an initial stage of vortex pene-
tration [25]. The idea of using S-I-S structure (Superconductor-Insulator-Superconductor) or
impurity diffusion layer on a bulk superconductor (S-S) to enhance Hsh was first proposed by
Gurevich [26]. He showed that the S-I-S structure could be used to fully screen the applied
magnetic field exceeding Hsh of both the superconducting layers and the substrate. Later,
the S-I-S structures were analyzed in details in Ref. [13, 26–28] using the London theory
[13, 26–28] and the GL theory [28]. Recently Ngampruetikorn and Sauls [29] studied the
effect of inhomogeneous surface disorder on Hsh on a type II superconductor. They solved
Eilenberger’s quasiclassical transport theory in a large κ limit and showed that the impurity
diffusion layer plays a role in enhancing the maximum accelerating gradient. However, the
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numerical calculation of the superheating field and the critical momentum (kc = 2π/λm) with
finite κ for the S-I-S and S-S structure using GL theory has not been addressed. To address
these issues, we performed an extensive numerical simulation to calculate the breakdown
field by surface nanostructuring of SRF materials and estimated the corresponding optimal
geometry arrangement and impurity management parameters considering a bulk supercon-
ductor, bulk superconductor with thin impurity diffusion layer, clean superconductor with
an insulating layer, thin, dirty superconducting layer on top of the same superconductor and
thin high Tc superconducting layer on top of a low Tc superconductor.
The dynamics of current-driven vortex matter in superconductors are of major impor-
tance both for the fundamental vortex physics and for achieving high non-dissipative cur-
rents in applications. Materials advances in incorporating artificial pinning centers that
immobilize vortices have resulted in critical current densities Jc as high as 10 − 30% of the
depairing current density Jd at which the superconducting state breaks down [30–34]. This
phenomenon is critical for many applications, such as high-field magnets [35–37], THz radi-
ation sources [38, 39], or resonator cavities for particle accelerators [3, 4]. At high current
densities J , once a vortex gets depinned from a defect, it can move with very high velocity
v and dissipate much power. At high current densities with J  Jc the effect of pinning
diminishes and the velocity of a vortex v is mainly determined by the balance of the driving
Lorentz force FL = φ0J and the viscous drag force, Fd = η(v)v. At small v the vortex
drag coefficient η0 ' φ20/2πξ2ρn is independent of v, where ρn is the normal state resistivity,
and φ0 is the magnetic flux quantum. Since the current density cannot exceed the depair-
ing limit Jd ' φ0/4πµ0λ2ξ at which the speed of the superconducting condensate reaches
the pair-breaking velocity vd = ~/πmξ, the maximum vortex velocity can be estimated as
vc ∼ φ0Jd/η0 = ρnξ/2µ0λ2, where m is the effective electron mass. For instance, for clean
Nb with ξ ' λ ' 40 nm and ρn ' 1 nΩ·m, we have vd ' 0.9 km/s and vc ' 10 km/s,
that is, the vortex can move faster than than the maximum drift velocity of the condensate.
Vortices moving much faster than the current superflow, which drives them, have been ob-
served by scanning SQUID on tip microscopy in dirty Pb films in which vc and vd can differ
by two orders of magnitude [40]. At high velocities, the vortex drag coefficient η is deter-
mined by complex nonequilibrium processes in the vortex core [41, 42] elongated along with
the direction motion, as was shown by simulations of the time-dependent Ginzburg-Landau
(TDGL) equations [40, 43, 44]. As a result, η(v) becomes essentially dependent on v. For
instance, Larkin and Ovchinnikov (LO) have shown that η(v) has a non-monotonic behavior
with v which decreases as the vortex velocity v exceeded the Larkin and Ovchinnikov critical
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velocity v0 (∼ 0.1 − 1 km/s near Tc). At v > v0 the velocity of a straight vortex driven by
a uniform current density jumps to greater values generating LO jump-wise instabilities as
velocity dependence drag force Fη(v) can no longer balance the Lorentz forces FL = φ0J .
The power dissipated by sparse vortices driven by RF screening currents is an impor-
tant characteristic of superconducting structures with extremely high-quality factors Q0,
particularly resonator cavities for particle accelerators [3, 4]. The RF power per unit area
P (H) = Rs(H)H
2/2 is controlled by the surface resistance Rs = RBCS +Ri which contains
the quasiparticle BCS contribution RBCS ∝ ω2 exp(−∆/T ) [45] and a weakly-temperature
dependent residual resistance Ri. The main contribution to Ri which can significantly exceed
RBCS comes from trapped vortices generated during slow cooldown through Tc [46–53]. As
a result, even small stray fields of a few % of the earth magnetic field can produce vortices.
During the subsequent cool down to T  Tc, some of these vortices get trapped by material
defects and give rise to RF hotspots [47]. For instance, Fig. 3 shows possible configura-
tions of trapped vortices in the cavity wall. It shows that only the trapped vortices within
a penetration depth λ contribute to the RF losses. Recent study shows that the residual
resistance Ri gives a significant contribution to the RF losses about ≥ 20% for Nb [3] and
≥ 50% for Nb3Sn [55] at 2 K, so the dependence of Ri(H, f) on the magnetic field H and
frequency f is of much interest. Measurements of total surface resistance Rs(H) have re-
ported various different nonlinear behaviors, including a linear increase of Ri(H) with H at
low field and saturation at higher field [51, 54, 55] or descending Ri(H) [2] or continuous
increasing of Ri(H) with H [56]. The physics of depinning of long vortices by a uniform dc
current has been well established both for weak collective pinning [57, 58] and strong pinning
[59–65]. Usually pinning potential is assumed random, although possibilities of enhancing Jc
by quasi-periodic, conformal, graded or hyper uniform pinning have been considered [66–72].
In the case of collective pinning of a long vortex Jc is a self-averaging quantity that remains
the same for any vortex position in a statistically-uniform pinning potential. This property
is also characteristic of vortices parallel to the surface subject to an ac magnetic field [73–77].
Many authors have addressed the low-field surface impedance of vortices parallel to the sur-
face [57, 60, 73] or perpendicular to the surface [47, 78]. The mixed state’s electromagnetic
response at a strong ac field becomes hysteretic [55, 74, 77]. However, in both cases, Jc re-
mains a self-averaging characteristic because long vortices parallel to the surface are pinned
by multiple defects driven by a uniform ac current. But, the extreme nonlinear dynamics
and dissipation of a vortex driven by a strong microwave current under different pinning
configurations, including a single strong pin or random distributions of pinning centers, have
6
FIG. 3: A sketch of trapped vortices (red lines) in the equator of a curved cavity. The blue
arrows depict the Meissner screening currents at the surface. The black dots represent pin-
ning centers such as nonsuperconducting precipitates. Vortices 1 and 2 have their segments
normal screening currents, while Vortex 3 has two pinned segments parallel to the surface.
Vortex 1 is pinned by one strong pin, while 2 is pinned collectively by several pins. Vortex
4 is not exposed to the surface current and does not dissipate power. Figure is taken from
Ref. [54].
not been thoroughly investigated.
The extreme dynamics of vortices driven by strong currents at low temperatures can
be investigated under conditions in which heating effects are significantly reduced. This
geometry is shown in Fig. 4 where a perpendicular vortex trapped in a superconducting
slab of thickness l  λ is exposed to a RF parallel magnetic field H(t) = H sinωt with
~ω  ∆, where ∆ is energy gap. Here sparse trapped vortices are driven by non-dissipative
Meissner current flowing in a thin layer ∼ λ at the surface so that the net power generated
by super-fast vortices is much smaller than in pulse flux flow measurements [79, 80]. The
nonlinear dynamics of the vortex driven by strong Meissner currents depicted in Fig. 4 bring
about the following issues.
 The estimates presented above show that the velocity of the vortex tip at the surface
v(0, t) ∼ vd at H ' Hc can exceed the LO critical velocity v0. However, once v(0, t)
exceeds v0, the LO jump-wise instability does not occur because the tip is connected
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FIG. 4: The geometry of a perpendicular vortex trapped in a superconducting slab exposed
to a parallel magnetic field H(t) = H sinωt. The blue arrows depict supercurrents circulating
around the vortex and Meissner screening currents at the surface. The black dots represent
pinning centers.
to the rest of the elastic vortex line. The questions are then what happens if a part of
an elastic vortex moves faster than the LO critical velocity while the rest of the vortex
does not, and if so, can the LO dynamic instability manifest itself in a shape instability
of a distorted vortex and how it affected by random pinning potentials ?
 What are the dependencies of the power dissipated by an elastic curvilinear vortex
driven by a surface Meissner current on the field amplitude and frequency under dif-
ferent pinning configurations and their strength, including a single strong pin, bulk
pinning, surface pinning, and cluster pinning ?
 How does the global electromagnetic response change the field dependent residual
resistance Ri(H) ?
 To what extent can the nonlinear surface resistance of trapped vortices be tuned by
varying the concentration of nonmagnetic impurities ?
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 How can electron overheating in the moving vortex change the behavior of Ri(H) ?
We performed numerical simulations of large amplitude oscillations of a trapped vortex
line under the strong RF magnetic field to address these issues. We calculated the power gen-
erated by such oscillating vortex and the corresponding surface resistance Ri(H) as functions
of the field amplitude H, frequency, the mean free path, the location of the pining center
from the surface, different spatial distributions, densities and strengths of pinning centers
by taking into account both linear and nonlinear elasticity of the distorted vortex, both
the Bardeen-Stephen viscous vortex drag applicable at low fields and a nonlinear Larkin-
Ovchinnikov viscous drag coefficient η(v) at high fields, and the vortex mass. Moreover, we
estimated how Joule overheating due to super-fast vortices could alter the Rs(H) at different
trapped flux densities using the thermal feedback model proposed by [4].
1.2 ORGANIZATION OF DISSERTATION
The remaining part of the dissertation consists of five chapters. Chapter 2 describes the
basic concepts of superconductivity, superheating field, residual resistance in SRF cavity,
vortex pinning mechanism and the elasticity, Larkin-Ovchinnikov instability, and thermal
feedback model. Numerical calculation of dc superheating field in type II superconductor
discussed in Chapter 3. Chapter 4 introduces the nonlinear dynamics and dissipation of
a strongly pinned curvilinear vortex driven by a strong time-dependent Meissner current.
Chapter 5 discuss the effect of pinning on nonlinear dynamics and dissipation of a vortex
trapped in a thin film. Moreover, both chapters 4 and 5 discuss how Larkin-Ovchinnikov
instability can occur in a long vortex, moving with a super-fast velocity in bulk and thin-
film superconductor. Chapter 6 finalizes the dissertation by summarizing the achievements




Superconductivity was first discovered in 1911 at the Leiden Laboratory by Kamerlingh 
Onnes. He discovered that, the solid mercury wire’s electrical resistance drops to zero at a 
transition temperature Tc and stayed unmeasurable for all temperatures below Tc. This zero 
electrical resistance state is called superconductivity. Soon after this discovery, it was found 
that superconductivity can be destroyed by a weak magnetic field exceeding a thermody-
namic critical field (Hc) [81]. In 1933, Meissner and Ochsenfeld showed that a superconductor 
is a perfect conductor and perfect diamagnet. They showed that a superconductor could ex-
pel a magnetic field H < Hc, where the thermodynamic critical field Hc(T ) decreases with 
T and vanishes at T = Tc [6].
2.1 MAGNETIC PROPERTIES OF SUPERCONDUCTOR
Superconductors are divided into type-I and type-II superconductors based on their re-
sponse to an external magnetic field.
2.1.1 TYPE-I SUPERCONDUCTOR
Figure 5 shows the magnetization curve of a long cylinder of type-I superconductor in 
a parallel magnetic field. As the external field H0 rises, the induction inside the specimen 
does not change and stays at B=0. When H > Hc, the superconductivity is destroyed, 
and the field penetrates the superconductor. However, in more complicated geometries, 
superconducting and normal state can coexist in the field region Hc(1 − N) < H < Hc, 
where N is the demagnetizing factor. For example, consider a sphere with N = 1/3 in an 
external field. Since field lines are parallel to the surface, the equator has a higher density 
of field lines while the pole has zero density. As a result a sphere at 2Hc/3 < H < Hc goes 
into intermediate state with alternating normal and superconducting regions [45, 81].
2.1.2 TYPE-II SUPERCONDUCTOR
In contrast to a type-I superconductor, a type-II superconductor behaves differently to 
the external magnetic field. First, it shows the Meissner–Ochsenfeld effect at H0 < Hc1, but
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FIG. 5: Magnetization curve of a (a) type-I , (b) type-II, superconductor.
as the field increases, magnetic flux partially penetrate a superconductor at H0 > Hc1 until
the average field in the superconductor becomes equal to the applied external field and goes
to the normal state at H0 = Hc2. Here Hc1 and Hc2 are called lower and upper critical field.
At H0 > Hc1, superconductivity is not destroyed, and it is energetically favorable to have as
many superconducting/normal-conducting boundaries as possible inside the superconductor.
Magnetic flux penetrates in type-II superconductors in the form of quantized vortex filaments
called Abrikosov vortices [82]. A superconductor is in a state called mixed vortex state at
magnetic field Hc1 < H0 < Hc2. Figure 6 shows a single vortex in a superconductor. At the
core, order parameter or superfluid density, ns drops to zero. The core’s size is in the order
of coherence length ξ much smaller than magnetic penetration depth λ; thus, the magnetic
field profile extends far beyond the vortex core. In many strongly type-II superconductors,
the magnetic field variation scale is several orders of magnitude larger than the actual core.
Vortex filament has a quantized amount of magnetic flux φ0 = hc/2e = 2.07 × 10−15Tm2
caused by circulating superconducting current.
Even though Type-II superconductivity survives high magnetic fields by allowing the
field to enter the superconductor in the form of vortices, it is not favorable for SRF cavities
because of the power dissipation due to normal vortex cores [83]. Unlike in the Meissner
state, transverse transport currents J⊥H where H is vortex magnetic field the work of
the Lorentz forces J ×H can produce significant RF power unless vortices are pinned by
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FIG. 6: A single vortex in a superconductor. Here red line represents the vortex core while
vector-lines circling the vortex represent the supercurrent circulating around the vortex. Top
graph shows the distribution of the order parameter and the magnetic field amplitude in a
cross-section through the vortex. The bottom plane shows the distribution of the order
parameter. Figure is taken from Ref. [59].
materials defects, such as nonsuperconducting precipitates, grain boundaries or dislocations.
Therefore, it is common practice to introduce artificial pinning centers to pin vortices and
restrain their motion to reduce dissipative power.
The phase diagram for type-I and type-II superconductors is shown in Fig. 7. The
case of κ < 1/
√
2 describes a type-I superconductor, and κ > 1/
√
2 describes a type-II
superconductor. The lower (Hc1) and upper (Hc2) critical field of a type-II superconductor










FIG. 7: The response of a superconductor to an externally exposed magnetic field as function
of the Ginzburg-Landau parameter. Figure is taken from Ref. [19].
2.2 HIGH-TEMPERATURE SUPERCONDUCTORS
The discovery of LBCO (a mixed oxide of Lanthanum, Barium, and Copper) with high
Tc ∼ 35 K by Bednorz and Muller [84] in 1986 opened a new era in the history of super-
conductivity. All of these high Tc materials are layered superconductors with copper oxide
planes as common structural elements which are known to be responsible for superconduc-
tivity. Familiar BCS/GL models can describe these materials’ magnetic properties, but the
microscopic theory of superconductivity in high Tc materials has not yet been developed.
The layered structure of high-temperature superconductors causes extreme anisotropy. Ac-
cording to the conventional crystallographic nomenclature, the layer defines the ab plane,
and the c axis is perpendicular to them. The ratio between out of plane resistivity ρc and
in-plane resistivity ρab in the copper oxide layer is ρc/ρab > 1. This means carrier mobility
is along c direction is smaller than in the ab plane. The ratio of the c-axis effective mass
mc and in-plane effective mass mab defines the anisotropic parameter Ξ. Core and current















FIG. 8: The cross section of a vortex along the a axis in an anisotropic superconductor.
Core and the flux are shown in color red and gray respectively.
2.3 THEORIES OF SUPERCONDUCTOR
2.3.1 THE LONDON EQUATIONS
The London theory is based on the two-fluid model that assumes that all electrons are
divided into superconducting electron density (ns) and normal electron density (nn). There-
fore, the total electron density n is given by n = ns + nn. By assuming that both electric
and magnetic fields are weak so that they do not alter ns, the linear London equations can





H = −Λc∇× J , (6)
where Λ = m
nse2
. The second London equation in Eq. 6, when combined with the Maxwell




where λ2 = mc
2
4πnse2
is the London penetration depth. From Eq. 7 it follows that magnetic
field is exponentially screened from the interior of superconductor over penetration depth λ
describing the Meissner effect [45].
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2.3.2 MICROSCOPIC BCS THEORY
Bardeen–Cooper–Schrieffer theory or BCS theory [85] is the first microscopic theory of
superconductivity proposed in 1957 by Bardeen, Cooper, and Schrieffer, which explained
superconductivity as a quantum mechanical phenomenon. BCS theory states that a bound
state can be formed by the phonon mediated interaction between two electrons of opposite
spins and momenta with energies that differ from Fermi energy by no more than ~ωD near
the Fermi surface, where ωD is the Debye frequency. These paired electrons form Cooper
pairs and have a spatial extension of order ξ0. Here ξ0 ∼ ~vF/2πkBTc is called Pippard coher-
ence length[86], which he introduced while proposing nonlocal generalization to the London
equation. Here, vF and kB are the Fermi velocity and Boltzmann constant respectively. The
coherence length ξ in the presence of scattering is related to that of a pure material ξ0 and










The Cooper pairing can only happen if the lattice vibration is in phase with the electron
density oscillation caused by phonon-mediated interaction. These Cooper pairs form a coher-
ent macroscopic ground state, which displays a gapped spectrum and perfect diamagnetism.
The formed energy gap ∆ separates condensed Cooper pairs from depaired quasiparticles.
Minimum energy Eg = 2∆(T ) = 3.528kBTc is required to break a pair and make two quasi-
particles excitations. As the temperature increases, the energy gap ∆(T ) decreases and
vanishes at Tc [45].





at T ' Tc. (9)
Here ∆0 corresponds to half of the energy gap at T = 0. Even though the electrons follow
the Fermi-Dirac statistics, the Cooper pairs are Bosons which condensate according to the
Bose-Einstein statistics. These Cooper pairs are in superconducting coherence state and
many overlapping Cooper pairs will result in the macroscopic phase coherence. The density
of states of a superconductor is given by,
N(E) = N(0)
E − EF√
(E − EF )2 −∆2
, (10)
where N(0) is the density of states near the Fermi Level for the normal metal [81]. Figure
9 shows how density of states in a superconductor and the Fermi-Dirac distribution varies
with the energy relative to the Fermi level which shows how divergence occurs at the density
of states near the gap.
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FIG. 9: Density of states of a superconductor and Fermi-Dirac distribution as a function of
the energy relative to the Fermi level. Here EF is the Fermi Energy. Figure is taken from
Ref.[87].
2.3.3 GINZBURG-LANDAU THEORY
V. L. Ginzburg and L. D. Landau proposed the first thermodynamic description of super-
conducting transition in 1950 [88], seven years before the BCS. The GL theory is based on
the theory of second ordered phase transitions developed by Landau [89] in 1937. Ginzburg
and Landau introduced an order parameter ψ(r) which represents the pseudo wave function
for superconducting electrons so that ns = |ψ(r)|2, where ns is the superconducting electron
density. The basic postulate of Ginzburg-Landau theory (GL) is that the order parameter
ψ is small and varies slowly in space. This is because second order phase transitions of
Landau are based on the expansion of free energy in powers of the order parameter which is
small near Tc. Therefore, Ginzburg-Landau theory is only valid near Tc. The difference in
free energy (Fsn) between normal and superconducting states can be expanded in a series of
forms. The expansion includes only even powers of the order parameter because the system
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where Fsn = Fs − Fn, Fn is the free energy of the normal state, αgl and βgl are material
dependent constants, γgl =
ξ2|αgl|
~2 where ξ is characteristic scale of variations of the order
parameter [45]. A is the vector potential and e∗ is the charge (e∗ = 2e). In the absence of
the magnetic field, Eq. 11 reduces to :




The coefficients in the GL equations have the following properties [45]:
 βgl is positive to provide a minimum of Fs − Fn at finite ψ.
 αgl is negative below Tc so that Fs < Fn for T < Tc.
 For T > Tc minimum of Fs occurs at |ψ|2 = 0 that corresponds to the normal state.
To meet this, αgl must be positive when T > Tc[90].
Making Taylor’s expansion of αgl(T ) about Tc and keeping only leading term,
αgl(t) = ν(0)(t− 1), (13)
where t = T
Tc







where ζ(3) ≈ 1.202 and kB is the Boltzmann constant. The GL equilibrium order parameter
is |ψ∞|2 = 0 and |ψ∞|2 = −αgl/βgl at T > Tc and T < Tc respectively. The total free energy
of superconductor in a uniform external magnetic field is given by,





By taking variation of Ftotal with respect to ψ
∗ and taking δFtotal
δψ∗
= 0 (which is a requirement
of extremum of the free energy) leads to the first GL equation :






ψ = 0. (16)




ψ.n̂ = 0 which assures that no current passes through the surface.
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The second GL equation can be obtained by taking the variation of Ftotal with respect


















In addition to the London penetration depth λ, Ginzburg–Landau coherence length ξ is the
other crucial characteristic length in superconductivity, representing the average size of a
Cooper pair. This length can be found by normalizing Eq. 16 by making the transformation
of f = ψ
ψ∞
,








f = 0. (18)




























where m∗ = 2 ∗ m is the effective mass of the Cooper pair. Even though the solution of
Eqs. 16 and 17 requires numerical calculation for the general case, exact solutions can be
obtained for a special case. Let us consider a thin film carrying a uniform current density.
Then the order parameter ψ(r) can be written as ψ(r) = |ψ|eϕ(r), where ϕ(r) represents the
phase of the order parameter and |ψ| is a constant. Then the corresponding supercurrent


















where vs = (1/m
∗)(~∇ϕ − (e∗/c)A) is the superconducting velocity. Figure 10 shows how
the order parameter and supercurrent varies with vs. The current reaches maximum at
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FIG. 10: Varation of |ψ|2/ψ2∞ and Js with vs. Figure is taken from Ref. [45].
the depairing current Jd which break Cooper pairs. This occurs at |ψ|2/ψ2∞ = 2/3 and
vs =
√












Even though penetration of vortices becomes energetically favorable at H0 > Hc1, further
detailed analysis shows that vortices must first overcome an energy barrier at the surface.
Therefore, a superconductor can stay in the Meissner superconducting state up to a super-
heating field Hsh which is higher than Hc1. The Gibbs free energy of an isolated vortex as
a function of the vortex distance from the surface for different applied fields is depicted in
Fig. 11. Even though vortex state is thermodynamically favorable at H = Hc1, vortex must
overcome the energy barrier called Bean-Livingston [91] in order to enter into the supercon-
ductor. This barrier finally vanishes at a superheating field (Hsh) which is sometimes called
breakdown field for the Meissner state or penetration field [81]. Lot of work has already
been done for calculation of DC superheating field near Tc in Refs. [19], [20], [21] and [93].
In [94], it was shown that the DC superheating field is close to the maximum RF equatorial
field in the SRF cavities operating at ~ω  ∆ [4]. Approximate analytical expression for
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FIG. 11: Gibbs free energy of an isolated vortex as a function of the vortex distance for
different value of applied field. Figure is taken from Ref. [92].
FIG. 12: Distribution of screening current density J(z) at the surface at high rf fields. Here
H ≈ Hsh. Figure is taken from Ref. [5].
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, κ 1, (27)
Distribution of screening current density J(z) at the surface at high RF fields H ≈ Hsh is
shown in Fig. 12. It has a nonlinear region where pairbreaking effects are most pronounced.
In the region > λ, J(z) becomes so small that the linear London Eqs. 5 and 6 are valid [5].
As J(0) → Jd ≈ Hcλ Meissner state becomes unstable as J(0) reaches the depairing current
density Jd at H = Hsh. The corresponding wave-number of ψ(x) = |ψ| exp(ikcx) defines
critical momentum [20]. One of the main goals of this work is to evaluate the DC superheating
field and critical momentum kc near Tc characterizing the wavelength of the instability (λm)
of the Meissner state to flux penetration in superconductors with nanostructured surfaces.
2.5 SURFACE IMPEDANCE OF SUPERCONDUCTORS
A superconductor in the Meissner state under the RF field does not have zero resistance.
This is because a time-dependent magnetic field generates an electric field within penetration
depth which acts on unpaired normal electrons. The surface impedance of a superconductor













In order to describe the electromagnetic response of the superconductors, it is convenient to
write down the current response in the Fourier domain,
J(k, ω) = − c
4π
K(k, ω)A(k, ω), (29)
where K(k, ω) is a complex electromagnetic kernel which depends on wave vector k and
ω. Here the real part of K(k, ω) describes the Meissner effect, with K(0, 0) = 1/λ2 and
imaginary part describes the dissipative processes [4]. From the BCS theory, Mattis and
Bardeen [85] have derived a formula for the non-local response of current in coordinates
space [96].




I(ω,R, T )e−R/li d3r′, (30)
where R = |r − r′| and C = 3/4π2vF~λ2. Equation 30 is non local because J(r, ω) is
determined based on the all values of A(r′, ω) not just the point r but the weighted average
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of A(r′, ω) in a spatial volume centered at r = r′[5]. The function I(ω,R, T ) decays on a
characteristic length scale R ∼ ξ0 and it is given by [96, 97]:
I(ω,R, T ) = −iπ
∫ ∆
∆−~ω














E2 −∆2, |E| > ∆
i
√
∆2 − E2, |E| < ∆
, ∆2 =
√
(E + ~ω)2 −∆2, g(E) = E




Here αI = R/~vF and f(E) is the Fermi distribution function. Using these Eqs. 28-
32, surface impedance of a superconductor Z, can be calculated numerically for arbitrary
temperatures, RF frequencies and mean free path. However, surface impedance calculation
for SRF cavities is simplified as they operate in low frequencies ∼ 50MHz − 3GHz  fg
much less than gap frequency fg (For Nb, fg ∼ 680 GHz [4]) and low temperatures T  Tc.
At such low-frequencies (f  fg), RF field cannot break Cooper pairs and generate new
quasiparticles. The surface impedance depends on ξ, λ and li. Let us consider the case of
λ  ξ and li < ξ where electromagnetic response is linear. Then, the quasi-stationary RF
magnetic, electric fields and current are given by,










The total current density J in the ohmic limit is given by,
J(r, ω) = σ(ω)E(r, ω) = (σ1(ω)− iσ2(ω))E(r, ω), (36)
where σ(ω) is frequency-dependent complex conductivity. From Eqs. 34-36, we can obtain






From the Maxwell’s equation ∇ ×H = 4π
c
σE, and H ∝ e−i(kx−ωt) one can calculate the









Here real part of the surface impedance comes from the energy dissipation while the imagi-
nary part defines the kinetic inductance [81]. The surface resistance Rs of a superconductor




σn for normal conductors
where σn is the normal state conductivity.
The ratio between the complex conductivity σ(ω) = σ1−iσ2 to normal state conductivity








(E2 + ∆2 + ~ωE)(f(E)− f(E + ~ω))√









(E2 + ∆2 − ~ωE)(1− 2f(E))√
(E2 −∆2)(∆2 − (E − ~ω)2)
dE, (41)
Main contribution to the first integral comes from the thermally exited quasi-particles above
the gap. The intergal in Eq. 41 defines the London penetration depth λ(T ). The integrals
can be calculated numerically for a general case, but in limits relevant to the SRF cavity
operations ~ω  ∆ and kBT  ∆, the main contribution to the integral in Eq. 40 comes
from a narrow range of quasiparticle energies which E−∆ ≈ kBT , E2−∆2 ≈ 2∆(E−∆) and
f(E) − f(E + ~ω) ≈ (1 − e−~ω/kBT )e−E/kBT . Then the above integration can be performed



















where K0 is the modified Bessel function of the second kind. For an instance, let’s consider a
Nb cavity operating at f = 1 GHz at 2 K, then we have ~ω/∆ ∼ 10−3 and kBT/∆ ∼ 0.1. In









































The temperature dependence of σ1 is given by σ1 ∝ nn ∝ e−∆(T )/kBT at T  Tc which 
reflects the creation of normal electrons from Cooper pairs due to the thermal break up [92]. 
According to Eq. 44, R goes to zero as T → 0. But experiments [4] indicates that there 
is a temperature independent resistance call residual resistance Ri exist which can not be 
explained using BCS theory.
2.6 RESIDUAL RESISTANCE IN SRF CAVITIES
The field performance and losses of the SRF accelerator cavities are quantified by the 
quality factor Q(H), which is inversely proportional to the surface resistance Rs(H). Numer-
ous experiments have shown that Rs at low RF fields can be described by Rs = RBCS + Ri 
which contains the BCS contribution due to thermally activated quasi-particles and the 
residual resistance Ri which remains finite as T → 0. Figure 13 represents Arrhenius plot of 
ln Rs vs. 1/T which shows a finite Rs at low temperature. This is due to finite Ri in the Nb 
cavities [4]. The best Nb resonator cavities can have Q ≈ 1010 − 1011 with Rs ≈ 10 − 30 nΩ 
and Ri ≈ 2−10 nΩ at 2 K [3, 4, 100]. The residual resistance gives a significant contribution 
to the RF losses (about ≥ 20% for Nb and ≥ 50% for Nb3Sn at 2K [55]) so the dependence 
of Ri on the magnetic field H and frequency f is of much interest. Lot of experiments were 
performed [54, 101–103] in order to understand the reason for residual losses in superconduct-
ing cavities. Yet, the physics behind the residual resistance is not well understood. Based 
on the experimental evidence and theoretical models, sources of residual resistance might 
originate from grain boundaries, non-superconducting material inclusion, hydrides, oxides and 
trapped flux [4]. Surface contamination with lossy hydride formed from hydrogen dissolution 
can decrease the quality factor, which is called Q-disease. When an oxide layer of a niobium 
cavity is removed by chemical etching or mechanical grinding, hydrogen could be absorbed 
into the Nb due to its high diffusion rate compared to Nb. The hydride formed by hydrogen 
precipitation has poor superconducting properties, which could lead to higher Ri [3, 100]. One 
of the essential contributions to Ri comes from trapped vortices generated during the cavity 
cooldown through the critical temperature Tc at which the lower critical field Hc1(T ) vanishes 
[46–51, 104, 105]. In this case even small stray fields H > Hc1(T ) such as unscreened earth 
magnetic field can produce vortices in the cavity. During the subsequent cooldown to T ' 2 K, 
some of these vortices exit the cavity, but some get trapped by the material defects such as 
non-superconducting precipitates, a network of dislocations, or grain boundaries [106]. Those 
vortices can oscillate with applied RF electromagnetic fields and causing major power 
dissipation [6, 47, 55, 106].
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FIG. 13: Arrhenius plot of the surface resistance before and after 120 °C, 48 h baking. Solid
line represents the curve fit results of Rs = RBCS +Ri . Figure is taken from Ref.[2].
FIG. 14: A finite N(ε) due to sub gap states (red). The black line shows N(ε) of the BCS
model. Figure is taken from Ref. [4].
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The existence of subgap energy states is also recognized as an intrinsic mechanism that
results in residual resistance in SRF cavities. Tunneling measurements in [107] show that
the BCS singularity in the electronic density of states is smeared out and subgap states
with finite N(ε) appear at energies below ∆ as shown in Fig. 14. Even though the physics
behind the subgap states is not well understood, any finite density of states N(0) at the
Fermi level (ε = 0) gives rise to a residual resistance Ri irrespective of particular microscopic




~ (∆2 + γ2s )
, (45)
where γs is a damping parameter that quantifies the finite life of quasiparticles ∼ ~/γs.
2.7 JOSEPHSON EFFECT
Superconducting current passes through a thin insulating layer sandwiched between two
superconducting bulks without a dissipation is called the Josephson effect [108, 109]. By
writing down the Schrödinger equations of superconductors 1 and 2 with a coupling constant
for the wave functions across the insulator, which indicates the transition from two-level, one
can derive following Josephson equations for current Js and phase difference ϕ = θL − θR.







Here Eq. 46 represents DC Josephson effect, and Jc is called the critical current density of
the junction, which depends on junction geometry and temperature. The second Josephson
equation states that if a DC voltage is applied across the weak link, the phase difference
evolves with time according to Eq. 47. It is often referred to as AC Josephson effect.
2.8 THE BARDEEN-STEPHEN MODEL
This model assumes the vortex has a finite normal core with size ξ. The dissipation
occurs due to ohmic eddy currents induced in the moving normal vortex core. Bardeen-
Stephen viscous drag force [111] can be explained by considering a vortex that is moving
due to applied external current as shown in Fig. 16.
Here we assume the ideal case where no pinning force exists. An applied electric current J
generates a Lorentz force FL acting on vortices perpendicular to the current direction, which
drives them with velocity v. The vortex motion generates a finite electric field E proportional
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FIG. 15: Illustration of energy level diagram for tunnel Josephson junction with a applied
finite voltage V. Levels are separated by 2eV . Figure is taken from Ref. [110].
to v and perpendicular to its direction. It means that E is parallel to J , corresponding to a
finite flux flow resistivity. From the Faraday law, the flow of magnetic flux generates electric
field E in the same direction to the applied current J creating energy dissipation of E × J .
The fact that vortex motion is accompanied by energy dissipation allows us to assume that
the vortex moves in a viscous medium with friction force fη0 = η0v and flux flow resistivity
of ρf = E/J . Considering forces per unit volume;
fη0 + FL = 0→ B/φ0η0vL = 1/cBJ → ρf = φ0B/c2η0. (48)
If η0 is independent of magnetic field, the resistivity ρf is a linear function of B. At T → 0,
η0 = Hc2(0)φ0/c
2ρn, (49)
where ρn is the normal-state resistivity of the superconductor and η0 is called Bardeen-
Stephen viscous drag coefficient.
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FIG. 16: Illustration of dissipation caused by moving vortices in uniform superconductors.
Figure is taken from Ref. [59].
2.9 HALL EFFECT AND VORTEX EFFECTIVE MASS
In the above discussion, we have considered the vortex’s only motion perpendicular to
the transport current J . However, as a result of the Hall field [57, 112, 113], in the core,
there will be a vortex velocity component parallel to the transport current J , giving rise to
an electric field within the core E normal to J . Therefore, the total electric field is with
some angle ϑ relative to the force on the vortex line due to the transport current. This






where m is the effective mass of the electron, and τ is scattering relaxation time. When
a vortex moves in the superfluid, the order parameter changes, and its time derivative is
proportional to the vortex’s kinetic energy. This will raise the effective inertial mass of the
vortex core. Calculation of the vortex mass was first done by Suhl [114]. Suhl calculation
mainly focuses on well-separated fluxoids since inertial effects due to overlapping cores are





2 ≈ 2mkF/π3, (51)




Fermi wave vector. Since then many different mechanisms have been proposed [115, 116]
which can increase the vortex mass well above the Suhl estimate. Measurements of the
vortex mass in Nb by Golubchik et al., [117] have shown that m can be some 2 orders of
magnitude higher than ms near Tc.
2.10 ELASTICITY OF A VORTEX LINE
A elastic vortex can deform due to thermal noise or interactions with defects, or external
force. Therefore, a vortex can be modeled as an elastic string [118]. Elastic deformation of
vortex lattice is shown in Fig. 17.
FIG. 17: Illustration of elastic deformation of vortex lattice. Figure is taken from Ref. [59].
The vortex line’s elastic response is determined by its line tension and arises from a
change in vortex line energy due to deformation. Vortex line energy can be derived in the
London limit. We have two contributions: field energy and the other from the current’s
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where Js = nsevs with vs superfluid velocity. Taking in to account Maxwell relationship
between J and H , the above equation can be written as;
Wkin = λ
2(∇×H)2/8π. (53)






After particular manipulation and taking H(0) = φ0 ln(κ)/2πλ







(lnκ+ 0.5) = ε0(lnκ+ 0.5). (55)
The increase of the vortex length determines the elastic energy of a deformed vortex. At
small field, the deformation is small, and thus elastic force can be approximated as follows.
Fe = ε(
√
1 + u′2 − 1) ≈ εu′2/2, (56)
where the prime denotes differentiation along the coordinate z. However, this approximation
is not valid for strong deformations and the concept of curvature should be used. If a





As applied magnetic field increases, vortex starts to swing with large bending angle and
assumption of local elastic response fails. As K increases, elastic response becomes nonlocal
and line tension starts to depend on the wave vector k. In a linear elasticity theory ε(k) in










ln(1 + λ2k2), (58)
where Ξ = λ2c/λ
2 is the band electron mass anisotropy parameter.
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FIG. 18: Illustration of trapped vortices (red) under different defect structures. (a) random
point like defects, (b) columnar defects (dislocation, irradiation induced tracks, synthesized
self-assembled nanorods), (c) grain boundary (planar precipitate, stacking fault, interface,
layered structure), (d) large random defects (rare earth oxide precipitates, irradiation colli-
sion cascades, defect clusters, voids). Bottom plate shows the distribution of superconducting
order parameter ψ. Here blue to red color indicates the amplitude of the superconducting
order parameter from high to low. Figure is taken from Ref. [59].
2.11 VORTEX PINNING AND CRITICAL CURRENT DENSITY
In the case of free flux flow without any pinning force as discussed in section 2.8 the vortex
flow is induced by the Lorentz force. However, actual superconducting materials contain
some crystal defects which exert pinning forces against the vortex flow. This mechanism is
called vortex pinning, and these defects are called pinning centers, which are classified based
on their dimensions [59, 120] as illustrated by Fig. 18. When total pinning force Fp > FL,
vortex dissipation does not occur. However, as current increases and FL > Fp motion of flux
lines starts, and the electromotive force reappears at a critical current density Jc, which can






The interaction of the vortex core with a small defect such as point defect, oxygen vacancy,
void, fine precipitate (Fig. 20 (a)) or columnar defect such as radiation track (Fig. 20 (b)).
A vortex has a normal cylindrical core, and the order parameter ψ in the vortex core is zero.
Therefore, the total energy increases by the condensation energy of the core volume when
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FIG. 19: Electric field vs current density in the presence of flux pinning interactions. The
dash line show the characteristics in the absence of pinning interactions. Reproduced from
Ref. [119].
the vortex stays in the superconducting region. But, if the vortex core is located on such
defect, a piece of the vortex core with length r is eliminated. Here r is the radius of the defect
spheroid. It is called core pinning because the condensation energy in the normal core in
this region is recovered, and the overall condensation energy loss is minimized [59, 119, 120].










πξ2r (In SI unit). (60)
The elementary pinning force fp is approximated by fp ≈ Up/rp. Here rp is effective pinning
range which is of the order of ξ [59].








































(r  ξ). (62)
When r  ξ only a small fraction of core energy is used for pinning and fp is small, while
when r  ξ whole core energy is used for pinning but the fp is small. Therefore, Eq. 60
to Eq. 62 implies that the defect with dimension ξ can be considered as the most efficient
pinning center.
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FIG. 20: Core pinning by (a) point defect, (b) columnar defect. Black dots and line represent
point and columnar defects.
2.11.2 MAGNETIC PINNING
Magnetic pinning arises due to the disturbance of the superconducting current, which
flows in the circumference of the vortex. The origin of this interaction is the surface barrier
mentioned in section 2.4. Vortex current near a planar defect whose thickness is thinner
than ξ in the superconductor when l < λ is shown in Fig. 21 (a). The superfluid velocity
of the left side of the core is larger than that on the right-hand side. This creates different
Bernoulli pressures on the core. It builds a force f(x) = φ20/2πµ0λ
2x that pushes the vortex
towards the defect. The flux line suffers a repulsive force from the defect due to the Lorentz
force caused by the magnetization current flowing near the interface, which will start to push
the vortex away from the defect surface. Abrikosov vortex with normal core turns into a
mixed Abrikosov vortex with Josephson core. If the critical current of the defect Jb is larger
than the vortex current Jv, then the core disappears in the Josephson vortex, and only the
shielding current flows, expanding along the planar defect to achieve the quantization of
magnetic flux [110, 120]. The distance l from the vortex core at which J(l) equals Jb of the
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FIG. 21: Illustration of magnetic pinning between vortex and a planar defect. Black line
represents planar defect and red circle represents normal core of the vortex, (a) Disturbance
of the vortex current flow near the defect, (b) creation of a Josephson vortex. Figure is
reproduced from Ref. [121].








Magnetic pinning by a thin insulating defect whose thickness is thinner than ξ can give a
higher critical current density, which is close to depairing current density.
2.12 ELEMENTARY PINNING FORCE
When the vortex is closed to a pinning center, it feels the variation of the energy caused by
overlapping of spatial structures between flux line and pinning center. This is called pinning
interaction and can be calculated by calculating the gradient of the pinning potential.
fp = −∇U(r). (64)
In the case of a collection of pinning centers, the pinning force is the macroscopic mean
value of summed individual pinning forces that stop the flux line from opposing the Lorentz
force under a transport current. The pinning potential of isolated pinning centers can be
approximated by Lorentzian functions of the type [122] U(r) = −U0/(1 + (r/ξ)2) where r is
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the radial distance from the vortex to the pinning center and pinning energy U0 is determined
by the gain in the condensation energy in the vortex core at the pin [57]. Experimental
measurements on thin films [122] suggested that pinning potentials from several pinning
centers can be approximated by a summation of several of these Lorentzian functions and
will be used in our study.








Here, Un, xn, yn and zn represent respectively the n-th pinning potential energy and (x, y, z)
are coordinates of the pining centers.
2.13 LARKIN-OVCHINNIKOV THEORY OF COLLECTIVE
PINNING
Let us first consider a perfectly rigid infinite vortex in bulk with a random collection of
pinning sites. If vortex length is infinite, it would not effectively be pinned by any random
collection of pinning sites. The reason is that any position of the flux line relative to the
material, random pinning site exerts a pinning force which is equal and opposite to the
Lorentz force, summing to zero net force. However, if the vortex length is finite, it would
have a net pinning force that gives rise to finite Jc. As an illustration, let’s consider a
trapped rigid vortex in a thin film with a thickness d as in Fig. 22. This is an example of
a 2D pinning that causes overall displacements of the vortex, which remain nearly straight
and perpendicular to the film surface. However, if film thickness d  li where li is the pin




i  1 pins such a way that the vortex
adjust itself to generate zero net pinning force. Here np density of the random collection of
pinning sites. The current displaces the vortex from its equilibrium position. By balancing
Lorentz force φ0Jcd with total pinning force which varies as fp
√
N in the uncorrelated volume
r2pd, one can calculate critical current density Jc as follows [123].
φ0Jcd = fp
√









d dependence of Jc at the weak field, which implies that Jc is large for thin-
film while it vanishes as d increases. However, finite Jc observed in bulk superconductors
couldn’t be explained by treating the flux line as a rigid straight line. If the flux line’s
elasticity is introduced, it can lower its energy by adjusting to the random pinning potential
via smooth deformations at the expense of increasing its elastic energy. Then the equilibrium
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FIG. 22: Trapped rigid vortex in a thin film.
flux line configuration will be that the distorted arrangement of flux lines, which minimized
total energy [57]. This idea is developed as the theory of collective pinning by Larkin-
Ovchinnikov [58]. The collective pinning theory can be illustrated by considering a single
elastic vortex line pinned by the collective action of many point-like defects. At a distance,
L > Lc vortex can deform itself elastically to an optimal local configuration such that square
root dependency of Jc ∝ 1/
√
d is cut-off. The vortex now breaks up into segment of length
Lc, and each segment is pinned independently and compete with Lorentz force. The critical








This Lc is called longitudinal correlation length and can be estimated by balancing the elastic
bending energy of a vortex ε(rp/L)

































FIG. 23: Single elastic vortex line pinned by a collective action of many point like defects in
a bulk superconductor.
Based on the Eq. 69, Jc ∝ 1/ε1/3, which means a softer vortex can be pinned stronger as
it’s able to accommodate pins much better compared to a rigid vortex. The longitudinal
correlation length Lc decreases as pinning strength increases. When d > Lc, transform from
pinning of rigid vortices to pinning of deformable vortices occurs in a thin film. The above
approximate calculation for Jc and Lc are valid for weak fields where the distance between the
flux lines is considerable, and their mutual interaction is small compared with the interaction
between the vortices. As the field increases, intervortex interaction becomes essential, and
the collectively pinned object will be a three-dimensional vortex bundle [57, 123] which we
will not be discussed here.
2.14 LARKIN-OVCHINNIKOV INSTABILITY
Larkin and Ovchinnikov (LO) [124] investigated the non-linear flux flow behavior in the
mixed state, which appears at high flux flow velocities. This non-linearity mainly arises
from finite energy relaxation time τe of the electrons, which changes the quasi-particle’s
distribution function in the moving vortex core. Due to the vortex motion, the number of
normal excitations decreases within the vortex core and increases outside. Consequently,
the vortex diameter and the viscous damping coefficient decrease with increasing velocity
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v [1]. LO effect can be explained by simple qualitative considerations. Let’s consider the
FIG. 24: Motion of a vortex through the superconductor. The normal vortex core, the
superconducting phase and external current are indicated by N, S and J respectively [1].
vortex moving through the superconductor as shown in Fig. 24. If a vortex passes through a
given location, the quasi-particles’ spectrum must switch rapidly from the superconducting
(S) branch to the normal (N) branch. However, this switching process takes finite time due
to the finite inelastic scattering time τe. As a result, the normal vortex core is more S-like
and the surrounding superconducting phase more N-like than in the equilibrium case where
the vortex velocity is zero. This more S-like quality of the vortex core may be expressed in
terms of shrinking the vortex diameter [1].
This behavior can also be interpreted in terms of the Andreev reflection. Let’s consider
the order parameter inside the core. This region’s diameter with the depressed order param-
eter is about twice the superconducting coherence length ξ. The quasi-particles are trapped
inside the vortex core due to Andreev reflection at the core boundary. Andreev reflection
occurs in an interface between a superconductor (S) and a normal state material (N). It is
a charge-transfer process by which normal current in N is converted to supercurrent in S.
Figure 25 shows the process of Andreev reflection. During this process, the electron incident
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FIG. 25: An electron meeting the interface between a normal conductor (N) and a super-
conductor (S) produces a Cooper pair in the superconductor and a retroreflected hole in
the normal conductor. Vertical arrows indicate the spin direction occupied by each particle
[125].
on the N-S interface with energy less than the superconductor’s energy gap makes a Cooper
pair inside the S region with an electron with opposite spin. Then a hole will reflect with
opposite momentum to conserve the momentum.
Let us now look at the quasi-particle’s excitation in the core due to the electric field
generated by the flux-flow process. The quasi-particles trapped in the core increase their
energy due to the electric field. During this process, the particle character changes between
electron-like and hole-like due to Andreev reflections as shown in Fig. 26. Electron-like
quasi-particles are accelerated due to electric field and increase their energy. At the boundary
of the vortex core, the quasi-particles experience Andreev reflection. This process produces
a hole that moves opposite direction as an electron until Andreev reflection occurs again
at the core boundary. Between different Andreev reflections, the quasi-particles increase
their energy, independent of their electron-like or hole-like character. In this way, the quasi-
particle’s distribution is shifted upward in energy. When the quasi-particles reach about
the gap energy, they rapidly diffuse into the superconducting phase surrounding the vortex
core. Because of this rapid diffusion process, the quasi-particle number density in the vortex
core is reduced; hence the viscosity [1]. Larkin and Ovchinnikov (LO) have shown that
η(v) decreases with v because quasi-particles in the core diffuse away from the core at high
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FIG. 26: Excitation process of the quasiparticles in the core due to the electric field. Figure
is reproduced from Ref. [1].
FIG. 27: Illustration of behavior of Larkin-Ovchinnikov nonlinear viscous drag force with
velocity. The viscous drag force can balance the driving Lorentz force only if FL < Fmax =
η0v/2.
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FIG. 28: (a)I-V curves for the Nb film close to the instability at T/Tc = 0.5. The magnetic
fields are, from right to left, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, 0.7, 0.8,
0.9, 1.0, 1.1, 1.2, 1.3, and 1.4 T. (b) Critical velocity v0 = v∗ versus applied magnetic field






where η0 is Bardeen-Stephen viscosity. Similar velocity dependence of η(v) could also occur
due to electron overheating in the moving vortex [78, 79, 127] which would be particularly










where li is the mean free path and vF is Fermi velocity. Figure 27 illustrate the behavior of
Larkin-Ovchinnikov nonlinear viscous drag force with velocity. The Larkin and Ovchinnikov
(LO) mechanism predicts a nonmonotonic velocity dependence of the drag force Fη = η(v)v
which reaches maximum at v = v0, so that Fη(v) can balance the Lorentz forces FL = φ0J
only if v < v0. At v > v0 the velocity of a straight vortex driven by a uniform current density
jumps to greater values corresponding to highly dissipative states. Such LO instability has
been observed on many superconductors [1, 80, 126, 128–133] near Tc with typical values of
v0 ∼ 0.1 − 1 km/s. This instability results in negative differential resistivity and hysteretic
jumps on I-V curves. Observation of the LO instability in DC transport measurements in
which vortex structures move with high velocities v ∼ v0 in thin films at low temperatures
is masked by strong heating effects [43, 80, 133, 134]. Armenio et al. [126] observed the
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FIG. 29: Temperature distribution across a superconducting slab of thickness d. Here narrow
red region represents surface layer of thickness λ d where rf dissipation is occurred. The
temperature jump Ts − T0 at z = d is due to the Kapitza thermal resistance between the
superconducting slab and the coolant. Figure is taken from [4].
LO instability and measured v0 on Nb films experimentally. Since v is proportional to the
voltage V through the Lorentz force, they observed a jump on the voltage at LO instability
where differential flux-flow resistivity becomes negative. Figure 28 (a) and 28 (b) shows I-V
curves and v0 at different fields measured experimentally for a Nb film.
2.15 THERMAL FEEDBACK MODEL FOR SRF CAVITIES
As the external field applied to a superconductor increases, local heating can occur due
to the transfer of RF energy absorbed by thermally-activated quasi-particles to the lattice,
which can drive superconductors out of equilibrium. This heating effect can quench a cavity
above the breakdown field Bb  Bsh due to the strong temperature dependence of the BCS
resistance RBCS [4, 135].
Figure 29 shows a thermal feedback model for an SRF cavity where one side is open
to an applied RF field H(t) and the other side is cooled by liquid helium at T = T0. The










Rs(Tm, H)δ(z) = 0, (72)
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where kt(T ) is the thermal conductivity. This equation represents an average balance of the
RF power generated at the surface of a slab of thickness d  λ and the heat flux going
across the slab to the coolant at the temperature T0 while δ(z) represents the fact that RF
dissipation occurs on a surface layer of thickness λ d. The solution of the Eq. 72 can be
obtained by using the following boundary conditions where αK represents Kapitza thermal











+ αK(Ts, T0)(Ts − T0) = 0, at z = d. (74)
In [4], it is shown that even at a field close to Bp, the maximum overheating is much smaller
than the coolant temperature, that is Tm−T0  T0. At these limit, solutions of the Eq. 74,








For small, H, the Eq. 75 always has a solution. However, at field H > Hb, the solution for
Tm disappears due to the strong exponential temperature dependence of RBCS which defines
the thermal runaway instability.
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CHAPTER 3
NUMERICAL CALCULATION OF DC SUPERHEATING
FIELD IN TYPE II SUPERCONDUCTOR
In this chapter, we calculate the DC superheating field in a type II superconductor. We 
solved the Ginzburg-Landau (GL) equations numerically to calculate superheating field Hsh 
and critical momentum kc for a bulk superconductor. Moreover, we calculate how surface 
features on a superconductor, such as an impurity diffusion layer on a bulk superconductor 
(S-S) or a structure comprised of thin superconducting and an insulating layer on a thick 
substrate (S-I-S), affect Hsh and kc.
Even though several theoretical works have been published [13, 26–29] to address the 
effect on the breakdown field by surface nanostructuring of SRF materials, their assumption 
of the models restrict the result in a specific range, which may significantly underestimate the 
actual breakdown field limits and their spatial arrangements. This work provides a detailed 
numerical formulation to calculate Hsh and kc for different superconducting geometries using 
GL theory for materials with finite κ and determining its optimal arrangement that can 
withhold maximum magnetic field. There are five different geometries considered in this 
work, bulk superconductor, bulk superconductor with thin impurity diffusion layer, clean 
superconductor with an insulating layer (e.g., Nb3Sn-I-Nb3Sn ), thin, dirty superconducting 
layer on top of the same superconductor (e.g., Dirty Nb3Sn - I - Clean Nb3Sn ) and thin high 
Tc superconducting layer on top of a low Tc superconductor (e.g., Nb3Sn-I-Nb ). COMSOL 
[136] which adopts finite element method is used to solve coupled nonlinear partial differential 
equations.
3.1 NUMERICAL FORMULATION AND DETECTION OF
SUPERHEATING FIELD AND CRITICAL MOMENTUM
Figure 30 (a) shows the superconducting geometry used in our simulation. Dimensionless 
Ginzburg-Landau equation for a bulk superconductor is presented below. Here normalization 
is carried out with respect to Ginzburg-Landau coherence length (ξ). Final equations are 
given by Eqs. 76 and 77, where ψ is superconducting order parameter while ψ∞ is the value of




FIG. 30: (a) Superconducting geometry, (b) Reduced superconducting geometry due to
symmetry of the problem with corresponding boundary conditions.
superconducting geometry due to symmetry of the problem with corresponding boundary
conditions is shown in Fig. 30 (b). Here ∂f/∂t is introduced to static GL equations to detect
the solution’s instability with the time as H(t) rises.
∂f
∂t
− f + f 3 −∇2f + κ
2
f 3










Ramping function of the magnetic field is given by H(t) = He(t− t0)(m1t0 +m2(t− t0)) +
m1tHe(t0−t) where He is the Heaviside step function and m1 = 0.01 and m2 = 0.00005. t0 is
determined based on the Hsh value. Figure 31 (a) - 31 (b) represent how order parameter f
varies with applied magnetic field for superconductor with κ = 10. Figure 31 (b) shows how
instability grows when the applied magnetic field is slightly above the superheated magnetic
field. Order parameter f (ψ/ψ∞) in y/ξ direction at the instability is shown in Fig. 32 (a).
Instability at superheating field occurs at finite wavelength kc = 2π/λm with disturbance
of order parameter δf(x, y, t) ∝ δf(x)eikcy+λt. The λm and kc can be found using spatial
Fourier transform on the wave in Fig. 32 (a). The corresponding x axis value of the peak of
Fig. 32 (b) corresponds to λmk. Analytical approximation for the Hsh and kc in large κ 1












FIG. 31: Order parameter: (a) just before the instability (b) at the instability.
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FIG. 32: (a) Order parameter f (ψ/ψ∞) in y/ξ direction at the instability, (b) Corresponding
Discrete Fast Fourier transform of the order parameter shown in Fig. 32 (a).
47
λkc ≈ 0.9558κ3/4. (79)
Superheating field and critical momentum (kc) of a pure type II superconductor for different
κ values are calculated numerically and compared with the approximate analytical expression
given in Eq. 78 and Eq. 79. It was done to establish a baseline of the work and determine
the code’s accuracy in COMSOL. For all numerical simulations, the relative tolerance of
10−6 is used. Figure 33 (a) and Figure 33 (b) represent Hsh vs κ and critical momentum kc
vs κ respectively. Results are in very good agreement with the analytical results in less than
1% error for Hsh. But kc results are deviated for small κ as analytical equation is only valid
for large κ values.
Superheating field and critical momentum can also be calculated by studying the GL
equation’s stability for arbitrary two-dimensional perturbations by considering the second
variation of the free energy. This method is well defined for clean superconductor and more
detailed can be found in Refs. [20, 21]. This section will briefly detail the method for a bulk
superconductor with an impurity diffusion profile. By setting Sγ = γ/γ∞ = 1 we can recover
the corresponding equations for a clean superconductor. Here Sγ = 1−αγ exp(−x/ld) which






(∇δf)2 + 4Sγfδfq.δq + Sγf 2(δq)2
+ (3f 2 + Sγq
2 − 1)(δf)2 + (∇× δq)2 dxdy.
(80)
Here q represents the gauge-invariant vector potential. If the second variation is posi-
tive (δ2F > 0) for all possible perturbations, then the solution is stable. By expanding
δf(x, y) = δf(x)cos(ky) and δq(x, y) = (δqx(x) sin(ky),δqy(x) cos(ky),0) and recalling that
q = (0, q(x), 0) in Fourier modes parallel to the surface, and restrict our attention to pertur-
bations independent of z [19–24] and using the boundary condition that δf ′(0) = δq′(0) = 0
and δf(∞) = δq(∞) = 0 and carry out the integration by parts, second variation of the free





































By casting this into functional form, we can obtain corresponding differential equations for
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FIG. 33: (a) Hsh vs κ, (b) Critical momentum vs. κ . Here solid black line represent
numerical solution while dash blue line shows analytical results obtained from Eqs. 78 - 79.
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Sγf 2 + k2 − E
)
+ 2fqSγδf + Sγf
2δqy = 0. (83)










− Sγq2f + f − f 3 = 0, (84)
q′′ − Sγf 2q = 0. (85)
Eq. 82 to Eq. 85 can be solved as a boundary value problem in Matlab for different k
and Ha values using f
′(0) = 0, q′(0) = Ha, δf(0) = δqy(0) = 1, f(L) = 1, q(L) = 0,
δf(L) = δqy(L) = 0 as boundary conditions until condition
dδ2F
dk
= 0 and δ2F = 0 satisfied.
Then the corresponding h and k that meets the above conditions are known as the Hsh and
kc respectively. More details can be found in Appendix A.
3.2 SUPERCONDUCTOR WITH THIN IMPURITY DIFFUSION
LAYER
Figure 34 shows the superconducting geometry used in our simulation. GL equations
reformulated before were solved numerically for different values of the GL parameter κ =
λ∞/ξ∞. The variation procedure is carried out with respect to f and A on free energy and
the following coupled partial differential equations (PDE) were derived.
∂f
∂t
− f + f 3 −∇. [Sγ∇f ] +
κ2
Sγf 3



















Boundary conditions are same as in Fig. 30 (b). Different impurity profiles are introduced
by changing αγ and ld. Figure 35 (a) and Figure 35 (b) represent how mean free path (l) and
change of impurity concentration ni varies with x. The goal here is to find the optimum diffu-
sion length ld for which Hsh is maximum. The critical momentum values are also calculated
for the corresponding ld values. Figure 36 (a) and Figure 36 (b) represent numerical results
of Hsh vs ld and λ∞kc vs. ld for a material with κ = 10 with different αγ respectively. As
seen in Fig. 36 (a), Hsh values increase with different impurity profile. When ld is small, Hsh
and λ∞kc reaches to the corresponding bulk value of ∼ 0.93 and ∼ 4.5 respectively which
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FIG. 34: Superconducting geometry. Here dark gray area represents the impurity diffusion
layer.
agrees with the numerical results obtained in section 3.1. Numerical results showed that
optimized ld values are 4ξ∞, 5ξ∞, 10ξ∞ corresponding to the αγ = 0.2, 0.5, 0.8 respectively.
The enhancement due to the thin impurity diffusion layer can be understood as follows. The
depairing current density Jd at the surface is set by 1−αγ at the superheating field. However,
away from the surface impurity concentration reduces and increases Jd. At sufficiently small
diffusion length, the depairing current density can be peaked resulting in an overall larger
screening current at the surface and thus increasing the superheating field [13, 29].
3.3 SUPERCONDUCTOR-INSULATOR-SUPERCONDUCTOR
STRUCTURE
There are three different geometries considered in this section, clean superconductor
with an insulating layer (S-I-S) (e.g., Nb3Sn-I-Nb3Sn ), thin, dirty superconducting layer on
top of the same superconductor (e.g., Dirty Nb3Sn - I - Clean Nb3Sn ) and thin high Tc
superconducting layer on top of a low Tc superconductor (e.g., Nb3Sn-I-Nb ). The numerical
formulation of each scenario is listed below. Boundary conditions for different cases are the
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FIG. 35: Variation of (a) mean free path, (b) change of impurity concentration along x.
same as the above section, except here we use the continuity of electric field and magnetic
field at the left and right side of the I layer as additional boundary conditions. The thickness
of the dielectric layer is thick enough so that the Josephson effect can be ignored. Figure 37
and Figure 38 show the superconducting geometry used during this section and corresponding
distribution of the screened magnetic field respectively.
3.3.1 SUPERCONDUCTOR WITH INSULATING LAYER
Final equations are given by Eqs. 76 and 77 for both domains. Nb3Sn with κ = λ/ξ =
85/5 = 17 [27] is used for the simulation. Figure 39 (a) and 39 (b) represent numerical
results of Hsh vs d and λ2kc vs. d, where d represents thickness of the thin superconducting
layer. Hsh reduces with a thin superconducting layer and gradually increases with d and
reaches to corresponding bulk value when d > 9ξ2. As seen from Fig. 39 (b), λm reaches
to ∞ when d is very small thus generates small λ2kc values and reaches to corresponding
bulk value λ2kc as d increases which agrees with corresponding analytical results obtained
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FIG. 36: (a) Hsh vs ld, (b) λ∞kc vs ld for different αγ with κ = 10.
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FIG. 37: Superconductor-Insulator-Superconductor geometry. Here black line represents
insulating layer while gray and light gray areas represent bulk superconductor and thin
superconducting layer.
FIG. 38: Screened magnetic field in a multilayer.
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FIG. 39: (a) Hsh vs d, (b) λ2kc vs. d for the case of Nb3Sn-I-Nb3Sn.
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by Eq. 79. The reduction of Hsh below d ' 9ξ2 is due to the fact that, as thickness reduces,
the attraction force between vortex and the insulating layer becomes more substantial, so
that contribution from the field generated by the vortex has a stronger effect compared to
the Meissner screening field which remains approximately constant as d decreases. This
can essentially lower the Bean-Livingston barrier [91] at a lower applied field less than the
corresponding Hsh value of the bulk [28, 137].
3.3.2 THIN, DIRTY SUPERCONDUCTING LAYER ON TOP OF THE SAME
SUPERCONDUCTOR
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Equations for the thin film side are as follows.
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Dirty layer Nb3Sn with l = 2 nm has λ ≈ λ0(ξ0/l) ≈ 135 nm and ξ ≈ (lξ0)1/2 ≈ 3 nm.
Thus, dirty layer of Nb3Sn with κ1 = 135/3 = 45 on Nb3Sn bulk with parameter κ2 = 17
[27] is used for the simulation. Figure 40 (a) and 40 (b) depict how Hsh and λ2kc vary with
dirty layer thickness for the case of thin dirty superconducting layer on a top of the same
superconductor which in this case is Nb3Sn. The optimal thickness is dm ≈ 9ξ2. Based on
the results it is clear that when dirty thin layer applied on a top of same superconductor,
Hsh can be enhanced significantly and it is around ∼ 1.1 times larger for the simulated
case. This increase in Hsh can be understood as follows. The counter-flow induced by
the substrate lowers current density at the thin superconducting layer, thus enhanced the
depairing limit of the superconducting layer. Therefore, it can increase the superheating
field because it is the current density J ≈ Jd but not the magnetic field which makes the
Meissner state unstable [13]. The Meissner state in thin superconducting layer and the
substrate is stable with respect to infinitesimal perturbations if the current densities are
smaller than the respective depairing limits, J(0) ≤ Hsh1/λ1 and J(d) ≤ Hsh2/λ2 where
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FIG. 40: (a) Hsh vs d, (b) λ2kc vs. d for the case of Nb3Sn(dirty)-I-Nb3Sn.
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FIG. 41: (a) Hsh vs d, (b) λ2kc vs. d for the case of Nb3Sn-I-Nb.
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Hsh1 and Hsh2 represent superheating field of thin S layer and the bulk respectively [26].
Therefore, instability could occur on either side of the two domains depending on d and field
for a given material. When d is small, instability is occurred at right side of the I -layer (2nd
boundary) then it is shifted back to the left side (1st boundary) when d > 9ξ2.
3.3.3 THIN HIGH TC SUPERCONDUCTING LAYER ON TOP OF A LOW TC
SUPERCONDUCTOR
Thin high Tc superconducting layer on top of a low Tc superconductor is considered as
the final configuration. Final equations for the bulk side are given in Equation 92 and 93.
∂f1
∂t



























Derived equations for the thin film side are given below. Here ζ = (1− t1)/(1− t2). More
details can be found in Appendix B. Thin film side contains Nb3Sn while bulk contains Nb






, Tc1 and Tc2 are critical temperature of
the thin film and bulk respectively. Here T is the operating temperature. Figure 41 (a) and
41 (b) represent numerical results of Hsh vs d and λ2kc vs. d. The optimum thickens for this
case is around dm ≈ 4ξ2. Therefore, 88 nm layer of Nb3Sn on Nb substrate can boost the
superheating field up to ∼ 2.2 times higher than its bulk value. λ2kc variation is very similar
to the previous case and shifting of the instability from right to left is observed around the
optimum thickness. Hsh reaches to superheating field of the bulk Nb3Sn for large d values
as expected. λ2kc values in different geometries of S-I-S structure are also agree with the
approximate analytical solution given by Eq. 79.
3.4 SUMMARY AND DISCUSSION
We report how the superheating field changes with surface nanostructuring and multi-
layered superconductor in the limit of GL theory. Our results suggest that the impurity
diffusion layer can enhance the superheating field, and it can be optimized by the varying
value of the diffusion length. For example, a superconductor with GL parameter κ = 10 with
surface impurity gradient αγ = 0.8 can achieve up to 19% of enhancement on Hsh compared
to its bulk value. Our results show that if the S-I-S structure consists of the same materials
(same κ) Hsh is reduced if the thickness of thin-film layer d is less than a critical value of dc
which is ∼ 50 nm if the material is Nb3Sn. Furthermore, when d < dc, then kc is reduced as
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λm reaches to ∞ and return back to its bulk value when d > dc. S-I-S structures consist of
a thin, dirty layer on top of its clean bulk material or two different materials with κ1 (thin
film) > κ2 (bulk) can enhance Hsh by optimizing d. For example, our simulation on S-I-S
structure consisting of a dirty layer of Nb3Sn with mean free path l = 2 nm with d ≈ 45
nm on top of its bulk shows ∼ 1.1 times enhancement on Hsh compared to its bulk value.
In comparison, an S-I-S structure with 88 nm layer of Nb3Sn on Nb substrate can boost the
superheating field up to ∼ 2.2 times higher than its bulk value while protecting the cavity
from dendritic thermomagnetic avalanches caused by local penetration of vortices.
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CHAPTER 4
NONLINEAR DYNAMICS AND DISSIPATION OF A
CURVILINEAR VORTEX DRIVEN BY A STRONG
TIME-DEPENDENT MEISSNER CURRENT
In this chapter, we report numerical simulations of large-amplitude oscillations of a
strongly pinned trapped vortex line under a strong ac magnetic field H(t) = H sin ωt par-
allel to the surface. In this work we calculate the power P (H) = Ri(H)H2/2 generated by 
such oscillating vortex and the corresponding surface resistance Ri(H) as functions of the
field amplitude H, frequency, the mean free path and the location of the pining center from
the surface, taking into account the nonlinear elasticity of the distorted vortex, nonlinear
Larkin-Ovchinnikov (LO) viscous drag coefficient η(v), and the vortex mass.
This chapter is organized as follows. Sec.4.1 introduces the main nonlinear dynamic
equation for a current driven elastic vortex perpendicular to the surface and defines the
essential control parameters. In Sec.4.2 we present an analytical solution that describes
a vortex at low-frequencies and show that Ri(H) does decrease with H above a crossover
frequency. Sec.4.3 contains the results of our extensive numerical simulations of the dynamic
equation for the oscillating vortex at arbitrary frequencies and calculate Ri(H) as functions
of H, frequency and the mean free path. In Sec.4.4 we demonstrate a shape instability of
a strongly driven elastic vortex with the LO nonlinear viscous drag. Sec.4.5 presents the
discussion and broader implications of our results.
4.1 DYNAMIC EQUATIONS.
Consider a single vortex pinned by a materials defect as shown in the Figure 42. The
motion of a vortex is determined by its vertical displacement y(x, t) as a function of x and
t, where the tip of the vortex is perpendicular to the surface [60] so that y′(0) = 0. The 
equation for y(x, t) is obtained using the equation for the local velocity v(x, t) normal to the
curvilinear vortex:







FIG. 42: A curvilinear vortex driven by the rf surface current. The black dot shows a
pinning center, for example, a nonsuperconducting precipitate. Inset shows the geometry
of a perpendicular vortex trapped in a superconducting slab exposed to a parallel magnetic
field H(t) = H sinωt. The blue arrows depict supercurrents circulating around the vortex
and Meissner screening currents at the surface.
where H is the amplitude of the applied magnetic field H sinωt with the frequency f = ω/2π
, M is the vortex mass per unit length, ε = φ20(lnκ + 0.5)/4πµ0λ
2 is the vortex line energy
(detail can be found in chapter 2 section 2.10) and R−1 is the local curvature of the vortex
line, and the overdot means a time derivative.
Equation (94) represents a balance of local forces acting perpendicular to a curvilinear
vortex: the inertial and viscous drag forces in the left hand side are balanced by the elastic
and Lorentz forces in the right hand side. Here it is assumed that: 1. The motion of a
magnetic vortex in a type-II superconductor is described by the London model, the dynamics
of the vortex core is incorporated in η(v) and M . 2. Meissner current densities are not
very close to Jd so pairbreaking effects are negligible and the London model is applicable.
3. The Magnus force causing a small Hall angle [112, 138, 139] (detail can be found in
chapter 2 section 2.9) is negligible and the velocity v(x, t) only has components vx(x, t) and
vy(x, t) perpendicular to the RF current flowing along the z axis. 4. The low frequency RF
field (~ω  ∆) does not produce quasiparticles, and the quasi-static London equations are
applicable [45]. 5. Spatial distortions of a vortex occur over large scales & λ for which the
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elastic nonlocality of ε (see, e.g., Refs. [57, 60]) can be neglected. The effect of nonlocality
of ε on the power dissipated by the vortex under a weak RF field was considered in Ref. [47].
The local perpendicular velocity v(x, t) of a small vortex segment ds in Eq. 95 is related





This relation reflects the fact that each small segment of an overdamped vortex moves along
the local normal to the curvilinear vortex line under the action of local perpendicular forces
defined by Eq. 94. The term ε/R in Eq. 94 accounts for a nonlinear elasticity of a vortex in
the London model [60], where the local curvature R−1 = y′′(1+y′2)−3/2 depends on the shape
of the vortex line and the prime denotes a partial derivative with respect to x. Equations
(94) and (95) give the following dimensionless nonlinear partial differential equation for the

















u′(0, t) = 0, u(l, t) = 0. (97)
Here u(x, t) = y(x, t)/λ is the dimensionless displacement of the vortex along y, the coordi-
nate x and time t are in units of λ and the RF period, respectively. The second boundary
condition in Eq. 97 describes a vortex pinned by a strong defect, but the numerical results
presented below are, in fact, not very sensitive to the elementary pinning force of the defect,
as elaborated in Sec. 4.3. The parameters in Eq. 96 are given by:
γ = f/f0, f0 = Hc1ρn/Hc2λ
2µ0, (98)
α = α0γ
2, α0 = (λf0/v0)
2, (99)
βt = β sin(2πt), β = H/Hc1, (100)
µ = µ1γ
2, µ1 = λ
2f 20M/φ0Hc1. (101)
The main contribution to the vortex mass in Eq. 94 comes from quasiparticles in the vortex
core [41] which explained in chapter 2 section 2.9 in Eq. 51. Other contributions which can
increase the vortex mass well above Ms have been proposed in the literature [116, 140, 141].
Measurements of M in Nb [117] gave M some 2 orders of magnitude higher than Ms near
Tc. In our simulations we assumed that M in Eqs. 94 and 96 is independent of v.
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We first estimate characteristic values of α, γ and µ for a dirty Nb with ρn ≈ 3 nΩ·m,
λ = 80 nm, ξ = 20 nm κ = 4, v0 = 0.1 km/s, kF = 1.2 · 1010 m−1 (see, e.g., Ref. [142]), and
taking M = 80Ms = 5.6 · 10−20 kg/m. Hence, f0 ' 22 GHz, α0 ' 309, and µ1 ' 0.0022, so
that γ ' 0.045, µ ' 4.5 · 10−6, and α ' 0.64 at f = 1 GHz. Next we consider Nb3Sn with
ρn ≈ 1 µΩ·m, λ = 111 nm, ξ = 4.2 nm, κ = 26.4 [55], v0 = 0.1 km/s, kF = 6.6 · 109 m−1
(see, e.g., Ref. [142]), and taking M = 80Ms = 3.1 · 10−20 kg/m. Hence, f0 ' 175 GHz,
α0 ' 3.7 · 104, and µ1 ' 0.14, so that γ ' 0.006, µ ' 4.6 · 10−6, and α ' 1.2 at f = 1
GHz. In this frequency range the dynamic terms in the l.h.s. of Eq. 96 are proportional to
the small parameters γ and µ, and the effect of the vortex mass at v  v0 is much weaker
than the viscous drag. However, the effect of the dynamic terms increases strongly as the
frequency and the field amplitude increase and/or the material becomes dirtier and the
mean free path li decreases. For instance, in the dirty limit li . ξ0, we have λ ' λ0(ξ0/li)1/2
and ξ ' (ξ0li)1/2, where the subscript 0 refers to the clean limit values of the parameters.
Thus, fdirty0 ' (li/ξ0)2f clean0 , so the parameter γdirty ' (ξ0/li)2γclean at a given frequency can
increase substantially as li decreases.
Another essential parameter is the decay length Lω of oscillating bending disturbance















where g = ln(λ/ξ) + 1/2, and the vortex mass is neglected. For the above materials parame-
ters of Nb3Sn, we have Lω ' 5.15λ = 572 nm at 1 GHz. In this case dissipative oscillations of
the elastic vortex extend well beyond the RF field penetration depth. Here Lω is practically
independent of T and decreases as the m.f.p. decreases, Ldirtyω ' Lcleanω (li/ξ0)1/2. Although
Eq. 102 is only applicable to small-amplitude vortex oscillations, the dependence of Lω on
η suggests that the elastic ripple length Lω would increase with the RF field, as the velocity
of the vortex tip increases and the LO vortex drag diminishes. This qualitative assertion is
in agreement with the numerical results presented below.





ηv2dxdt produced by the
drag force along the oscillating vortex and averaged over the time period tm. It is convenient













where P0 = λ
3f 20 η0. If sparse trapped vortices have the areal density n = B0/φ0 corre-
sponding to a small induction B0  Bc1, the dimensionless Ri is related to the observed
surface resistance by Ri = P0rin/H
2







4.2 LOW FREQUENCY LIMIT
In this Section we show how the LO velocity dependence of η(v) results in a decrease of
Ri(H) with the RF field at low frequencies γ  1. In this case l  Lω and u(x, t) can be
obtained analytically by solving Eq. 96 in which all dynamic terms in the left hand side are
neglected. Then integration of Eq. 96 with u̇ → 0 and the boundary condition u′(0, t) = 0
at the surface gives:
u′√
1 + u′2
= βt(1− e−x). (106)
Equation (106) has a solution only if u′(l) < tan θ, where the depinning angle θ quantifies
the strength of the pinning center [60, 61]. The condition u′(l) = tan θ thus defines a critical






In the strong pinning limit (θ → π/2), we have βc = 1 at l  1. Here βc(l) increases as l
decreases, reducing to βc ' sin θ/l at l  1 for a uniform current [60]. Integration of Eq.
106 with the boundary condition u(l) = 0 yields a cumbersome formula for u(x, t) which is
then used to obtain an analytical formula for a quasi-stationary u̇(x, t) at γ  1, as described
in Appendix C.
From Eq. 106, it follows that 1 + u′2 = [1 − s(x)2]−1, where s(x) = βt(1 − e−x). Then










1 + α0γ2[1− s2(x)]u̇2
, (108)
where u̇(x, t) in the first order in β̇t is given by Eq. 162.
Using Eqs. 162 and 108 the field-dependent nonlinear surface resistance ri(β, f) = 2p/β
2
can be calculated. Here the LO factor α = α0γ
2 in the denominator changes the behavior
of ri(β, f) at α & 1, which can happen even at γ2  1 if α0  1. Indeed, at α  1
Eq. 108 yields the conventional vortex viscous power p ∝ β2γ2 at low fields and frequencies
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FIG. 43: The field-dependent surface resistanceRi(H) calculated from Eq. 108 at α0 = 3·103,
l = 4λ, and the dimensionless frequencies γ: 0, 0.002, 0.005, and 0.01.
[78]. However, in the limit of αβ2  1, the term u̇2 in Eq. 108 cancels out and p becomes
independent of frequency. In this case p and ri was calculated analytically in Appendix C,








These results also readily follow from Eqs. 103 and 104 in the limit of αu̇2  1 but u′2  1.
Here both p and ri at αβ
2  1 are independent of frequency, whereas the surface resistance
ri(β) decreases with the field amplitude. Obviously, Eq. 109 is no longer applicable at very
low field amplitudes αβ2 . 1 as αu̇2 in the denominator of Eq. 103 becomes negligible.
We calculated the full field dependence ri(β) numerically using Eq. 108, where u̇ is given
by Eq. 162. These ri(β) curves calculated at different frequencies γ are shown in Fig. 43.
As γ increases the LO decrease of η(v) with the vortex velocity radically changes the field
dependence of ri(β) from an ascending ri(β) at low frequencies to a descending ri(β) at
higher frequencies. The inverse field dependence Rs ∝ H−2 given by Eq. 109 was observed
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FIG. 44: Fits of Rs(B) = Ri(B) +RBCS calculated from Eq. 108 (lines) to the experimental
data of Ref. [2] (dots) for Nb cavity at 1.467 GHz, γ = 0.052 and n = 3.67 · 108 m−2: (a)
α0 = 3326 at T = 1.37 K, (b) α0 = 4380 at T = 2 K.
on Nb cavities subject to a mild heat treatment [2]. As an illustration, Fig.44 shows the fits
of Eqs. 162 and 108 to Rs(B) measured at T = 1.37 K and T = 2 K on a 1.467 GHz single-
cell cavity [2]. The fit is done for a moderately dirty Nb with ρn = 2.1 nΩ·m, λ = 70.2
nm, ξ = 22.8 nm and l = 3λ, in which case 1.467 GHz corresponds to γ = 0.052. Here
the surface resistance was taken in the form Rs(B) = Ri(B) + RBCS, where RBCS(T ) is
a background BCS resistance, and Ri is given by Eqs. 105 and (108). It is assumed that
a mean areal density of vortices n = B0/φ0 was trapped in the superconductor during
the cavity cooldown through Tc. The fit is then performed at the fixed γ, regarding α0(T )
and RBCS(T ) as independent adjustable parameters at 1.37 K and 2 K, and n as another
fit parameter limited by the condition n(1.37K) = n(2K) that the measurements were
done on the same cavity. The fits shown in Fig. 44 are obtained for RBCS = 4.2 nΩ
and α0 ≈ 3326 corresponding to v0 = 35 m/s at T = 1.37 K, and RBCS = 13 nΩ and
α0 = 4380 corresponding to v0 = 30.1 m/s at T = 2 K. The fit also gives the mean flux
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density n = 3.67 · 108 m−2 which translates to the trapped field B0 = φ0n ' 0.73 µT
much smaller than the Earth field BE ' 20−60 µT. This is consistent with the fact that the
cavities measured in Ref. [2] were magnetically screened during the cooldown through Tc so
that the residual field was reduced to B0 ∼ 10−2BE. Because trapped flux in Nb cavities
is usually localized in bundles of sparse vortices pinned by randomly distributed materials
defects [47], the observed 〈Ri〉 results from averaging over the local values of B0(r) and pin
spacings l from the surface [5].
4.3 NUMERICAL RESULTS
The results presented above show that the LO velocity dependence of η(v) can produce an
anomalous decrease of Ri(H) with H as the frequency increases. This brings about several
points which can be essential for experimental investigations of this effect: 1. The field
dependence of Ri(H) in a broader frequency range in which the quasi-static approximation
of Sec. 4.2 is no longer applicable, 2. The effect of the length of the pined vortex segment l
on Ri(H), 3. The effect of nonmagnetic impurities on Ri(H) which can be used to tune the
field and frequency dependencies of Ri(H, f) by alloying the surface of a superconductor.
Addressing these issues require numerical simulations of the nonlinear dynamics of a vortex
at arbitrary field amplitudes and frequencies. In this section we present results of numerical
solution of Eqs. 96 and 97 using COMSOL [136]. Here the boundary condition u(l, t) = 0
corresponds to a strong pin with θ = π/2 in Eq. 107, but the results for a long vortex
segment l  λ are, in fact, independent of the elementary pinning force fp(y). Indeed, if
l  Lω bending oscillations along the vortex do not reach the pin so u(l, t) = 0 is basically
satisfied for any fp(y). Yet even if l < Lω, the details of fp(y) have a little effect on Ri(H)
because incorporating a realistic fp(y) for the core pinning [73] in Eq. 96 accounts for small-
amplitude (y(l, t) . ξ) oscillations of the vortex core at the pin, as opposed to the condition
of a fixed vortex core, y(l, t) = 0. Since Ri(H) is determined by large-amplitude swings of
a vortex segment between the pin and the surface, taking into account small oscillations of
y(l, t) only gives a small correction to Ri(H). For this reason we used the simple boundary
condition u(l, t) = 0. For the parameters of Nb3Sn mentioned above, we have γ ≈ 0.006,
0.06 and 0.6 at 1 GHz, 10 GHz and 100 GHz, respectively. Given the lack of experimental
data on v0(T ) for Nb3Sn and other superconductors at T  Tc, we solved Eq. 96 numerically
for different values of γ and α = α0γ
2 = 0, 1, 10 and 100. The corresponding values of v0
cover the typical v0 ∼ 0.1 − 1 km/s near Tc [130] and take into account the observed
decrease of v0 ∝ [D/τε]1/2 at low temperatures [131] where the time of energy relaxation
68
FIG. 45: ri(β) calculated at l/λ = 3 and γ = 0.01, α0 = 10
4, 105, 106.
on phonons τε(T ) increases as T decreases [41]. Shown in Figs. 45, 46 and Fig. 48 are the
field dependencies of Ri(H) calculated at l = 3λ and different values of γ and α0. At low
frequency γ = 0.01 and α0 = 0 the surface resistance increases with β due to the effect of
nonlinear vortex elasticity. However, as α = α0γ
2 increases, ri(β) starts decreasing with β
due to the decrease of the LO vortex viscosity with v, as it is evident from Eq. 103. Here
ri(β) calculated numerically from Eq. 96 is in full agreement with the analytical results
shown in Fig. 43. The behavior of ri(β) changes at higher frequencies, as shown in Figs. 46
and 48 where ri(β) was calculated at γ = 0.1 and γ = 1. Here the field dependencies of ri(β)
become nonmonotonic, the peaks in ri(β) shifting to lower fields as α0 increases. At the
peaks of ri(β), the velocity of vortex tip reaches the LO critical velocity v0, but no jumps
of the vortex tip occur because of the restoring effect of line tension of the vortex. Here
the bending oscillations along the vortex are mostly confined within the elastic skin depth
Lω given by Eq. 102. If γ = 0.01 the length Lω ≈ 4λ is larger than l = 3λ, so the vortex
segment swings as a whole and ri(β) decreases at all β. However, at γ = 0.1 the length
Lω ≈ 1.26λ is shorter than l at β  1. In this case ri(β) first increases with β, but after
the peak in ri(β) at β = βp the velocity of the tip exceeds v0 and the drag coefficient η(v)
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FIG. 46: ri(β) calculated at l/λ = 3 and γ = 0.1, α0 = 10
2, 103, 104.
drops rapidly with v, so Lω ∼ [ε/η(v)ω]1/2 becomes larger than l, and ri(β) starts decreasing
with β similar to the case shown in Fig. 43 (a). For an instance, Fig.47 show the dynamical
behavior of the vortex at β = 0.02 and β = 0.2 for the case of γ = 0.1 and α0 = 100. At
β > βp the nonlinear dynamics of the vortex becomes dependent on the vortex mass. Here
the peaks in ri(β) shift to higher β as α = α0γ
2 increases with frequency and the effect of the
vortex mass become more pronounced, so a stronger Lorentz forces is required to accelerate
the vortex tip above the LO velocity. The dynamics of the vortex can change drastically
once β exceeds βp. For instance, Fig. 49 (a) shows the change in the time dependence of
the vortex tip position u(0, t) near the first peak in ri(β) at γ = 0.1 and α0 = 10
3 in Fig.
46. Here u(0, t) changes from a nearly harmonic oscillations at β < βp to highly anharmonic
oscillations at β > βp with a much greater amplitude of u(0, t) due to a strong reduction of
the local drag force at the tip at v(0, t) > v0. The dynamics of u(0, t) at β > βp resembles the
van der Pol relaxation oscillations in a small mass limit [143]. As β further increases, u(0, t)
becomes more harmonic because the effect of the LO nonlinear viscous drag diminishes. Yet
a similar harmonic-anharmonic transition in u(0, t) also happens above the second peak in
ri(β), as shown in Fig. 49(b). Here u(0, t) was calculated at β ' 5.2, γ = 1, and α0 = 1
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FIG. 47: Vortex oscillations at: (a) β = 0.02, (b) β = 0.2 for the case of γ = 0.1, α0 = 100
and l = 3λ.
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FIG. 48: ri(β) calculated at l/λ = 3 and γ = 1, α0 = 1, 10, 100.
corresponding to the second peak in ri(β) shown in Fig. 48. Figure 50 shows the behavior
of the vortex near the second peak in ri(β) shown in Fig. 48 at γ = 1 and α0 = 1 in the
vicinity of harmonic-anharmonic transition in u(0, t).
4.3.1 THE EFFECTS OF FREQUENCY AND PIN LOCATION
The effect of frequency on the field dependence of ri(β) can be inferred from Figs. 45,
46 and 48 using the frequency dependencies of the control parameters γ ∝ f and α ∝ f 2.
For instance, Fig. 51 shows the change in ri(β) at α0 = 10
4 as the frequency increases. Here
ri(β) is nearly field-independent at γ = 0.01 but as the dimensionless frequency γ increases,
a strong decrease of ri(β) with the RF field develops. This effect is a clear manifestation
of the LO decrease of η(v) with v, given that the velocity of the vortex increases as the
frequency increases. Notice that the main drop in Ri(H) occurs at small field amplitudes
H . 0.1Hc1.
Figures 52 (a) and (b) show the effect of the pin position on the field dependence of ri(β)
calculated at α = 1 and γ = 0.01 and γ = 1. As α increases the qualitative behavior of ri(β)
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FIG. 49: Vortex tip oscillations: (a) near the first peak in ri(β) shown in Fig. 46 at γ = 0.1
and α0 = 10
3, (b) near the second peak in ri(β) shown in Fig. 48 at γ = 1 and α0 = 1.
Here the black and red lines correspond to u(0, t) calculated at β slightly below and above
the peak.
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FIG. 50: Vortex dynamics near the second peak in ri(β) shown in Fig. 48 at γ = 1 and
α0 = 1.
FIG. 51: ri(β) calculated at γ = 0.01, 0.05, 0.1, α0 = 10
4 and l/λ = 3.
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FIG. 52: ri(β) calculated at γ = 0.01 (a) γ = 1, (b) and different pin locations.
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remains the same but the peaks shift to smaller fields. Here ri(β) turns out to be sensitive to
the pin locations at low fields and frequencies. This happens if Lω at low β and γ exceeds l,
so that the pinning center reduces the length of the oscillating vortex segment and thus the
dissipation power. For example, at l = 9λ and γ = 0.01, the low-field ripple length Lω = 4λ
is shorter than l, and the non-monotonic behavior of ri(β) is similar to that is shown in Fig.
46. As β increases η(v) decreases and the nonlinear ripple length Lω becomes much larger
than l. In this case the vortex segment of length l swings as a whole, and ri given by Eq.
109 is proportional to l and decreases with β. At high frequency, γ = 1, the low-field ripple
length Lω is shorter than l = (3−9)λ used in our simulations, and ri(β) becomes practically
independent of the pin location except for a small second hump in ri(β) at β ' 4.7 for l = 3λ.
4.3.2 THE EFFECT OF THE MEAN FREE PATH.
The nonlinear dynamics of the trapped vortex and the field dependence ri(β) can be tuned
by nonmagnetic impurities because the control parameters γ, α, β and µ defined by Eqs. 98-
101 increase strongly as the mean free path li decreases. Using ρn ∝ l−1i , v0 ∝ l
1/2
i [124] and
the conventional GL interpolation formulas λ = λ0Γ, and ξ = ξ0/Γ, where Γ = (1 + ξ0/li)
1/2,




































Here f0 is defined by Eq. 98, where λ0, ξ0 and Hc10 = φ0g0/4πµ0λ
2
0 are the penetration depth,
coherence length and the lower critical field in the clean limit, respectively, and ṽ0 is the LO
critical velocity at li = ξ0. For the sake of simplicity, we assume that M is independent of
li, and the Bardeen-Stephen formula for η0 can be used in a moderately clean limit as well
[41].
Equation (96) was solved for dirty Nb using λ0 = ξ0 = 40 nm, ṽ0 = 126 m/s [130],
γ0 = g0f/f0 ≈ 0.004 and λ20f 2/ṽ20 ≈ 0.1 at 1 GHz. We calculated ri(β) for different values
of the mean free path li/ξ0 = 1, 0.1 and 0.05 at frequencies 1 GHz, 10 GHz and 100 GHz,
and µ/γ = 8 · 10−4(ξ0/(Γ2li)) at 1 GHz. As li decreases the parameter α ∝ l−1i increases
and the surface resistance starts decreasing with H, the main drop of ri(H) shifting to lower
fields as the material gets dirtier. Figures 53 - 55 show ri(β) calculated for different values
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FIG. 53: The surface resistance ri(β) calculated at γ0 = 0.004, α0 = 0.1, for different values
of li/ξ0 and l/λ0 = 3.
of frequency γ and the mean free path li. At the lowest frequency γ0 = 0.004 the curves
ri(β) shown in Fig. 53 exhibit the monotonic decrease with β similar to that was discussed
in Sec. 4.2 in the low-γ limit of the ripple length Lω exceeding the pin distance l. As the
frequency increases a nonmonotonic field dependence of ri(β) develops, the peaks in ri(β)
shifting to lower fields as the ratio li/ξ0 decreases. Notice the jumps preceding the peaks in
ri(β) in the case of γ0 = 0.04 shown in Fig. 54.
The nonmonotonic dependence of ri(β) is a manifestation of the transition from the case
of Lω < l at low fields to Lω > l at higher fields, as was discussed above. In the case
of γ0 = 0.4 represented by Fig. 55 the nonmonotonic field dependences of ri(β) remain
qualitatively similar to those shown in Fig. 54, except that the peaks in ri(β) get broadened
and the jumps in ri(β) characteristic of γ0 = 0.04 disappear. The latter results from the
effect of the vortex mass, since the contribution of the inertial term in Eq. 96 becomes
more pronounced at higher frequencies. Generally, the effect of mass smoothes sharp jumps
characteristic of nonlinear relaxation oscillations [143]. Overall, the evolution of ri(β) with
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FIG. 54: The surface resistance ri(β) calculated at γ0 = 0.04, α0 = 10 for different values of
li/ξ0 and l/λ0 = 3.
FIG. 55: The surface resistance ri(β) calculated at γ0 = 0.4, α0 = 1000 for different values
of li/ξ0 and l/λ0 = 3.
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FIG. 56: Vortex tip oscillations at the jump in ri(β) shown in Fig. 54 for the case of l = 3λ0,
γ0 = 0.04, li/ξ0 = 0.1 and α = 100. Here the black and the red lines correspond to u(0, t) at
β < βp and β > βp.
γ at different mean free paths shown in Fig. 54 and 55 appears similar to that of ri(β)
calculated for different pin spacings (see Fig. 52). Figure 56 shows how the time dependence
of the vortex tip position u(0, t) changes from nearly harmonic oscillations at β < βp to
relaxation oscillations at β > βp. This dynamic transition occurs at small fields, for example,
β > βp ≈ 0.086 at f = 10 GHz and li/ξ0 = 1. At higher frequencies the change in u(0, t)
near the rounded peaks in ri(β) shown in Fig. 55 becomes less pronounced, turning into a
gradual increase of anharmonicity in u(0, t) as β is increases from β < βp to β > βp. As
mean free path decreases, the parameter γ, µ and α increase substantially. For an instance,
Fig. 57 shows vortex dynamics for different values of li at f = 100 GHz where the vortex
masss start to become significant. As mean free path decreases, the shape of the vibrating
vortex line evolves from a monotonic u(x) to an beating oscillation pattern of u(x) at γ  1
as illustrated by Fig. 57.
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FIG. 57: Vortex dynamics for different values of (a) li/ξ0 = 1, (b) li/ξ0 = 0.1 (c) li/ξ0 = 0.05
at β = 0.6 for the case of γ0 = 0.4, α0 = 1000 and l/λ0 = 3.
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4.4 DYNAMIC KINKS ALONG A VORTEX.
The vortex line tension suppresses the jumpwise LO instability which nevertheless mani-
fests itself in the anomalous decrease of the surface resistance ri(β) with the RF field ampli-
tude at β > βp. Yet a principal question remains whether there is a range of the parameters
in which the nonmonotonic LO velocity dependence of the drag force could cause a dynamic
shape instability of a moving vortex. Indeed, once the velocity of a small vortex segment ex-
ceeds v0, the local vortex drag diminishes further increasing v(x, t) and resulting in growing
shear stress between the fast vortex tip at x . λ and a slower part of the vortex at x & λ. In
this section we show that at large enough frequencies dynamic solutions of Eq. 96 become
singular, formally indicating a vortex teardown as the restoring effect of vortex line tension
cannot counter the dynamic LO shear stress at strong RF drives β > βc(γ, l).
Shown in Fig. 58 are examples of the vortex shape instability which can happen both at
the surface and at the point x = lc < l between the surface and the pin position at l = 5λ.
The instability first develops as a cusp at x = lc which then evolves into a growing jump
in u(x, t), as shown in the insets. The resulting large derivative u′(x, t) at x = lc reduces
the restoring effect of the line tension in Eq. 96, further facilitating the vortex teardown.
Because of large curvature of u(x, t) at x = lc, the elastic response becomes nonlocal and
the assumption that the line tension ε in Eq. 96 is independent of the wave vector k of
bending distortion along the vortex fails. In a linear elasticity theory ε(k) in a uniaxial










ln(1 + λ2k2), (113)
where ε0 = φ
2
0/4πµ0λ
2 and Ξ = λ2c/λ
2 is the band electron mass anisotropy parameter. At
kλ  1 and Ξ = 1 Eq. 113 yields ε = ε0g used in our simulations, but at kλ  1, the line
tension ε(k) ' −ε0 ln(ξk) decreases slowly as k increases up to k ' ξ−1. Yet because the
vortex becomes softer for short wavelength distortions with kλ & 1, the elastic nonlocality
may facilitate the shape instability at the cusp at x = lc where kλ  1 and decrease βc
as compared to βc calculated here at kλ  1. It turned out that the development of the
shape instability is also affected by the vortex mass. Shown in Fig. 59 is an example of the
frequency dependencies of the instability coordinate lc and the critical field βc calculated at
α0 = 1 and µ1 = 0.08. In these simulations each value of βc(γ) was calculated by slowly
ramping up the field β(t) = 0.01t at 0.4 < γ < 1.2 and β(t) = 0.05t at 1.2 < γ < 4,
and defining lc at a point where u
′(lc, t) reaches u
′
c = 100. The results show that βc(γ)
increases monotonically with γ while lc(γ) exhibits a non-monotonic dependence with a
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FIG. 58: Dynamics of the vortex teardown calculated at l = 5λ and: (a) γ = 1.2 and α0 = 1
for which βc = 9.8, (b) γ = 2.4 and α0 = 1 for which βc = 15.8. Insets show the dynamics
of the vortex filament at the teardown point x = lc after the instant of the instability ti (the
curves u(x, t) at t = ti and t > ti are shifted for clarity).
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FIG. 59: Frequency dependencies of lc and βc calculated at α0 = 1, and l = 5λ.
jump at γ ≈ 1.1. The behavior of lc(γ) can be understood as follows. At low γ the critical
gradient u′(lc, t) > uc first occurs at the pin position, so the vortex instability is just the
quasi-static depinning considered in Sec. 4.2. As γ increases, the ripple length Lω(γ, β)
becomes smaller than l so the effect of the pin on the dynamics of the vortex weakens. As a
result, the mechanism of the vortex shape instability changes from the quasi-static depinning
to the dynamic LO shear instability at the surface, lc = 0, where the Meissner current density
is maximum. At moderate frequencies 1 . γ . 2 the vortex tip has the highest velocity
v(0, t) at the surface, where the strongest shear gradient develops if v(0, t) becomes much
larger than v0. As γ further increases, the instability point moves from the surface to a finite
lc ' 0.5  l, as shown in Fig. 59. The shape of the vibrating vortex line evolves from a
monotonic u(x) at γ  1 to an oscillatory u(x) at γ & 1, as illustrated by Fig. 58. Because
of spatial oscillations in u(x, t), the maximum shear gradient in u(x, t) at large γ occurs in
the bulk rather than at the surface. Since the instability point lc ' 0.5 is far away from the
pin position l = 5, the shape instability is not affected by pinning but is mostly controlled by
the nonlinear LO viscosity, vortex elasticity and the mass M . Our simulations have shown
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FIG. 60: Snapshots of dynamic kinks along a curvilinear vortex driven by a strong ac
magnetic field: (a) A kink along the continuous vortex core (red) at the surface of an
isotropic superconductor, (b) A vortex composed of a stack of pancake vortices in a layered
superconductor. The green rectangle shows a Josephson string between the runaway pancake
vortex with v > v0 at the surface and a slower 2D vortex stack.
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that the shape instability is affected by the ramp rate of β(t), but its effect is rather mild
and does not change the qualitative behaviors of βc(γ) and lc(γ).
The above singular solutions u(z, t) describe the formation of a cusp on a vortex which
then develops into a discontinuity of the vortex line at β > βc. The stabilizing effect of
the vortex line tension diminishes as ε decreases due to nonmagnetic impurities or a uniax-
ial crystal anisotropy, which facilitates the vortex teardown instability at smaller β. This
brings about the following issue: a curvilinear vortex, as well as any other line topological
defects [144], can hardly break into disconnected pieces, as it would produce large energy
barriers growing with the separation between the pieces. This effect is not incorporated into
the force balance Eq. 96 which assumes a rigid vortex core and does not ensure the conser-
vation of the topological charge. Thus, Eq. 96 only indicates the vortex shape instability
because the force balance can no longer be sustained at β = βc, but it cannot describe the
dynamics of the vortex at β > βc. The latter would require a self-consistent calculation
of the spatial distributions of the complex order parameter in the moving vortex core and
circulating supercurrents.
Based on the continuity of the superconducting order parameter and the conservation
of the winding number around the vortex core, we can suggest the following picture of the
dynamic shape instability. If the velocity of the vortex tip at the surface exceeds v0, the tip
does not get disconnected from a slower part of the vortex but turns into a kink along the
vortex core, as depicted in Fig. 60 (a). Dynamics of such kinks could be simulated using
the TDGL equations [40–44, 59] which describe both the vortex core structure and strong
bending distortions of circulating currents around a moving vortex. Yet the derivation of the
TDGL equations [41, 42] disregards the gradient terms in the kinetic equations describing
diffusion of nonequilibrium quasiparticles from the moving vortex core, which is essential for
the LO mechanism [124]. Thus, the TDGL equations may not be sufficient for a complete
description of the dynamic vortex kinks.
The dynamic kink formation becomes more transparent in layered superconductors,
where a vortex perpendicular to the layers is formed by a stack of 2D pancake vortices weakly
coupled by interlayer Josephson and magnetic interactions [145–147]. This case shown in
Fig. 60 (b) also models the LO instability of a vortex piercing a stack of weakly coupled films
in a multilayer [5]. If the pancake vortex at the surface moves faster than v0, it accelerates
because the viscous drag drops and the rest of the restoring force is produced by weak mag-
netic interactions with other pancake vortices and by the Josephson string [146] depicted in
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Fig. 60 (b). The Josephson string caused by the Josephson energy between misaligned pan-
cake vortices results in a long-range restoring force FJ(y0) between the neighboring vortices
spaced by y0 [146]:
FJ ∼ ε0y0/sΞ, y0 . λJ , (114)
FJ ∼ ε0Ξ−1/2, y0 & λJ , (115)
where λJ = s
√
Ξ, s is the interlayer spacing, ε0 = φ
2
0/4πµ0λ
2, and logarithmic factors ∼ 1
were disregarded.
The LO instability of a stack of pancake vortices at high frequencies is considered in
Appendix D. In this case the Lorentz force driving slow pancake vortices (v < v0) in
the stack is mostly countered by the viscous drag force, resulting in small amplitudes of
oscillations yn  ymax ' v0/f for each 2D vortex. For v0 = 100 m/s and f = 10 GHz, the
maximum amplitude ymax ' 10 nm is much smaller than λ = 150 − 400 nm in cuprates at
T = 0. However, once the velocity of the pancake vortex at the surface v ∼ Hφ0/λη0 exceeds
v0, it accelerates rapidly so that the magnetic and Josephson restoring forces may stop the
runaway vortex at larger distances y0 ∼ min(λ, λJ). Thus, the amplitudes of pancake vortices
at the surface increase greatly, resulting in a dynamic kink along the 2D vortex stack.
In a multilayer comprised of superconducting films of thickness d separated by thick
dielectric layers which fully suppress the Josephson coupling, the line tension of a stack
of 2D vortices only results from their weak magneto-dipole interactions [147]. The LO
instability first occurs for the vortex in the outer film exposed to the applied field if the net
Lorentz force φ0H(1− e−d/λ) exceeds the maximum drag force dη0v0/2, that is:








At Hk < H < Hke
d/λ, the amplitude y1 of the fast vortex in the outer film increases greatly,
while the amplitudes of slow (v < v0) vortices in other films (n = 2, 3, ...) remain small,
yn  v0/f (see Appendix D). At H > Hk the amplitude of oscillations of the runaway
vortex in the outer film is only limited by the weak LO drag and magneto-dipole interaction
with other vortices, small vortex mass and a finite RF period. Because the superconducting
phase coherence of 2D vortices in different films at FJ → 0 is lost, the Josephson string
which provides confinement of 2D vortices disappears. In this case the LO instability at
H > Hk causes a true dynamic teardown of a stack of magnetically-coupled 2D vortices in
a multilayer.
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4.5 SUMMARY AND DISCUSSION
This work shows that long trapped vortices driven by a strong Meissner RF current can
produce a counterintuitive decrease of the surface resistance Ri(H) with the field ampli-
tude which develops as the frequency increases. Such a field-induced microwave reduction
of Ri(H) results from interplay of the nonlinear bending elasticity of a vortex and the de-
crease of the viscous drag with the vortex velocity. Here the bending rigidity of the vortex
stabilizes the LO instability characteristic of short vortices in thin films. This effect opens
up opportunities for experimental investigations of nonlinear dynamic behaviors of a driven
curvilinear vortex, including the formation of dynamic vortex kinks at strong driving forces.
The dynamic behavior of the vortex can be tuned by changing the concentration of nonmag-
netic impurities which make the field-induced reduction of Ri(H) more pronounced as the
surface gets dirtier. Because sparse vortices are driven by dissipationless Meissner currents,
the nonlinear dynamics of vortices is masked by heating effects to a much lesser extent than
in the conventional dc or pulse transport measurements [1, 80, 126, 128–133].
The decrease of the residual surface resistance Ri(H) with the RF field can contribute to
negative Q(H) slopes observed on alloyed Nb cavities [7–11]. The vortex mechanism based
on the LO decrease of η(v) with v proposed in this work is rather different from the decrease
of the quasiparticle BCS surface resistance with the RF field [5, 148, 149] or the effect of
two-level states at the surface [150]. Yet our result that trapped vortices could provide
a field-induced reduction of Ri(H) which becomes more pronounced at higher frequencies
appears consistent with the recent experiment [151] which showed that a negative Q(H)
slope in nitrogen-doped Nb cavities becomes stronger as the frequency increases. The LO
vortex mechanism is also in agreement with the low-field behavior of Rs(H) observed on Nb
cavities [2]. The good fit of the theory to the experimental data with reasonable values of
v0 and B0 shown in Fig. 44 indicates that the contribution of trapped vortices can indeed
be essential.
The LO mechanism of diffusive depletion of nonequilibrium quasiparticles in the moving
vortex core was proposed to describe η(v) at T ≈ Tc where most transport experiments
have been were performed. The behavior of η(v) at low temperatures T  Tc is not well
understood as the calculation of η(v) at T  Tc requires taking into account complex
kinetics of nonequilibrium quasiparticles along with a self-consistent calculation of the order
parameters in a moving vortex core [41]. This problem has not been addressed so far,
although models of quasiparticle overheating in the vortex core which can result in η(v)
similar to Eq. 70 have been proposed [78, 79, 127]. Transport measurements of η(v) in thin
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films at T  Tc and v ∼ v0 are masked by overheating produced by fast vortices. By contrast,
measurements of Ri(H) in resonant cavities at a low density of trapped vortices controlled by
the dc magnetic field B0 can be used to reveal the behavior of η(v) and extract the LO critical
velocity v0 at T  Tc. This could be done by fitting the observed Ri(H) with Eq. 108 at
low B0 and frequencies f  f0 for which heating is greatly reduced. For instance, the good
fit of Ri(H) for a 1.47 GHz Nb cavity shown in Fig. 44 gave v0 ' 30 m/s at 2 K and v0 ' 35
m/s at 1.37 K at the trapped field B0 ' 0.7 µT much smaller than the Earth field. Yet
increasing B0 can reverse the descending field dependence of Rs(H) = RBCS(T ) + Ri(H).
Indeed, increasing the density of vortices results in stronger RF overheating, causing an
increase of the quasiparticle surface resistance RBCS ∝ exp[−∆/T (H,B0)] with H [4, 47]
which can overweight the descending Ri(H). Investigation of the extreme vortex dynamics
at 10− 100 GHz may require microcavities [152].
Our numerical solutions of the force balance Eq. 96 predict a vortex bending instability
at large β and γ. In type-II superconductors this instability can give rise to dynamic kinks
along an oscillating vortex at fields well below the thermodynamic critical field Hc. Since Hc1
is reduced by nonmagnetic impurities, while Hc is independent of the mean free path, the field
range of the shape instability can be expanded by alloying the surface of a superconductor.
However, a theoretical framework for the description of dynamic vortex kinks which includes
the LO mechanism along with a self-consistent calculation of the vortex core structure and
circulating currents around an oscillating curvilinear vortex is lacking. The TDGL equations
ensure the conservation of the winding number, preventing the development of the bending
instability into a vortex teardown, but they do not incorporate the LO mechanism of η(v).
In layered superconductors the situation can be further complicated by Cherenkov radiation
of fast oscillating pancake vortices connected by the Josephson strings depicted in Fig. 60
(b). For instance, Cherenkov wakes behind fast vortices can trigger proliferation of vortex-
antivortex pairs in planar Josephson junction arrays [153] and layered superconductors [154].
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CHAPTER 5
EFFECT OF RANDOM PINNING ON NONLINEAR
DYNAMICS AND DISSIPATION OF A VORTEX DRIVEN BY
A STRONG MICROWAVE CURRENT
In this chapter, we calculate how pinning can affect on dynamics of a trapped vortex 
driven by a strong ac magnetic field parallel to the surface of a superconducting film. The 
surface resistance and the power dissipated by an oscillating elastic vortex perpendicular to 
the film surface were calculated as functions of H and ω for different spatial distributions, 
densities, and strengths of pinning centers, including bulk pinning, surface pinning, and 
cluster pinning. Moreover, we calculate the field and frequency dependencies of Ri(H), 
including the case in which the vortex drag coefficient decreases with the vortex velocity, 
causing the Larkin-Ovchinnikov (LO) instability [124]. We extend our previous results in 
chapter 4 for a vortex pinned by a single material defect [106] and address the LO instability 
in a film with randomly-distributed pinning centers .
Let’s consider a vortex trapped perpendicular to the surface, as shown in Fig. 61. Here 
vortices are driven by the ac Meissner currents flowing in a thin layer at the surface, so 
the Lorentz force is only applied to a vortex tip in a random pinning potential. The ac 
displacement u(x, t) of such elastic vortex decreases along the coordinate x perpendicular 
to the surface over the Campbell length [73–77], so a vibrating vortex segment interacts 
only with a few pins, while the rest of a long vortex does not move. In this case, the elec-
tromagnetic response of a perpendicular vortex becomes dependent on its position and a 
particular realization of a random pinning potential. Shown in Fig. 61 are some representa-
tive cases of random bulk pinning (a), pins segregated randomly at the surface, (b) clusters 
of pining centers (c). The global electromagnetic response is a sum of individual vortices’ 
responses moving in their respective pinning potentials, which can fluctuate strongly along 
the surface. Similar pinning fluctuations cause local variation of Jc of short perpendicular 
vortices in thin films [60, 123] and can also play a role in bulk pinning [155]. Addressing 
the dissipation mechanisms of vortices in the cases of mesoscopic pinning shown in Fig. 61
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FIG. 61: A trapped vortex driven by the RF surface current for different distributions of
pinning centers shown by black dots: (a) bulk pinning, (b) surface pinning, (c) cluster
pinning. Green arrows show vortex tip displacement on the YZ plane.
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requires computer simulations of nonlinear dynamics of elastic vortex segment driven by a
strong RF Meissner current.
This chapter is organized as follows. Sec.5.1 introduces the main nonlinear dynamic
equations for a trapped curvilinear vortex and defines the essential control parameters. In
Sec.5.2, we present numerical solutions for a vortex at low-fields and show that averaging
the vortex dynamics over statistical realizations of random pinning potential can produce a
linear increase on Ri(H) with H. Sec.5.3 contains the results of our numerical simulations
of an oscillating vortex at arbitrary field and frequencies and calculations of Ri(H,ω). In
Sec.5.4 we demonstrate how overheating can change the field dependence of Ri(H) as the
frequency increases. We also calculate the LO instability of a vortex in a film with random
pinning and its effect on Ri(H,ω). Sec.5.5 presents the discussion and broader implications
of our results.
5.1 DYNAMIC EQUATIONS.
Consider a vortex driven by the RF surface current in different pinning potentials shown
in Fig. 61. The dynamic equation for the coordinate R = [Y (X, t), Z(X, t)] of the vortex in















Equations (117) and (118) represent a balance of local forces acting on a curvilinear vortex:
the inertial and viscous drag forces in the left-hand side are balanced by the elastic, pinning,
and Lorentz forces in the right-hand side. In addition to the assumption made in chapter 4
in section 4.1, here it is assumed that the bending distortions of the vortex are small, so the
linear elasticity theory [57, 60] is applicable.
We consider here the core pinning of vortices [57, 60, 73] represented by a sum of pinning





1 + [(X −Xn)2 + |R−Rn|2]/ξ2
. (119)
Here, Xn, Yn and Zn are the coordinates of the n-th pinning center, and Un are determined
by the gain in the condensation energy in the vortex core at the pin [57, 60, 73]. At high
vortex velocities the drag coefficient η(v) becomes dependent on v. For instance, in the LO
model η(v) decreases with v as diffusing quasiparticles are lagging behind a rapidly moving
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core [124] which describes in Eq. 70. Combining Eqs. 117, 118, 119 and 70, we obtain
the following dimensionless nonlinear partial differential equations for the local coordinates
y(x, t) = Y/λ and z(x, t) = Z/λ:
µÿ +
γẏ





An(x, r)(y − yn) + βte−x, (120)
µz̈ +
γż




An(x, r)(z − zn), (121)
y′(0, t) = z′(0, t) = y′(l, t) = z′(l, t) = 0. (122)
Here the prime and the dot imply differentiation over the dimensionless coordinate x = X/λ
and time t = tf , respectively, r = [y(x, t), z(x, t)], and the expressions for γ, βt, α and µ are
given in chapter 4 in Eq. 98 - 101 and An is given below.
An =
ζn




The amplitude Un in Eq. 119 is related to the elementary pinning energy by up = πξUn,
so that ζn = 2κ
2up/πεξ. For a small dielectric precipitate of radius r0 < ξ, we have up ∼
B2c r
3
0/µ0, whereBc = φ
2
0/2
3/2πξλ is the thermodynamic critical field [73], thus ζn ∼ (r0/ξ)3κ2.
For a single impurity, up ∼ µ0H2cσiξ, where σi is a scattering cross-section [156] and ζn ∼
σiκ
2/ξ2. The pinning parameter ζn can be either smaller or larger than one if κ  1.
Equations (120) and (121) describe the dynamics of a curvilinear vortex interacting with
randomly-distributed point pinning centers. The case in which Eq. 121 is disregarded [56]
is more relevant to a vortex interacting with columnar pins along the z-axis.
We first estimate γ and ζn for a dirty Nb with ρn ≈ 3 nΩ·m, λ = 80 nm, ξ = 20 nm
κ = 4, v0 = 0.1 km/s, Un = 1.1 meV/nm, kF = 1.2 · 1010 m−1 (see, e.g., Ref. [142]), and
M = 80Ms = 5.6 · 10−20 kg/m. Hence, f0 ' 22 GHz, α0 ' 309, and µ1 ' 0.0022 so that
γ ' 0.045, ζn ' 0.07, µ ' 4.5 · 10−6, and α ' 0.64 at f = 1 GHz. Next we consider Nb3Sn
with ρn ≈ 1 µΩm, λ = 111 nm, ξ = 4.2 nm, κ = 26.4 [55], Un = 1.1 meV/nm, v0 = 0.1
km/s, kF = 6.6 · 109 m−1 (see, e.g., Ref. [142]), and M = 80Ms = 3.1 · 10−20 kg/m. Hence,
f0 ' 175 GHz, α0 ' 3.7 · 104, and µ1 ' 0.14 so that γ ' 0.006, ζn ' 3, µ ' 4.6 · 10−6, and
α ' 1.2 at f = 1 GHz.
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Another essential parameter is the complex Campbell length λc which describes the
spatial extent of oscillating bending disturbance along the vortex line induced by a weak RF






where kL ∼ φ0Jc/ξ is the Labusch pinning spring constant [73]. At low frequencies γ  1
and H  Hc1, Eq. 125 describes the Larkin pinning length Lc ∼ ξ
√
Jd/Jc [57, 58, 60]. At
high frequencies, ωη  k, Eq. 125 yields λc → Lω ∼ [ε/η(v)ω]1/2.
The power of RF losses is obtained by summing contributions of all vortices, P =∑
k
∫
〈φ0J(X, t)∂tYk(X, t)dX〉, where Yk(X, t) describes the k−th vortex and 〈.., 〉 means
time averaging (see Appendix E). It is convenient to define a mean dimensionless power















where P0 = λf0ε and Nv is the number of vortices. The dimensionless ri is related to the
surface resistance Ri and it is given in Eq. 105.
5.2 NUMERICAL RESULTS
We solved Eqs. 120, 121 and 122 numerically using COMSOL [136]. This section presents
the results at H  Hc1 for which η = η0 is independent of v  v0, and the vortex mass can
be neglected, so that α → 0, µ → 0. In our simulations a straight vortex was initially put
in a particular pinning potential and only after the vortex relaxes to a stable position, the
RF field was turned on.
5.2.1 BULK PINNING
For bulk pinning shown in Fig. 61 (a), N identical pins were distributed randomly in
a ly × lz × l box. The length of the box l along the vortex was varied from 5λ to 200λ to
model the transition from 2d to 3d pinning. Equations (120)-(122) were solved for different
N = 10, 50, 100, making sure that ly and lz are adjusted in such a way that the vortex
always remains within the box during the RF period. The results are expressed in terms of
a mean pin density ni = N/Vp, where Vp = llylz is the volume of the box where N pins are
distributed.
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FIG. 62: ri(β) at l/λ = 10, γ = 0.04, ni = 0.16λ
−3, 0.83λ−3, 1.67λ−3 and: (a) κ = 2,
ζn = 0.04, (b) κ = 10, ζn = 1.
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Shown in Fig. 62 is ri(β) calculated for different ni at κ = 2 and κ = 10. Here ri is nearly
independent of H for smaller pin densities but develops a field dependence at ni = 1.67λ
−3.
Curiously, ri(β) at ni = 0.16λ
−3 is smaller than ri(β) at ni = 0.83λ
−3, which reflects the
effect of pinning fluctuations on ri. For an instance Fig. 63 shows how trajectories of the
vortex tip at different ni for l = 10λ, κ = 2, γ = 0.04 and ζn = 0.04 at β = 0.02. In this
case, vortex motion is more restricted for the case of fewer pin density ni = 0.16λ
−3 compare
to ni = 0.83λ
−3 which produces lower dissipation hence the lower ri(β). However, as ni
increases, vortex motion gets more restricted, resulting in a smaller ri at ni = 1.67λ
−3 as
compared to ni = 0.16λ
−3 and ni = 0.83λ
−3. Similar results were obtained for κ = 10.
The global surface resistance of many trapped vortices is calculated by solving for
Rk(X, t) for each vortex moving in a particular pin configuration and averaging over all
vortices according to Eqs.105, 126 and 127. Each k-th vortex moves in a different pinning
landscape and produces a unique ri(β, k) which can vary significantly from vortex to vortex.
For instance, Fig. 64 (b) shows the result of such averaging for ten different random dis-
tribution with ni = 1.67λ
−3. Here the low-field dependencies of ri(β, k) are rather different
but, as β increases, all ri(β, k) converge to the same constant value. At low fields ri(β, k) are
dominated by pinning, whereas at higher fields all ri(β, k) are mostly limited by the viscous
vortex drag. The average of r̄i(β) shown in Fig. 64 (b) exhibits a nearly linear dependence
of r̄i(β at low fields and a constant ri(β) at higher fields. The linear part of r̄i(β), which
mostly results from pinning hysteretic losses, crosses over to a viscous-dominated r̄i(β) at
higher fields. The linear low-field dependence of Ri(H) has been observed on Nb cavities
[51, 55].
Now we turn to the effect of pinning on the frequency dependence on ri(β) shown in
Fig. 65. Here ri(β) is nearly independent of β at γ = 0.4 but as the frequency decreases,
a linear field dependence of ri(β) develops at small β. This result is consistent with the
calculations of ri(β) in a quasi-static limit [55]. The frequency dependence ri(γ) is affected
by both the RF field and the pinning strength. For strong pinning represented by Fig.
66 (b), ri(γ) is controlled by pinning at low frequencies and by viscous flux flow at high
frequencies. Here ri(γ) vanishes at γ → 0 for both field amplitudes β which have a little
effect on the behavior of ri(γ). We found that at small γ the surface resistance ri(β) has
a linear frequency dependence indicative of hysteretic power dissipation of an elastic vortex
line driven through a strong random pinning potential [55, 73, 74, 77]. The linear ri(γ) ∝ γ
is in contrast to a quadratic dependence ri ∝ γ2 characteristic of small reversible vibrations
of a vortex around the equilibrium position. The linear frequency dependence of ri(γ) is
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FIG. 63: Trajectories of the vortex tip at different ni for l = 10λ, κ = 2, γ = 0.04 and
ζn = 0.04 at β = 0.02.
not described by the Gittleman-Rosenbluth model [157] in which a vortex in a thin film is
modeled by an overdamped particle in a parabolic pinning potential.
The frequency dependence of ri(γ) changes as pinning becomes weaker. This case is
shown in Fig. 66 (a), where the pinning parameter ζn = 1 is 20 times smaller than ζn = 20
in Fig. 66 (b). At high frequencies ri(γ) tends to the same value ' 0.25 dominated by the
viscous vortex drag for both ζn = 20 and ζn = 1. However, at low frequencies ri(γ) decreases
sharply at small γ, rather different from the linear ri(γ) shown in Fig. 66 (b). Moreover,
above a certain field amplitude, ri(γ) does not tend to zero at γ → 0. The latter results from
a finite length of a trapped perpendicular vortex in a film. If the net Lorentz Force Hφ0
of the surface Meissner current exceeds the total maximum depinning force of the vortex
segment of length l, a vortex starts moving along the film under a parallel DC magnetic
field. This condition defines the RF depinning field Hd(l, ω) evaluated below.
Figure 67 shows ri(γ) vs γ calculated at l/λ = 50, γ = 0.04, κ = 10 and ζn = 20 (a)
ni = 0.025λ
−3, (b) ni = 0.0625λ
−3. As pinning density decreases, ri(γ) does not tend to
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FIG. 64: ri(β) at l/λ = 10, γ = 0.04, ni = 1.67λ
−3, κ = 10 and ζn = 1: (a) ten different
random distribution of pinning centers with the same pin density, (b) averaged r̄i(β).
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FIG. 65: ri(β) for different γ = 0.004, 0.04, 0.4. Other parameters are: l/λ = 10, ni = 0.2λ
−3,
κ = 10 and ζn = 1.
zero at γ → 0 even with stronger pinning strength similar to Fig. 66 (a). This is because,
even with strong pins with small pin density cannot counteract the Lorentz Force which
trigger the vortex movement along the film under a parallel DC magnetic field. As pinning
density increases, ri(γ) vanishes at γ → 0 for both field amplitudes and shows a quadratic
dependence on ri(γ) ∝ γ2. As vortex length decreases, the ri(γ) shows a linear behavior as
shown in Fig. 68 (a). However, as the vortex length increases, bending distortions increase
and reduces the overall pinning effect, which can result in a rapid rise in ri(γ) as frequency
increases as Fig. 68 (b).
5.2.2 RF DEPINNING FIELD
The depinning field βd(l) = Hd/Hc1 of a single vortex can be evaluated using the collective
pinning theory [57, 60]. If l is smaller than the Larkin pinning length Lc, only pinning causes
displacements of a rigid vortex that remains nearly straight and perpendicular to the film
surface. In this case, the vortex interacts with Np ' r2pl/l3i  1 pins, adjusting its position
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FIG. 66: ri(γ) vs γ calculated at l/λ = 20, γ = 0.04, ni = 0.0625λ
−3, κ = 10 and (a) ζn = 1,
(b) ζn = 20.
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FIG. 67: ri(γ) vs γ calculated at l/λ = 50, γ = 0.04, κ = 10 and ζn = 20 (a) ni = 0.025λ
−3,
(b) ni = 0.0625λ
−3.
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FIG. 68: ri(γ) vs γ calculated at ni = 0.0625λ
−3, γ = 0.04, κ = 10 and ζn = 20 (a) l = 20λ,
(b) l = 50λ.
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in such a way that the net pinning force vanishes. Here rp ∼ ξ is the pin interaction radius,
and the pin spacing li is much smaller than the film thickness l. The field H displaces the
vortex from a local potential well, so the balance of the total pinning force fp
√
Np from








Here ni = l
−3
i is a mean volume pin density, and up = fprp = πξUn is the elementary pinning
energy for the Lorentzian U(x,R) given by Eq. 119. The dimensionless depinning field
βd = Hdφ0/ε expressed in terms of the pinning parameter ζn = 2κ




Both the linear dependence of βd on ζn and as a square root dependence of βd on l are in 
agreement with our numerical results shown in Figs. 69.
5.2.3 SURFACE PINNING
Surface pinning was modeled by a random distribution of pins in a surface layer of 
thickness λ. Shown in Fig. 70 are ri(β) calculated for different values of κ and ζn and sheet pin 
densities ns = 0.83λ−2, 4.16λ−2, 8.33λ−2. At κ = 10 and ζn = 1 the surface resistance ri(β) 
fluctuates strongly, depending on local pin configuration. At smaller κ, the effect of 
fluctuations diminishes as the elementary pinning potentials are more long-range and overlap, 
which manifests themselves in smaller ζn at the same pinning amplitude Un. The trajectories of 
the vortex tip change as β increases and the amplitude of vortex swings increase, so the vortex 
probes different regions of the pinning potential, as shown in Fig. 71. Fig. 72 (a) shows the 
result of ri(β) for ten different random distribution of pins with ns = 8.33λ−2. Here the low-
field dependencies of ri(β, k) are rather different but, as β increases, all ri(β, k) converge to the 
same constant value similar to Fig. 64(a). At low fields ri(β, k) are dominated by pinning, 
whereas at higher fields all ri(β, k) are mostly limited by the viscous vortex drag. The mean 
r̄i(β) obtained by averaging ri(β) over ten different pin configurations with the same density ni 
is shown Fig. 72(b). The field dependence of r̄i(β) for surface pinning is similar to r̄i(β) for bulk 
pinning shown in Fig. 64 (b). In both cases r̄i(β) has a linear low-field part dominated by 
hysteretic depinning of a vortex by RF field. As the field amplitude increases, r̄i(β) levels off at 
a constant value dominated by the viscous drag. The effect of frequency on ri(β) is shown in 
Fig. 73. At high frequencies for which the viscous drag dominates, ri(β) is nearly independent 
of H. As the frequency decreases
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FIG. 69: Depinning field βd as a function of: (a) the pinning parameter ζn at l/λ = 20, (b)
the vortex length l at ζn = 20. Here βd was calculated by averaging over 10 random pin
distributions with ni = 0.0625λ
−3 at γ = 0.001 and κ = 10. The red lines show βd given by
Eq. 129.
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FIG. 70: ri(β) calculated for l/λ = 10, γ = 0.04, ns = 0.83λ
−2, 4.16λ−2, 8.33λ−2 : (a) κ = 10
and ζn = 1, (b) κ = 2 and ζn = 0.08.
104
FIG. 71: Trajectories of the vortex tip at different β for l = 10λ, κ = 10, γ = 0.04,
ns = 0.83λ
−2 and ζn = 1.
a linear portion of ri(β) develops at low fields where the surface resistance is controlled by
hysteretic depinning of a vortex. At the lowest frequency γ = 0.004 the Campbell length
L ' λ/
√
2πγ ' 6.3λ is of the order of the vortex length l = 10λ, so that the vortex remains
nearly straight and oscillates as a rigid rod. The overall effect of frequency on ri(β) for
surface pinning is similar to that of ri(β) for bulk pinning shown in Fig. 65. The frequency
dependence of ri(γ) calculated at β = 0.01, 0.1, 0.3, l/λ = 10 for the case of κ = 10 and
ζn = 1 with ns = 8.33λ
−2 is shown in Fig. 74. As β decreases, ri(γ) does not tend to zero at
γ → 0 because of the weaker pinning strength which is unable balance the Lorentz force even
at lower field. However, as β goes to zero ri(γ = 0) also decreases significantly as expected
due to finite length effect as explained in the sections 5.2.1 and 5.2.2.
5.2.4 CLUSTER PINNING
We consider pins distributed randomly in two λ× 0.5λ× 0.5λ clusters on both surfaces
of the film of thickness l = 10λ, as shown in Fig. 61 (c). The clusters with ni = 60λ
−3 each
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FIG. 72: (a) ri(β) variation of ten different random distribution of pinning centers with
same sheet pin density, (b) Mean r̄i(β). Here ri(β) and r̄i(β) were calculated at l/λ = 10,
γ = 0.04, κ = 10, ns = 8.33λ
−2 and ζn = 1.
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FIG. 73: ri(β) calculated at γ = 0.004, 0.04, 0.4, l/λ = 10, ns = 2.5λ
−2, κ = 10 and ζn = 1.
FIG. 74: ri(γ) vs γ calculated at β = 0.01, 0.1, 0.3, l/λ = 10 for the case of κ = 10 and
ζn = 1 with random distribution of pinning centers with sheet pin density ns = 8.33λ
−2.
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FIG. 75: The tilt vortex pinned by the misaligned clusters at β = 0 for the case of at
l/λ = 10, γ = 0.04, κ = 10 and ζn = 10. Here pinning centers shown by black dots while
vortex shown in red line.
were shifted with respect to each other by λ/2 along y and z. At β = 0, the minimum energy
corresponds to a tilt vortex pinned by the misaligned clusters as shown in Fig. 75, unlike
the bulk and surface pinning cases for which the minimum energy at β = 0 corresponds to
a nearly straight vortex perpendicular to the film surface. Figure 76 shows ri(β) calculated
for κ = 10 at different values of ζn. For strong pinning with ζn = 10, ri(β) increases sharply
above β ' 0.35. This effect is due to the temporal escape of the vortex tip from the pin
cluster at the surface exposed to the RF field, while the other end of the vortex remains
pinned. The temporal escape of the vortex tip occurs during a portion of the RF period
at which the RF field H(t) = H sinωt exceeds the depinning field Hd, resulting in large-
amplitude swings of the vortex and a sharp increase in ri(β). For weaker pinning (ζn = 1),
the vortex tip escapes the cluster at a lower field β & 0.03, where Hd is proportional to ζn,
similar to Hd for bulk pinning shown in Fig. 69. Figure 77 shows the change in the trajectory
of the vortex tip at the surface as β exceeds the depinning field βd ' 0.35. Figure 78 shows
108
FIG. 76: ri(β) calculated at l/λ = 10, γ = 0.04, κ = 10, ζn = 1, and ζn = 10.
FIG. 77: Trajectories of the vortex tip at β = 0.3, 0.4 for l/λ = 10, γ = 0.04, κ = 10 and
ζn = 10.
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FIG. 78: ri(β) calculated at l/λ = 10, γ = 0.04, κ = 2, ζn = 0.04, and ζn = 0.4 with same
Un as Fig. 76.
ri(β) calculated for κ = 2 at different values of ζn. Wide potential well with a smaller
pinning strength can generate approximately linear variation in ri(β) while stronger pining
can make ri(β) independent from the applied field. Figure 79 (a) shows the result of ri(β)
for ten different random distribution of pins in two clusters with pin density of ni = 60λ
−3.
Each configuration generate a unique ri(β) profile at low field and level to same value at
higher filed. This result is very similar to the Figs.64 (a) and 72 (a) for Bulk, surface pinning
configuration. Averaging ri(β) over ten different pin configurations in clusters of the same
size and ni yields the mean r̄i(β) shown in Fig. 79 (b). The behavior of ri(β) is qualitatively
similar to the results presented in Fig. 64(b) and Fig. 72(b) for bulk and surface pinning.
At γ = 0.04 bending oscillations along the vortex are mostly confined within the elastic skin
depth Lω = λ/
√
2πγ ≈ 4λ which is smaller than the length of the vortex l = 10λ. In this
case the main contribution to ri comes from swings of the vortex tip exposed to the RF field
whereas the other end of the vortex remains pinned by the second cluster. Shown in Fig.
80 is the effect of frequency on ri(β). At high frequencies (γ > 0.4), the surface resistance
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FIG. 79: (a) ri(β) variation of ten different random distribution of pinning centers with same
pin density, (b) Averaged ri(β). Both are calculated at γ = 0.04, l/λ = 10 for the case of
κ = 10 and ζn = 1.
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FIG. 80: ri(β) vs β calculated at γ = 0.004, 0.04, 0.4, l/λ = 10 for the case of κ = 10 and
ζn = 1.
is practically independent of β, except for very small β. This behavior indicates a nearly
free oscillation of the vortex tip exposed to the RF field at the surface. The low-field dip in
ri(β) becomes more pronounced at low frequency γ = 0.004 for which a cusp at β ≈ 0.08
results from a depinning transition of the vortex tip from the pin cluster. Except for this
cusp feature, the effect of frequency on ri(β) is qualitatively similar to what is shown in Figs.
65 and 73 for bulk and surface pinning. The frequency dependence of ri(γ) vs γ calculated
at β = 0.01, 0.1, 0.3, l/λ = 10 for the case of κ = 10 and ζn = 1 for cluster pinning is shown
in Fig. 81. As β decreases, ri(γ) tend to zero at γ → 0 because β = 0.01  βd. However,
as β increases ri(γ) does not tend to zero at γ → 0 as β = 0.1, 0.3 > βd due to finite length
effect as explained in the sections 5.2.1 and 5.2.2.
5.3 LARKIN-OVCHINNIKOV INSTABILITY
The above results are applicable at weak RF fields for which the velocities of the vortex
tip v at the surface are much smaller than v0, and η is independent of v. As H increases,
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FIG. 81: ri(γ) vs γ calculated at β = 0.01, 0.1, 0.3, l/λ = 10 for the case of κ = 10 and
ζn = 1 for cluster pinning.
η(v) decreases with v. For a short vortex in a thin film with no pinning, the LO velocity
dependence of η(v) gives rise to an acceleration of a straight vortex driven by a uniform
current with J > η0v0/2φ0. Addressing the LO instability of a long elastic vortex driven
by a surface Meissner current raises the following issues: 1. What happens if a tip of the
elastic vortex moves faster than v0 while the rest of the vortex does not? 2. How is the LO
instability affected by bulk pinning? 3. What is the effect of the LO decrease of η(v) on the
dependencies of the RF losses on the field amplitude, frequency, and pinning strength? For
a vortex segment pinned by a single strong pin in bulk, some of these issues were addressed
previously [106] in chapter 4. In this work, we investigate the effect of bulk pinning on the
LO instability by solving Eqs. 120, 121 and 122 using Matlab [158] and the method of lines
[159]. In what follows, we show a few representative examples which illustrate the effect of
bulk pinning on the LO instability. Given the lack of experimental data on v0(T ) for Nb and
other superconductors at T  Tc, we solved Eqs. 120, 121 and 122 for different values of γ
and α = α0γ
2 = 1 and 10. The resulting v0 = f0λ/
√
α0 may cover the typical v0 ∼ 0.1 − 1
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FIG. 82: ri(β) calculated at l/λ = 10, κ = 2, for bulk pinning with ζn = 0.8, ni = 0.25λ
−3
for the case of γ = 0.01, α0 = 10
4, 105.
km/s near Tc [130] and take into account the observed decrease of v0 ∝ [D/τε]1/2 at low
temperatures [131, 160], where τε(T ) increases as T decreases [41]. We modeled the case of
both weak and strong pinning, represented by ζn = 0.08 and ζn = 0.8, respectively. Shown in
Figs. 82, 83 and 86 are ri(β) calculated at l = 10λ and different values of γ and α0 for bulk
pinning with ζn = 0.8 and the pin density ni = 0.25λ
−3. At the lowest frequency γ = 0.01
and α0 = 10
4 the Campbell length Lω = λ/
√
2πγ ≈ 4λ is about half of the vortex length
and the surface resistance decreases with β due to the decrease of the vortex viscosity with
v. This mechanism is similar to that was considered previously for a vortex pinned by a
strong single defect [106] in chapter 4 in section 4.3.
The behavior of ri(β) changes at higher frequencies, as shown in Figs. 83 and 86. Here
ri(β) becomes nonmonotonic, the peaks in ri(β) shifting to lower fields as α0 increases. At
the peak of ri(β) at β = βp, the maximum velocity of the vortex tip vm becomes of the
order of v0, but no LO jumps occur because of the restoring effect of the vortex line tension.
The increase of ri(β) with β at β < βp is due to the LO decrease of η(v) with v and the
resulting increase of a portion of the vortex length Lω ∼ [ε/η(v)ω]1/2 contributing to the
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FIG. 83: ri(β) calculated at l/λ = 10, κ = 2, for bulk pinning with ζn = 0.8, ni = 0.25λ
−3
for the case of γ = 0.4, α0 = 6.25, 62.5.
RF dissipation. As a result, Lω becomes of the order of the vortex length at β & βp, and
ri(β) decreases with β due to the decrease of η(v) with v [106] which is very similar to the
result discuss in chapter 4 in section 4.3. Once β exceeds βp, the dynamics of the vortex
tip changes drastically from nearly harmonic oscillations at β . βp to highly anharmonic
oscillations at β & βp. The amplitude of vortex oscillations increases greatly at β & βp
due to the reduction of the local drag force at v > v0. At β < βp, the bending oscillations
along the vortex are mostly confined within the elastic skin depth Lω which increases with v
due to LO reduction of η(v) and eventually becomes larger than l as vortex velocity exceed
v & v0 and η(v) drops rapidly. The effect of pinning becomes more pronounced at higher
frequencies because of the increase of the parameter α = α0γ
2 with γ. For instance, Figs.
84 and 85 show how vortex dynamics changes along y direction during the sharp drops in
Fig. 83. Movies correspond to Figs. 84 and 85 are given in [161]. Our simulations have also
shown that the nonlinear dynamics of the vortex β > βp becomes dependent on the vortex
mass. Here the peaks in ri(β) shift to higher β as γ increases. This is because α = α0γ
2
increases with frequency, and the effect of the vortex mass become more pronounced, so a
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FIG. 84: Dynamics of uy(x, t) at (a) before (β = 0.9055), (b) after(β = 0.9105) the jump for
the case of γ = 0.4, α0 = 6.25, in Fig. 83.
larger Lorentz force is required to accelerate the vortex tip above the LO velocity.
It turns out that neither the vortex line tension nor pinning can always suppress the LO
instability of a vortex in a film if α0 is large enough. For instance, Fig. 87 shows ri(β)
calculated at γ = 0.1 and the same pinning and materials parameters as in Fig. 82 with
α = α0γ
2 = 1. After the initial growth of ri(β) at small β similar to the one shown in Fig.
83, ri(β) jumps up at β = 0.23 at the onset of the LO instability for the entire vortex. This
behavior can be understood as follows. Once the velocity of a vortex tip exceeds v0, the local
vortex drag diminishes, further increasing v(x, t) and shear stress between the fast vortex
tip at x & λ and a slow part of the pinned vortex at x . λ. As β further increases, the
LO instability for the entire vortex develops at β ≈ 0.23 marked by the arrow in Fig. 87.
The vortex dynamics was simulated by slowly ramping up β(t) = 0.01t. At β = βp ≈ 0.16,
the velocity of the vortex tip v(0, t) exceeds v0 resulting in a hump in ri(β). As the velocity
increases, the nonlinear Campbell length Lω becomes larger than l due to LO decrease
of η(v) so the bending oscillations along the vortex extend all the way through the film
thickness, giving rise to the LO instability of the entire vortex at β > 0.23. This manifests
itself in a jumpwise increase of power dissipation which has been indeed observed in thin
superconducting films [1, 80, 126, 128–133]. Details of the vortex dynamics and movies of
the LO instability of a vortex in a film in the presence of bulk pinning are given in [161].
Consider now Ri(β) for weak pinning. Shown in Figs. 88 - 89 are ri(β) calculated
at different values of γ and α0. The behavior of ri(β) at higher frequencies (γ & 0.1) is
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FIG. 85: Dynamics of uy(x, t) at (a) before, (b) after the jump for the case of γ = 0.4,
α0 = 62.5, in Fig. 83 at (a) β = 0.334, (b) β = 0.335.
qualitatively similar to that is shown in Figs. 83 and 86 for strong pinning. Yet at low
frequencies ri(β) for weak pinning increases with β while ri(β) for strong pinning decreases
with β. The reason for these different behaviors of ri(β) could be understood as follows. At
γ = 0.01, we have Lω ' l/2, so the vortex driven by the surface RF current oscillates as a
nearly straight stick. For strong pinning, the velocity of the vortex is mostly determined by
the balance of the Lorentz and pinning forces. In this case, v(t) can exceed v0 without the
LO instability suppressed by pinning up to higher β, and the surface resistance decreases
with β due to the LO decrease of the viscous drag with v all the way to v  v0. By
contrast, for weak pinning, the velocity v(t) is mostly controlled by the Lorentz and viscous
drag forces’ balance, so v(β) can only increase up to ' v0. Here Ri can be calculated by
neglecting pinning and bending distortions of the vortex and using the force balance for a




Hence, v(t) = v0β̃/[1 + (1− β̃2)1/2], where β̃(t) = β1 sinωt and β1 = 2Hφ0/η0v0l. From the





















FIG. 86: ri(β) calculated at l/λ = 10, κ = 2, for bulk pinning with ζn = 0.8, ni = 0.25λ
−3
and γ = 1, α0 = 1, 10.
where Ri(0) = φ
2
0n/η0l and n is the mean density of trapped vortices. The surface
resistance given by Eq. 131 increases with β as shown by the dashed line in Fig. 88. The
model captures the behavior of ri(β) calculated from Eqs. 120 and 121, the agreement
between the model and the numerical results improves as ζn decreases.
5.4 RF OVERHEATING
At high vortex velocities the Joule overheating can mask the LO decrease of Rs(H) even
at small density of vortices. To show how this comes about we use a thermal feedback model
to calculate the lattice temperature T (H) at the surface exposed to the RF field [4] which








Equation (133) does not take into account temperature variations around sparse vortex
hotspots [78], replacing them with R̄i averaged over the surface. At T  Tc and ~ω  ∆
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FIG. 87: ri(β) calculated for bulk pinning at l/λ = 10, κ = 2, ζn = 0.8, ni = 0.25λ
−3,
γ = 0.1, and α0 = 100. The arrow shows the onset of the LO instability.
FIG. 88: ri(β) calculated at l/λ = 10, κ = 2 for bulk pinning with the pin density ni =
0.25λ−3 and: (a) γ = 0.01, α0 = 10
4, ζn = 0.08 (1), ζn = 0.04 (2) and the dashed line
given by Eqs. 131 and 132 with β1 = 2βα
1/2
0 λ/l = 20β. The end points of the curves ri(β)
correspond to the LO instability.
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FIG. 89: ri(β) calculated at l/λ = 10, κ = 2 for bulk pinning with the pin density ni =
0.25λ−3 and: (a) γ = 0.4, α0 = 6.25, ζn = 0.08 (b) γ = 1, α0 = 1, ζn = 0.08.
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Consider weak overheating θ = (T − T0)/T0  1 for which RBCS(T ) ' RBCS(T0) exp[(T −
T0)∆/kBT
2
0 ], while weaker dependencies of Ri, αK and kt on T can be neglected. Then Eq.
















where a = ∆/kBT0, the factor h is proportional to the mean density of trapped vortices,
and all parameters in h and s are taken at T = T0. For Nb cavities screened to a few % of
the Earth magnetic field, h typically ranges from 0.1− 0.5 and raises to & 10 for unscreened
cavities at 2 K and 1-2 GHz [2, 3] The solution of Eq. 135 determines a non-isothermal









For Nb with d = 3 mm, k = 7 W/mK, αK = 2.5 kW/m
2K, RBCS(T0) = 20 nΩ, κ = 2,
Bc1 = Bc(lnκ + 1/2)/
√
2κ ≈ 84 mT, Bc = 200 mT, ∆/kB ' 17.7 and f0 ≈ 37 GHz gives
s = 43, a = 11, and γ = 0.04 at f = 1.5 GHz and T0 = 1.6 K. For Nb3Sn at T0 = 4.2 K,
1− 2 GHz, RBCS(T0) ' 20 nΩ, λ = 111 nm, Bc1 ' 49 mT, k ' 10−2 W/mK, ∆/kB ' 34 we
have a ≈ 8, f0 = 175 GHz and s ' 395 at d = 3 µm.
At low fields for which v(t)  v0, the velocity dependence of η(v) is negligible. In this
case a non-isothermal Rs(H) calculated from Eqs. 135 and 137 is shown in Fig. 90, where
γ = 0.04, and Ri(β) for Nb at T0 = 1.6 K is taken from Fig. 64 (b). Heating causes an
upturn of Rs(H) at higher fields, masking the saturation of Ri(H) shown in Fig. 64 (b).
At small flux densities Rs(H) appears nearly linear even at field above which the isother-
mal Ri(H) becomes constant. This behavior of Rs(β) at β < 1 can be understood by
expanding Eq. 135 in aθ . 1 at low fields: θ = [1 + hri(β)/ri(0)]β2/(s − aβ2), where we





The upturn in Rs(β) comes from the decrease of the denominator in Eq. 138 with β, which
describes the effect of thermal feedback on Rs(H) at low fields [47, 78].
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FIG. 90: Non-isothermal Rs(β) calculated from Eqs. 135 and 137 for Nb at T0 = 1.6 K,
γ = 0.04, s = 43, a = 11 and Ri(β) taken from Fig. 64 (b).
Now we turn to the effect of overheating on the descending Rs(H) caused by the LO
decrease of η(v) with v. Shown in Fig. 91 (a) are Rs(β) for different trapped flux densities
∝ h calculated from Eqs. 135 and 137 for a dirty Nb with λ = 91 nm, l = 0.235ξ0, ξ = 17
nm, κ = 5.35, ρn = 1 nΩm, v0 = 136 m/s, α0 = 6.25, ζn = 0.8, γ = 0.4 corresponding to
f = 1.5 GHz, and the same thermal parameters and RBCS as above. Clearly, the overheating
masks the descending Ri(β) and results in the raise of Rs(β) at higher fields. Here the end
points of the curves Rs(β) correspond to the thermal breakdown field Hb above which Eq.
135 has no solutions due to weak overheating θ > θc = kBT0/∆ 1 [4].
For a cleaner Nb, the overheating may not fully mask the descending Ri(H), as shown in
Fig. 91 (b). Here Rs was calculated at α0 = 100, γ = 0.04 at f = 1.5 GHz. The descending
Rs(H) persists at all h up to the end points β ≈ 0.5 of the curves Rs(β) at which the vortex
segment in a film becomes LO unstable.
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FIG. 91: Non-isothermal Rs(β) calculated from Eqs. 135 and 137 for: (a) γ = 0.4, α0 = 6.25,
(b) γ = 0.04, α0 = 100. In both cases, ζn = 0.8, s = 43 and a = 11. The end points of the
curves Rs(β) correspond to the thermal breakdown in (a) and to the LO instability in (b).
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5.5 SUMMARY AND DISCUSSION
Sparse trapped vortices moving through a random pinning landscape can produce rather
nonsystematic field dependencies of the local surface resistance for different pin configura-
tions with the same volume density ni. Such strong fluctuations of Ri(β) are manifestations
of mesoscopic effects in depinning of trapped elastic vortex driven by a surface RF current.
Yet the global surface resistance R̄i(H) obtained by averaging the local Ri(H) over different
pin configurations exhibits a consistent linear increase of R̄i with H at small fields and lev-
eling off at higher fields. As the frequency increases, R̄i(H) becomes independent of H and
the pinning strength. Here R̄i(H) increases linearly with the frequency at small ω, indicating
that the RF losses mostly come from hysteretic depinning, unlike the quadratic dependence
Ri(ω) ∝ ω2 for small-amplitude vortex oscillations [157].
As H increases, the velocity dependence of the vortex drag can result in a nonmonotonic
field dependence of R̄i(H) if the tip of a trapped vortex moves faster than the LO critical
velocity. Bending rigidity of the vortex and pinning suppress the LO instability up to a
certain field, yet we observed vortex jumps in thick films at higher fields, even in the case of
strong pinning. Understanding nonlinear RF losses of trapped vortices in films is important
for increasing the quality factors, and the RF breakdown field by multilayer coating [13, 26,
163–165] or deposition of thick (l  λ) Nb3Sn films onto the inner surface of Nb cavities
[166, 167]. In this work, we did not observe a dynamic shape instability of the vortex due to
the LO decrease of η(v), which requires going beyond the approximation of small bending
distortions in Eqs. 120-121 and take into account nonlinear elasticity of the vortex [106].
Investigations of trapped vortices driven by a strong surface ac Meissner currents could
address outstanding issues of the nonlinear viscous drag at low temperatures. Because sparse
vortices are driven by Meissner currents, these effects are masked by heating effects to a much
lesser extent than in the DC or pulse transport measurements [1, 80, 126, 128–133]. Yet, our
results show that the RF heating may still mask the manifestations of the LO decrease of
η(v) with the vortex velocity. Addressing this problem requires measurements of Rs(H) at
lower frequencies. Other complications can result from the inhomogeneous distribution of the
electron and lattice temperature around hotspots caused by trapped vortices [46, 78, 79, 127].
Measurements of Rs at low T can offer an opportunity to extract the LO critical velocity
v0(T ) at T  Tc, where it may be significantly lower than v0 at T > 0.5Tc [131, 160].
The field-induced microwave reduction of Ri(H) resulting from the decrease of the viscous
drag with the vortex velocity can contribute to the decrease of Rs(H) observed on Nb
resonator cavities [7–11, 151]. Other contributions to this counterintuitive effect can come
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from the nonlinear quasiparticle conductivity [148] which can be tuned by pairbreaking
effects of magnetic impurities and proximity-coupled oxide layer at the surface [149, 162].
The vortex contribution can be separated from other contributions by measuring Rs at
different frequencies and densities of trapped flux. For instance, this work shows that the
vortex microwave reduction of Ri(H) becomes more pronounced as the frequency increases
[106]. Given the extreme sensitivity of high-Q resonant cavities, the relevant densities of





This work reports numerical calculation of losses of trapped vortices under strong RF 
Meissner current and DC superheating field in type-II superconductors. Numerical calcu-
lations of the superheating field of a nanostructured superconductor are carried out within 
Ginzburg-Landau (GL) theory. We proposed two methods; the first method uses the ramp-
ing function of the applied field H(t) with the time and calculate the normalized order 
parameter f at each time step by introducing the ∂f/∂t to static GL equations and stopped 
as instability grows on f at H > Hsh. In contrast, the second method uses mapping of 
the linear stability problem onto a one-dimensional eigenfunction problem used in [19–22] 
to calculate the superheating field of a bulk superconductor with a thin impurity diffusion 
layer. It has been shown that S-S and S-I-S structures play a significant role in enhancing the 
superheating field well above their clean limit. Optimal layer arrangements for S-S structure 
with κ = 10 and αγ = 0.2, 0.5, 0.8 are ld/ξ∞ = 4, 5, 10 with enhancement of Hsh ∼ 5%, 9%
and 19% respectively. The S-I-S structure results also indicate that a thin layer of dirty 
profile or high Tc material on a low Tc material can further increase the superheating field. 
Instability occurs at the 2nd boundary for small d values if κ1 > κ2 in S-I-S structure. A thin, 
dirty layer of Nb3Sn with a thickness of 9ξ2 with κ = 45 on Nb3Sn could enhance Hsh by 1.1 
times higher than its bulk while S-I-S structure with 4ξNb layer of Nb3Sn on Nb substrate 
can boost the superheating field up to 2.2 times higher than its bulk value of Nb. However, 
how surface features on a superconductor affect the dynamic superheating field remains an 
open question.
The dynamics of magnetic vortices driven by electric currents and interacting with pin-
ning centers determine the fundamental electromagnetic properties of superconductors in 
a magnetic field. We presented the extensive simulations of the nonlinear dynamics of a 
single vortex under a strong RF magnetic field. The strongly oscillating vortex segment’s 
power dissipated was calculated considering the nonlinear line tension of the vortex, nonlin-
ear Larkin-Ovchinnikov viscous drag force, and the vortex mass at different RF frequencies. 
At low frequencies Ri(H) gradually increases with the field, but as the frequency increases 
Ri(H) becomes a non-monotonic function of H, which decreases with H higher fields. The 
behavior of Ri(H) with the field can also tune by varying the concentration of nonmagnetic
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impurities, making the field-induced reduction of Ri(H) more pronounced as the surface gets
dirty. It is shown that, as the surface gets dirty or as frequency increases, the drop on Ri(H)
with H shifts to lower fields with H  Hc1. As the field increases and the vortex velocity
v  v0, dynamic kinks along the vortex line start to develop and eventually give rise to
a shape instability as the solution to the force balance Eq. (96) can hold no longer. This
happened at low frequencies at a field H  Hc1 while it is much larger (H  Hc1) as the
frequency increases. The question about the dynamic vortex states above the teardown field
threshold cannot be addressed using Eq. 96. For instance, the jump in u(x, t) shown in the
Fig. 58 may turn into expanding vortex core kinks if the vortex is simulated using the TDGL
equations, which calculate self-consistently both the vortex core structure and the nonlinear
bending distortions of the moving vortex driven by the surface current. However, given that
the TDGL equations do not explicitly incorporate the LO instability, TDGL equations may
not be sufficient for a complete description of the dynamic vortex kinks.
The second boundary condition in Eq. 97 describes a vortex pinned by a strong defect,
but it is also possible that the vortex is attracted to many defects. In this case, the re-
sult could be very sensitive to the elementary pinning force of the defect. This behavior is
modeled in chapter 5 where sparse trapped vortices were moving through a random pinning
landscape driven by a strong ac magnetic field H(t) = H sinωt parallel to the surface of a
superconducting film. Our numerical result shows that such dynamics can produce rather
nonsystematic field dependencies of the local surface resistance for different pin configura-
tions with the same volume density ni. Nevertheless, the global surface resistance R̄i(H)
exhibits a consistent linear increase of R̄i with H at small fields, which indicates that the RF
losses mostly come from hysteretic depinning and leveling off at higher fields irrespective of
the pinning configurations. As the frequency increases, R̄i(H) becomes independent of H and
the pinning strength. The frequency dependence of ri(γ) changes as pinning becomes weaker
and show a non-zero dissipation at γ → 0. This result is due to the finite length effect in
which the net Lorentz force exceeds the total maximum depinning force resulting in vortex
movement under a parallel dc magnetic field H  Hc1. As the field increases, Bardeen-
Stephen viscous vortex drag is no longer applicable, and nonlinear Larkin-Ovchinnikov vis-
cous drag coefficient η(v) needs to be considered. Our numerical results showed that the
decrease of η(v) with the vortex velocity v can produce a non-monotonic field dependence
of Ri(H) which decreases with H at higher fields at a higher frequency. At low frequency
and strong pinning, the field dependence Ri(H) starts to decrease with H while it increases
when the pinning strength is weak. Our simulations also show that the decrease of η(v) with
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v can cause instability of a curvilinear pinned vortex in a film much thicker than the London
penetration depth, and overheating can mask the descending field dependence of Ri(H) as
the frequency increases.
This counterintuitive effect of field-induced microwave reduction of Ri(H) resulting from
the decrease of the viscous drag with the vortex velocity can contribute to the decrease of
Rs(H) observed on Nb resonator cavities, which suggest that trapped vortices could con-
tribute to the extended Q(H) rise observed on Nb cavities [7–11]. Transport measurements
of η(v) in thin films at T  Tc and v ∼ v0 are enormously complicated by strong heating
effects produced by rapidly moving vortices driven by current densities at about the depair-
ing limit. By contrast, measurements of the field-dependent surface resistance at T  Tc
at a low density of trapped vortices controlled by the applied dc magnetic field B0 opens
up an opportunity to reveal the behavior of η(v) and extract the critical velocity v0 in Eq.
70 at T  Tc. This could be done by fitting the observed Ri with Eq. 105 and 109 or a
more general Eq. 108 at low frequencies for which heating effects are significantly reduced
as compared to the conventional transport experiments.
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[70] S. Guénon, Y. Rosen, A. C. Basaran, and I. K. Schuller, Appl. Phys. Lett. 102, 252602
(2013).
[71] M. Motta, F. Colauto, W. Ortiz, J. Fritzsche, J. Cuppens, W. Gillijns, V. Moshchalkov,
T. Johansen, A. Sanchez, and A. Silhanek, Appl. Phys. Lett. 102, 212601 (2013).
[72] Q. Le Thien, D. McDermott, C. Reichhardt, and C. Reichhardt, Phys. Rev. B 96,
094516 (2017).
[73] A. Campbell and J. Evetts, Adv. Phys. 21, 199 (1972).
[74] R. Willa, V. B. Geshkenbein, and G. Blatter, Phys. Rev. B 93, 064515 (2016).
[75] A. Campbell, J. Phys. C: Solid State Physics 2, 1492 (1969).
[76] R. Prozorov, R. Giannetta, N. Kameda, T. Tamegai, J. Schlueter, and P. Fournier,
Phys. Rev. B 67, 184501 (2003).
[77] R. Willa, V. B. Geshkenbein, and G. Blatter, Phy. Rev. B 92, 134501 (2015).
[78] A. Gurevich and G. Ciovati, Phys. Rev. B 77, 104501 (2008).
[79] M. N. Kunchur, Phys. Rev. Lett. 89, 137005 (2002).
[80] M. N. Kunchur, B. Ivlev, and J. Knight, Phys. Rev. Lett. 87, 177001 (2001).
[81] V. V. Schmidt, The Physics of Superconductors: Introduction to Fundamentals and
Applications (Springer Science & Business Media, 2013).
[82] A. A. Abrikosov, J. Phys. Chem. Solids 2, 199 (1957).
[83] H. Suderow, I. Guillamón, J. Rodrigo, and S. Vieira, Supercond.Sci. Technol. 27,
063001 (2014).
[84] J. G. Bednorz and K. A. Müller, Z. Phys. B 64, 189 (1986).
[85] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).
[86] A. B. Pippard and W. L. Bragg, Proceedings of the Royal Society of London. Series
A. Mathematical and Physical Sciences 216, 547 (1953).
133
[87] M. Checchin, Physics of Limiting Phenomena in Superconducting Microwave Res-
onators: Vortex Dissipation, Ultimate Quench and Quality Factor Degradation Mech-
anisms, PhD dissertation, Illinois Institute of Technology (2016).
[88] V. L. Ginzburg and L. D. Landau, Zh. Eksp.Teor. Fiz. 20, 1064 (1950).
[89] L. D. Landau, Zh. Eksp. Teor. Fiz. 11, 19 (1937).
[90] T. S. Larsen, Type II Superconductivity-Studied by the Ginzburg-Landau Equation, Mas-
ter thesis, Technical University of Denmark (2005).
[91] C. Bean and J. Livingston, Phys. Rev. Lett. 12, 14 (1964).
[92] G. Ciovati, arXiv:1501.07398 (2015).
[93] V. Galaiko, Sov. Phys. JETP 50, 717 (1966).
[94] T. Yogi, G. Dick, and J. Mercereau, Phys. Rev. Lett. 39, 826 (1977).
[95] A. J. Dolgert, S. J. Di Bartolo, and A. T. Dorsey, Phys. Rev. B 53, 5650 (1996).
[96] J. Gao, The Physics of Superconducting Microwave Resonators, PhD dissertation, Cal-
ifornia Institute of Technology (2008).
[97] D. C. Mattis and J. Bardeen, Phys. Rev. 111, 412 (1958).
[98] J. D. Jackson, Classical Electrodynamics, 3rd ed. (Wiley).
[99] J. Zmuidzinas, Annu. Rev. Condens. Matter Phys. 3, 169 (2012).
[100] C. Antoine, Materials and Surface Aspects in The Development of SRF Niobium Cav-
ities, Tech. Rep. (2012).
[101] F. Barkov, A. Romanenko, and A. Grassellino, Phys. Rev. ST Accel. Beams 15, 122001
(2012).
[102] Y. Trenikhina, A. Romanenko, J. Kwon, J.-M. Zuo, and J. Zasadzinski, J. Appl. Phys.
117, 154507 (2015).
[103] P. Dhakal, Open Phys. 5 (2020).
[104] J.-M. Vogt, O. Kugeler, and J. Knobloch, Phys. Rev. ST Accel. Beams 18, 042001
(2015).
134
[105] S. Posen, M. Checchin, A. Crawford, A. Grassellino, M. Martinello, O. Melnychuk,
A. Romanenko, D. Sergatskov, and Y. Trenikhina, J. Appl. Phys. 119, 213903 (2016).
[106] W. Pathirana and A. Gurevich, Phy. Rev. B 101, 064504 (2020).
[107] T. Proslier, J. F. Zasadzinski, L. Cooley, C. Antoine, J. Moore, J. Norem, M. Pellin,
and K. Gray, Appl. Phys. Lett. 92, 212505 (2008).
[108] B. Joesphson, Phys. Lett. 1, 251 (1962).
[109] B. D. Josephson, Rev. Mod. Phys. 46, 251 (1974).
[110] A. Gurevich, “General aspects of superconductivity,” (2007), presented at SRF Work-
shop, Beijing, China.
[111] J. Bardeen and M. Stephen, Phys. Rev. 140, A1197 (1965).
[112] P. G. De Gennes and J. Matricon, Rev. Mod. Phys 36, 45 (1964).
[113] N. Kopnin and A. Lopatin, Phys. Rev. B 51, 15291 (1995).
[114] H. Suhl, Phys. Rev. Lett. 14, 226 (1965).
[115] J. H. Han, J. S. Kim, M. J. Kim, and P. Ao, Phys. Rev. B 71, 125108 (2005).
[116] E. Chudnovsky and A. Kuklov, Phys. Rev. Lett. 91, 067004 (2003).
[117] D. Golubchik, E. Polturak, and G. Koren, Phys. Rev. B 85, 060504 (2012).
[118] K.-H. Bennemann and J. B. Ketterson, Superconductivity: Volume 1: Conventional
and Unconventional Superconductors Volume 2: Novel Superconductors (Springer Sci-
ence & Business Media, 2008).
[119] T. Matsushita, Flux Pinning in Superconductors (Berlin:Springer), 2007).
[120] R. N. Bhattacharya and M. P. Paranthaman, High Temperature Superconductors (John
Wiley & Sons, 2011).
[121] A. Gurevich and L. D. Cooley, Phys. Rev. B 50, 13563 (1994).
[122] L. Embon, Y. Anahory, A. Suhov, D. Halbertal, J. Cuppens, A. Yakovenko, A. Uri,
Y. Myasoedov, M. L. Rappaport, M. E. Huber, et al., Sci. Rep. 5, 7598 (2015).
135
[123] A. Gurevich, Supercond.Sci. Technol. 20, S128 (2007).
[124] A. Larkin and Y. Ovchinnikov, Sov. Phys. JETP 41, 960 (1975).
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APPENDIX A
DETECTION OF SUPERHEATING FIELD AND CRITICAL
MOMENTUM USING FREE ENERGY MINIMIZATION
The GL free energy of a dirty superconducting sample occupying the half-space x > 0 is
given by,
F (f, q) =
∫
−|f |2 + |f |4/4 + Sγ(∇f)2/κ2 + Sγf 2q2 + (∇× q)2 dxdy, (139)
where f is the amplitude of the superconducting order parameter, q is the gauge-invariant
vector potential (h = ∇× q). By taking second variation in free energy,




(∇δf)2 +4Sγfδfq.δq+Sγf 2(δq)2 +(3f 2 +Sγq2−1)(δf)2 +(∇×δq)2 dxdy.
(140)
Expanding in Fourier modes with respect to y,

































































FIG. 92: δ2F vs k for different h for the case of ld/ξ∞ = 17 and αγ = 0.5, κ = 10.












































Sγf 2 + k2 − E
, (145)
























Sγf 2 + k2 − E
)
+ 2fqSγδf + Sγf
2δqy = Eδqy. (147)
At Superheating field E = 0, then Eqs. 141, 146 and 147 can be re written as in Eqs. 148,
82 and 83. Eq. 82 to Eq. 85 can be solved as a boundary value problem in Matlab for
different k and Ha values using f
′(0) = 0, q′(0) = Ha, δf(0) = δqy(0) = 1, f(L) = 1, q(L) =
0, δf(L) = δqy(L) = 0 as boundary conditions until condition
dδ2F
dk
= 0 and δ2F = 0 satisfied.
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Then the corresponding h and k that meets the above conditions are known as the Hsh and
kc respectively. Figure 92 shows δ
2F vs k for different applied field h = Hsh√
2Hc
, for the case
of ld/ξ∞ = 17 and αγ = 0.5, κ = 10. Then, the corresponding Hsh/Hc ≈ 0.97581 and











−1)(δf)2 + 4Sγfδfqδqy +Sγf 2δq2y +
Sγf
2





GINZBURG-LANDAU FORMULATION FOR S-I-S
STRUCTURE
This appendix provide detail numerical formulation for GL formulation for the case of 
thin high Tc superconducting layer on top of a low Tc superconductor (Eqs.92- 93 ). The 
derivation of Eq.90 and 91 are very similar to the below formulation except in that case we 
use the fact that Hc is same for both side. Our starting point is the GL equations,



























Following normalization is used,
|ψ∞|2 = −α2β2 ,
ψ1
|ψ∞| = f1, ∇ =
∇′
ξ2








Note that the subscript 1 and 2 denotes the thin and bulk superconducting layer which














. Since φ0 =
2π~c
e∗
, |ψ∞|2 = −α2β2 , ξ1 =
√
γ1~2
|α1| and by removing the






we can simplify the Eq. 149 as below.








f1 = 0. (152)


















and taking f1 = f1e














By taking f1 = f1e
iθ and using Eq. 153, the Eq. 152 can be written as,








(∇× h1)2 = 0. (154)
Now lets use the temperature dependence on α and β as below [41].





where, t = T/Tc, A =
7×1.202
8π2
and ν(0) is the single-spin density of state at Fermi level. By
using λ = c
2β
32πe2γα















DERIVATION OF u(x, t) AND u̇ (x, t) AT γ  1
Integration of Eq. 106 yields:




1− β2t (1− e−x)2
. (158)
Taking here g = 1− e−x, we have:








where xl = 1− e−l. Then we differentiate Eq. 159 with respect to t:




(1− g)(1− β2t g2)3/2
. (160)
Integrations of Eqs. 159 and 160 give:









(1− β2t )(1− s2)
1− βtsl +
√





















(1− β2t )(1− s2)
1− βtsl +
√
(1− β2t )(1− s2l )
]
, (162)


















LO INSTABILITY FOR A STACK OF PANCAKE VORTICES








Here the vortex mass is neglected, and the spring constant k results from interaction of









, y . min(λ, λJ), (165)
where ε0 = φ
2
0/4πµ0λ
2. The spring term ky in Eq. 164 is a mean field approximation of
a restoring force taking into account both the Josephson interaction of pancakes on the
neighboring layers and the long-range magnetic interactions of pancakes on different layers
[145–147]. In Eq. 164 this magnetic interaction is approximated by a parabolic magnetic
cage potential [147] represented by the first term in the brackets in Eq. 165.
Consider a high frequency limit kyn  η0v0 in which the amplitudes of oscillations of
pancakes are small and the spring term can be neglected. Then the solution of the quadratic







where hn(t) = hn sinωt and hn = (2Hφ0/λη0v0)e
−sn/λ. Integration of Eq. 166 gives the
following expression for the time-dependent displacement yn(t) =
∫ t
0
vn(t)dt of the n-th












(1− h2n sin2 ωt)1/2 + cosωt
]
. (167)
















The above solutions for yn(t) exist only below the LO threshold hn < 1 on each layer. The
LO instability first occurs on the layer closest to the surface (n = 1). Setting h1 → 1 in Eq.





For v0 = 10 − 100 m/s and f = 1 GHz, the amplitude ymax ' 10 − 100 nm is smaller than
typical values of λ = 150− 200 nm in cuprates at T = 0.
The elastic term in Eq. 164 is negligible if η0v0/2 kymax, that is,
f  k/η0. (170)
In very anisotropic superconductors (like Bi2Sr2Ca2Cu3O10+δ or Bi2Sr2CaCu2O8+δ) the
Josephson length λJΞ
1/2 ' 700−800 nm exceeds λ ' 200−400 nm, in which case λ−2  λ−2J
in Eq. 165 and the spring constant k ∼ ε0/λ2 at y . λ is mostly determined by the magnetic
interaction of vortex pancakes. Assuming that the Bardeen-Stephen η0 is applicable, we can
re-write the condition (170) as follows:
f  fp ∼ ρnξ2/µ0λ4. (171)
Taking here ρn ' 1 µΩ·m, λ ' 200 nm, ξ = 1.5 nm for Bi2Sr2Ca2Cu3O10+δ at T = 0,
we get fp ' 1 GHz. Here fp(T ) decreases with T and vanishes at Tc. Even though the
elastic restoring forces have little effect on un(t) at f  fp, they nevertheless hold the vortex
pancake stack together in the rf field.











For Bc2 = 100 T, λ = 200 nm, ρn = 1µΩ·m, and v0 = 1−100 m/s, we obtain Bk ' (10−2−1)
mT, which can be below Bc1 parallel to the ab planes in YBa2Cu3O7−δ.
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APPENDIX E
DERIVATION OF POWER DISSIPATION (EQ.114)



























U(X, Y, Z)− Y FL
]
dX. (174)
From Eqs. 173 and 174, it follows that:
η∂tY = ε∂XXY − ∂YU + FL, (175)
η∂tZ = ε∂XXZ − ∂ZU. (176)
Multiplying Eqs. 175 and 176 by vy = ∂tY and vz = ∂tZ, adding them and integrating over
X and t, yields ∫ l
0




〈∂XXY ∂tY + ∂XXZ∂tZ〉dX, (177)









[Az(X,n) cosnωt+Bz(X,n) sinnωt], (179)
Substituting Eqs. 178 and 179 in the r.h.s. of Eq. 177, we observe that all terms proportional








Bz∂XXAz − Az∂XXBz]dX. (180)
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Because of the boundary condition ∂XY = ∂XZ = 0 at the surface or Y = Z = 0 at a strong




〈ηv2 − Fp · v〉dX =
∫ l
0
〈v · FL〉dX. (182)
The power results from the work against the viscous and pinning forces, including hysteretic
Fp for strong pinning.
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