We consider the rooted orienteering problem: Given a set P of n points in the plane, a starting point r ∈ P , and a length constraint B, one needs to find a path starting from r that visits as many points of P as possible and of length not exceeding B. We present a (1 − ε)-approximation algorithm for this problem that runs in n O(1/ε) time; the computed path visits at least (1 − ε)k opt points of P , where k opt is the number of points visited by an optimal solution. This is the first polynomial time approximation scheme (PTAS) for this problem. The algorithm also works in higher dimensions.
Introduction
Consider a traveling salesperson who has a fixed amount of gasoline and wants to maximize the number of customers visited under this constraint. This is an instance of the orienteering problem that requires us to design a network that visits a maximum number of points, subject to an upper bound on the total length of the network. This problem is "dual" to the classical k-TSP problem [Aro98, Mit99, Gar05] , which asks for a minimum length path visiting at least k points.
In this paper, we consider the rooted path orienteering problem in the plane, specified by P , r, and B, where P is a set of n points in the plane, r is the starting point, and B > 0 is the maximum length allowed. The solution to this problem is a path that starts at r and visits as many points as possible of P , such that the path length does not exceed B. The effect of fixing the starting point is significant as far as approximation algorithms are concerned. Indeed, approximation algorithms for k-TSP extend easily to the unrooted orienteering problem, where there is no fixed starting point, while the approximation algorithm for the rooted orienteering problem is more challenging. The difficulty stems from the fact that an optimal path may visit a large number of points that lie in a small cluster at a distance nearly B from r, thus making it difficult to visit at least a large fraction of these points unless the path is very efficient [AMN98] .
Some related problems include the prize-collecting traveling salesman problem and the vehicle routing problem. They arise from real world applications such as delivering goods to locations or assigning technicians to maintenance service jobs. A substantial amount of work on heuristics for these problems can be found in the operations research literature [TV02] .
Arkin et al. [AMN98] were the first to design approximation algorithms for the rooted orienteering problem. They considered the rooted orienteering problem for points in the plane when the underlying network is a path, a cycle, or a tree. Their algorithms provide a 2-approximation for the rooted path orienteering problem, and a 2 (resp. 3) approximation when the networks considered are cycles (resp. trees). Blum et al. [BCK + 03] proposed the first constant-factor approximation algorithm for the rooted path orienteering problem when the points lie in a general metric space. Bansal et al. [BBCM04] improved the approximation factor to 3. Arkin et al. [AMN98] asked whether a better approximation is possible in Euclidean spaces.
One difficulty in assailing this problem is the relative lack of algorithmic tools to handle rigid budget constraints. Since the development of (1+ε)-approximation algorithms for TSP [Aro98, Mit99] , a large class of the problems that aim to minimize the tour length, subject to certain constraints on the points visited by the tour have been resolved. See the surveys by Mitchell [Mit00] and Arora [Aro03] for further information. In contrast, the behavior of the optimization problems that seek to maximize some function on the points visited, subject to constraints on the length of the path used or the timespans the points are being visited [BES05, BBCM04, CP05] are not as well understood.
The main idea in the previous approximation algorithms for the orienteering problem [AMN98, BCK + 03, BBCM04] was to transform an approximation algorithm for the rooted k-TSP problem into an approximation algorithm for the orienteering problem. In particular, Blum et al. [BCK + 03] formulated the notion of the excess for a path (which is defined to be the difference between the length of a path and the distance between the endpoints of the path), and then combined dynamic programming with the use of k-TSP to obtain an algorithm for orienteering in a metric space. These techniques were also implicitly used in the work of Arkin et al. [AMN98] .
Our results. To obtain a PTAS for the orienteering problem, we extend the concept of the excess of a path into the u-excess of a path, which is (loosely) the difference in lengths between π and the best approximation to π by a polygonal line having u vertices, see Figure 1 . (Therefore, the previous notion of excess is 2-excess in our notation.)
To this end, we revisit the rooted k-TSP problem in the plane, and show that Mitchell's algorithm [Mit99] computes an (ε, u)-approximation for rooted k-TSP; that is, the algorithm outputs a rooted path of length ≤ π + ε · E π,u , where π is any path that starts from the root and visits k points, π denotes the length of π, and E π,u is the u-excess of π. Note that the quantity E π,u might be smaller than π by several orders of magnitude. Therefore, we show that Mitchell's algorithm provides a much tighter approximation for k-TSP than what was previously known. See Section 3.
Armed with the new approximation algorithm for k-TSP, it is now possible to reduce
Figure 1: (i) The segment σ is the 2-skeleton of the path π. The 2-excess of π, namely E π,2 , is the difference between the length of π and the length of σ.
(ii) The polygonal line τ forms a 6-skeleton of π. The 6-excess of π, namely E π,6 , is at most π − τ .
the orienteering problem to an instance of k-TSP. The PTAS for orienteering is presented in Section 5. The rest of the paper is organized as follows. Section 2 defines the problem. Section 3 presents the new analysis of Mitchell's algorithm. Section 4 extends the new k-TSP algorithm into higher dimensions by combining Mitchell's technique and Arora's k-TSP algorithm. Section 5 gives the PTAS for the orienteering problem. We conclude in Section 6.
Problem statement and definitions
Let π = p 1 , p 2 , . . . , p k be a path that visits k points of P , starting at p 1 and ending at p k . The length of π is denoted by π = k−1 i=1 p i+1 − p i . More generally, for a collection S of segments, S denotes the total length of segments in S. Let 1 = i 1 < . . . < i u = k be a sequence of u ≤ k integers. The path p i 1 , p i 2 , . . . , p iu is a u-skeleton of π. The optimal u-skeleton of π is the u-skeleton of π with maximum total length, denoted by S u opt (π). See Figure 1 .
The u-excess of a path π is the difference between the length of π and its optimal uskeleton, that is, E π,u = π − S u opt (π) . Note that the u-excess of π may be considerably smaller than the length of π.
Given a set P of n points and a starting point r ∈ P , the rooted k-TSP problem is to find a shortest path that visits k points of P starting at r. An (ε, u)-approximation to the rooted k-TSP is a path φ that visit k points of P starting at r, such that the length of φ is no more than T + ε · E T,u , for any path T that visits k points of P starting at r.
Definition 2.1 (The rooted orienteering problem.) Given a set P of n points, a budget B, and a starting point r ∈ P , the rooted orienteering problem is to find a path ω opt that visits as many points of P as possible, under the constraint that the length of ω opt is at most B. Let k opt denote the number of points visited by ω opt . A (1 − ε)-approximation to the rooted orienteering problem is a path ω (starting at r) that visits at least (1 − ε)k opt points of P , such that the length of ω is at most B. 3 An (ε, u)-approximation algorithm for k-TSP
In this section, we present an (ε, u)-approximation algorithm for k-TSP. The algorithm is the k-TSP algorithm of Mitchell [Mit99] , and our contribution is the new tighter analysis of its performance (see Section 3.3). In the following, we first review Mitchell's algorithm and then present our new improved analysis.
Preliminaries
In the following, m is a fixed constant. We assume, without loss of generality, that the points of P all have distinct x and y coordinates, and P is contained in an axis-parallel square Q. Let π be a given path visiting k points of P .
Definition 3.1 A closed, axis-parallel rectangle w is a window if w ⊆ Q. The extent of a window w is the larger of the width and height of w, and is denoted by ∆ w . Let π(w) denote the subset of π consisting of the union of segments of π having at least one endpoint inside (or on the boundary of) w. Given a collection S of segments, we slightly abuse notations and denote the set of segments of S clipped to w by S ∩ w. See Figure 2 . A line is a cut for π, with respect to w, if is a horizontal or vertical line and intersects w; is an m-perfect cut for π, with respect to w, if intersects the segments of π(w) ∩ w at most m times.
Definition 3.2 The combinatorial type of a window w with respect to π is the subset of P inside (or on the boundary of) w and a listing, for each of the four sides of w, of the identities of the line segments of π(w) that intersect it. (In particular, if a segment of π intersects w but both its endpoints are outside w, then the segment is not considered in the combinatorial type of w.) We say that w is a minimal window if there is no window w that is strictly contained in w with the same combinatorial type as w.
For a minimal window w, if there is no m-perfect cut for π, with respect to w, then it is m-dense. Namely, any horizontal or vertical line that intersects w has more than m intersection points with π(w) ∩ w.
Given a window w, Mitchell [Mit99] described how to "shrink" w into a minimal window by "pinning" all four sides of w. It is not hard to see that the number of all possible minimal windows is O(n 4 ), since (intuitively) it has four degrees of freedom.
Figure 3: (i) An instance of the WindowTSP problem. The segments specify how the solution crosses the boundary of w. The connectivity constraints are as follows: p 1 is required to connect to p 2 (possibly via other points within w), p 3 is required to connect to p 4 (possibly via other points within w), and p 5 is the starting point r of the path (namely, the degree of p 5 is 1). The multi-paths are required to visit 9 points in the window.
(ii) A possible solution.
Proof: Assume, without loss of the generality, that the width of w is greater than the height of w, and the interval [x 1 , x 2 ] is the projection of w onto the x-axis. Let f (α) denote the number of segments of π(w) within w that intersects the vertical line x = α. By the density
The total length of the segments of π(w)∩w is lower bounded by the integral of f (x) over [x 1 , x 2 ], which in turn is lower bounded by m(x 2 − x 1 ) = m · ∆ w .
Review of the k-TSP algorithm
The "new" (ε, u)-approximation algorithm for k-TSP is the algorithm of Mitchell [Mit99] for k-TSP, and we review it here only for the sake of completeness. We remind that the reader that m is a fixed (constant) number. A problem instance of WindowTSP consists of: (i) a (minimal) window w that contains at least one point of P , with its boundaries determined by (up to) four points of P , (ii) an integer h ≥ 0, indicating how many points interior to w should be visited, (iii) boundary information specifying at most m crossing segments (each determined by a pair of points of P , one interior to or on the boundary of w, another outside w) for each side of the boundary of w, and (iv) connectivity constraints, indicating which pairs of crossing segments are required to be connected within w. The solution to the WindowTSP problem is a set of (hopefully short) paths inside window w such that: (i) all of the boundary constraints are satisfied, (ii) all of the connectivity constraints within w are satisfied, and (iii) h points of P are visited by the paths inside w . See Figure 3 .
Clearly, the rooted k-TSP problem can be formulated as a WindowTSP instance consisting of a bounding box Q of P , a parameter k, empty boundary information, and connectivity constraints requiring that k points of P inside Q must be connected by a single path, with r as an endpoint of the path. (ii) The minimal window for w ∩ H + . The segments represent the crossing boundary information for the new window. In particular, the segment p 1 p 2 is introduced when "guessing" the boundary information along the cut l before the recursive call. The other segments intersecting the boundary are inherited from the original instance. (iii) The minimal window for w ∩ H − .
The recursive algorithm for WindowTSP works as follows. If the window w has at most m points of P in its interior, then the problem is solved by enumeration of all possible solutions. Otherwise, the algorithm tries all possible cuts for the current window recursively, enumerating over all the possible choices of valid boundary information along this cut and computing the cheapest option. If there is no m-perfect cut then the algorithm performs a cut and reduces the intersection by introducing bridges; see Remark 3.4 below. For our analysis, we only care whether a cut used by the algorithm is an m-perfect cut, or is it a more complicated cut.
When a cut divides a window into two smaller windows, we need to "shrink" those two windows into minimal windows. In particular, segments that just pass through a window are ignored during the shrinking. This is a small but important technicality. See Figure 4 .
Remark 3.4 The algorithm of Mitchell [Mit99] also introduces bridges (close to, or) on the boundary of the window w, where a bridge is a vertical or horizontal segment. To simplify our exposition, we ignored those bridges in describing the algorithm. Of course, for a correct working implementation those bridges are necessary. See [Mit99] for full details. See also Remark 3.10 below.
Analysis of the algorithm
The key observation in our analysis is that the approximation algorithm does not introduce any error when a cut is m-perfect. Thus, the error is introduced only when the algorithm works inside an m-dense window, but such windows have high "excess".
Definition 3.5 For a set S of segments, let I x (S) denote the projection of S to x-axis; namely, I x (S) is the set of all points α (on the x-axis), such that the vertical line x = α intersects the segments of S. Let len x (S) denote the total length of I x (S). Note that I x (S) is a set of (disjoint) intervals on the real line, and len x (S) is the total length of these intervals. We define I y (S) and len y (S) in a similar fashion. 
Definition 3.6 For a window w and a path π, the surplus of π in w is
It is easy to verify that the surplus is always non-negative. See Figure 5 .
Proof: This is an easy application of the triangle inequality. Indeed, let q i be the point (
in the plane, for 1 ≤ i ≤ n; and let q 0 = (0, 0). Consider the path π = q 0 , q 1 , . . . , q n . Clearly, we have that
as required.
Lemma 3.8 Let D be a set of interior disjoint windows (inside Q), and let π be a polygonal path inside Q. We have that E π,2 ≥ w∈D π ∩ w − √ 2∆ w .
Proof: Let Ψ be a decomposition of Q into interior disjoint axis-parallel rectangles such that Ψ contains all of the rectangles of D. Let X = len x (π ∩ Q) and Y = len y (π ∩ Q). For a window w, let X w = len x (π ∩ w) and Y w = len y (π ∩ w). Clearly, X ≤ w∈Ψ X w and Y ≤ w∈Ψ Y w , since I x (π) = w∈Ψ I x (π ∩ w) and I y (π) = w∈Ψ I y (π ∩ w). Let s and t be the two endpoints of π. We have that
since len x (st) ≤ X and len y (st) ≤ Y . On the other hand, by Lemma 3.7, we get √ X 2 + Y 2 ≤ w∈Ψ X w 2 + Y w 2 , since w∈Ψ X w ≥ X and w∈Ψ Y w ≥ Y . Therefore,
because the surplus ρ(w, π) is always non-negative. Now, since
we obtain E π,2 ≥ w∈D ρ(w, π) ≥ w∈D π ∩ w − √ 2∆ w , as claimed.
Theorem 3.9 Let π = p 1 , p 2 , . . . , p k be an arbitrary path that visits k points of P , and let u ≥ 2 be an arbitrary fixed integer. One can compute, in n O(u) time, a path that starts at p 1 and visits k points of P , and its length is at most π + E π,u /u. Proof: Set m = 2 √ 2u , and use the algorithm presented above. The running time bound follows readily. Thus, we only need to argue that the path computed is indeed within the claimed bound on the length.
Thus, consider the (conceptual) execution of the recursive algorithm over the path π, performing the recursive calls according to π. Specifically, let w be a minimal window that is visited by the recursive algorithm when applied to π. If an m-perfect cut (for π) exists with respect to w, then we use it to cut the window w into two parts and proceed recursively on each side of the cut. If such an m-perfect cut does not exist for w (that is, w is mdense), then we (conceptually) stop, and use the results returned by the recursive call on this window. We claim that for these specific choices, the recursive algorithm computes a path σ, such that σ is as required. Since the recursive algorithm returns a path no longer than σ, this would imply the theorem.
Let D be the set of m-dense windows (which by the algorithm execution are minimal windows) visited by the algorithm when applied to π. Let S = S u opt (π) be an optimal uskeleton for π, and let π 1 , . . . , π u−1 be the breakup of π into subpaths by the vertices of S. By Lemma 3.8, we have that
since π ∩ w ≥ m∆ w , for each w ∈ D (by Claim 3.3), and m = 2 √ 2u ≥ 2 √ 2u. Now, note that π(w) ∩ w is a subset of π ∩ w, and henceforth it holds
For an m-dense window w ∈ D, the path σ output by the algorithm (when applied to π) inside w is of length ≤ (1 + 1/m) · π(w) ∩ w , as this is the performance guarantee provided by Mitchell's analysis [Mit99] . Namely, the error introduced by the approximation inside w is bounded by π(w) ∩ w /m. For windows (visited by the algorithm when applied to π) that are not m-dense, the path σ within them is identical to the path π. Thus, for the path σ, it follows from Eq. (1) that
It is possible to prove Lemma 3.8 and Theorem 3.9 directly, by arguing that the skeleton can be replaced by an alternative skeleton that is longer and is still shorter, by the excess in the dense windows, than an optimal path. (Since excess is a global property that is not directly defined for windows, the resulting argument in somewhat more complicated.) We provide the more technical proof above, since it brings to the forefront the notion of surplus. Note that the surplus is decomposition sensitive, as such, it might be much smaller than the excess. Therefore, the analysis of Theorem 3.9 is probably loose, as the bound on the error depends solely on the surplus in the dense windows.
Remark 3.10 As mentioned in Remark 3.4, we ignored the use of bridges in describing Mitchell's algorithm [Mit99] . Our analysis implies that the use of those bridges is restricted only to dense windows, where all we need is the performance guarantees already provided by Mitchell's analysis. In particular, for those dense windows, we can also use Arora's algorithm. This is the main insight we use in extending our algorithm to higher dimensions.
An (ε, u)-approximation algorithm for k-TSP in IR d
In this section, we present an (ε, u)-approximation algorithm for k-TSP in higher dimensions, by combining Mitchell's methods together with Arora's k-TSP algorithm [Aro98] . Throughout the section, we are concerned with IR d , where d > 2 is a fixed constant. Let Q be an axis-parallel d-dimensional hypercube that contains the point set P . In the following, m is a fixed constant, π is a given path visiting k points of P . The following definitions are analogous to the ones in Section 3.
Definition 4.1 A closed, axis-parallel d-dimensional box w is a window if w ⊆ Q. The extent of a window w is the largest side length of w, and is denoted by ∆ w .
A (d − 1)-dimensional hyperplane is a cut for π, with respect to w, if is axis-parallel and intersects w; is an m-perfect cut for π, with respect to w, if intersects the segments of π(w) ∩ w at most m times.
Definition 4.2 The combinatorial type of a window w with respect to π is the subset of P inside (or on the boundary of) w and a listing, for each facet of w, of the identities of the line segments of π(w) that intersect it. We say that w is a minimal window if there is no window w that is strictly contained in w with the same combinatorial type as w.
For a minimal window w, if there is no m-perfect cut for π, with respect to w, then it is m-dense. Namely, any axis-parallel (d − 1)-dimensional hyperplane that intersects w has more than m intersection points with π(w) ∩ w.
The following claim is an immediate extension of Claim 3.3.
To bootstrap our algorithm, we need a (1 + ε)-approximation algorithm for the WindowTSP problem in IR d . To this end, note that the WindowTSP problem seeks a set of O(md) paths (with prespecified endpoints) that collectively visits a prespecified number of points inside the given window; it is not hard to adapt Arora's technique to solve the
time, such that the solution has a total length ≤ (1 + 1/m)L(w), where L(w) denotes the length of an optimal solution inside the specified window w. (This problem can be solved even faster, but it has no impact on the overall performance of our algorithm.) The required adaption is straightforward and we omit the tedious but easy details; see [Aro98, AK03] . We denote this subroutine by kDenseAprxTSP.
For an instance of the WindowTSP problem, the algorithm works as follows. If w has at most m points of P in its interior, then the subproblem is solved by brute force. Otherwise, the algorithm chooses the smaller value returned by the following two options.
(a) Use kDenseAprxTSP to solve this problem, providing a solution with total length at most (1 + 1/m)L(w), where L(w) denotes the length of an optimal solution inside w.
(b) Solve the problem recursively, optimizing over all choices associated with an m-perfect cut of window w. (As in the IR 2 case, before performing the recursive calls, we need to shrink the windows formed by the cut into minimal windows.)
2 ) choices for a cut. More specifically, there are d choices of (axial) directions; and we can always let the cut pass through either a point of P or an intersection point between π(w) and the boundary of w. Since π(w) is a subset of the set of n 2 possible segments (namely, all segments connecting a pair of points of P ), it follows that there are O(n 2 ) possible intersection points between π(w) and the boundary of w.
(ii) There are O(k) choices of the number of points visited in new subproblems, subject to the requirement that the total number of points visited within the two subproblems is equal to the number specified in the given instance.
(iii) There are O(n 2m ) choices of new boundary information on the cut. Specifically, we select ≤ m segments (each determined by a pair of points of P ) that cross the cut. We require that the boundary information of the new subproblems be consistent with the boundary information of the given instance.
(iv) There are a constant number of choices (since m and d are fixed constants) of connectivity constraints for the two new subproblems determined by the cut, subject to the requirement that these constraints be consistent with the constraints of the given instance.
Let kTSPAprxAlg denote this recursive algorithm. One can easily use memoization to turn it into an efficient dynamic programming algorithm. There are Remark 4.4 Before analyzing this algorithm, observe that it can be viewed as the combination of Mitchell's method [Mit99] with Arora's k-TSP algorithm [Aro98] . Specifically, the algorithm top structure follows Mitchell's method. However, conceptually, whenever the algorithm "encounters" a dense window, it uses kDenseAprxTSP (which is an easy extension of Arora's k-TSP algorithm).
To see why we had to modify Mitchell's algorithm, observe that the algorithm in Section 3 cannot be used in higher dimensions directly, because part of Mitchell's k-TSP algorithm relies on a crucial property of m-guillotine subdivisions in the plane. Namely, it introduces (and accounts for the additional length of) bridges on the path to decrease the interaction of the path with the outside world when considering dense windows. It is not known how to extend this directly to higher dimensions. However, the need for bridges arises only when a window is dense. In a dense window (in higher dimensions) we can circumvent this issue altogether by using Arora's algorithm (namely kDenseAprxTSP). Similarly, using Arora's algorithm on its own does not suffice here, since it introduces errors (by deflecting paths through "portals") even in windows which are not dense.
Analysis. To analyze the algorithm, we extend the definition of surplus (see Definition 3.6) to higher dimensions in a natural way. The following lemma is the analog of Lemma 3.8.
Lemma 4.5 Let D be a set of interior disjoint windows (inside Q), and let π be a polygonal path inside Q. We have that E π,2 ≥ w∈D π ∩ w − √ d∆ w .
The following theorem is similar to Theorem 3.9.
Theorem 4.6 Let π = p 1 , p 2 , . . . , p k be an arbitrary path that visits k points of P , and let u ≥ 2 be an arbitrary fixed integer. One can compute, in n
time, a path that starts at p 1 and visits k points of P , and its length is at most π + E π,u /u.
Observe that the algorithm kTSPAprxAlg uses the algorithm kDenseAprxTSP inside the dense windows, which provides the required approximation guarantee. The argument now follows the proof of Theorem 3.9 (almost) verbatim, and is thus omitted.
Note, that the algorithm in this section also works for the planar case (namely d = 2). 
, we obtain the desired path π by connecting p α 2 to p α 3 .
A PTAS for orienteering
Next, we apply the algorithm of Theorem 4.6 to the rooted orienteering problem.
Lemma 5.1 Given a set P of n points in IR d , a budget B, and a root r = p 1 , let π * opt = p 1 , p 2 , . . . , p k be an optimal rooted orienteering path starting at r with budget B. One can compute, in n
time, a path such that it starts at r and visits at least (1 − ε)k points of P , and its length is at most B.
Proof: Set u = 2/ε . Let π * opt (i, j) = p i , p i+1 , . . . , p j denote the portion of the path π * opt from p i to p j , and let E(i, j) = π * opt (i, j) − p i − p j denote its 2-excess. Let α i = (i − 1)(k − 1)/u + 1. By the definition, we have α 1 = 1 and α u+1 = k, and furthermore, each subpath π * opt (α i , α i+1 ) visits
points (excluding the endpoints p α i and p α i+1 ). Consider the subpaths π *
By connecting the vertex p αν directly to the vertex p α ν+1 in π * opt , we obtain a new path
Consider the (u + 1)-skeleton S = p α 1 , p α 2 , . . . , p α u+1 of π . By the definition of E i , we have that S = π * opt − u i=1 E i . Therefore, by the definition of E π ,u+1 , we have that
By applying Theorem 4.6 to the path π , one can compute a path ξ that visits (1−1/u)k ≥ (1 − ε)k points of P , of length
Of course, the value of k is not known in advance. Therefore, the algorithm tries all possible values of k from 1 to n, and returns the maximum value such that k points of P can be visited within the budget B.
Theorem 5.2 Given a set P of n points in IR d , a budget B, and a root r, let k opt be the number of points of P visited by an optimal orienteering path starting at r with budget B. One can compute, in n
time, a path that starts at r and visits at least (1 − ε)k opt points of P , and its length is at most B.
Conclusions
In this paper, we defined the notion of (ε, u)-approximation to k-TSP, and showed that Mitchell's k-TSP algorithm [Mit99] works actually as an (ε, u)-approximation algorithm for the k-TSP problem in the plane. We used it to develop a (1 − ε)-approximation algorithm for the orienteering problem. The analysis easily extends to handle the case where both the starting and ending vertex of the orienteering problem are specified. In particular, the algorithm can approximate the best orienteering cycle rooted at a point r.
Our algorithm sheds a light on the power of Mitchell's approach [Mit99] which has the advantage that it introduces errors only when the underlying path is "dense". This is in contrast to the Arora's technique [Aro98] which inherently introduces error in the approximation generated.
In the new analysis of the k-TSP algorithm the notion of surplus emerges naturally. We expect it to be much smaller than the excess in a lot of cases, and it might be of independent interest and useful in analyzing other algorithms.
There are numerous problems for further research, including:
• Can the running time be significantly improved?
• Can one extend the algorithms presented here to the problem of visiting points with time windows constraints [BES05, BBCM04, CP05] , where one has to visit a point inside a prespecified time window? This problem seems to be more challenging. Currently, even a constant-factor approximation algorithm is not known for the simple case of visiting points on the line.
