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Let P be a poset, consisting of all sets X[n]=[1, 2, ..., n] which contain at
least one of a given collection F of 2-subsets of [n], ordered by inclusion. By
modifying a construction of Greene and Kleitman, we show that if F is
hamiltonian, that is, contains [1, 2], [2, 3], ..., [n&1, n] and [1, n], then P is a
nested chain order. We examine the Sperner-type properties of such posets and
provide further support for a conjecture of Lih.  1998 Academic Press, Inc.
1. INTRODUCTION
Let Bn , the Boolean algebra of order n, be the partially ordered set con-
sisting of all subsets of [n]=[1, 2, ..., n] ordered by inclusion. In this
paper, we consider filters of Bn which are generated by collections of sub-
sets of size 2. To a collection F of 2-subsets of [n], associate a graph GF
as follows. Let the vertex set of GF be [n] and let i and j be adjacent if
and only if [i, j] is a member of F. We will prove the following result.
Theorem 1.1. Let F be a collection of 2-subsets of [n] and let P be the
filter of Bn generated by F. If GF is hamiltonian then P is a nested chain
order.
In 1951, de Bruijn et al. [2] discovered an inductive way to decompose
Bn into symmetric chains. Subsequently, Greene and Kleitman [3], and
independently Leeb, found a method to describe the chains explicitly. Their
construction was later used by Griggs [5] to show that C(n, k), the sub-
poset of Bn consisting of all subsets which intersect [k] nontrivially, is a
nested chain order. To prove Theorem 1.1, we will further modify the
method of Greene and Kleitman.
The motivation for this study is a conjecture of Lih [6], which states
that any filter of Bn generated by a collection of subsets of size t has the
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Sperner property. In the last part of this paper, we will show how
Theorem 1.1 provides partial support for this conjecture in the case t=2.
2. TERMINOLOGY
Let P be a partially ordered set, or poset. A subset F of P is called a filter
(or dual order ideal ) if x # F and yx imply that y # F. The principal filter
generated by x is the set (x) =[ y # P | yx]. The filter F is said to be
generated by x1 , x2 , ..., xk if F=(x1) _ (x2) _ } } } _ (xk) . Note that
C(n, k) is a filter in Bn generated by [1], [2], ..., [k].
A rank function for P is a function r : P  [0, 1, 2, ..., ] such that
r( y)=r(x)+1 whenever y covers x in P. If P admits a rank function then
P is said to be ranked. In this case, the rank of P is the maximum value
of r(x) taken over all x # P. If P has rank n, then for k=0, 1, 2, ..., n the set
Pk=[x # P | r(x)=k]
is called the kth rank of P. The kth Whitney number of P is
Nk=Nk(P)=|Pk|. Note that Bn is ranked with r(X )=|X|.
Suppose that P has rank n. If there exists an integer m such that
N0N1 } } } Nm&1NmNm+1 } } } Nn&1Nn ,
then P is said to be rank unimodal. If Ni=Nn&i for all i, then P is rank
symmetric.
A set C of elements of P is called a chain if any two elements of C are
comparable. An antichain is a set of elements of P, any two of which are
incomparable.
If every maximal chain in P has the same length, then P is said to be
graded. All posets considered in this paper will be assumed to be graded.
A ranked poset P has the Sperner property (or simply, P is Sperner) if
the maximum size of an antichain in P equals the size of the largest rank
of P. For any k1, a k-family is a union of k antichains in P. We say that
P has the strong Sperner property if, for all k1, the maximum size of a
k-family equals the sum of the k largest Whitney numbers. It is well known
that Bn has the strong Sperner property.
A chain C=(x0<x1< } } } <xk) is called saturated if xi covers xi&1
in P for all 1ik. If the chain C is saturated and minx # C r(x)+
maxx # C r(x)=n, where n equals the rank of P, then C is said to be sym-
metric. A symmetric chain partition of P is a chain partition C of P where
each member of C is a symmetric chain. If P admits a symmetric chain
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partition, then it is called a symmetric chain order. A partition of P into
saturated chains is called nested if for every pair of chains, C1 and C2 ,
max
x # C1
r(x)max
x # C2
r(x) whenever min
x # C1
r(x)<min
x # C2
r(x).
A ranked poset having a nested chain partition is called a nested chain
order.
Some standard definitions and notations from graph theory are used in
this paper and we refer the reader to Bondy and Murty [1].
3. FILTERS AND GRAPHS
It will be convenient to associate a graph with a collection of 2-sets
generating a filter in Bn . We now describe this association precisely.
Let G be a graph with vertex set [n] and suppose that G has at least one
edge. Let PG denote the collection of all sets H[n] having the property
that the induced subgraph G[H] contains at least one edge. Now PG is a
poset, assuming that its members are ordered by the usual set-theoretic
inclusion. This follows from the fact that PG is contained in Bn and also
that PG is not empty since it contains [n]. Moreover, PG is ranked, and
for convenience, we take r(H )=|H|, as in Bn .
Proposition 3.1. Let S be the set of all filters in Bn which are generated
by a nonempty collection of 2-sets. Let T be the set of all posets PG where
G is a graph with vertex set [n] having at least one edge. Then there is a
one-to-one correspondence between S and T.
Proof. Let P be a filter in Bn generated by a nonempty collection F of
2-sets. We may construct a corresponding graph G as follows. Let
V(G)=[n] and join vertices i and j by an edge if and only if [i, j] is a
member of F. Let X be a subset of [n]. Now X # P if and only if X con-
tains one of the generating 2-sets. This condition is equivalent to G[X], the
subgraph of G induced by X, containing at least one edge. In other words,
the poset PG is identical to P.
Clearly, this is reversible. Given a graph G with vertex set [n] having at
least one edge, and its corresponding poset PG , let F be the edge set of G.
Then the filter P in Bn generated by the nonempty collection F of 2-sets
is exactly the same as PG . K
Thus, the notions of a filter in Bn generated by a collection of 2-sets and
a graph with its corresponding poset are completely interchangeable. We
call such a filter hamiltonian if and only if its corresponding graph is
hamiltonian.
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4. A SYMMETRIC CHAIN PARTITION OF Bn
We now describe the method of Greene and Kleitman [3] for con-
structing explicitly a partition of Bn into symmetric chains.
For each subset X of [n], let l(X )=a1a2 } } } an be its characteristic
sequence defined by ai=1 if i # X and ai=0 otherwise. In l(X ), put brackets
around each occurrence of a 0 immediately followed by a 1. Continue
this procedure for as long as possible, bracketing a 01 pair if they are
separated only by previously bracketed elements. For example, for X=
[1, 3, 4, 5, 9, 10, 15, 17, 18], an element of B19 , we obtain
1(01)110(0(01)1)00(0(01)(01)1)0.
A digit is called paired if it appears in some bracket and unpaired otherwise.
Notice that after the bracketing procedure has been completed, the
unpaired digits consist of 1’s followed by 0’s.
Let X and Y be elements of Bn giving rise to the same bracketing, that
is, their paired digits are identical. By the above observation regarding
unpaired digits, we have XY or YX so X and Y are comparable.
Therefore, the subset of elements of Bn having a given bracketing form a
chain. The collection of chains obtained from considering all forms of
bracketing is a chain partition of Bn . We will denote this chain partition
by C. Given a bracketing, the elements in the corresponding chain from
bottom to top may be obtained by first setting all the unpaired digits to 0
and then changing the unpaired digits to 1’s, one at a time from left to
right. For example, the bottom element of the chain in B19 which contains
[1, 3, 4, 5, 9, 10, 15, 17, 18] is [3, 9, 10, 15, 17, 18] and the other elements
in the chain are obtained by adding 1, 4, 5, 6, 11, 12, and 19, one at at
time, in that order. The following result shows that C is, indeed, a sym-
metric chain partition of Bn .
Proposition 4.1. The chain partition C described above is a symmetric
chain partition of Bn .
Proof. First, observe that any X # Bn appears in exactly one chain of C
since the bracketed form of X is clearly unique, and a chain consists of all
elements having the same bracketed form. Secondly, the chains are easily
seen to be saturated, by construction. Finally, note that if an element X of
Bn gives rise to a bracketed form having k paired 0’s and k paired 1’s, then
the chain of C containing X runs from a k-set to an (n&k)-set. Thus the
chains of C are symmetric. K
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5. HAMILTONIAN FILTERS
We now turn our attention to proving Theorem 1.1. To this end, sup-
pose that G is a hamiltonian graph with n vertices. Label the vertices of G
so that (1, 2), (2, 3), ..., (n&1, n), (n, 1) are the edges of a Hamilton cycle.
As usual, let C be the standard symmetric chain decomposition of Bn
produced by bracketing. The following lemma characterizes the chains
which result when C is restricted to P=PG .
Lemma 5.1. Let C be a chain of C which has a nonempty intersection
with P. Then C appears in P either entirely, or missing its first element only,
or missing its first two elements only.
Proof. We first observe that if S # C is in in P then all elements above
S in C are also in P. Therefore, the lemma holds if |C|3.
Now suppose that |C|>3 and let X be the bottom element of C. If X # P
then the whole of C is in P.
Otherwise, suppose that X  P and let Y be the element of C which
covers X. If the leftmost unpaired zero in l(X ) is in position j where
j2 then Y=X _ [ j] for some 2 jn where j&1 # X. Therefore
[ j&1, j]Y so Y # P because ( j&1, j) is an edge of G. Thus in this case,
C appears in P missing only its first element.
Otherwise, the leftmost unpaired zero of l(X ) is in position 1 and
Y=X _ [1]. If Y # P then C appears in P missing its first element only.
Suppose Y  P. Since 1 # Y, the leftmost unpaired zero in l(Y ) is not in
position 1. Therefore, the element Z of C which covers Y is obtained by
adding some k to Y where k&1 # Y. Since Z contains [k&1, k], it belongs
to P and so all of C belongs to P except for its first two elements. K
5.1. Constructing a Nested Chain Partition
Let CP be the chain decomposition of P obtained by using the chains (or
parts thereof) of C. From the previous lemma, every chain in CP is
saturated beginning with a set of size j, j+1, or j+2 and ending with a set
of size n& j. As a point of interest, we contrast this with Griggs’ proof in
[5] that C(n, k) is a nested chain order. He showed that applying the sym-
metric chain partition C to C(n, k) produces chains that begin with a set
of size j or j+1 and end with a set of size n& j. It follows that such a chain
partition is nested.
It is important to note, however, that the chains in CP need not be
nested, in general. For example, consider the graph G on 6 vertices having
only the edges of a Hamilton cycle, namely, (1, 2), (2, 3), (3, 4), (4, 5),
(5, 6) and (1, 6). Let C1 be the chain consisting of [3, 4], [3, 4, 5] and
[3, 4, 5, 6]. It is easily verified that C1 is a chain of C, the standard chain
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partition of B6 , and moreover, that C1 appears entirely in CP since its bot-
tom element [3, 4] appears in P. The chain C2 consisting of the sets [4],
[1, 4], [1, 2, 4], [1, 2, 4, 5] and [1, 2, 4, 5, 6] is another chain of C but it
appears in P missing its first two elements since [1, 4] is not in P but
[1, 2, 4] is. Since C1 runs from a 2-set to a 4-set and the restriction of C2
to P runs from a 3-set to a 5-set, we conclude that CP is not a nested chain
partition.
To transform CP into a nested chain partition, our strategy will be as
follows. For every chain C from a ( j+2)-set to an (n& j)-set with j1, we
will find a uniquely determined chain C from a ( j+1)-set to an (n& j&1)-
set with the property that the set at the top of C is contained in the set at
the top of C. We form chain C $ by deleting the top of C and we create C $
from C by adding the top of C. Thus chain C $ is from a ( j+2)-set to an
(n& j&1)-set and C $ is from a ( j+1)-set to an (n& j)-set. The first step
is to characterize the bottom element of those chains in CP which run from
a ( j+2)-set to an (n& j)-set.
Lemma 5.2. Let C be a chain in CP which, when considered as an element
of C, is missing its first two elements. Let A and B be, respectively, the first
and second elements of C when viewed as a chain in C and let X be the
bottom element of C in P. Then
(a) the leftmost unpaired zero in l(A) is in position 1,
(b) B=A _} [1],
(c) [2, n] & B=<,
(d) X=B _} [ j] for some 2 jn with j&1 # B.
Proof. Suppose that the leftmost unpaired zero in l(A) is not in posi-
tion 1. Then B is obtained from A by adding some j with 2 jn and
j&1 # A. But this would imply [ j&1, j]B putting B # P which con-
tradicts the hypothesis. Therefore, the leftmost unpaired zero in l(A) is in
position 1, and consequently B is obtained from A by adding 1. This proves
parts (a) and (b).
Now since B contains 1 and B  P, B cannot contain any neighbour of
1 in G. In particular, 2  B and n  B which is part (c).
Finally, observe that since 1 # B, X is obtained from B by adding some
j where 2 jn and j&1 # B. This establishes (d) and the proof is com-
plete. K
We will call a chain satisfying the hypothesis of the above lemma a
type 1 chain (respectively, type 2) if, in part (d), 2< jn (respectively,
j=2).
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The next lemma will be required when we describe how to modify the
type 1 and type 2 chains.
Lemma 5.3. Let A and B be elements of Bn and let CA and CB be the
chains of C which contain A and B respectively. If, for all 1in, l(B) con-
tains a paired zero in position i whenever l(A) contains a paired zero in
position i, then
T(CB)T(CA)
where, for any chain C # C, T(C ) denotes the top element of C.
Proof. Recall that the characteristic sequence of T(CA) may be
obtained from l(A) by replacing every unpaired 0 with a 1. Similarly, the
characteristic sequence of T(CB) may be so obtained from l(B).
Therefore, if i  T(CA) then there is a 0 in position i of l(T(CA)) which
implies that position i of l(A) contains a paired 0. By hypothesis, l(B) also
contains a paired zero in position i so the characteristic sequence of T(CB)
has a 0 in position i. Thus i  T(CB) which proves the desired inclusion. K
The next two propositions describe, for C, a type 1 or type 2 chain, the
construction of its corresponding chain, C .
Proposition 5.4. Let C be a type 1 chain having bottom element X in P
and let
Y=X"[1].
Then Y # P and the first digit of l(Y ) is a paired zero. Furthermore, let C be
the chain in C which contains Y. Then the bottom element of C is Y (so C
appears entirely in P) and T(C )T(C ).
Proof. Let A and B be, respectively, the first and second elements of C
when considered as a chain of C.
From Lemma 5.2, B=A _ [1] and X=B _ [ j] where j>2. Therefore,
the two leftmost unpaired zeroes in l(A) are in positions 1 and j. Now
Y=A _ [ j] so the 1 in position j of l(Y ) is paired with the 0 in posi-
tion 1. Thus, the first digit of l(Y ) is a paired zero. Since l(A) has no
unpaired ones, neither does l(Y ), so Y is the first element of C . Further,
j&1>1 since j>2, so j&1 # X"[1]=Y. Thus, [ j&1, j]Y so Y # P.
Finally, since X=[1] _ Y, l(X ) and l(Y ) are identical except in the first
position where l(X ) has a 1 and l(Y ) a 0. Therefore, every 0 in l(X ) which
is paired with a 1 is paired in the same way in l(Y ). By Lemma 5.3,
T(C )T(C ). K
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Proposition 5.5. Let C be a type 2 chain having bottom element X in P.
Let s be the largest element in X and let
Z=X"[1, 2] _ [s+1].
Then Z # P and the first digit of l(Z) is an unpaired zero. Moreover, let C
be the chain in C which contains Z. Then the bottom element of C is Z and
T(C )T(C ).
Proof. Let A and B be, respectively, the first and second elements of C
when considered as a chain of C.
From Lemma 5.2, B=A _ [1] and X=B _ [2]. Therefore, the leftmost
unpaired zeroes in l(A) are in positions 1 and 2. Now Z=A _ [s+1]
where s is the largest element of A. (Note that s{n by part (c) of Lemma
5.2.) Let k be the largest index less than s such that l(A) has an unpaired
zero in position k. By the above remarks, k exists and is at least 2. Thus,
the 1 in position s+1 of l(Z) is paired with the 0 in position k. Since k2,
the first digit of l(Z) is an unpaired zero, and furthermore, l(Z) has no
unpaired ones so Z is the first element of C . Moreover, since [s, s+1]Z,
we have Z # P.
Finally, because Z=X"[1, 2] _ [s+1], the characteristic vectors l(X )
and l(Z) differ in exactly three positions, namely 1, 2, and s+1. In posi-
tions 1 and 2, l(X ) contains 11 while l(Z) has 00 and, in position s+1,
l(X ) has a 0 and l(Z) a 1. It follows that every 0 in l(X ) that is paired with
a 1 is paired in the same way in l(Z).By Lemma 5.3, we conclude that
T(C )T(C ). K
For every chain C from ( j+2)-set to an (n& j)-set, we have exhibited a
corresponding chain C such that
(a) C is a chain from a ( j+1)-set to an (n& j&1)-set, and
(b) T(C )T(C ).
It now remains to show that two different chains, C1 and C2 , do not
have the same corresponding chain C .
Proposition 5.6. Let C1 and C2 be chains of type 1 and type 2 respec-
tively. Then their corresponding chains C 1 and C 2 are distinct.
Proof. Let Y and Z be the bottom elements of the chains C 1 and C 2 ,
respectively. From Proposition 5.4, the first digit of Y is a paired zero,
while from Proposition 5.5, the first digit of Z is an unpaired zero. There-
fore, Y and Z are not equal so the chains C 1 and C 2 are distinct.
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5.2. PROOF OF THEOREM 1.1
For every chain C from a ( j+2)-set to an (n& j)-set, and corresponding
chain C , construct chains C $ and C $^ as follows. Let C $=C"T(C ) and
C $=C _ T(C ) where T(C ) is the top element in the chain C. In CP , replace
each such pair (C, C ) with the pair (C $, C $) and let CP$ be the collection of
chains so obtained. Now observe that a chain in CP$ runs from a j-set or
( j+1)-set to an (n& j)-set for some j so CP$ is a nested chain partition of
P. This establishes Theorem 1.1.
6. LIH’S CONJECTURE
In 1980, Lih [6] made the following conjecture.
Conjecture 6.1. For all t, any filter in Bn generated by a collection
of t-subsets has the Sperner property.
Lih [6] proved that the conjecture is true for t=1, that is, C(n, k) is
Sperner for all 1kn. This result was strengthened by Griggs, who
showed that C(n, k) has the strong Sperner property. This follows from the
fact that C(n, k) is a nested chain order (demonstrated by Griggs in [5]),
and the following theorem, established by Griggs in [4].
Theorem 6.2 (Griggs). If P is a nested chain order, then P has the
strong Sperner property.
In fact, it may be shown (see [5]) that C(n, k) has the LYM property,
an even stronger condition than the strong Sperner property.
We consider Lih’s conjecture in the case t=2. For odd n, the conjecture
has been established by Zhu [9]. For n even, partial support for the con-
jecture has been provided by Zha [8]. In this section, we supply further
support for Lih’s conjecture in the case t=2 and n even.
The following result follows immediately from Theorem 1.1 and
Theorem 6.2.
Corollary 6.3. If G is a hamiltonian graph, then PG has the strong
Sperner property
While Corollary 6.3 provides a stronger conclusion than Lih’s conjecture,
it does so by imposing a rather strict assumption on the corresponding
graph, namely hamiltonicity. We now show that the hamiltonicity require-
ment may be relaxed by allowing isolated vertices to be added to the graph
and Lih’s conjecture still holds.
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6.1. Adding Isolated Vertices
We will show that if a graph G on 2n vertices is obtained by adding
isolated vertices to a hamiltonian graph H, then the corresponding poset
PG has the Sperner property. The idea is to exploit the product structure
of PG as detailed in the following result.
Proposition 6.4. Let H be a graph and suppose that G is obtained from
H by adding m isolated vertices. Then
PG$PH_Bm .
Proof. Let Z be the graph consisting of m isolated vertices. Thus
G=H+Z and V(G)=V(H ) _ V(Z).
Define the map , : PG  PH_Bm by ,(X )=(X & V(H ), X & V(Z)). It is
routine to check that both , and ,&1 are order-preserving bijections, which
proves the result. K
Let P and Q be ranked posets. We say that P and Q are compatible if
there exists an integer d such that, for all i and j, if Ni (P)<Ni (P), then
Nd&i (Q)Nd& j (Q). We will require the following theorem due to
Proctor, Saks, and Sturtevant [7].
Theorem 6.5. Let P and Q be rank unimodal posets having the strong
Sperner property. If P and Q are compatible, then P_Q is rank unimodal
and Sperner.
Suppose that G is a graph on 2n vertices obtained from a hamiltonian
graph H by adding m isolated vertices. Our aim is to show that PG is
Sperner by applying the above theorem with P=PH and Q=Bm . First,
however, we must show that these posets are compatible and, to do this,
it will be convenient to make the following definition. Let P be a rank
unimodal poset with largest rank Pm . We say that P is balanced if
|Pm&a||Pm+b| and |Pm+a||Pm&b|
for all 0a<b.
Lemma 6.6. Let P and Q be rank unimodal posets. If P is balanced and
Q is rank symmetric, then P and Q are compatible.
Proof. Let [Pi] and [Qj] be the Whitney numbers for P and Q respec-
tively and suppose that Pm and Qr are the largest ranks in their respective
posets. In the definition of compatible posets, we take d=m+r. Thus we
must show that Pm+r&iPm+r& j whenever Qi<Qj .
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Let i and j be such that Qi<Qj . If i and j are both no more than r then
i< jr since Q is rank unimodal with largest Whitney number Qr .
Similarly, if i and j are both at least r then Qi<Qj implies that r j<i. It
may also happen that i<r, jr or i>r, jr so there are four cases to
consider.
First, suppose that i< jr. Then m+r&i>m+r& jm from which
it follows that Pm+r&iPm+r& j since P is rank unimodal with largest
Whitney number Pm .
Second, if r  i < j then m  m + r & j > m + r & i and again
Pm+r&iPm+r& j by unimodality.
Third, suppose that i<r and jr. We claim that r&i> j&r. To
establish this, suppose to the contrary that r&i j&r. Since Q is rank
symmetric, we have
Qi=Qr&(r&i)=Qr+(r&i)=Q2r&i .
Now 2r&i=r+(r&i)>r and 2r&i j so QjQ2r&i=Qi , clearly con-
tradicting Qi<Qj . Therefore we must have r&i> j&r so
Pm+r&iPm&( j&r)=Pm+r& j
since P is balanced.
Fourthly, suppose that i>r and jr. We claim that i&r>r& j and the
proof is similar to the previous case. Now since P is balanced,
Pm+r&i=Pm&(i&r)Pm+r& j ,
completing the proof. K
We will require the following lemma which may be found in Zha [8].
Lemma 6.7. Let G be a graph on n vertices with corresponding poset
P=PG . Then P is rank unimodal with largest rank Pr+1 if n=2r+1, and
Pr or Pr+1 if n=2r.
The following result is now immediate.
Corollary 6.8. Let G be a graph and n a positive integer. If PG is
balanced then PG and Bn are compatible.
Proof. By Lemma 6.7, PG is rank unimodal. Since Bn is rank sym-
metric, the result follows from Lemma 6.6. K
We now show that if H is a hamiltonian graph then PH is balanced. In
the following two lemmas, we show first that the poset corresponding to
any graph having an odd number of vertices is balanced, and secondly,
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that if H is a hamiltonian graph on an even number of vertices, then PH
is balanced.
Lemma 6.9. Let G be a graph on n vertices with corresponding poset PG .
If n is odd then PG is balanced.
Proof. Let n=2r+1 and let P2 , P3 , ..., P2r+1 be the ranks of P=PG .
From Lemma 6.7, P is rank unimodal with largest rank Pr+1 . There-
fore, to show that P is balanced, we must prove for all 0a<b, that
|Pr+1&a||Pr+1+b| and |Pr+1+a||Pr+1&b|.
Let H be the bipartite graph with vertex set Pr+1&a _ Pr+1+b , and let
X be adjacent to Y if and only if XY in P. An element X # Pr+1&a is con-
tained in ( r+ab+a) subsets of size r+1+b, all of which are in Pr+1+b . There-
fore, the degree of X in H is ( r+ab+a). On the other hand, an element
Y # Pr+1+b contains a generating 2-set and there are ( r&1+br&1&a)=(
r&1+b
b+a )
subsets of size r+1&a contained in Y which also have this generating
2-set. These subsets are all in Pr+1&a so the degree of Y in H is at least
( r&1+bb+a ). Enumerating the edges in H gives
\r+ab+a+ |Pr+1&a|\
r&1+b
b+a + |Pr+1+b|.
Since b&1a, it follows that |Pr+1&a||Pr+1+b| as desired.
To show that |Pr+1+a||Pr+1&b| , consider K, the bipartite graph
having bipartition (Pr+1+a , Pr+1&b), with X # Pr+1+a adjacent to
Y # Pr+1&b if and only if X is contained in Y. Arguing as above, we see
that the degree in K of each element of Pr+1&b is ( r+bb+a). Furthermore, an
element of Pr+1+a contains exactly ( r+1+ab+a ) subsets of size r+1&b but
not all of these subsets need be in Pr+1&b . Thus the degree in K of an
element of Pr+1+a is at most ( r+1+ab+a ). Enumerating the edges in K gives
\r+bb+a+ |Pr+1&b|\
r+1+a
b+a + |Pr+1+a|.
Since a+1b, we conclude that |Pr+1+a||Pr+1&b|. K
Lemma 6.10. Let G be a graph of 2n vertices with corresponding poset
PG . If G is hamiltonian then PG is balanced.
Proof. Label the vertices of G using 1, 2, ..., 2n so that (1, 2), (2, 3), ...,
(2n&1, 2n), (2n, 1) are the edges of a Hamiltonian cycle C and let
P2 , P3 , ..., P2n be the ranks of PG .
We begin by finding the largest rank of PG , which, from Lemma 6.7, is
either Pn or Pn+1. Let XV(G). If X contains a circular succession, that
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is, one of the subsets [1, 2], [2, 3], ..., [2n&1, 2n], or [1, 2n], then G[X]
contains an edge of C so X # PG . Therefore, Pk contains all k-subsets of
V(G) which have a circular succession so by an elementary counting argu-
ment,
|Pk|\2nk +&
2n
k \
2n&k&1
k&1 + .
Thus |Pn|( 2nn )&2. Moreover, observe that for kn+1, |Pk|=(
2n
k ) since
every induced subgraph of G having at least n+1 vertices contains an edge
of C. In particular then, |Pn+1|=( 2nn+1) and for n2, it is easy to see that
( 2nn )&2(
2n
n+1) so |Pn||Pn+1|. Thus, Pn is the largest rank of PG .
Therefore, in order to show that PG is balanced, we must prove that
|Pn&a||Pn+b| and |Pn+a||Pn&b| for all 0a<b. Since |Pk|=( 2nk ) for
kn+1, we have |Pn+b|=( 2nn+b)(
2n
n+a+1). Furthermore, |Pn&a|
( 2nn&a)&
2n
n&a (
2n&(n&a)&1
(n&a)&1 ) so to prove that |Pn&a||Pn+b|, it suffices to
show that
\ 2nn&a+&
2n
n&a \
2n&(n&a)&1
(n&a)&1 +\
2n
n+a+1+ .
After some routine simplification, this inequality may be seen to be equiv-
alent to
(2n&1)! (2a+1)!(n+a&1)! (n+a+1)!
which in turn is equivalent to
2n&1
n+a+1
2n&2
n+a
} } }
n+a
2a+2
1.
Because 2 is the minimum index of a rank of PG , we have n&a2 so
n+a+i2a+2+i for any i. Setting i=0, 1, ..., n&a&1, we see that each
fraction on the left hand side of the above inequality is at least 1. Therefore,
the inequality is valid which shows that |Pn&a||Pn+b|.
To prove that |Pn+a||Pn&b|, observe that
|Pn+a|=\ 2nn+a+>\
2n
n&b+|Pn&b|.
Thus PG is balanced. K
We are now ready to prove that Lih’s conjecture holds for graphs con-
sisting of a hamiltonian component, together with isolated vertices.
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Theorem 6.11. Let H be a graph and suppose that G is obtained from H
by adding some isolated vertices. If H is hamiltonian then PG has the Sperner
property.
Proof. By Proposition 6.4, PG$PH_Bm for some m. Now PH is
balanced, by the previous result if |V(H )| is even, or by Lemma 6.9 if
|V(H )| is odd. Therefore, PH and Bm are compatible, by Corollary 6.8.
Moreover, since H is hamiltonian, PH is strongly Sperner by Corollary 6.3.
The result now follows upon applying Theorem 6.5. K
In closing, we note that while G having a Hamilton cycle is a sufficient
condition for PG to be a nested chain order, it is not necessary. Especially
for a small graph, it is possible, by inspection, to modify the standard chain
partition for the corresponding poset to achieve a nested chain partition. It
would, therefore, be of interest to discover other classes of graphs which
yield nested chain orders.
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