Abstract. In this paper, we provide a version of the Mikhlin-Hö rmander multiplier theorem for multilinear operators in the case where the target space is L p for p e 1. This extends a recent result of Tomita [15] who proved an analogous result for p > 1.
Introduction
Let The Mikhlin multiplier theorem [14] says that if a function s defined on R d nf0g has at least ½d=2 þ 1 continuous derivatives that satisfy for all jaj e ½d=2 þ 1 (½t is the integer part of t), then the operator
initially defined for Schwartz functions, admits a bounded extension on L p ðR d Þ for all 1 < p < y.
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where 1 e r < y. We also let S 1 ðR d Þ be the set of all Schwartz functions C on R d , whose Fourier transform is supported in an annulus of the form fx : c 1 < jxj < c 2 g, is nonvanishing in a smaller annulus fx : c 
Cð2
Àj xÞ ¼ constant;
It is worth observing that a necessary condition on the constants c where h is a function in SðR d Þ whose Fourier transform is supported in fx : c 1 < jxj < c 2 g and is nonvanishing in fx : c Hö rmander's version (see [9] ) of Mikhlin's theorem is the following: Suppose that s is a bounded function on R d that satisfies
for some 1 e r e 2, some g > d=r, and some C A S 1 ðR d Þ. Then s is a Fourier multiplier on L p , 1 < p < y, i.e., the operator T s admits a bounded extension on L p ðR d Þ. We note that condition (4) is weaker than (1) and becomes least restrictive when r ¼ 2; we also note that if condition (4) holds for some C in S 1 ðR d Þ, then it holds for all C in However, it appears naturally in many situations and allows one to prove the equivalence of (4) between one and all functions in S 1 ðR d Þ. Thus, it provides us with flexibility in the choice of C in (4) and it becomes very useful for the purposes of this article.
In this article, we provide a version of the Hö rmander multiplier theorem in the case of multilinear operators. The study of such operators originated in the work of Coifman and Meyer [2] , [3] , [4] and was later revived by the groundbreaking work of Lacey and Thiele on the bilinear Hilbert transform [12] , [13] . The multilinear Fourier multiplier oper-ator T s associated with a symbol s is defined by
Coifman and Meyer [3] proved that if s is a function on ðR n Þ m nf0g that satisfies
away from the origin for all su‰ciently large multiindices a j , then T s is bounded from the product
Their proof is based on the idea of writing the Fourier multiplier s as a rapidly convergent sum of products of functions of the variables x j . The multiplier theorem of Coifman and Meyer was extended to indices p < 1; and larger than 1=m by Grafakos and Torres [8] and Kenig and Stein [11] (when m ¼ 2). The approach in these papers is based on a multiple Calderó n-Zygmund decomposition which yields weak type estimates for T s when at least one index p j ¼ 1; in particular, this approach gives a weak type
;y estimate which yields the result for the remaining indices with p e 1, via multilinear interpolation.
It seems that in the proof of Coifman and Meyer [3] , the number of derivatives required of s is at least 2mn; see Yabuta [16] . On the other hand, by using the m-linear T1 theorem (Grafakos and Torres [8] ), it follows that mn þ 1 derivatives of s are su‰cient to imply the boundedness of T s . However, even this number of derivatives is too big from the viewpoint of the linear case. Exploiting the idea of the proof of the Hö rmander multiplier theorem in [5] , Tomita [15] proved the following result in the m-linear case:
Let C be a Schwartz function whose Fourier transform is supported in the set fx x A ðR n Þ m : 1=2 e jx x j e 2g and satisfies
where for k A Z, s k is defined as
In this work we extend Theorem A to the case where the target space is L p for p e 1. The following is our main result:
Suppose that s is a function on ðR n Þ m and C is a function
where s k is defined in (7). Then there is a number d ¼ dðmn; g; rÞ satisfying 0 < d e r À 1, such that the m-linear operator T s , associated with the multiplier s, is bounded from
. . . ; m, and p is given by
. . . ; p m ; p 0 e y, and exactly one of the numbers p 1 ; . . . ; p m ; p 0 is equal to infinity.
Preliminaries
We begin this section by proving Corollary 1 assuming Theorem 1.
Proof. We first prove that condition (8) is invariant under the adjoints, that is, it is also valid for the symbols of the dual operators. Indeed, the symbol of the kth dual operator is
with the obvious modification if k ¼ 1 or k ¼ m. This is equal to sðA kx xÞ, wherex x is the column vector ðx 1 ; . . . ; x m Þ and A k is a modified m Â m identity matrix whose kth row has been replaced by the row ðÀ1; . . . ; À1Þ.
where the hat denotes Fourier transform in thex x variable. We note that the function C k whose Fourier transform is the functionx x !Ĉ CðA kx xÞ lies in
By a change of variables inside the Fourier transform, (10) transforms to 
. . . ; p m ; p < y, i.e., in the interior of the ''Banach case''. Thus boundedness holds in this case.
Interpolating with the interior of the Banach case, yields boundedness from
Duality allows one (but not all) of the indices p j to be equal to 1. r Remark 1. It is unclear to us at this time, if the result of Corollary 1 can be improved so that more than one index p j be equal to infinity.
Definition 1. The Hardy-Littlewood maximal operator M is defined by
Mð f ÞðxÞ ¼ sup
where f is a locally integrable function on R n and v n is the volume of the unit ball on R n . It is well known that M is bounded on L p ðR n Þ for all 1 < p < y.
A fundamental property of the Hardy-Littlewood maximal operator is the following. For any > 0 there exists a constant C e > 0 such that 
< y:
We
via the Hausdor¤-Young inequality.
Lemma 1. Let 1 e p < q < y. Then for every s f 0 there exists a constant C ¼ Cðp; q; s; dÞ > 0 such that for all functions g supported in a ball of a fixed finite radius in R d we have
Proof. Since g is supported in a ball of finite fixed radius, then g ¼ gj for some compactly supported smooth function j that is equal to one on the support of g. Pick r such that
The Kato-Ponce rule [10] gives the estimate
Now the Bessel potential operator J s ¼ ðI À DÞ Às=2 is bounded from L q to itself for all s > 0. This implies that
Combining this estimate with the one previously obtained, we deduce that 
Cð2
Àj xÞŶ YðxÞ: ð14Þ SinceŶ Y andĈ C are supported in fixed annuli, only a finite number of terms in the previous sum is nonzero, that is, there is a constant c 0 such thatĈ Cð2 Àj xÞŶ YðxÞ ¼ 0 for all x whenever j jj > c 0 . SinceŶ Y is a smooth function with compact support, it follows from (14) and Lemma 2 that
Finally, we will need the following classical result of Fe¤erman and Stein.
Lemma B ( [6] ). Let 1 < p; q < y. Then there exist positive finite constants Cðp; qÞ such that & P
for all sequences f f k g k A Z of locally integrable functions on R n .
Lemma 4. Let D k be the Littlewood-Paley operator given by
where C is a Schwartz function whose Fourier transform is supported in the annulus fx : 2 Àb < jxj < 2 b g, for some b A Z þ and satisfies P k A ZĈ
Àk xÞ ¼ c 0 , for some constant c 0 .
Let 0 < p < y. Then there is a constant c ¼ cðn; p; c 0 ; CÞ, such that for L p functions f we have
Proof. Let F be a Schwartz function with integral one. Then the following quantity provides a characterization of the H p norm:
It follows that for f in H p X L 2 , which is a dense subclass of H p , one has the estimate
since the family fF t g t>0 is an approximate identity. Thus
whenever f is a function in H p .
Keeping this observation in mind we can write
The proof of the main result
In this section we discuss the proof of the main theorem. Each region R j can be written as the union of sets
. . . ; m. We need to work with a finer partition of unity, subordinate to each R j; k . To achieve this, for each j, we introduce smooth functions f j; k on ½0; yÞ mÀ2 supported in 0; 11 10
We now have obtained the following partition of unity of ðR n Þ m nf0g:
where the dots indicate the variables of each function.
We now introduce a nonnegative smooth bump c supported in the interval ½ð10mÞ À1 ; 2 and equal to 1 on the interval ð5mÞ À1 ; 12 10 ! , and we decompose the identity on ðR n Þ m nf0g as follows:
where
This partition of unity induces the following decomposition of s:
We will prove the required assertion for each piece of this decomposition, i.e., for the multipliers sF j; k and sC j; k for each pair ð j; kÞ in the previous sum. In view of the symmetry of the decomposition, it su‰ces to consider the case of a fixed pair ð j; kÞ in the previous sum. To simplify notation, we fix the pair ðm; m À 1Þ, thus, for the rest of the proof we fix j ¼ m and k ¼ m À 1 and we prove boundedness for the m-linear operators whose symbols are s 1 ¼ sF m; mÀ1 and s 2 ¼ sC m; mÀ1 . These correspond to the m-linear operators T s 1 and T s 2 , respectively. The important thing to keep in mind is that s 1 is supported in the set where maxðjx 1 j; . . . ; jx mÀ2 jÞ e 11 10 jx mÀ1 j e 11 10 Á 1 5m jx m j and s 2 is supported in the set where maxðjx 1 j; . . . ; jx mÀ2 jÞ e 11 10 jx mÀ1 j and 1 10m e jx mÀ1 j jx m j e 2:
We first consider T s 1 ð f 1 ; . . . ; f m Þ, where f j are fixed Schwartz functions. We fix a Schwartz radial function h whose Fourier transform is supported in the annulus 1 À 1 25 e jxj e 2 and satisfies P
Associated with h we define the Littlewood-Paley operator 
This algebraic sum of these sets is contained in the annulus
We now introduce another bump that is equal to 1 on the annulus z A R n : 9 25 e jzj e 65 25
& '
and vanishes in the complement of the larger annulus z A R n :
the Littlewood-Paley operators associated with this bump and we note that
Finally, we define an operator S j by setting
where z is a smooth function whose Fourier transform is equal to 1 on the ball jzj < 3=5m and vanishes outside the double of this ball. Using this notation, we may write
Since the Fourier transforms ofD
Obviously, we have
A simple calculation yields that the support of the integrand in the previous integral is contained in the annulus Inserting this factor and taking the inverse Fourier transform, we obtain that
where dỹ y ¼ dy 1 Á Á Á dy m , the check indicates the inverse Fourier transform in all variables, and
We pick a r such that 1 < r < r e 2 and g > mn=r. This is possible since g > mn=r; for instance
r À mn g is a good choice if this number is bigger than 1; otherwise we set r ¼ 1 þ r 2 . We define d ¼ r À r. We now have justified by the result in the calculation (13) for the first, Lemma 1 together with the facts that 1 < r < r and s We now square the previous expression, we sum over j A Z and we take square roots. Since r À d ¼ r, the hypothesis p j > r À d implies p j > r, and thus each term
r is bounded on L p j ðR n Þ. We obtain
and this is bounded by
in view of Lemma B with q ¼ 2=r and the Littlewood-Paley theorem. using that r < 2 and Lemma B we obtain the conclusion that the expression above is bounded by
This concludes the proof of the theorem. r
