In this paper, we describe different methods of computing the eigenvalues associated with the prolate spheroidal wave functions (PSWFs). These eigenvalues play an important role in computing the values of PSWFs as well as in the different numerical applications based on these later. The methods given in this work are accurate, fast and valid for small as well as for large values of the bandwidth c of the PSWFs. Moreover, we provide the reader with a method for computing the exact values of PSWFs at the Shannon sampling points. A Shannon sampling theorem with a better decaying sampling basis functions is used to provide a standard representation of the PSWFs. Moreover, we provide the reader with a new fast and accurate method for computing the PSFWFs which is valid over the real line. Based on this method, we develop asymptotic expansions of the PSWFs. Some numerical examples are given to illustrate the results of this paper.
Introduction
Recently, there has been a growing interest in the theory and the numerical applications of prolate spheroidal wave functions PSWFs [4] [5] [6] [13] [14] [15] 19] . For any positive real numbers τ, c > 0, the PSWFs ψ n,c,τ , n 0, associated with the parameters τ, c > 0, form the countable and infinite set of the eigenfunctions of the following Sturm-Liouville problem
It is well known [7] that the above problem has analytic solutions only for a countable and infinite set of eigenvalues 0 < χ 0 (c) < χ 1 (c) < · · · < χ n (c) < · · · . Moreover, the eigenfunctions ψ n,c,τ form an orthogonal and complete system of L 2 [−τ, τ ] and ψ n,c,τ has the same parity as n. In the special case where τ = 1 and c = 0, Eq. (1) becomes
The above equation is the Legendre equation that has χ k = k(k + 1), k 0, as eigenvalues and the Legendre polynomial P k of degree k as the corresponding eigenfunctions. Note that the set of Legendre polynomials {P k , k 1} has been widely used as an efficient orthogonal expansion tool for the space L 2 [−1, 1].
In a series of papers [11, 12, 17, 18] , the authors have shown that the solutions of the maximum concentration energy problem on the interval [−τ, τ ], are the solution of the following integral eigenvalue problem given by 
The above problem is equivalent to the following eigenvalue integral operator with the sinc kernel given by 
It is easy to see that the integral operators given in (3) and (4) are compact. Consequently they have an infinite countable set of eigenvalues μ n (c), λ n (c), n 0, respectively. Moreover, it is well known that these different eigenvalues are related by the following relation:
Slepian and Pollak [17] have made a breakthrough in the theory of PSWFs by discovering that the integral operator of (4) commutes with the differential operator of (1) and consequently, they have the same eigenfunctions. Many important properties as well as computational issues of PSWFs are made possible by this discovery. Nevertheless, PSWFs have been and still regarded as mysterious functions, see [16] . This is due to the facts that they are difficult to compute and they do not have a standard representation in terms of elementary functions. In this work, we focus on the interesting special case τ = 1. In this case, the different PSWFs are simply denoted by ψ n,c . The classical methods for approximating the eigenvalues λ n (c) and the values of ψ n,c (x) are based on the Legendre-Bessel expansion of the PSWFs. Recently, an intensive work has been done in deriving new powerful or efficient methods for computing the eigenvalues and the values of PSWFs, see [3, 10, 16, [19] [20] [21] . The methods of [10, 16] use the sinc basis functions of c-band limited functions to discretisize the operator (4) and provides approximations of the eigenvalues λ n (c) and the values of PSWFs at the sampling points x N = Nπ/c, N ∈ Z. A first standard and simple representation of PSWFs based on the Shannon sampling theorem has been given in [16] . We should mention that the coefficients of the matrix corresponding to the discretization of (4) with the Sinc functions, decay very slowly. Consequently, this last method is no longer practical if high accuracy approximations of PSWFs are needed, see [10] . The methods of [3, 19] are fast and accurate. They are based on Gaussian quadrature versions on the unit circle and provide approximations of the eigenvalues μ n (c) and the values of PSWFs at the quadrature nodes inside the interval [−1, 1].
Moreover, some special, fast and highly accurate methods for the approximation of the PSWFs and their corresponding eigenvalues have been given in [20, 21] . More precisely, in [20] , the authors have provided an original Hermite functions expansion based method for the approximation of the PSWFs ψ n,c and their corresponding eigenvalues. This method is very well adapted and highly accurate in the case where the band-limit c is large compared to the order n. Moreover, this method has the advantage to provide accurate approximation of the ψ n,c along the real line, when c is large enough. Also, we should mention that in [20] , the authors have also provided asymptotic expansions of the eigenvalues χ n (c) of the differential operator (1) . In [21] , the authors have provided asymptotic formulae for computing the PSWFs and their corresponding eigenvalues. This approximate method is based on high order expansions of the ψ n,c into powers of c/n. Hence, this method is fast and highly accurate in the case where the ratio c/n is small or at least not large, no matter how large are the values of c and n. Due to their high performance, the use of these special methods is highly recommended whenever they could be applied.
In this paper, we describe three different methods for computing the eigenvalues associated with PSWFs. The first method uses a discretization by the normalized Legendre polynomials of the operator in (3) with τ = 1. The two other methods are based on the use of the different moments of the Legendre polynomials and the finite Fourier transform of these later. By using some properties of the Legendre polynomials, we show that the different Fourier coefficients of these polynomials are easily and exactly computed by the use of simple iterative methods. These Fourier coefficients are then used to provide us with the exact values of ψ n,c (N π/c) for any N ∈ Z.
This work is organized as follows. In Section 2, we use the moments of the normalized Legendre polynomials to discretisize the integral operator of (3) and compute accurate approximations of the eigenvalues μ n (c) and λ n (c). In Section 3, we describe two fast, simple and accurate methods for computing the different eigenvalues μ n (c), where c is any positive integer. In Section 4, we provide the reader with an iterative method for the exact computation of the Fourier coefficients of the normalized Legendre polynomials. These coefficients are then used to compute fastly and accurately the values ψ n,c (N π/c) for any N ∈ Z. The Shannon sampling theorem with a better decaying sampling basis functions is then used to give a standard representation of the PSWFs. Also, we provide the reader with a new fast and accurate method for computing the PSFWFs which is valid over the real line. Based on this method, we develop asymptotic expansions of the PSWFs. Section 5 is devoted to some numerical examples that illustrate the results of this paper.
Legendre expansion and eigenvalues of PSWFs
In this section, we describe a new method for an accurate computation of the eigenvalues μ n (c), n 0, of the following integral equation:
Once the different μ n (c) have been computed, formula (5) is then used to find the values of the eigenvalues λ n (c) of the following equivalent integral equation:
Our method uses a discretization of the operator of (6) by the use of the orthonormal basis of L 2 [−1, 1] given by a set of the normalized Legendre polynomials {P k , k 0}. Note that if P k denotes the Legendre polynomial of degree k,
Based on some properties of the polynomials {P k , k 0} and the PSWFs ψ n,c , we show that the coefficients of the discretization matrix decay fastly to zero. Hence, a submatrix with a low order N suffices to get an accurate approximation of N eigenvalues of (6) . The following proposition shows that the eigenvalues of (6) coincide with the eigenvalues of an infinite matrix B.
Proposition 1. For any integers
Then the eigenvalues of (6) coincide with the eigenvalues of B.
Proof. We first note that for any integer n 0, the PSWF ψ n,c satisfies
In fact, since ψ n,c satisfies (6), then by Hölder inequality and equality (5), one concludes that ∀x ∈ R, we have
By using (9) , one concludes that the series l 0 (icxy) l l! ψ n,c (y) converges uniformly to e icxy ψ n,c (y) over [−1, 1]. Consequently, ∀x ∈ R, we have
It is well known, see [19] , that ∀y ∈ [−1, 1],
where [x] denotes the greatest integer less or equal than x. Hence
Consequently, the Legendre expansion of ψ n,c converges uniformly over [−1, 1]. Hence (10) can be written as follows
By multiplying both sides of the previous equality by P k (x) and then integrating it over [−1, 1], one concludes that μ n (c) is an eigenvalue of (6) if and only if it is an eigenvalue of the infinite matrix
Although the expression of the coefficients b kk (c) looks complicated, this is not he case in practice. In fact, we show that these coefficients decay fastly to zero. Moreover, since the Legendre polynomials are given by
then the different moments of the normalized Legendre polynomials are simply given by the following iterative process:
The following lemma gives us the decay of the coefficients b kk (c). 
Proof. We first note that if l + k is odd or l < k, then M l,k = 0, otherwise, we have
In fact, if l + k is an odd integer, then x l P k (x) is an odd function and consequently M l,k = 0. Moreover, since deg P k (x) = k, then Span{P 0 , . . . , P l } = Span{1, X, . . . , X l }. Hence, by using the orthonormality of the normalized Legendre polynomials, one concludes that M l,k = 0 if l < k. If l k, then by using Hölder's inequality, one gets
On the other hand, since ∀|x| 1,
Finally, if k + k is an even integer, then by using the above properties of the M l,k and by setting α = max(k, k ), one concludes that
is an alternating series with a decreasing general term
Notation. In the sequel, we let B N denotes the submatrix of B, given by
Also, we let Q c denotes the integral operator given by (6) .
The analysis of the approximation error of N + 1 eigenvalues of our discretization matrix B by the eigenvalues of B N is based on the following Bauer and Fike's eigenvalues perturbation theorem [1] .
Theorem 1. If μ is an eigenvalue of
where · p denotes any p-matrix norm and K p (X) denotes the p-condition number of the matrix X.
The approximation error of N + 1 eigenvalues of Q c by the eigenvalues of B N is given by the following theorem.
Theorem 2. Let X N be the square matrix defined by
Proof. We first prove that if M > N is an integer and 0 k N , then for the eigenvalue η k of B N , there exists an eigenvalue μ k of B M such that
where
To this end, we first prove that
, then by using the previous proposition, one concludes that
Moreover, by using Theorem 1 with A = B M and E =B N − B M , one concludes that for any eigenvalue η k ofB N , we have
By using the previous inequality together with the fact that η(B N ) = {η(B N ), 0, . . . , 0}, one obtains (17) .
As M → +∞, the set of the eigenvalues of B M coincides with the set of the eigenvalues of the operator Q c given by (6) . By (17) , one concludes that for any η k ∈ η(B N ), there exists μ ∈ μ(Q c ) such that
By using the previous inequality together with the assumption of the theorem, one concludes that for any precision > 0, there exists N ∈ N such that N + 1 eigenvalues of Q c are approximated to the precision by the eigenvalues of B N . 2
In practice, only an approximationb kk (c) of the coefficient b kk (c) is computed. More precisely, for a positive integerÑ , letb kk (c) =
By using the result of Theorem 2 and the previous inequality, one concludes that an error bound of the approximation of N + 1 exact eigenvalues μ k of the operator Q c by their corresponding eigenvaluesμ k (c) ofB N is given by
where the matrix X N is as defined previously. Note that Theorem 2 shows that given an integer N ∈ N, the N + 1 eigenvalues of B N are the approximate values of N + 1 eigenvalues of the operator Q c . Note that the eigenvalues of Q c are simple. Also, we assume that the eigenvalues of B N are simple. Numerical evidences tell us that this last assumption is true. It remains to show that if (μ(k)) k 0 and (η(k)) 0 k N denote the rearranged eigenvalues of Q c and B N , according to the decreasing order of their magnitude, that is
then for a given 0 k N , η(k) is the approximate value of μ(k). This is the subject of the next theorem.
Theorem 3.
Under the above notation, for any > 0 and for any integer K > 0, there exists an integer N K, such that
where 
Moreover, it is well known, see [9] , that the Hilbert-Schmidt norm of an operator does not depend on a specific matrix representation of this later and consequently,
Combining (21) and (22), one concludes that k,k 0 |b kk | 2 = 4. Consequently, for any integer N ∈ N, 0 k,k N |b kk | 2 < 4 and B N is a matrix representation of a finite rank, Hilbert-Schmidt operator Q N c . Moreover, we have
Next, it is known, see [9] , that if T is a continuous operator on a Banach space E and if σ (T ) denotes the spectrum of T , then ∀ > 0, there exists δ > 0 such that for any continuous operator S on E with T − s < δ, we have
Since Q c and Q N c are bounded and compact operators, then σ (Q c ) and
Here ev(T ) denotes the set of the eigenvalues of the operator T . By using these last properties together with (23) and (24), one concludes that ∀ > 0, there exists N K such that
and
Next, to prove (20) , we have to consider the following two cases.
First case: we assume that ∀0 k K − 1, we have |η(k)| − |η(k + 1)| 2 and we prove (20) . We first show that there exists an integer 0 l N such that
and in this case it is necessary that l = 0. The existence of such an integer l is ensured by (25). To show that l = 0, we proceed by contradiction. Assume that l > 0, by using (26) and the fact that ev(Q c ) is compact, one concludes that there exists an integer l 0 such that
From (27) and (28), one concludes that
This last inequality is impossible since by assumption, we should have |η(0)| − |η(l)| 2l . Hence, l = 0. By a successive application of the above technique with the different values of k = 1, . . . , K one can easily obtain (20) . Second case: in this case, we assume that |η(k)| − |η(k + 1)| < 2 for some 0 k K. Let 1 be the strictly positive real number given by
Such an 1 exists since by assumption, the η(k) are simple and arranged in the decreasing order of their magnitude. Also, the above equality implies that 1 < . By substituting and N by 1 and N 1 , respectively and by applying the same technique as in the first case, one concludes that 
Other methods for computing the eigenvalues λ n (c)
The methods of this section for computing the eigenvalues of ψ n,c are fast, accurate and valid for small as well as large values of c. They use the eigenvalues χ k of the differential operator given in (1). Moreover they are based on the different moments M l,k = 1 −1 x l P k (x) dx of the normalized Legendre polynomials as well as the moments
of the finite Fourier transforms of these later. The computation of the M l,k is done by (12) and the exact computation of the F l,k is simply done as follows. Since P k (y) = Hence
It is clear that I 1 l,m = 0 if l + m is odd and
Moreover, if l + m is even, then an integration by parts gives us the following iterative scheme for computing the I 1 l,m ,
The exact values of the I l,m are then given by
and the F lk are given by (30).
Description of method 2 for computing the eigenvalues associated with PSWFs
Since ∀n ∈ N, ψ n,c ∈ C ∞ (R), then ∀m ∈ N and ∀x ∈ R, we have In particular, for the special case where x = 0 and m a positive integer with the same parity as n, the previous equality becomes
Here, the β n k denote the Legendre expansion coefficients of ψ n,c . Note that the different eigenvalues χ n (c), n 0, of (1) as well as the corresponding eigenvectors (V n ) n = (β n k , k 0) n are given as eigenvalues and eigenvectors of the infinite matrix corresponding the following iterative system:
For more details, see [19] . Since M m,k = 0 if k > m, then from (32), one concludes that the eigenvalue μ n (c) is exactly given by the following formula:
where m is any positive integer with the same parity as n. In practice, an accurate approximationμ N n (c) of μ n (c) is given by the following formula:
Here, the sequence (B n k ) k is given iteratively by (33) with the starting values gives satisfactory numerical results. Also, note that the exact Legendre expansion coefficients (β n k ) k of ψ n,c are simply given by
The following proposition provides us with an error bound of the approximation given by (35).
Proposition 2 (Error analysis of method 2). Under the above notation, let 0 m 2([ec] + 1) be a fixed integer with the same parity as the integer n and let
Proof.
Hence, ∀k m we have
Moreover, from [19] , ∀k 2([ec] + 1) we have , then it can be easily checked that
By using (34), (35), (38) and (39) one obtains
. 2
Remark 3. Numerical evidences show that for any integers m, n 0 such that m − n is even, the quantity D m (ψ n,c )(0)
given in (37) is different from zero. Moreover, this last quantity can be computed by the use of the following iterative formula given in [19] :
For any integers k 2, n 0, with the initial conditions
n,c (0) = 2 − χ n (c) ψ n (0) for odd n.
Some numerical results that illustrate the high performance of this second simple and fast method for computing the eigenvalues μ n (c) and λ n (c) are given in Section 5.
Description of method 3 for computing the eigenvalues associated with PSWFs
We consider a positive integer l 0. Multiplying the equation
by x l , and then integrating both sides over [−1, 1], one obtains
Hence, for any positive integer l with the same parity as n 0, the eigenvalue μ n (c) is exactly given by the following formula:
In practice, an accurate approximationμ N n (c) of μ n (c) is given by the following formula:
Here, N and the B n k are as given by method 2. The positive integer l has to be no larger than N . Numerical evidences show that for the values of l close to N , this last method is slightly more accurate than the second method with m = 2. Nonetheless, method 2 remains the fastest and the most practical among the three previous methods. The following proposition provides us with an error bound of formula (43).
Proposition 3 (Error analysis of method 3). Under the above notation, ∀n, l ∈ N with l + n even and ∀N 2([ec]+1), an error bound of formula (43) is given as follows:
Proof. Since ∀n ∈ N we have
then for any positive integers l, k ∈ N we have
Since ∀k 2(
Moreover, since for any positive integer l, we have
By combining (42), (43), (45) and (46), one can easily check that ∀N 2([ec] + 1) we have
Remark 4.
To get an approximation within a certain > 0 to the true μ n (c), it suffices to considerμ N n (c) given by (43) with
Computation and asymptotic expansion of the PSWFs
In this section, we present an asymptotic expansion as well as three methods for computing the PSWFs. These methods are valid over the whole real line and provide satisfactory numerical approximations to the true values of the PSWFs. These methods are described by the following sections.
Legendre-Shannon methods and the computation of PSWFs

Classical Legendre-Shannon method
In [16] , the authors have used the Shannon sampling theorem and gave an interesting and standard representation of the PSWFs in terms of their expansions by the sinc basis functions of c-band limited functions. The values of the PSWF ψ n,c at the sampling points x N = Nπ c , N ∈ Z, are given as the components of the eigenvector associated with the eigenvalue λ n (c) of (7). Unfortunately, the discretization of (7) by the sinc functions leads to a matrix with low decay coefficients. Consequently, the computation of the eigenvalues and the values of PSWFs at the sampling points by this method is no longer friendly if high precision is required [10] . In this section, we show that by using different values of the Fourier series coefficients of the Legendre polynomials, it is possible to compute fastly and accurately the different values ψ n,c ( Nπ c ), N ∈ Z. As it is done in [16] , the Shannon sampling theorem is then used to provide us with a standard representation of ψ n,c (x) along the real line.
It is well known that the Legendre expansion of ψ n,c inside the interval [−1, 1] is given by
Here, the notation 
By successive integrations by parts, it is easy to see that the different Fourier series coefficients of P 2k and P 2k+1 defined respectively by I N,2k = 
The values of D 2l+1 [P 2k ](1), the different derivatives of P 2k at x = 1, are exactly computed by the use of the following formulae:
To get the above formulae, it suffices to apply the differentiation operator D l to (2) with χ k = k(k + 1) and then make the substitution t = 1. By substituting (49) into (48), one concludes that ψ n,c ( Nπ c ) are exactly given in terms of the N th Fourier coefficients of the P k as follows:
Note that the above series representation converges fastly to the true value of ψ n,c ( Nπ c ). This is given by the following proposition. 
Proof. By using Hölder's inequality, one concludes that ∀k 0,
Remark 5. A desirable property of our method in computing the ψ n,c ( Nπ c ) is that the truncation error given by the previous proposition does not depend on N . Hence, this method maintains a good accuracy along the infinite set of the sampling points. Also, note that the error bound given by the above proposition is not optimal. In fact, in practice, the Legendre expansion coefficients ((β n k ) k ) decay faster than what has been used in our proof. Nπ c
Although, the above series converges slowly for small values of c, the simple and fast way by which we compute accurate values of the different ψ n,c ( Nπ c ) makes the above representation useful and practical for small values of the band c.
A modified Legendre-Shannon method
In this section, we use the Shannon oversampling idea, see [2] and construct a more convenient function η(x) whose translates generate a basis of the space of the c-band-limited functions. The function η(x) has a faster decay than the Sinc function. An exact and convenient representation of the different PSWFs are obtained by expanding these laters with respect to this basis. The function η(x) is constructed as follows. First, consider the function
otherwise.
The function η(x) is given via its Fourier transform bŷ
By applying the inverse Fourier transform toη(x), one concludes that ∀x ∈ R, we have
The Shannon oversampling or the modified Legendre-Shannon expansion of the PSWF ψ n,c (x) is given as follows
For the reader convenience, we briefly provide the proof of the above formula. Let f be a band-limited function with band-limit c > 0 and such that the Fourier series off converges uniformly over [−c − 1, c + 1]. This is the case for the ψ n,c . Sincef
The Fourier series off together with the inverse Fourier transform give uŝ
Sinceη
, then by using (55), one concludes that
Since the Fourier series off converges uniformly over [−c − 1, c + 1] and sinceη is bounded then the series given in the above equality converges uniformly over [−c − 1, c + 1]. By using the continuity of the functions f and η, by applying the inverse Fourier transform to both sides of (56) and the permutation of the integration and the summation signs, one gets
In practice, we consider an integer N 1 ∈ N and compute approximate values of the PSWFs by the use of the following truncated modified Legendre-Shannon method,
The exact values ψ n,c ( 
The reader can easily check that by applying 2k successive integrations by parts to I N,2k and I N,2k+1 , one obtains
Finally, ∀N ∈ Z, we have
Asymptotic expansion of the PSWFs
We begin this section by providing a third method for computing the PSWFs. This method is described as follows. Since ∀m ∈ N and c > 0, we have
and since the Legendre expansion of ψ n,c (x) converges uniformly on
Here, α m,k is the coefficient of x m in P k (x). Hence, ∀x ∈ R, we have
Note that
Moreover, since |β n k | 
Numerical results
To illustrate the results of Section 2, we have considered different values of the bandwidth c and used the method of Section 2 to construct for each value of c, the corresponding square matrixB N of order N = 60. The integerÑ used to truncate the series representing the different coefficients b kk (c) is set to 80. As we have shown in Section 2, the eigenvalues ofB 60 are the approximate values of the first largest eigenvalues μ n (c) of the PSWF ψ n,c , 0 n 59. Table 1 shows the eigenvalues |λ n (c)| = c 2π |μ n (c)| 2 , 0 n 35, where the μ n (c) are eigenvalues ofB 24 . Reference values of these eigenvalues can be obtained by using a classical method based on computing with high accuracy the radial solution of the wave equation of the first kind, see [8, 17] . We should note that the values given in Table 1 coincide with their corresponding reference values. Moreover, the results of Table 1 coincides to 7 digits after the decimal point with the results obtained by the use of a 24 point generalized Gaussian quadrature given in [3] .
Also, we have considered the three values of the bandwidth c = 10, c = 40, c = 100 and applied method 2 for the computation of the corresponding eigenvalues. We have applied formula (35) with m = 1 if n is odd and m = 2 for even n. Table 2 To illustrate the accuracy of the fast method given by (58) for computing the PSWFs, we have applied a truncated version of (58) Bessel method with high accuracy and extensive computing load. The maximum error at these points is then given by Table 6 . From the results of the previous section as well as the numerical results of Tables 5 and 7 , one concludes that our asymptotic expansion (61) is fast, simple to use and well adapted for providing accurate approximations of the PSWFs under the condition that the bandwidth c is not very large. To maintain a good accuracy, it seems that the truncation factor N given in (61) has to increase proportionally with the bandwidth c. For very large bandwidth c, the methods given in [20, 21] are better adapted in this case. 
