We present a method for solving the reaction-diffusion equation with general potential in free space. It is based on approximation of the Feynman-Kac formula by a sequence of convolutions on sequentially diminishing grids. For computation of the convolutions we propose a fast algorithm based on the low-rank approximation of Hankel matrices. The requirements of the method hold O(nrM log M + nr 2 M) flops in complexity and O(Mr) elements in memory, where n is the dimension of the integral, r n, and M is the size of mesh in one dimension. The presented technique can be generalized to the higher-order diffusion processes.
Introduction
Path integrals [1, 2, 3] play a dominant role in description of a wide range of problems in physics and mathematics. They are a universal and powerful tool for condensed matter and high-energy physics, theory of stochastic processes and parabolic differential equations, financial modelling, quantum chemistry and many others. Different theoretical and numerical approaches have been developed for their computation, among which the most used ones are the perturbation theory [4] , the stationary phase approximation [5, 6] , the functional renormalization group [7, 8] , various Monte Carlo [9] and sparse grids methods [10, 11] . The interested reader can find particular details in the original reviews and books [12, 13, 14] .
In this paper we focus on the one-dimensional reaction-diffusion equation with initial distribution f (x) : R → R + and a constant diffusion coefficient σ
This equation may be treated in terms of the Brownian particle motion [15, 16, 17] , where the solution u(x, t) :
is the density distribution of the particles. The potential (or the dissipation rate) V(x, t) is bounded from below. We do not consider the drift term ρ ∂ ∂x u(x, t) because it can be easily excluded by a substitution u(x, t) → u(x, t)e −ρx [18] . The solution can be expressed by the Feynman-Kac formula [19, 18, 20] 
process [21, 22] . One of the advantages of the formulation (2) is that it can be directly applied for the unbounded domain without any additional (artificial) boundary conditions. Path integral (2) corresponding to the Wiener process is typically approximated by a finite multidimensional integral with the Gaussian measure (details are given in Section 2.1). The main drawback is that this integral is a high-dimensional one and its computation requires a special treatment. Several approaches has been developed to compute multidimensional integrals efficiently. The sparse grids approach [23] has been applied to the computation of path integrals in [24] , but only for dimensions ≤ 100, which sometimes is not enough. The main disadvantage of the Monte Carlo simulation is that it does not allow to achieve high accuracy.
There are several approaches based on the separated representation of tensors (the multidimensional functions defined on fine grids) in the low-rank format [25, 26, 27] . Among such methods [28] the ones based on the tensor train decomposition [29, 30, 31] and hierarchical Tucker format [32, 33, 34] are the most prominent opportunities that have to be investigated.
Our approach is based on the low-rank approximation of matrices used in absolutely different context. We formulate the Feyman-Kac formula as an iterative sequence of convolutions defined on grids of diminishing sizes. This is done in Section 3.2. To reduce the complexity of this computation, in Section 3.3 we find a low-rank basis set by applying the cross approximation (see Section 3.1) to a matrix constructed from the values of a one-dimensional function on a very large grid. That gives reduce of computational time and memory requirements, resulting in fast and efficient algorithm presented in Section 3.4. The numerical examples are considered in Section 4. The most interesting part is that we are able to treat non-periodic potentials without any artificial boundary conditions (Section 4.3).
Problem statement

Time discretization
Equation (2) corresponds to the Wiener process. A standard way to discretize the path integral is to break the time
The average path of a Brownian particle ξ(τ k ) after k steps is defined as
where every random step ξ i , 1 ≤ i ≤ k, is independently taken from a normal distribution N(0, 2σδt) with zero mean and variance equal to 2σδt. By definition, ξ (0) = x. Application of a suitable quadrature rule on the uniform grid (i.e., trapezoid or Simpson rules) with the weights {w i } n i=0
to the time integration in (2) gives
and transforms the exponential factor to the approximate expression
The Wiener measure, in turn, transforms to the ordinarily n-dimensional measure
and the problem reduces to an n-dimensional integral over the Cartesian coordinate space. Thus, we can approximate the exact solution (2) by u
2 written in the following compact form
The integration sign here denotes an n-dimensional integration over the particle steps ξ k , and V (n) i is defined in (5). Our goal is to compute the integral (9) numerically.
Computational technique
Notations and basic facts
In this paper vectors are denoted by boldface lowercase letters, e.g., a, matrices are denoted by boldface capital letters, e.g., A. The ith element of a vector a is denoted by a i , the element (i, j) of a matrix A is denoted by 
if it has the following components
The computation of the convolution can be naturally represented as a multiplication by the Hankel matrix.
Definition 2. We say that the Hankel matrix A ∈ R k×k is generated by row a ∈ R k and column b ∈ R k−1
, and denote this by
in case, when
and
This notation will be used for the computation of convolutions. As it can be directly verified, for α ∈ R
Definition 3. For two vectors a and b from (14) for the case a i = b i , ∀i : 1 ≤ i < k, we will also write
3
For a matrix A ∈ R n×m of rank r there exists [35, 36] a skeleton decomposition
where the nonsingular r × r submatrixÂ lies in rows i ∈Î = {i 1 , i 2 . . . , i r } and in columns j ∈Ĵ = { j 1 , j 2 . . . j r } of the matrix A. We will denote this byÂ = A(Î,Ĵ).
Skeleton decomposition can be rewritten by the factorization of the matrices B = Q B R B and
by the QR-decomposition, and by further factorization of the matrix R B GR
by the singular value decomposition (SVD) [37, 38] , and multiplication of B by
Thus, we will use the dyadic decomposition of (17)
To obtain decomposition (19) we use the cross approximation algorithm based on the concept of maximum volume submatrix introduced in [39, 40] . Our implementation of the cross approximation is based on [41, 42] and is available at [43] . Computation of rank r approximation requires O((n + m)r) evaluations of the elements and O((n + m)r 2 ) additional operations. This becomes crucial in practice, when the matrix element A i j is a time-consuming function to be calculated in a point (i, j) for a finite time. Examples of low-rank approximations of multidimensional functions can be found in references [44, 45, 46, 47] and other reviews and works.
Multidimensional integration via the sequence of one-dimensional convolutions
Multidimensional integral (9) can be represented in terms of an iterative sequence of one-dimensional convolutions. Indeed, for a one-dimensional function
where
and the boundary condition F (n)
the solution (9) is expressed as follows
The iteration starts from k = n and goes down to k = 1. Since the function Φ (n)
k (x) is bounded and the convolution (20) is with the exponentially decaying Gaussian, the lower and upper limits of the integral can be replaced by finite numbers.
In other words, we suppose that the product Φ (n)
2 rapidly decays so that a x is large enough to approximate
k (x) in some norm with an error ε
Equation (24) has an important drawback: as soon as F n (x) should be n-times larger [−na x , na x ) for n steps, because of the
Figure 1: A correspondence of meshes for two nearest iterations x (29) for k = 7. Blue filled circles separate the ranges corresponding to different steps m, 1 ≤ m ≤ k in time −[ma x , ma x ). Ticks on the axis label the mesh points. Violet curved lines show correspondence (29) between two meshes for nearest iterations.
convolutional structure of the integral (24) . Indeed, if we suppose, that the function
and the integration mesh is chosen to be nested in (26) with the same step h x
then the function F (n)
k+1 (x) is defined on the mesh
The last equality follows from definitions (26) and (27) . This is illustrated in Figure 1 . The integral (24) can be calculated for every fixed x 
The complexity of the computation ofF
flops. It can be reduced to O(kN x log N x ) by applying the Fast Fourier transform (FFT) for convolution (30) . Full computation ofF
operations and O(nN x ) memory. This complexity becomes prohibitive for large n (i.e., small time steps) and should be reduced. In the next section we present a fast approximate method for the calculation ofF
in O(nrN x log N x + nr 2 N x ) flops and O(rN x ) memory cost, r n, by applying low-rank decompositions.
Low-rank basis set for convolution array
In this section we provide theoretical justification of our approach. Consider a sequence of matrices A (k)
∈ R kM×M corresponding to the iterative process (30) and constructed in the following way Figure 2 : Transition between two neighbour iterations is illustrated. The left-hand-side matrix A is multiplied by vector p in a resulting vector s according to (33) . Explicit structure of matrix blocks H m in (34) and vector blocks h m in (38) is shown. Then entries of vector s are multiplied by corresponding factor e −w k V(x i ,τ n−k )δt to produce the next iteration step (21) . From a new vector a there formed a new matrix A according to (32) . The last point from the previous iteration is not needed and is thrown out. Then the steps repeat for the next iteration.
where k is the iteration number. Let us now consider iteration (30) at the step k = k 0 and omit the index k 0 + 1 for simplicity in the matrix and mesh notations (32) . Let us also denote the sum (30) for x i taken from the grid (26) by
The equality (33) establishes the correspondence between two iterations at the step k (the right-hand side) and the step k − 1 (the left-hand side) according to (30) and (31), see Figure 2 . The matrix A is a Hankel matrix, as it follows from definition (32), and consists of k square blocks
Every block H m is a Hankel matrix as well generated by the upper row l T m and the right column r m+1 correspondingly:
(the notation [a, b] H is introduced in Section 3.1, Definition 2), where
by the definition, see Figure 2 . It can also be represented as a sum of two anti-triangular 1 Hankel matrices
where the upper-left L m has nonzero anti-diagonal and the bottom-right R m has zero anti-diagonal in according to (36) .
1 triangular with respect to the anti-diagonal of the matrix Equation (33) may be rewritten in the blockwise form (see again Figure 2 )
Here every block H m is multiplied by the same vector p. The number of matrix-vector multiplications can be reduced, if the dimension d of the linear span H = {H m } k−1 m=0 is less than k. Before estimation of the dimension we will prove some auxiliary lemmas.
Lemma
Then, according to (15) [
i=0 be a basis set of span {r m } k m=1 , r 2 ≤ k, and
i=0 is a basis set of span
Proof. From the equality r m = Proof. From definition (36) and the decomposition l m =
Let us define a basis set {Q} 2r−1 i=0 as follows
An obvious corollary of the previous Lemma is the following Theorem. 
costs O(M log M) flops for a fixed 0 ≤ i < r.
Proof. Consider a circulant matrix
A product G i p is a result of the convolution u i •p, which can be done by the FFT [48, 49] The vector h m , which is a subvector of s, is represented via few matrix-by-vector products (44) as follows
The computation of its ith component 
Remark 1. Each component of the resulting vector can be computed by the formula
Here k il j is the l j -th component of the vector k i and t il j is the l j -th component of the vector t i . 
Remark 2. As it follows from Lemma 3 in (46
) α i+1, j = β i j . 2a x 3a x 4a x 5a x 6a x 7a x -7a x -6a x -5a x -4a x -3a x -2a x 0 a x −a x x (7) 0 x (7Φ (7) ≈ B V T ·e −w k V(x i ,τ n−k )δt g 0 = u 0 • p g 1 = u 1 • p g 2 = u 2 • p u 0,0 u 1,0 u 2,0 u 0,1 u 1,1 u 2,1 u 0,2 u 1,v 0,0 v 1,0 v 2,0 v 0,1 v 1,1 v 2,1 v 0,2 v 1,2 v 2,2 · · · · · · · · · v 0,
Final algoritm
To computeF with the entries
and apply the cross approximation (19) to this matrix. The columns of this matrix are vectors h (k+1) m element-wise multiplied by the corresponding exponential factor with the potential (48), see Figure 3 . The algorithm of the cross approximation requires only O(rM) elements, which are being chosen adaptively. They are calculated by the function f k+1 y i j on-the-fly for the particular points y i j . Thus,
Matrices B and V are saved in the memory. By construction the m-th column of matrix Φ can be calculated by equation (47) , and the algorithm can proceed to the next iteration.
At some step that will happen, that the rank of the decomposition (49) becomes equal to the number of columns and for further calculation it is more effective to do the convolution (33) without low-rank approximation. Complexity of one step of the presented algorithm is estimated in Theorem 2. Finally, for all n steps it is O(nrM log M + nr 2 M).
Numerical experiments and discussions
Harmonic Oscillator
As a first example, let us consider a model system, which can be solved analytically, with the initial condition f ho (x) and the dissipation rate V ho (x, t) defined as
According to equation (23) the exact solution u
ho (x, t) for the particular case (50) has the following form (see Appendix A) u
Comparison of the numerical low-rank solution with the exact one (51) gives the relative error of the machine precision
whereũ is an approximate solution on the final mesh and u is the exact one on the same mesh. For our examplẽ
Here σ = 0.25, T = 10, n = 100, and the mesh is a uniform one on [−2, 2] with M = 2N x = 8000 points. It is interesting that the scheme is exact for this case.
Cauchy Distribution
The second example is taken from [24] and is interesting because it can be solved analytically as well. For V c (x, t) and initial condition f c (x) such that
the exact solution is u c (x, t) = 1
In Table 1 we present numerical results demonstrating the numerical order of scheme by the Runge formula
with respect to δt and the timings for the whole computation. Here u n is the computed solution at the final step in time.
Using our approach, it becomes possible to calculate u (n) (x, t) for large values of final time T due to the lowrank approximation of matrices Φ (k) composed from the columns of the integrand values (see Section 3.4). That significantly reduces the computational cost. For an example, for the last row of Table 1 iterations start from the calculation of the convolution on the range [−16386, 16386) with 32 772 000 mesh points. This is reduced to the calculation of 10 (the rank) convolutions of two arrays with 8000 elements. Table 1 : Convergence rate for system (54). Accuracy of the cross approximation ε = 10 −10 . Direct convolutions start from n = 20, σ = 0.5, range of final spatial domain is [−2, 2), N x = 4000. Dimension of the integral (9) is labeled by n, δt is a time step, T is a final time for solution u(x, T ), is an error estimated by the Richardson extrapolation, and p is the order of the scheme for δt. Ranks of the matrix Φ (k) from (49) As it can be seen from our results, the scheme has second order in time. It can be improved to higher orders by Richardson extrapolation on fine meshes [50, 51] . Another way is to use other path integral formulations with high-order propagators [52, 53] .
It should be noted that the presented method needs a constant memory size, which depends only on the final mesh size M and the rank r of the matrix Φ (k) from (49) at each iteration, thus it is similar to the classical time-stepping schemes for the solution of the reaction-diffusion equations in a bounded domain.
Periodic potential with impurity
The dissipation rate V(x, t) causes the creation and annihilation of diffusing particles, as it follows from the main equation (1) . Without the Laplacian, which is responsible for the free diffusion we have
It can be seen, that the density of particles increases over time for V(x, t) < 0 and decreases for V(x, t) > 0 correspondingly. The cases of V(x, t) < 0 may lead to instability in the solution, because the integral
may diverge (see Eq. (9)). Nevertheless, the potential V(x, t) may be taken to be also negative for the cases the integral (58) converges. Consider the following problem (visualised on Figure 4 )
It can be interpreted as a periodic system with an impurity. The term V(x) does not decay in the spatial domain and it is not periodic. The reduction of this problem to a bounded domain is not a trivial task and would require sophisticated artificial boundary conditions. In Table 2 we present results of numerical calculations, which show the order of the numerical scheme. In Figure 5 we also show the computed solutions for different values of n. Even in this case, the solution converges with the order p = 2. We also used the Richardson extrapolation of u(x, T ) for different n to get higher order schemes in time. Table 2 . The number of spacial mesh points M = 2N x = 8000 in the final range [−2, 2). The dissipation rate (59) leads to a decrease of the norm of the destribution density. It may be seen from the picture, that solution is far from the correct one for low dimensions n = 64, 128, 256. 
Monte Carlo experiments
In this section we present results of Monte Carlo simulation. To estimate the solution in a fixed point x 0 the following formula is used
where each component of the vector
T is independently taken from the normal distribution N(0, 2σδt) at the trial step k : 1 ≤ k ≤ K, K is the number of trials.
Results for the exactly solvable model (54) are presented in Table 3 . We compare accuracy and timings for Monte Carlo and low-rank calculations. It should be noticed that in the Monte Carlo approach only one point of u(x 0 , T ) is calculated for a fixed x 0 for one simulation, while our approach allows to compute the whole array u(x i , T ) on the whole mesh simultaneously. This numerical experiments have been done on a single CPU core without parallelization of the Monte Carlo algorithm just to estimate the speedup of the low-rank computation. More advanced realization such as quasi Monte Carlo methods can be used. As it can be seen, the low-rank algorithm presented in Section 3.4 is much faster.
Conclusion and future work
The presented results show that the proposed method is an efficient approach for solving diffusion equations in a free space without artificial boundary conditions, and it also shows favourable scaling.
It is natural to extend the approach presented in the current work to higher dimensions. Then, instead of onedimensional convolutions we will have to work with d-dimensional convolutions, where d is the dimension of the problem. The extended domain will be [−na, na] d , where n is the number of time steps (or dimension of the path integral). Thus, it is natural to represent the solution as a (d + 1)-dimensional tensor of size M × n × . . . × n. Instead of the matrix low-rank approximation, stable low-rank factorization based on tensor train decomposition [31] will be used, with the final cost estimated as the cost of the computation the convolutions on the small domain.
Finally, the most intriguing part is to apply similar techniques to the Schrödinger equation. There, the convolution is no longer a convolution with a Gaussian function, thus the problem is much more difficult and requires modifications.
The presented method can also be applied to path integrals arising in other application areas, including the financial applications. The main requirement is that the integrated function depends on the sum of variables multiplied by a separable function. Table 3 : Timings for system (54). Accuracy of the cross approximation ε = 10 −10 . Direct convolutions start from n = 30, σ = 0.5, range of final spatial domain is [−2, 2) , N x = 4000. Dimension of the integral (9) is labeled by n, δt is a time step, T is a final time for solution u(x 0 , T ) computed in a fixed point x 0 . Here x 0 = 0, T = 1. The relative error = |ũ(x 0 , T ) − u(x 0 , T )|/|u(x 0 , T )| is computed in one point x 0 . Time for one point calculation is presented for Monte Carlo approach (60) and is estimated for the whole mesh array consisting of M = 2N x = 8000 points (the last column). For the low-rank computation the total timings are presented as well. Monte Carlo simulation has been done with K = 10 9 samples. The low-rank results are labeled by LR, while the Monte Carlo results are labeled by MC. 
