Abstract. We consider a quasilinear parabolic problem
Introduction
The present paper is devoted to the study of the stability and convergence of semidiscretizations in time, based on Runge-Kutta methods, of quasilinear parabolic problems. We believe that the issues discussed in this paper are a decisive step towards a rigorous analysis of the fully discrete (i.e. discrete in space and time) methods.
Quasilinear parabolic problems arise in the study of diffusion phenomena with state-dependent diffusivity. They also appear in the equations of fluids in porous media, the study of polymers, models for cartilages (see e.g. [5, 8, 10, 11] and the references therein), etc.
The continuous problem is considered in the abstract setting of Banach spaces. This point of view is not only general but also very convenient, since the proofs rely on two clear and simple abstract hypotheses. Let (X, · ) be a complex Banach space, let W ⊂ X, and let D ⊂ X be a dense subspace of X. For each w ∈ W , let Q(w) : D ⊂ X → X be a linear operator. We are interested in the semidiscretizations in time of the abstract quasilinear problem
Thus, our attention is restricted to the simplest case for which the domains of the operators Q(w) are independent of w ∈ W . The practical meaning of this limitation (see Section 6) is that only boundary conditions of Dirichlet type can be included within the scope of our study. However, by using the theory of extrapolation spaces satisfies z − Q(w)
As it is well known (see e.g. [22] ), this assumption implies that for fixed w ∈ W the semigroup e tQ(w) , t ≥ 0, is analytic. It is this condition that renders the abstract problem (1) parabolic.
H2. There exists µ ∈ [0, 1) such that W is an open subset of X µ , and there exists L > 0 such that the bound
holds for arbitrary v, w ∈ W and x ∈ X 1 .
Fix w ∈ W . Since Q(w) : D ⊂ X → X is a closed operator, the space D endowed with the graph norm x D = x + Q(w)x , x ∈ D, is a Banach space. Therefore, the norm · 1 in X 1 is equivalent to such a graph norm. It turns out that X 1 , and hence the intermediate Calderón spaces X η , 0 < η < 1, can be built up from any of the operators Q(w), w ∈ W . However, due to the nonapplicability of Heinz's theorem, the domains of the fractional powers D (ω 0 I − Q(w)) η may depend on the point w ∈ W . This is the reason why we use the Calderón spaces.
It is known that H1-2 guarantee the existence and uniqueness of the solution of the initial value problem (1) (see e.g. [3, 4, 23] ). In [4] it is proved that (1) defines a semiflow in W X ν , for µ < ν < 1. Notice that the limiting value ν = µ is not covered by this result.
Problem (1) is discretized in time by means of a Runge-Kutta method, defined by its Butcher array T ∈ R s and I is the identity matrix in R s×s . We define the method to be A(θ)-stable, 0 < θ ≤ π/2, when (i) the spectrum of the matrix A is contained in the complement in C of the sector S θ , and (ii) |r(z)| ≤ 1, for z ∈ S θ . If in addition |r(∞)| < 1, then the method is called strongly A(θ)-stable. In the sequel only strongly A(θ)-stable methods will be considered. Though this excludes, among others, the Gaussian methods, there is a wide range of methods lying in the class of strongly A(θ)-stable methods (see e.g. [15] ).
Let t n , 0 ≤ n ≤ N, be a finite sequence in R, with constant step-size h > 0. The method, applied to problem (1), starts with the value u 0 and produces the numerical approximations u n to the values u(t n ), 1 ≤ n ≤ N , by means of the recurrence
where, for 0 ≤ n ≤ N − 1, the intermediate stages U i n ∈ W are implicitly defined by the system
stands for the closed ball in X η centered at v and with radius R. In Lemma 2.2 it is proved that, assuming that u 0 ∈ W X ν for some ν ∈ (µ, 1), there exist R and h 0 such that, for 0 < h ≤ h 0 and v ∈ D ν (u 0 , 2R/3), the stage system
provided that u n ∈ D ν (u 0 , 2R/3). Two important remarks are in order. First, notice that while v in (5) lies in the finer space X ν , the vector of stages σ h (v) lies in X s µ . Second, it is possible to see that
and that this estimate is sharp. Thus, if we start at u 0 and assume that we progress with (6) up to u n , then (7) yields
However, this does not guarantee that the terms in (6) remain in D ν (u 0 , 2R/3), when h → 0+. This means that the applicability of the method for N h = T , T > 0 fixed, must be established by another approach. The possibility of this solvability for T > 0 fixed, even when source terms are incorporated into (6) , is provided by the next theorem, which is the main contribution of the present paper. The continuous dependence the initial data and the source terms is also considered. The inclusion of such source terms is required in studying the convergence of the method. 
Notice that, as in the result in [4] mentioned above for the continuous problem, the limiting value ν = µ is not covered by Theorem 1.1.
We only know two references [7, 16] for the semidiscretization in time of abstract quasilinear parabolic problems. The functional setting in [16] , given by the LionsGelfand triplets in Hilbert spaces, is more restrictive than ours. Notice that in a Hilbert space setting we can use Fourier transforms and energy methods, tools that are not valid in our general framework. In [16] , only convergence is considered, not stability.
As in the results in [4] for the continuous problem, the proof of Theorem 1.1 relies on a fix-point argument. However, the parallelism with the continuous problem is broken by the fact that the stage vectors in (5) are in a space different from that containing the nodal values of the numerical solution. This forces a tricky choice of the base space for the fix-point argument. The necessary estimates are consequences of some bounds for linear time-dependent parabolic problems. In addition to the stability results in [14] for these problems, we need some estimates that are provided in the final Section 7. Theorem 1.1 is of local nature, as expected in general for a nonlinear problem. Nevertheless, it is possible to trace the constants in Theorem 1.1. An important remark is that they do not depend on the Banach space X, but only on the RungeKutta method, on the constants in H1-2, and on the distance from u 0 to the boundary of W . It turns out that the constant C in Theorem 1.1.(ii) is of the form
where m ≥ 1, 0 < α < 1 and C * > 0 are independent of T . In view of this estimate we envisage the existence of some global result for T = +∞, at least for asymptotically stable cases, when ω 0 < 0 and L is small enough. This interesting issue will be considered elsewhere. Section 2 is devoted to two auxiliary lemmas. The proof of the main result, Theorem 1.1, is postponed to Section 3. Convergence is considered in Section 4. In Section 5 we give the extension to time-dependent problems and to problems with semilinear terms. In Section 6 we show the applicability of our results to some basic examples.
We will use the following notation. The product spaces X 
Some lemmas
In this section we study the local solvability of the stage system (5) and give some basic estimates.
For
and
Proof.
As in the proof of Theorem 4.1 of [13] , due to the fact that the diagonal elements of B 0 are all equal to Q(u 0 ), we can see that there exist h 1 > 0 and K > 0 such that, for 0 < h ≤ h 1 , the operator I − hAB 0 : X
is boundedly invertible and
By the estimate (12), with η = 0, we have
Thus, noticing that
we can establish the existence of the inverse of
by means of the Neumann series, which yields
Fix 0 ≤ η ≤ δ ≤ 1. By taking norms in (14) and using (11), (12) and (13), we deduce that
This proves (8).
Next we prove (9). As we mentioned in the introduction, because of H2, the norm · 1 is equivalent to the graph norm of any operator Q(w), w ∈ W . In fact, it is clear that there exists b > 0 such that
Moreover, the identity
holds. Hence, using (8) and (15) again, we conclude that
Now (9) is obtained by interpolating between the last estimate and (16). It remains to prove (10) . Given
Hence, by (8) and H2,
Proof. Let R > 0, K 1 > 0 and h 1 > 0 be the radius, constant and threshold provided by Lemma 2.1 for
exists. Therefore, (17) is equivalent to the system 
s , with respect to the metric induced by X s µ . Then, by the Banach fixed-point theorem, we will conclude that (17) possesses a unique solution in
so that, by (9), we get
Then, by (10) ,
On the one hand, by (8), we get
and, on the other hand, (10) yields
Therefore, we have proved that
and hence we obtain
Proof of the main result
Choose λ > 0 and ρ > 0 such that µ < λ < ν and ρ < ν − λ. Let us apply Lemma 2.2 to u 0 ∈ W X λ . Let R > 0, K and h 0 be the radius, constant and threshold provided by that lemma. Fix L * > 0 and T > 0 satisfying L * T ρ < R/3. For 0 < h < h 0 we set N = [T /h], and we define
Therefore, it makes sense to consider the linear operators in X, depending on v, given by
and by
With this notation we are going to define a non-linear operator F :
Notice that, after Lemma 2.1, the operator F takes values in X Then, by the discrete variation-of-constants formula, it is clear that the recurrence
is satisfied. In conclusion, for 0 < h ≤ h 0 the Runge-Kutta method, starting from v 0 and with sources τ , is applicable up to time
be the subset of H of those elements whose first component is v 0 . The idea of the proof is to fix v 0 ∈ D ν (u 0 , R/3) and τ ∈ Σ, and then to solve the fixed-point equation (19) in H v0 . The proofs of the existence of the fixed point in (19) and of its continuous dependence on v 0 and τ are both based on the estimates (20) and (21) below. The proofs of (20) and (21) require the results in Section 7 and are given at the end of the present section. Thus, assume that there exist continuous mappings
Reducing T if necessary, in the rest of the proof we can suppose that
Notice that H v0 is a complete metric space with respect to the distance induced by the one in X N λ . By (20) , we deduce that the restriction mapping v → F(v, τ ) maps H v0 into H v0 . Moreover, by (21) , this restriction mapping contracts the distance in H v0 . Therefore, by the Banach contraction principle, this mapping possesses a unique fixed point v = {v n } N j=0 ∈ H v0 . As we mentioned before, this proves part (i) of the theorem.
Next we prove the stability estimate (ii). It is enough to show (ii) for n = N . Thus, assume that v * , v ∈ H and τ * , τ ∈ H satisfy
From (21), with η = λ, and the choice of T we deduce that
which yields
Using the last estimate in (21) again, but now with η = ν, we get
where C *
. This is precisely (ii) for n = N . It remains to prove the basic estimates (20) and (21) . Let v = {v n } N n=0 ∈ H, and consider the associated sequence of internal stages {V
the unique piecewise linear interpolant with nodal values
It is clear that, due to the Lemma 2.2, there exists a constant K > 0 satisfying
the family of linear operators
Notice that, because of H1 and (22), we have for x ∈ X 1 and t, s
Furthermore, it is plain that the operators P n,m (v), 0 ≤ m ≤ n ≤ N , are the discrete transition operators corresponding to the Runge-Kutta method applied to the non-autonomous problem
Therefore, by Theorem 7.1 we get (20) . Finally, let us prove (21) . Let v, v * ∈ H. By Lemma 2.2, we have
and (21) is readily obtained from Theorem 7.2 with ε = KLL * v * − v λ . 2
Convergence
As we will see, the stability result in Theorem 1.1 is well suited to the analysis of the convergence. The order of convergence of the method turns out to be essentially the so-called stage order q * , rather than the classical order p. Some extra fractional order may be present, depending on the norm in which the error is measured.
Let us recall that the stage order q * of the Runge-Kutta method is defined as the maximum integer q * ≥ 1 with the property that, for 1 ≤ i ≤ s, the quadrature formula in [0, 1] with nodes c j and weights a ij , 1 ≤ j ≤ s, is of order q * . We set q = min{q * , p} (in practice q = q * for all the methods). Let u : J → W be a solution of (1) defined on a compact interval J = [t 0 , t 0 + T ], t 0 ∈ R, T > 0. We suppose that u ∈ C(J, X 1 ) C p+1 (J, X ν * ), where µ < ν * < 1. The error can be measured in the norms of any X ν , with µ < ν ≤ ν * . In the sequel we fix ν ∈ (µ, ν * ] and set β = ν * − ν ≥ 0 andq = min{q + β, p}. As we will show, the order of convergence, in the norm of X ν , isq.
As a first step we study the local error. Choose R > 0 and h 0 > 0 in such a way that Lemmas 2.1 and 2.2 remains valid uniformly along the values u(t), t ∈ J, for 0 < h ≤ h 0 . We set J h = [t 0 , t 0 + T − h], for 0 < h ≤ h 0 . After reducing h 0 if necessary, we can also suppose that u(t + h) − u(t) µ ≤ R, for 0 < h ≤ h 0 and t ∈ J h . Thus, for 0 < h ≤ h 0 , the Runge-Kutta method turns out to be well defined at all the points u(t), t ∈ J h . The local error h (t) is defined by
Suppose we have proved an estimate of the form
where the leading constant on the right hand side, though depending on u, is uniform in t ∈ J h . Let t j , 0 ≤ j ≤ N , be a finite sequence of time levels in J, with constant step-size. For 0 ≤ n ≤ N − 1 we have
as long as the method is defined. Therefore, after a possible reduction of h 0 and T , Theorem 1.1 applied with τ n+1 := h
which constitutes the estimate for the global error.
Thus, it remains to prove (23) . For t ∈ J h , set
Define the residuals ∆ h (t) ∈ X
s and δ h (t) (cf. [20] ) by means of the expressions
It is well known that the quadrature formula with weights b and nodes c is of order p. This gives
Analogously, by the definition of q * , we also have
Notice that the constants in the previous two upper bounds depend on the size of u (q+1) ν * , so that they are uniform in t ∈ J h . On the other hand, U h (t) − e ⊗ u(t) µ ≤ R, because of our choice of h 0 . Then we can apply Lemma 2.1 and conclude that the inverse of I − hAB U h (t) exists as a bounded operator in X s . Hence, we get the representation
Let us apply the Runge-Kutta method at u(t), t ∈ J h . The stages V h (t) = σ h u(t) are uniquely defined as the solutions of
or, by Lemma 2.2, by the expression
.
e ⊗ u(t) .
By (10), it is clear that
Thus, by reducing h 0 so as to have h
In the same way, we have
Therefore, from (9), (10) and (25), we obtain
Hence, since
we conclude that
Now the error estimate (23) is readily proved, by taking norms in the expression
h (t) = u(t + h) − N h (u(t)) = hb T B U h (t))U h (t) − B V h (t))V h (t) + δ h (t).
Some extensions
First, let us comment on how to extend our results to abstract time-dependent quasilinear problems of the form
where Q(t, w) : X 1 ⊂ X → X is a family of linear operators, defined for t in some open interval J and for w ∈ W ⊂ X. Now, along with the obvious modification of H1, we require that there exist L > 0, µ ∈ [0, 1) and δ ∈ (0, 1) such that W is open in X µ and such that
The existence and uniqueness of the solution of (26) are known [3, 4, 23] . Lemmas 2.1 and 2.2 are easily adapted to the context of problem (26). With similar arguments we can prove that, for each initial condition (t 0 , u 0 ) ∈ J × X λ with µ < λ ≤ 1, there exist T > 0, R > 0 and a nonlinear operator
in such a way that the Runge-Kutta scheme, applied to (26), is given by the recurrence
The proof of Theorem 1.1 for problem (26) remains the same, except for obvious modifications. The only specific detail is that the parameter ρ in the definition of H must be < δ. Second, let us consider a semilinear term in (26). Then (26) becomes
where f : J × W → X. We keep the hypotheses H1-2, and we also suppose that
Instead of adapting the proofs of our results to cover (27), it is better to reduce (27) to a problem of the form (26). To this end, we set X = R × X,
T ∈ X 1 , and we consider the operator Q :
It is clear that (27) is equivalent to the time-dependent quasilinear problem
which satisfies the standard conditions H1-2. Moreover, Runge-Kutta methods are compatible with this reduction.
Applications
The abstract formulation of the standard quasilinear parabolic problems arising in the applications is as follows. 
, let Q(t, w) be the second-order linear differential operator defined by
a ij (x, t, w(x, t), ∇w(x, t) 
Together with suitable hypotheses on the regularity and boundedness of the coefficients, we impose an ellipticity condition,
, and Q(t, w) makes sense as a linear operator from X 1 to X, even for w ∈ W . In this way, (28) is written in the abstract setting of (26). The validity of H1-2 has been considered e.g. in [3, 23] . Thus, classical quasilinear parabolic problems (28) can be studied in the abstract setting of Banach spaces. The same comment applies to systems of equations. After the previous section, an extra semilinear term f (x, t, u(x, t), ∇u(x, t)) can be incorporated in the right hand side in (28). However, within the present framework, we cannot consider Neumann boundary conditions, because the conormal derivative may depend on the solution and a variable domain D w for Q(t, w) may result.
The cases p = 1, +∞ are more delicate. This is due to the absence of the Agmon-Douglis-Nirenberg estimates. For these values of p only simple problems (28) have been shown to be included in the abstract framework (see [18] ).
The results of the present paper apply to semidiscretizations in time of (28), by means of Runge-Kutta methods. However, this is only a first step in the study of the discretizations of such problems. In practice, the main interest is in studying the discretizations in both space and time of (28). In general, we first discretize in space and then we apply a time-stepping method, let us say a Runge-Kutta method. In this way we are led to the consideration of a family of problems of the form
where ∆x > 0 stands for the parameter of the spatial discretization and Q ∆x : X ∆x → X ∆x , ∆x > 0, are approximations to the operator Q, defined in some discrete spaces X ∆x approximating X. For the rigorous analysis of these procedures using the results of the present paper, we must ascertain whether H1-2 hold uniformly in ∆x or, at least, with constants M ∆x and L ∆x exhibiting only weak singularities as ∆x → 0+. For non-Hilbert norms, these issues are far from being satisfactorily solved and constitute an interesting line of investigation. We mention that the results for finite differences in [2] seem likely to be extendable to quasilinear problems, although such an extension has not been carried out. The same comment applies to discretizations based on finite elements (see [12, 21] ).
Non-autonomous case
In this section we state several results on the semidiscretization in time of linear, non-autonomous parabolic problems. These results are interesting on their own, and are needed for the proof of the basic estimates (20) and (21) in the main Theorem 1.1.
Let J ⊂ R be an interval and let A(t) : X 1 ⊂ X → X, t ∈ J, be a family of linear, densely defined operators. Let us consider the initial value problem
We assume that the following two standard hypotheses [14] hold:
NA1. There exist M ≥ 1, ω 0 ∈ R and θ ∈ (0, π/2) such that, for a complex z / ∈ ω 0 + S θ and t ∈ J, the resolvent zI − A(t) −1 : X → X exists and
NA2.
There existL > 0 and α ∈ (0, 1] such that
It is well known that NA1-2 guarantee the existence and uniqueness of the solution of the problem (29) (see e.g. [1, 19, 22, 23, 24] ).
Let u : J → X be the solution of problem (29) and let t n , 0 ≤ n ≤ N , be a finite sequence of time levels in J, with constant step-size h > 0. The Runge-Kutta method given by (2) applied to problem (29) leads to the recurrence
Here u n is the approximation to u(t n ), 0 ≤ n ≤ N , and the internal stages U i n , 0 ≤ n ≤ N − 1, 1 ≤ i ≤ s, are defined by means of the system of equations + c 1 h), . . . , A(t + c s h) ). In Lemma 2.3 of [14] it is proved that, for h > 0 small enough, the operator I − hAB(t) :
Thus, system (31) is uniquely solvable. Moreover, for 0 ≤ n ≤ N − 1, let r(t n+1 , t n ) : X → X be the continuous linear mapping defined by
Then the recurrence (30) can be written in concise form as u n+1 = r(t n+1 , t n )u n , 0 ≤ n ≤ N .
For the convenience of the reader, we now state the stability result obtained in [14] : There exist a threshold h > 0, and constants K > 0, κ > 1, Ω > 0 such that,
where γ = r(∞).
In the sequel, the letter K denotes a positive constant that depends only on M , θ, ω 0 and the Runge-Kutta method. Of course, K may take different values at different places. Furthermore, h, Ω and κ are the constants in (33). We also set, for a fixed h > 0, 
Proof. Fix 0 < h ≤ h and set T = t N − t 0 . We begin by proving that Lemma 2.3 and (20) in [14] give
Hence, (35) is obtained by interpolation. Set
We have
Therefore, by (33) and (35), we get
On the other hand, by Theorem 1.1 of [14] we have (34) is proved by interpolating between the two previous estimates.
In relation with the estimate (21) it is necessary to study the dependence of the numerical solution on the coefficients A(t), t ∈ J. To this end, we consider another family A * (t) : X 1 ⊂ X → X, t ∈ J, of linear operators satisfying conditions NA1-2. The corresponding discrete operators defined by the Runge-Kutta method are now denoted by r * (t n+1 , t n ) : X → X, 0 ≤ n ≤ N − 1. Next we state a lemma. The first estimate (36) is readily proved by comparing with an integral. The second one (37) was obtained in the proof of Lemma 2.1 of [14] .
where t n , 0 ≤ n ≤ N , is a finite sequence of time levels with step-size h > 0. 
Let η and ν as in the theorem. By (33) and (40), for 0 < 1 < j + 1 < N, we have 
Finally, we have
Hence, as F j,j = F * j,j = 0, the above estimates in (41) yield
Now the proof of (38) is clear, by using Lemma 7.1.
