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ABSTRACT
SOFT LATTICES
Anton Souslov
Tom C. Lubensky
We examine the elastic and vibrational properties of spring lattices, including the two-
dimensional square and kagome and the three-dimensional cubic and pyrochlore lattices,
which are at the verge of mechanical instability due to under-coordination. By using the
extended Maxwell counting argument, we are able to count the number of soft phonon
modes in these systems. These modes are stabilized by adding additional springs, bending
energy terms or isotropic tension. By tuning the strength of these terms, we are able to
continuously approach the mechanical instability to obtain scaling laws for the elastic mod-
uli, as well as critical length and frequency scales. Further, these lattices can be deformed
along their soft modes to obtain entire families of lattices with novel soft elastic proper-
ties. We find models of zero bulk modulus elasticity, leading to a negative Poisson ratio
and a conformally invariant elasticity theory, whose implications we discuss. By following
the mechanical instability, we obtain a full phase diagram of the isostatic point in these
systems and encounter an unusual phase. In this phase, the ground state has a subexten-
sive entropy, but at low temperatures the entropy of phonon fluctuations selects an ordered
thermodynamic phase, through an elastic order-by-disorder effect. These properties are also
compared to an elastic Ising antiferromagnet on a triangular lattice. We relate our models
to physical systems, such as the jamming of granular media, semi-flexible polymer gels and
a quasi-two-dimensional colloidal experiment, and discuss their implications.
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Chapter 1
Motivation and Background
1.1 Introduction
This thesis explores certain aspects of soft elasticity arising from the approach to iso-
staticity. Such softness arises from under-coordination, i.e. too few inter-particle interac-
tions to stabilize all of the individual degrees of freedom in the system. Due to the abstract
nature of the theoretical framework, it is widely applicable to soft materials ranging from
jamming of granular media to elasticity of semi-flexible polymer gels. In addition, by in-
corporating Ising degrees of freedom in our system, we are able to apply these techniques
to an experimental system of a quasi-two-dimensional colloid.
By starting with concrete microscopic models, we are able to present rigorous analytic
arguments for their elastic behavior. These models can be regarded as examples in a wider
class of soft systems, and their examples illustrate certain universal aspects of isostaticity.
Further, by taking a survey of various lattice geometries, we are able to make generalizations
about the non-universal, configuration-dependent aspects of elasticity in such systems.
The framework of elasticity serves as a well developed launch pad, and its power has
been applied to a wide array of systems exhibiting interesting aspects of softness. Rubber
elasticity, more recently extended to liquid crystal elastomers is a striking example.
1.2 Jamming
It has been observed that certain disordered systems undergo a dramatic change in
behavior over a small parameter range, particularly in their mechanical properties. [32,
11, 41, 42, 53] This occurs as temperature, density, or driving forces are varied. At higher
1
temperatures, lower density and higher driving forces, we observe a behavior similar to
that of a perfect fluid, with a dynamic response to deformations characterized by a certain
macroscopic flow field. However, as the system is driven less, cooled or compressed, we note
a rapid increase in the response to the deformation. Thus the system starts to acquire the
behavioral properties of a solid, developing a shear modulus, without establishing any sort
of positional order between its constituent particles.
These phenomena can be described under the conceptual framework of jamming, which
unites similar behavior in certain parameter ranges of materials as varied as granular sys-
tems, atomic and molecular glasses, gels, colloids, foams, and emulsions. It also provides
an example of the physics associated with isostaticity. These systems can be studies both
experimentally, by preparing them under the proper conditions, and theoretically. The lat-
ter approach has been used to study various examples through numerical simulations. In
order to simulate large systems efficiently certain simplifications must be made, and many
simulations use either hard sphere, repulsive soft spheres, or Lennard-Jones type models.
There has been some work done to try to understand the fundamental nature of the behav-
ior of these systems through heuristic theoretical arguments. In contrast, this work explores
lattice models that can be solved exactly to develop rigorous arguments for the nature of
elastic response in nearly isostatic systems.
1.2.1 Jamming of Granular Media
Granular matter falls into a particular class of systems that have neither large thermal
fluctuations nor any notable driving forces, in which case the density becomes the only
varied control parameter. Numerical simulation indicate a sharp transition from a rigid,
shear-supporting state in such cases, e.g. for repulsive spheres, without any indication of
order. [11, 41, 42] It is known that in two or three dimensions, the densest sphere packings
are ordered structures. In two dimensions, mono-disperse disks easily crystallize into a
hexagonal lattice, since it both locally and globally maximizes the free volume of the disks.
As a result, simulations only produce random glassy states in hard-disk systems with two
or more disk sizes. In three dimensions, no tetrahedral uniform packing exists, and thus a
2
random static jammed state seems accessible, even for mono-disperse spheres. [11, 41, 42]
The designation Point J is used to identify the static athermal transition in sphere
packings. The difficulty in characterizing it comes from the interplay of the mechanical
stability, disorder, and pressure in these systems. An important question arises as to the
universality of certain numerical observations, for example whether they are restricted to
the theoretical spheres or whether they might be general enough to apply to an experimental
system.
If point J is indeed a phase transition, we ask how a system behaves near that point. Can
we find scaling? Are there any divergent lengths? Do any quantities exhibit discontinuous
jumps? Based on numerical simulations and some theoretical arguments, positive answers
have been given to all of these questions. If we characterize the transition by a density φc,
it would be useful to find scaling in terms of ∆φ = φ− φc. [11, 41, 42]
1.3 Isostaticity
To motivate further analysis, the concept of isostaticity must be introduced, followed
by a brief overview of the arguments based on that concept.
1.3.1 Maxwell Counting Argument
James C. Maxwell[35] asked what generic conditions are necessary to mechanically sta-
bilize a system of N particles. The answer turns out to be a relatively simple counting
argument. If a system of N non-interacting particles lives in d dimensions, it has dN de-
grees of freedom. Thus, if interactions are added the system will be marginally stable if
there are dN linearly independent equations of mechanical constraint on the system. More
constraints result in a more stable system. However, if the number of constraints if below
dN , the system will have certain deformations that do not cost any energy. Such defor-
mations are soft and represent the failure modes of an unstable system. This result has
been applied to many systems [1, 68], including network glasses[43, 60], rigidity percolation
[27, 12], β-cristobalite [57], granular media [14, 61], protein folding [44], and elasticity in
networks of semi-flexible polymers [24].
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If a particle interacts with a neighbor via a central force, then there will be a constraint
for that pair, taking away one degree of freedom for the two particles. The average number
of neighbors with which each particle interacts is called the coordination number z. Such a
system has 12zN constraints. Thus, when dN =
1
2zN the system will be marginally stable,
and zc = 2d will signify the onset of rigidity. A system with the critical coordination number
is called isostatic, and the distance away from this point is ∆z = z − zc.
Disorder makes a granular medium isotropic and homogeneous and assures that below
isostaticity the system of equations of constraint is linearly independent, since the bonds
are randomly oriented. Below point J, when the system is fluid-like, z = 0, as the particles
do not touch, while at point J, z jumps to zc. Above point J, in the jammed state, it has
been determined through numerical work that ∆z ∼ (∆φ)1/2 [11, 42]. For simplicity, we can
characterize the scalings in terms of ∆z in the jammed state, based on numerical simulations.
The elastic constants of the system scale, with the shear modulus µ ∼ ∆z, while the bulk
modulus remains constant, B ∼ (∆z)0 [11, 42]. There are other critical quantities that can
be extracted from these simulations, including divergent critical length scales ℓ∗1 ∼ (∆z)−1
and ℓ∗2 ∼ (∆z)−1/2 [53, 72] and a vanishing critical frequency ω∗ ∼ (∆z)1. [53, 15] These
are obtained by looking at the propagation of elastic waves and the elastic response.[71, 70]
1.3.2 The Cutting Argument
We look at a large system with a small ∆z, i.e. slightly above isostaticity. We can
cut out a regularly shaped region with N particles by cutting a certain number of bonds.
Since the number of bonds cut is proportional to the hypersurface enclosing the region,
whose area scales as N (d−1)/d, the coordination number of the cut out region decreases
by N−1/d. A small enough region will thus be sub-isostatic, while a large enough region
will be hyper-isostatic. In between, there must be a characteristic system size such that
the cut out region is exactly at isostaticity. This length scale ℓ∗ associated with the cut
scales as ℓ∗ ∼ V 1/d ∼ N1/d ∼ (∆z)−1.[68] This argument can be further extended to
include a frequency scale ω∗. Since ℓ∗ can be seen as the wavelength of a certain elastic
excitation (phonon), given an isotropic sound velocity c, we can derive a critical frequency
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that vanishes at isostaticity, ω∗ ∼ cℓ∗ ∼ (∆z)1.[68]
Using an extension of this argument, the scaling of elastic moduli for the response to
shear µ ∼ ∆z and bulk B ∼ (∆z)0 deformations can be derived.[68] This is done by
substituting ℓ∗ into a variational argument, which requires further assumptions about the
geometry of particle configurations.
1.3.3 The Geometry of Isostatic Systems
Since these scalings are expressed in terms of the coordination number ∆z, which serves
as an indicator of mechanical stability, one might wonder whether the scaling laws are just
the result of the system being at the verge of an instability. In other words, whether the
topology of the spring network solely determines its elastic properties. This does not take
into account any information about particle configurations, including disorder. In order to
answer this question, we must apply the counting argument to a wide range of systems,
juxtaposing their scaling near isostaticity. The isostatic lattice models we consider provide
a rigorous means to do so.
1.4 Semi-Flexible Polymer Gels
Another relevant aspect of soft elasticity comes from the study of semi-flexible polymer
gels. At the microscopic level, these systems are a network of almost straight rods, which
are randomly cross-linked to give the system a response to shear.[66, 26, 24]
Thus, a counting argument can be applied to this system, provided that all constraints
are properly included. Cross-links essentially play the role of point particles, while the
polymers connecting them act as interactions. The coordination number can then be seen
as fixed at z = 4, independent of dimensionality. While central force repulsion comes from
the resistance of polymers to compression, there are other constraints on the system. Due
to the long persistence length, the polymers do not bend easily at the cross-links, especially
as their density is increased, which gives two more constraints for every cross-link in the
system.[66, 26, 24] Further, osmotic pressure also plays a role due to the experimental
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cross-linking procedure, essentially just adding more equations of constraint to the system.
1.5 Linear Elasticity
An elastic deformation is a map from the undeformed reference state, with a continuum
of points x, into a target space marked by
R(x) = x+ u(x), (1.1)
where u(x) is the displacement vector. If the deformation is uniform,
R(x) = Λx = x+ ηx (1.2)
where the deformation tensor Λ is a spacially independent matrix and η = Λ− I.
More generally, a spacially varying displacement can be described by a strain,
uij(x) =
1
2
(∂iuj + ∂jui + ∂kui∂kuj). (1.3)
The elastic free energy of uniform deformations to lowest order must then have the form
F = 1
2
∫
ddxCijkluijukl, (1.4)
where Cijkl is the elastic constant tensor and d is the dimensionality of the system.[31] Note
that to lowest order, only the first two terms of the strain tensor are necessary,
uij(x) =
1
2
(∂iuj + ∂jui) ≡ 1
2
(ηij + ηji). (1.5)
This expression can also be transformed to Fourier space, and the free energy written
as
F = 1
2
∫
d2q
(2π)2
ui(−q)Dij(q)uj(q). (1.6)
where ui(q) is the Fourier transform of the displacement vector.
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Note that the equations for stability under an applied external stress σij are simply
δF
δu = σij , or
Cijkl∂j∂kul = σij . (1.7)
1.5.1 Elastic Moduli
For a stable isotropic system,
Cijkl = λδijδkl + µ(δikδjl + δilδjk) (1.8)
where the two elastic moduli λ and µ, called the Lame´ coefficients, correspond to the two
different rotationally invariant rank four tensors that can be constructed from the Kronecker
δ.[31] In that case, elastic free energy can be written as
Fiso = 1
2
∫
ddx
(
λu2ii + 2µu
2
ij
)
=
1
2
∫
ddx
(
Bu2ii + 2µ(ujk −
1
d
δjkuii)
2
)
(1.9)
where the shear modulus µ determines the response to shear distortions and the bulk modulus
B = λ+ 2dµ determines the response to isotropic compression. In two dimensions, this takes
an even more compact form,
F2Diso = 1
2
∫
d2x
(
B(uxx + uyy)
2 + µ
[
(uxx − uyy)2 + 4u2xy
])
(1.10)
For anisotropic systems, the structure of Cijkl reflects the point symmetry group of the
underlying solid. In two dimensions, lattices with 3- or 6-fold point symmetry still have
only two elastic moduli, and a linear elasticity indistinguishable from that of an isotropic
solid. A lattice with square symmetry, however, has three different elastic moduli instead,
Fsq = 1
2
∫
d2x
(
C11(u
2
xx + u
2
yy) + 2C12uxxuyy + 4C44u
2
xy
)
. (1.11)
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For the three dimensional cubic lattice, the expression is very similar,
Fc = 1
2
∫
d3xC11(u
2
xx+u
2
yy+u
2
zz)+2C12(uxxuyy+uxxuzz+uyyuzz)+4C44(u
2
xy+u
2
xz+u
2
yz)
(1.12)
The rhombohedral lattices have an even lower symmetry group, with six independent
coefficients.
Frhomb = 1
2
∫
d3x
(
Bxy(uxx + uyy)
2 + µxy
[
(uxx − uyy)2 + 4u2xy
]
+ C33u
2
zz
+ C55(u
2
xz + u
2
yz) + C13uzz(uxx + uyy) + C15 [(uxx − uyy)uxz − 2uxzuyz]
)
(1.13)
where Bxy and µxy denote, respectively, the moduli for bulk and shear deformations in the
xy-plane.[31]
1.5.2 Negative Poisson Ratio
Another useful parameter for describing elastic properties of solids is the Poisson ratio.
This denotes the ratio of the compression of the perpendicular cross-section due to a uniaxial
tension. For an isotropic material this is a scalar,
σ =
dB − 2µ
d(d− 1)B + 2µ (1.14)
where the relevant cases are σ = λλ+2µ in 2D or σ =
λ
2(λ+µ) in 3D. In general, −1 < σ < 1d−1
though for most common materials it is positive. In particular, perfectly incompressible
three-dimensional materials have σ = 12 and rubbers are close to this limit.
On the other hand, certain materials have negative Poisson ratios, σ < 0. These can
also be called auxetics or anti-rubbers. Materials with zero bulk modulus, B = 0, provide
an extreme case of a negative Poisson ratio, σ = −1.
A common material with a nearly zero Poisson ratio is cork, where the elastic properties
are used to insert the seal into the bottle and prevent it from unsealing too easily. However,
the development of metamaterials, including foam, with a negative Poisson ratio is also
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prevalent, where the geometry of the components is designed to provide auxetic behavior.
[29]
A common model of an auxetic material can be found by using the honeycomb topology.
By proper deformations, an auxetic lattice, called the inverted honeycomb lattice, can be
created. It has low symmetry and a particular axis with a large negative Poisson ratio.
[18, 29, 17, 7] However, in order for this model to be elastically stable, rigid rods must
replace springs in some of the bonds. Other models have also been considered, but tension
or rigid rods are most often used to guarantee the stability of such an elastic system.[45, 2]
Recently, it has been noted that the elasticity of a deformed kagome lattice also has auxetic
behavior. [13, 19]
1.5.3 Zero Bulk Modulus: Topological Properties
The elastic free energy for an isotropic material with a zero bulk modulus has the form
FB=0 = µ
∫
ddx(ujk − 1
d
δjkuii)
2 (1.15)
An interesting observation is that such a theory is invariant under conformal transfor-
mations. [47, 39] To see this, we express the elastic free energy in a more geometric form,
in terms of the metric tensor defining the deformation in Eq. 1.1. The metric tensor g of
the target space is defined as
gij =
∂R(x)
∂xi
· ∂R(x)
∂xj
(1.16)
For instance, the metric tensor of a undistorted systems is g◦ = I.
Conformal transformations correspond to deformations satisfying
g(x) = f(x)I (1.17)
with f(x) being an arbitrary smooth function of x.
We can now look at soft deformations, that is those leaving the elastic free energy F
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unchanged. Rewriting the elastic free energy in terms of the metric tensor
F = 1
2
∫
ddx[B(trg)2 + µtr(g− 1
d
Itrg)2], (1.18)
we see that for systems with B > 0 and µ > 0, the only soft deformations are of the form
g = I, corresponding to rigid body motions of translations and rotations. However, when
B = 0, the elastic energy in Eq. 1.18 depends only on the traceless part of g. Thus, it we
can see that an elastic deformation will cost no energy if and only if Eq. 1.17 is satisfied. In
other words, Eq. 1.15 is conformally invariant and therefore the soft deformations for zero
bulk modulus isotropic elasticity are exactly the conformal transformations of space.[47, 39]
If we consider the stability of such a model without external stress, Eq. 1.7 reduces
to Laplace’s equation, ∇2u = 0. Thus, we see that the solutions are determined by the
boundary conditions, and many displacements exist that do not change the elastic free
energy F , their “number” somehow dependent on the length of the boundary.
Conformal symmetry makes such an elastic model part of a much larger interesting
class of topological states of matter. Thus, analogy can be drawn between such a model
and quantum topological states such as the integer and fractional quantum Hall effects, the
quantum spin Hall effect and the resonating valence bond states in spin liquids.
1.5.4 Cosserat Elasticity
While classical elasticity describes the behavior of uniform solids, certain materials are
not well described by the assumption of affine response. Instead, they experience microro-
tations under certain forms of stress, which are not taken into account in Eq. 1.4. These
microrotations must couple to the strain to form a scalar free energy density. Since a
rotational degree of freedom, φ is a pseudoscalar, it must thus couple to ∇ × u, or the
anti-symmetric part of η. A fundamental assumption of Cosserat elasticity is that due to
symmetry, no other coupling between u and φ is allowed. The full elastic free energy must
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then have the lowest order form
F =
∫
dx
(
Bu2ii + µu˜
2
ij + κ(φ−
1
2
∇× u)2 + ξ(∇φ)2
)
. (1.19)
Note that if κ is large, φ will not be easily excited and can be integrated out of the elastic
free energy. In contrast, if κ = 0, φ will be a soft mode involving microrotations. Another
interesting case comes when B = 0. Then, the conformal invariance of the elastic free
energy extends to Cosserat elasticity as well, since the new terms are not affected under
conformal transformations.[39]
1.6 Structural Phase Transitions and Beyond
If we are considering an elastic free energy at the verge of an instability, it can be
proper to add a higher order stabilizing term consistent with the symmetry of the lattice.
For example, we add a curvature term to the square lattice elasticity,
F = 1
2
∫
d2x[C11(u
2
xx + u
2
yy) + 2C11uxxuyy + 4C44u
2
xy +K(∇2u)2], (1.20)
This harmonic energy can transformed to Fourier space
F = 1
2
∫
d2q
(2π)2
ui(−q)Dij(q)uj(q), (1.21)
where
Dxx = C11q
2
x + C44q
2
y +Kq
4
Dyy = C11q
2
y + C44q
2
x +Kq
4
Dxy = Cyx = (C12 + C44)qxqy. (1.22)
As C44 ∼ |T−Tc| → 0 as T → Tc, there is an incipient instability toward the simple shear
distortions shown in Fig.3.2(a), and the development of long-range correlations. Comparison
of the curvature energy to the shearing energy in Dxx(q) when qx = 0 yields the diverging
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length
ξ =
√
K
C44
∼ |T − Tc|−1/2. (1.23)
To stabilize the system when C44 < 0 we add to F a quartic term in uxy, 14gu4xy. Then for
C44 < 0,
uxy = ±
√
−C44/g ∼ |T − Tc|1/2. (1.24)
X-ray or neutron scattering experiments measure the displacement correlation function
Sij(q) = kBTχij(q) ≡ kBTC−1ij (q) and thus the vanishing of C44 and the diverging corre-
lating length ξ as can be seen from
Sxx(0, qy) =
kBT
C44q2y +Kq
4
y
=
kBT
C44
1
1 + q2yξ
2
. (1.25)
The frequencies of dynamical modes are determined by ρω2δij = Cij(q), where ρ is the
mass density. Thus the shear sound velocity,
√
C44/ρ, vanishes as |T − Tc|1/2 as C44 → 0.
For a lattice with hexagonal symmetry, we again add a curvature term K(∇2u)2 to the
elastic free energy in Eq. 1.9. When µ → 0, there is an instability to a sheared state in
which the symmetric-traceless strain, u˜ij = uij − 12δijukk = S(ninj − 12δij) where ni is an
arbitrary unit vector, develops a nonzero value. To stabilize the energy when µ becomes
negative, we add a term 14g(u˜ij)
4 (there is no third order term in 2d), and as in the case of
the square lattice, we can identify a diverging length scale ξ, a vanishing order parameter,
and a vanishing sound velocity:
ξ =
√
K
µ
∼ |T − Tc|−1/2 (1.26)
S =
√
−µ/g ∼ |T − Tc|1/2 (1.27)
ct =
√
µ/ρ ∼∼ |T − Tc|1/2 (1.28)
1.7 Beyond Maxwell Counting
Maxwell counting proves remarkably accurate at predicting the critical coordination
number for sphere packings. This relies heavily on the generic disordered nature of these
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systems, since the count is global. However, in certain cases stability can be highly depen-
dent on the local configurations.
1.7.1 Laman’s Theorem and the Pebble Game
A local version of Maxwell counting for generic systems in mechanical equilibrium can
be developed based solely on the topology (i.e. connectivity) of the contact network. [30]
The pebble game implements this counting on a network, locating floppy, isostatic and
over-constrained regions.[27] While studying this generic rigidity percolation has provided
insight for fundamental understanding of statistical mechanics, it has also been successfully
applied to account for the mechanical properties of large biomolecules, which cannot be
easily simulated at the atomic scale. [28]
1.7.2 The Equilibrium and Compatibility Matrices
A more general extension of the counting argument needs to account for the precise
particle configurations and interactions. This involves relating the dN -dimensional vector
of particle displacements d to the NB-dimensional vector of spring stretches e through the
compatibility matrix C, C · d = e. Equivalently, we can relate the tensions in the springs t
to the forces on each particle f , through the equilibrium matrix H · t = f . These are in fact
related, C ≡ HT.[5] Further, using Hooke’s law which relates the stretches to the tensions,
t = K · e, where K are the generalized spring constants for the bonds, we get a force law
f = H ·K ·C · d or, provided these is a single spring constant, K = kI,
f = kH ·HT · d. (1.29)
1.7.3 Singular Cases and States of Self Stress
While the Maxwell count is essentially a dimensionality argument for the matrices H and
C, interesting results arise when these matrices have a non-trivial nullspace. The nullspace
of H consists of states of self stress, that is a single configuration where stresses can be
varied yet still balance out. The nullspace of C consists of mechanisms, a term for soft
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Figure 1.1: (Color Online) (a) When b > 3a, the generic Maxwell counting argument
applies. These four particles have eight degrees of freedom and four constraints in the
form of bonds, leaving 3 rigid body motions and one soft mode. (b) In the singular case,
b = 3a, there is instead one state of self stress and two soft modes, corresponding to the
displacements of two of the particles perpendicular to the bonds. Note that while the
mode in (a) is soft to all orders, allowing for finite deformations, the soft modes in (b) are
infinitesimal, and no soft finite deformation is present.
deformations. For an isostatic system, since C ≡ HT, each state of self stress results in an
extra mechanism. In general, the number of soft modes is dN − T −NB + S, where T are
the d translations and d(d − 1)/2 rotations, NB is the total number of bonds (in general,
constraints) and S is the number of states of self stress. Fig.1.1 shows a basic example of
this extension of Maxwell counting.
1.8 Spring Lattice Models
While linear elasticity allows us to examine the long wavelength response of soft solids,
these models need to be expanded to study the frequency dependent response. A ball-and-
spring lattice provides a natural microscopic model for an elastic solid. We take a periodic
tiling of Euclidean space, place particles of mass m = 1 at the nodes of the tiling and
connect certain pairs of with springs of potential energy Vij . This can be seen in Figs. (2.1
2.3, 2.7, 3.1, 3.2, 3.6, 4.1(a), 4.2) for a variety of lattices.
1.8.1 Dynamical Matrix from a Free Energy
The potential energy of the spring between particles i and j will be
Vij(|ri − rj |) = 1
2
kij(|ri − rj | − aij)2 (1.30)
where kij is the bond’s spring constant, ri,j are the positions and aij is the rest length of
the spring.
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This model can be solved to lowest order in the particle displacements ui from the
equilibrium position r◦i , where ri = r
◦
i + ui. In order to do so, Eq. 1.30 must be expanded
to lowest order in ui. Since the lattice is stable, ∂V/∂ui = 0 for all ui and we must expand
to second order. First, we consider the case of unstressed springs, [3]
Vij =
1
2
kij(|r◦i − r◦j + ui − uj | − aij)2 ≈
1
2
kij
[
r◦i − r◦j
aij
· (ui − uj)
]2
. (1.31)
The total potential energy is then the sum over every spring,
Vtotal =
1
2
∑
〈i,j〉
kij
[
r◦i − r◦j
aij
· (ui − uj)
]2
. (1.32)
Such notation is reminiscent of a bilinear form Di,j , where ui is regarded as a single
vector of length dN , where N is the number of particles in the lattice,
V =
1
2
∑
〈i,j〉
ui ·Di,j · uj (1.33)
Note that the force law derived using the compatibility and equilibrium matrices in Eq.(1.29)
provides a completely equivalent description, with Di,j ≡ H ·K ·C ≡ kH ·HT where the
later equivalence assumes a single spring constant k for all of the lattice springs.
This expression can be Fourier transformed, yielding a quadratic Hamiltonian [3]
H = 1
2
∑
〈i,j〉
u†(q) ·D(q) · u(q) (1.34)
which can be decomposed into a sum over unit cells and the sum within a single unit
cell. For an infinite periodic lattice, the sum can be transformed into an integral over a
continuous periodic space of q. The expression for D(q) within a unit cell of the reciprocal
space, called the first Brillouin zone (1stBZ) provides the modes of the entire lattice. This
allows us to consider u(q) as a vector in dNc-dimensional space, where Nc is the number of
particles in the lattice unit cell, taking values in the 1stBZ, a bounded region of q-space.
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1.8.2 Phonon Modes
Diagonalizing D(q) gives the quadratic modes of the system as the eigenvectors and the
dispersion relation for the square of the mode frequencies ω2(q) as the eigenvalues, since
∂H
∂u†
= −∂
2u
∂t2
= ω2(q)u (1.35)
from the wave equation, where m = 1. Note that since Di,j is symmetric under i↔ j, D(q)
is unitary and the eigenvalues are real, as physically necessary. Further, the stability of the
lattice guarantees that D(q) is nonnegative-definite and thus ω(q) is real.
1.8.3 Linear Elasticity of Spring Lattices
The dynamical matrix gives more information than a theory of linear elasticity, since
it considers short wavelength distortions. However, by expanding the dynamical matrix to
lowest order in q, we get
Dik(q) ≈ qjCijklql +O(q3) (1.36)
We can thus always write down
H ≈ 1
2
∫
ddq
(
C2Lq
2|uL|2 +
d−1∑
i=1
(CiT )
2q2|uiT |2
)
(1.37)
where CL is the sound velocity for the longitudinal phonon mode, while {CiT }d−1i=1 are the
sound velocities for the transverse phonons. Note that for two-dimensional lattices with two
elastic moduli, CL =
√
(λ+ 2µ)/ρ and CT =
√
µ/ρ, where ρ is the lattice mass density.
For anisotropic system, the sound velocities are direction dependent.
While disordered solids do not have well-defined wavenumbers for their phonon modes,
they do have a phonon spectrum resulting in a Density Of States (DOS). This can be
calculated by summing δ(ω − ωn) over all modes ωn. For a periodic lattice, this can be
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expressed as an integral over the 1stBZby substituting the dispersion relation ωi(q),
d(ω) =
∑
n∈modes
δ(ω − ωn) =
∑
i
2|ω|
∫
1stBZ
dq
(2π)2
δ(ω2 − ω2i (q)) (1.38)
[3] The DOS can also be calculated for each individual mode ωi(q).
For isotropic stable two-dimensional solids, near the origin q = 0, the DOS receives
contributions from the longitudinal and transverse phonons, each mode contributing di(ω) =
ω
2πC2
. In general, for a stable lattice, the DOS is expected to scale as d(ω) ∼ ωd−1 near
ω = 0 due to the Debye argument. In a lattice with an infinite number of soft deformations,
a singularity will appear at d(ω = 0) to reflect these states.
An interesting observation arises from comparing the soft uniform deformations of a
lattice, defined by
Cijklη
◦
kl = 0 (1.39)
to long wavelength soft phonons, which must satisfy Dik(0)uk = 0 to all orders in q.
To lowest order, this means
niq
◦
jCijklq
◦
knl = 0 (1.40)
a condition distinct from that of Eq. 1.39. Thus, we will encounter lattices which have soft
uniform deformations without soft phonon modes and vice versa.
1.9 A Survey of Lattices Considered
These several techniques – global Maxwell counting, local force balance, the equilibrium
and compatibility matrices, the theory of linear elasticity, and the phonon spectrum – allow
us to fully characterize the soft behavior of nearly isostatic lattices.[54]
1.9.1 Square and Cubic Topologies
Perhaps the simplest class of isostatic lattices revolves around the two-dimensional
square and the three-dimensional cubic lattices. (Figs. 2.3, 4.1(a))
These lattices have a single-particle unit cell with precisely zc = 2d neighbors, and as a
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consequence, their spectrum will only have the d acoustic phonons. Taking into account the
states of self stress, there must be some soft phonons modes. Near the origin, q = 0, these
are the transverse acoustic phonons, corresponding to the states of soft uniform shear. The
soft phonons at shorter q correspond to local shear.
Thus, the square lattice has a soft affine deformation, differentiating it from granular
packings. It can be deformed into various other lattice geometries without changing its
bond lengths. We also consider a lattice with less symmetry constructed by using the
square lattice topology and arbitrary spring lengths.
1.9.2 Kagome and Pyrochlore Topologies
By contrast, the kagome (pyrochlore) lattice has triangles (tetrahedra). (Figs. 2.7, 4.2)
Since these simplexes are defined by the length of their sides, they are incompatible with
affine soft deformations. Instead, they have 3(4) particles per units cell, with soft optical
phonons arising from the states of self stress.
These soft modes correspond to local microrotations of the triangles (tetrahedra). Near
isostaticity these can couple with the acoustic phonons, resulting in a low-energy theory
reminiscent of Cosserat elasticity.
When the lattice is deformed along these modes, the soft phonons couple to volume
change, resulting in a lattice with (a) soft uniform deformation(s). [13] In highly symmetric
cases of the deformed kagome lattice, this results in an isotropic linear elasticity with a zero
bulk modulus. However, the low-symmetry deformations of lattices with the kagome and
pyrochlore topologies have low-symmetry soft uniform deformations.
1.10 Stabilizing Terms
1.10.1 Next-Nearest Neighbors and the Approach to Isostaticity
Note that for all of the lattices we are considering, adding the NNN springs will sta-
bilize them into a solid, providing a finite energy for all of the possible relative particle
displacements. This can be seen from the Maxwell counting argument as well as from
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direct calculations.
Hyper-isostatic lattices are stable with NN springs, by definition. However, for lattices
at or below isostaticity, soft deformations are stabilized by adding NNN springs. Thus,
we take all NN springs to have the spring constant k, while NNN springs have the spring
constant k′. Importantly, as k′/k → 0, we recover back the soft modes, so that this limit
allows us to continuously approach the isostatic transition. Note that for generic springs, a
hyper-isostatic system will be under a state of self-stress. However, instead we pick all the
spring rest lengths so that the springs are at rest without external stresses.
There are several other means of approaching the isostatic transition by introducing
additional terms in the Hamiltonian, thus adding more constraints to the total degrees of
freedom of the system.
1.10.2 States of Stress
One means of stabilizing the soft modes of an isostatic system is to put it under uniform
tension, i.e. a negative pressure. For a stable isotropic solid, to lowest order the pressure
simply modifies the elastic moduli as λ → λ + p and µ → µ − p. Extending this to
lattice models, we must linearize the spring potential in Eq. 1.30 around some spring
length |r◦j − r◦i | ≡ Roij 6= aij . While the Hamiltonian of unstressed springs in Eq. 1.31 was
proportional to V ′′ = ∂
2V (Ro)
∂Ro2
= kij , here a term proportional to V
′ = ∂V (R
o)
∂Ro = kij(R
o
ij−aij)
is added,
∆H = 1
2
V ′(Roij)
Roij
(ui − uj) · (I−
(r◦j − r◦i )
Roij
⊗ r
◦
j − r◦i )
Roij
) · (ui − uj) (1.41)
However, this expresses the Hamiltonian in terms of the compression ratio of the springs,
Roij = Λaij , while we want to know the relation to the pressure p. To do so, we solve the
equation of force balance on each spring to obtain
p =
1
2Λd−1v0
∑
〈i,j〉
V ′(Roij)R
o
ij (1.42)
where v0 is the volume of a unit cell of the lattice.
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Note that it is possible to generate unstable lattices which resist uniform pressure. These
lattices would have soft deformations, but a finite bulk modulus. This must arise due to
local force balance, as seen in the honeycomb, square and kagome lattices.
1.10.3 Bending Stiffness
Besides NNN bonds and pressure terms, we could imagine stepping away from isostatic-
ity by breaking the isotropic nature of particle interactions. As already mentioned, this
seems most relevant for the case of semi-flexible polymer gels, where the bending rigidity
of the rod-like polymers gives more force constraints at each cross-link.
Besides the radial force terms, there would be a force which restores bond angles to their
initial values. Another possibility for lattices with inversion symmetry around some site is
to consider the angle between opposite bonds. Similarly to the terms already mentioned,
we can consider quadratic terms arising from the deformation of the bond angles.
We know that
cos θij,ik =
(rj − ri) · (rk − ri)
|rj − ri||rk − ri| = eij · eik (1.43)
where eij =
(rj−ri)
|rj−ri| is the unit vector along the bond connecting particles i and j. Since
θij,ik will have a preferred values θ◦, we can expand around it in powers of δθij,ik and u on
the left and right sides.
For the left side,
cos θij,ik = cos θ◦ − sin θ◦δθ − 1
2
cos θ◦δθ2 (1.44)
Note that the last term is only relevant if sin θ◦ = 0, which for a lattice is equivalent to
θ◦ = π. Here, cos θ◦ =
(r◦j−r◦i )·(r◦k−r◦i )
R◦ijR
◦
ik
= e◦ij · e◦ik.
The right side of Eq. 1.43 can be expanded in the displacements u. We restrict ourselves
to two dimensions and define
δu
‖
ij =
1
R◦ij
e◦ij · (uj − ui) (1.45)
δu⊥ij =
1
R◦ij
f◦ij · (uj − ui) (1.46)
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where f = e⊥ is the unique 2D vector such that |f | = 1, f · e = 0 and e× f > 0. The lowest
order terms are
− sin θ◦δθ = e◦ik · δu⊥ij + e◦ij · δu⊥ik (1.47)
Note that for θ◦ = π these terms vanish, and we must expand to next order. For this angle
we can use the identity eik = −eij to simply the expression,
1
2
δθ2 =
1
2
(δu⊥ij + δu
⊥
ik)
2 (1.48)
Overall, the energy contribution from the bending of the angles becomes
∆H = b
2
∑
θij,ik
(δθij,ik)
2 (1.49)
These terms have some similarity to the terms of the form f ⊗ f = I−e⊗e from adding
a uniform tension to the system, and serve the same stabilizing role. Thus, in addition to
introducing NNN bonds and taking the spring constant k′ → 0+, we can instead make use
of these terms, taking p→ 0− and b→ 0+. These different means of stabilization allow us
to expand the range of the models to particles with different interactions, as well as note
universality of certain commonly observed features.
1.11 Finite Mechanisms as Deformations
So far, we have only discussed soft modes, or infinitesimal mechanisms, where the energy
is zero to the lowest order in the particle displacements. However, in certain cases it is
possible to extend soft modes into finite displacement of the particles by considering the
full potential energy of the springs, Eq. 1.30. Thus, the spring length must remain constant
to all orders, resulting in finite mechanisms.[5]
A soft mode corresponds to a certain eigenvector in the 1stBZ of the lattice, ul(q). A
one parameter family of lattices must then be displaced from the original by uq(θ), such
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that
∂uq(θ)
∂θ
∣∣∣∣
θ=0
= cul(q). (1.50)
for an arbitrary constant c, pertaining to the normalization.
There are several examples, particularly in isostatic lattices, where for a soft mode q,
i.e. ω(q) = 0, there exists a uq(θ), which does not change the spring lengths for some finite
range of values of θ. We thus define uq(θ), and label this family of lattices using q. Further,
we can take several linear combinations of the displacement fields
∑
i ul(qi) and use these
to define u{qi}(θ). Examples of such soft deformations can also be found.
Note that unlike the displacement for a mode, which is the same within each unit cell
except for a phase, the displacement uq(θ) will be different for each site of the lattice. In
particular, it can involve a uniform shear and/or volume change of the entire system.
It would also be useful to label these families by their wallpaper group, since, unsurpris-
ingly, it turns out to be the same within a family. Thus, in general, we label these families
of lattices by G:ptq, where G is the space group and q is the point in the BZ to which the
deformation corresponds. Among the family, once a clear parameterization in terms of θ is
established, a single lattice can be specified.
1.12 Isostatic Phase Transitions
The analogy with structural phase transitions seems to work well in isostatic lattices
with a positive NNN spring constant k′ > 0. However, in order to extend this analogy, we
must vary the control parameter k′ through the transition. The lattice becomes unstable
when k′ < 0, so that additional terms must be added to the Hamiltonian to understand the
nature of such a phase. By analogy to the classical scalar φ4 theory, we add a quartic term
to the spring potential,
VNNN =
1
2
k′(|ri − rj | − aij)2 + 1
4!
k(3)(|ri − rj | − aij)4. (1.51)
For k′ < 0, this results in two possible equilibrium spring lengths.
However, the true equilibrium state for the lattice results in minimizing the full spring
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potential. We look at this model as applied to the isostatic square lattice. If we assume
k ∼ k(3) ≫ k′, we see that the springs will be deformed along two parameters – a large
change in the nearest neighbor bond angle and a small isotropic volume change.
Note that the ground state, made of these identical rhombic plaquettes, will however
have a degeneracy of states with a sub-extensive entropy. (Fig.5.1c) These correspond to
the striped states that can be formed by the rhombi.
1.12.1 Magneto-Elastic Coupling
A similar model involves a hyper-isostatic triangular lattice with Ising degrees of freedom
at each site. Through antiferromagnetic interactions between the spins and magneto-elastic
coupling between the Ising spins and the bond deformations, we similarly get a degenerate
ground state, which also forms a striped pattern. (Fig.5.5) We can calculate this ground
state exactly, by solving for the shape of the identical plaquettes (i.e. isosceles triangles)
that tile the plane.
1.12.2 Order-by-Disorder
We examine the nature of these states at small temperatures by taking into account
phonon fluctuations. It turns out that for both models, a straight stripe ground state
corresponding to the smallest unit cell size results in the lowest entropy of phonon fluctu-
ations. Thus, fluctuations at low temperature favor an ordered phase from a degenerate
ground state, a so-call order-by-disorder effect. This effect has been noted in several in-
stances for spinons, whereas in our models it is the phonon fluctuations that break the
degeneracy. [62, 22, 23, 9, 46, 4, 52]
While the low-temperature state is ordered, it is hard to access due to the slow relaxation
dynamics that these models exhibit. This arises from the relatively small free energy gain of
the ordered phase and the large energy barriers between ground states. This is reminiscent
of glassy behavior seen in systems with a rugged potential energy landscape and provides
a simple model for how such a landscape is explored.
While this model has been previously examined as a basic model of statistical mechanics,
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[20, 6] it has more recently been applied to an experiment in a colloidal system.[21] Colloidal
spheres of diameter D are placed in a single layer between two parallel glass plates with
a separation h such that D < h < 2D. Thus, while the colloids cannot stack on top of
each other, due to free volume consideration, nearest neighbor colloids prefer to be next
to two different plates. Thus, this third dimension of the particle position can serve as an
Ising spin variable, providing the justification for the antiferromagnetic and magneto-elastic
couplings we introduce.
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Chapter 2
2D Lattices
In this chapter, we apply the general techniques discussed in the preceding chapter to sev-
eral simple two-dimensional examples. We start by looking at lattices far from isostaticity
– the hyper-isostatic triangular lattice and the sub-isostatic honeycomb and small rhombi-
trihexagonal lattices, looking at their dynamical matrices and, in particular, the structure
of their low-energy phonons.
Then, we juxtapose these results with the nearly-isostatic square and kagome lattices.
From their phonon spectra, we can extract certain scaling laws applicable to the jamming of
granular matter. Further, we look at the effects of nearest neighbor bond bending energies
and pressure on the stability of these lattices.
2.1 The Hyper-Isostatic Triangular Lattice
The low-energy spectrum of the triangular lattice proves indistinguishable from that
of a stable isotropic two-dimensional material. In terms of the nearest-neighbor spring
constant k, and nearest neighbor distance a, the two sound velocities are C2L =
3
√
3ka2
4 and
C2T =
√
3ka2
4 , with Lame´ constants λ = k/2 and µ = k/2.
This leads to a simple dispersion relation, isotropic in reciprocal vector q to lowest
order, ω21 ∼ 3k8 q2a2 and ω22 ∼ 9k8 q2a2. The resulting Density Of States (DOS) will scale as
d(ω) = 8ω
2π3ka2
.
2.2 The Sub-Isostatic Honeycomb Lattice
The honeycomb lattice presents a simple example of a sub-isostatic lattice. It consists of
two particles per unit cell of a triangular lattice. Since the lattice derives from the uniform
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Figure 2.1: (Color Online) (a) Honeycomb lattice and (b) Small Rhombitrihexagonal (SR)
lattice showing NN springs with spring-constant k. Note that in (a),(i) indicates the
NNN neighbors with spring constant k′; (ii) shows nearest bond angles with the energy
cost 12b
∗(δθ)2 for bending; (iii) shows the local mode soft to linear order in spring energy;
(iv) shows the shear mode soft to all orders. In (b), a local soft mode of the SR lattice is
visualized.
tiling by hexagons, all of the constituent particles are identical, as seen in Fig. 2.1a.
Local Modes
We note that the coordination number for the honeycomb lattice is z = 3. By the
counting argument, the number of soft modes is 2N − 32N = N2 . This is an extensive
quantity, so that local soft modes can be found. Indeed, these have been known from
studies of electron binding and sphere packing to be local rotation of the hexagons, as seen
in Fig. 2.1a. [67, 56] Since there are twice as many particles as hexagons, we thus obtain all
N/2 soft modes in the system.
We see that the extensive number of soft modes and the presence of local soft modes are
interchangeable, to linear order. Given an extensive number of soft deformations, we could
use the technique of Wannier functions with the principle of superposition of phonons to
define these deformations locally.
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(a) First Brillouin Zone
K G M K
(b) KΓMK cut
ΩM ΩK
Ω
dHΩL
(c) Density of States
Figure 2.2: (Color Online) Phonon modes of the honeycomb lattice, showing (a) the entire
first Brillouin zone (1stBZ) for the lowest mode when k′ = 0.02, (b)KΓMK cut for all four
modes, with k′ = 0.02 solid lines and k′ = 0 dashed lines. Note that the lowest mode, in
red, has frequency of order ∼ k′ everywhere and has stationary points precisely at K,Γ and
M. (c)The density of phonon states obtained by integrating over the 1stBZ. The logarithmic
divergence comes from the saddle point at M and the jump discontinuity from the maximum
at K.
The Dynamical Matrix
We take a = 1 without loss of generality. The expression for the dynamical matrix can
be seen in Eq. B.1. By taking its eigenvalues, we find the dispersion relation, which is
plotted in Fig.2.2(b).
The extensive number of soft deformations leads to a mode of soft phonons which is
flat (and whose energy is zero) over the entire 1stBZ. This is consistent with the symmetry
of the system, which dictates that near the origin Γ, the dispersion must be isotropic.
The other phonon mode, corresponding to longitudinal compression, rises as expected,
ω ≈ CLq =
√
k
8q. Since the lattice has two particles per unit cell, ρ =
4
√
3
3 and the bulk
modulus is B = sqrt3k6 . The other two modes are gapped, with ω =
√
3k at Γ.
The NNN interactions result in additional terms in the dynamical matrix, seen in Eq.
B.4. These terms guarantee mechanical rigidity and the entire two-dimensional zero-energy
mode must be lifted. This results in a qualitative change in the nature of the lowest mode.
Instead of being constant, it has finite energies away from the origin of order ω ∼ √k′.
This necessarily leads to stationary points in the dispersion relation. In fact, within a single
Brillouin zone there is a minimum, a maximum and a saddle.
At Γ, the minimum, we simply obtain a transverse phonon much softer then the lon-
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gitudinal (B =
√
3
6 (k + 6k
′)), with the dispersion ω ≈
√
3k′
8 q and thus µ =
√
3k′
2 . Point
M is a saddle, with the dispersion ω2M ≈ 2k′ + 13k
′
8 δq
2
x − 3k
′
8 δq
2
y . Point K is a maximum,
ω2K ≈ 92k′ − 9k
′
8 δq
2. These later two points correspond to the Van Hove singularities seen
in the DOS.
If instead we consider the bending rigidity of the hexagon (Fig. 2.1a), we get a very
similar picture. While the dynamical matrix expression differs from the one for D′(q), the
above expansions near the symmetry point will still hold, given that 4b∗ → k′.
Density of States
The DOS for the lowest mode thus has a Debye rise, a logarithmic singularity at ω =
√
2k′ and a jump to zero at ω =
√
9k′/2 (Fig. 2.2(c)). This is quite reminiscent of the DOS
of a stable lattice with spring constant k′. The DOS for the longitudinal mode has a similar
behavior, but with ω ∼ k. This separation of energy scales gives the dispersion a simple
structure, and there is none of the richness seen below in isostatic systems.
Conclusions
There is vanishing critical frequency scale in the honeycomb lattice, with ω∗ ∼ √k′.
However, since the modes are all isotropic at large scales, no meaningful divergent length
can be extracted from this model. Thus, no continuous transition takes place here, and the
contact number jumps from far above isostaticity to far below at k′ = 0.
2.2.1 Small Rhombitrihexagonal Lattice
Another lattice which has very similar behavior to the honeycomb can be obtained from
the Small Rhombitrihexagonal (SR) tiling of the plane (Fig. 2.1b). It has the same spatial
symmetry group, and indeed can be seen as a honeycomb lattice decorated with triangles
at each vertex.
Using Maxwell counting, we might expect since z = 4 that the lattice would be isostatic.
However, we can see that the springs are actually parallel on nearest bonds. This precludes
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them from giving independent constraints on the system. The rotations of the hexagons,
simple extension of the local soft modes of the honeycomb lattice, which in the SR lattice
involve 18 particles, are still soft to linear order. (Fig. 2.1b)
The dispersion relation for the SR lattice looks quite similar to that of the honeycomb
lattice, though there are 12 modes total and three with ω(q = 0) = 0. The latter correspond
to the two acoustic phonon modes, which in this case give large elastic moduli, µ and B ∼ k.
The third mode, an optical phonon, corresponds to soft rotations. We expect such mode
structure due to the presence of triangles. Defined by their three sides, they do not allow
a soft transverse phonon, which is affine in the limit q → 0. Triangles can only participate
in soft modes through their rotational degrees of freedom. However, apart from this detail,
this structure is essentially that of the honeycomb lattice.
2.3 Square Lattice
(a) Square Lattice (b) Soft Modes and Next-Nearest Neighbors
of the Square Lattice
Figure 2.3: (Color online) Configurations of the square lattice (a) without and (b) with
Next-Nearest Neighbor bonds. The soft displacements are shown with dashed lines. These
deform the NNN bonds, which are thus responsible for stabilizing the lattice.
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Figure 2.4: (Color Online) Phonon dispersion of the square lattice, with (a) the first Bril-
louin Zone showing the lowest energy mode with k′ = 0.02, where the softer quasi-isostatic
directions are evident and (b) the RΓMR cut, showing both of the modes at k = 0.02 (solid
lines) and k′ = 0 (dashed lines). The isostatic mode can be seen in red.
Figure 2.5: (Color Online) Dispersion of the square lattice visualized in 3D and using
density plots. (a) a single one dimensional isostatic mode is shown with the characteristic
wedge. (b) The lowest mode of the square lattice at k′ = 0.02, with both quasi-isostatic
directions clearly seen.
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Figure 2.6: (a) The affine shear soft mode of the square lattice, signifying µ ≡ 0. (b) A
random distortion of the square lattice costing zero energy in the isostatic case. Note that
while (a) is a possible ground state when k′ < 0, (b) is not. not correspond to a
2.3.1 Isostatic Dynamical Matrix
The square lattice (Fig. 2.3) dynamical matrix has a simple 2x2 structure as seen in
Eq. B.6. Each mode corresponds to the displacement vector of the single particle within
the unit cell.
In order to understand the expression more intuitively, we expand in powers of q around
the point Γ, or q = 0,
D◦(q) = k

 q2x 0
0 q2y

 (2.1)
where the lattice spacing a = 1.
By symmetry the linear elastic theory must be of the form in Eq. 1.11, so we see that
the only non-zero modulus is C11 = k, while C12 = C44 = 0. This signifies some form of
instability. Note that C11 is essentially a bulk modulus for the square lattice, and it is finite
due to the local force balance on each particle when isotropic pressure is applied.
By looking at the stability equation without external stress, Eq. 1.7 with σij = 0, for
this form of linear elasticity, we can better understand for the nature of this instability.
This reduces to two equations,
∂2xux = ∂
2
yuy = 0 (2.2)
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so that the displacements must be of the form
ux = c
x
0(y) + c
x
1(y)x (2.3)
uy = c
y
0(x) + c
y
1(x)y (2.4)
where c are arbitrary functions specified by the initial conditions. Thus, suppose we have
a rectangular portion of the lattice with free boundary conditions, σijnj = 0, where nj are
components of the surface normal. Then, e.g. at u(0, y), the condition uxx = c
x
1(y) = 0
must be met, and similarly cy1(x) = 0 at u(x, 0). However, c
x
0(y) and c
y
0(x) remain arbitrary.
In other words, the configurations are only uniquely determined if the displacements at the
boundary is specified, signifying the presence of soft modes.
Isostatic Modes
The nullspace of D◦

allows us to determine the soft modes at the largest wavelengths.
We see that the lines qx = 0 and qy = 0 in the 1
stBZ correspond to the soft modes u = (1, 0)
and u = (0, 1), respectively. Thus we see two lines of soft modes, corresponding to shear in
certain direction. Away from that, the dispersion has a one-dimensional nature, having a
knife-edge shape seen in Fig. 2.5a. Some possible deformations can be seen in Fig. 2.6.
For a finite lattice, we can obtain an exact count using the extended Maxwell counting
argument. In the case of free boundary conditions (B.C.s) in an Nx × Ny lattice, where
Nx,y signify the number of particles along the x and y axes, respectively, no states of self
stress are present. There are thus 2NxNy−Nx−Ny bonds and NxNy particles, so that the
Maxwell count gives Nx + Ny − 3 soft modes. While this lattice with periodic B.C.s has
extra bonds, they are all redundant, each resulting in a state of self stress. Thus, by the
extended Maxwell count in Sec.1.7, NB − S = 2NxNy − Nx − Ny and the number of soft
modes is still the same.
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2.3.2 Near Isostaticity
We can thus study the approach to isostaticity by adding weak NNN springs and scaling
their spring constant k′ → 0.
Dynamical Matrix
The exact dynamical matrix with added NNN springs can be seen in Eq.B.7. The
dispersion can be visualized over the entire Brillouin zone as seen in Fig. 2.4,2.5.
We see that to lowest order, the off-diagonal terms do not contribute, and the two
different eigenvalues can be read off as
ω21,2 = 4k sin
2(qx,ya/2) + 4k
′ sin2(qy,xa/2) (2.5)
Note that to this order, the eigenvectors for the soft modes remain unperturbed. [54]
Model of Elasticity
If we expand the dynamical matrix around Γ, we get an expression resembling classical
elasticity,
D(q) = k

 q2x 0
0 q2y

+ k′

 q2x + q2y 2qxqy
2qxqy q
2
x + q
2
y

 (2.6)
We see by comparison to Eq. 1.11, C11 = k+ k
′, C12 = k′ and C44 = k′. However, we know
that modes with small frequencies of order k′ must extend to higher values of qx and qy
along the axes, so that such an expression proves insufficient.
To understand the structure of soft modes, we need only to consider low-energy exci-
tations, far below the scale k, but on the order of k′. We thus note that the first term in
equation 2.5 can be expanded,
ω21,2 ≈ ka2q2x,y + 4k′ sin2(qy,xa/2) (2.7)
This yields two regimes. If the energy scale is very low, we get a simple anisotropic dispersion
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around Γ,
ω21,2 ≈ kq2x,ya2 + k′q2y,xa2 (2.8)
and a similar relation around M at the 1stBZ edge (Figs. 2.4, 2.4) with a difference in sign,
ω21,2 ≈ kq2x,ya2 − k′(δqy,x)2a2 (2.9)
We see that for ω ≫ √k′, the first term dominates leading to ω1,2 ≈
√
kaqx,y.
Density of States
These results can also be seen in density of states (DOS). Eq. 2.7 can be substituted in
the general expression in Eq.1.38 and the answer can be simplified using elliptic integrals,
d(ω) =


2
π2a2
√
k
F
(
sin−1 ωω∗
∣∣ ω
ω∗
)
: ω ≤ ω∗
2
π2a2
√
k
K
(
ω
ω∗
)
: ω > ω∗
(2.10)
where ω∗ = 2
√
k′ can be defined by the logarithmic singularity in this expression.
F (α|m) =
∫ α
0
dφ√
1−m2 sin2 φ
(2.11)
is the Incomplete Elliptic Integral of the First Kind and K(m) = F (π2 |m) is the Complete
Elliptic Integral of the First Kind. The resulting characteristic form of the DOS with a
singularity at ω∗ can be seen in Fig. 2.8a.
At isostaticity, when k′ = 0, a line of soft modes is concentrated in a δ-function at
the origin. Then at positive ω, there is flat region in the density of states from the one
dimensional dispersion ω ∼ qx.
34
Dimensional Crossover Argument
At low ω, we see a standard two-dimensional Debye dispersion, where
d(ω) ≈ ω/ω
∗
2πa2
√
k
(2.12)
At larger ω, but still ω ≪ √k, the DOS has a plateau, which is asymptotically ap-
proached as
d(ω) ≈ 1
πa2
√
k
(
1 +
1
4
ω∗
ω
)
(2.13)
A flat DOS is reminiscent of the Debye behavior in a one-dimensional lattice, and can be
traced back to the one-dimensional nature of the dispersion after the lowest modes saturate
at ω∗ = 2
√
k′. Thus, we see that at the critical frequency the behavior of the phonon
spectrum changes dramatically, crossing over from two-dimensional Debye behavior to a
plateau more reminiscent of a one-dimensional dispersion.
Van Hove Singularity
This cross-over is indicated by a Van Hove singularity precisely at the critical frequency
ω∗.
In comes from the saddle point in the dispersion at point M, which in two dimensions can
be shown to lead to a logarithmic divergence in the DOS. In the vicinity of the singularity,
the DOS behaves as
d(ω) ≈ 2
π2a2
√
k
ln
1√
|(ω/ω∗)2 − 1| . (2.14)
2.3.3 Bending Stiffness
There are several ways of adding angle bending energies. For example, there could be a
cost to deviating the nearest bond angles from a preferred value. If each angle contributes
the term 12b (δθ)
2 to the energy, the resulting dynamical matrix can be seen in Eq.B.10.
This actually changes the expression for the elastic moduli relatively to the NNN spring
energies, C11 = k, C12 = 0 and C44 = b. However, to lowest order the expressions for ω1,2
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do not change with k′ → b. Thus, the qualitative nature of the low-energy spectrum is the
same in both cases.
2.3.4 Pressure
Adding positive pressure p to the system leads to instability. On the other hand, isotropic
tension, equivalent to negative pressure has a stabilizing effect. We can calculate the precise
role of pressure by imagining an isotropic strain for all springs, r = Λr◦, where Λ is a scalar.
This results in an expression that can be solved for p(Λ).
Λ− 1
Λ
≡ −p˜ = − p
2(k + 2k′)
(2.15)
To lowest order, the pressure only rescales k′, so that the combined dispersion, to lowest
order is
ω21,2 ≈ ka2q2x,y + 4(k′ − p) sin2(qy,xa/2) (2.16)
Thus k′ < p, we see an instability develop.
We find that the three stabilizing methods all agree to lowest order. Further, the pressure
and the bond bending terms agree to all orders when NNN springs are not present. One way
to see this is to note that the volume of each square plaquette lattice goes as V = A0 cosα,
with α the nearest bond angle. Thus, changing the volume produces a quadratic term
in bond bending and vice versa. Equivalently, we note that the pressure terms essentially
control the forces on the springs perpendicular to the springs themselves, precisely the effect
of adding bond bending terms. From here on, we will consider k′ as the control parameter.
However, the equivalence allows us to substitute k′ → k′+ b− p for the same low-frequency
scaling laws.
2.3.5 Scaling Near Isostaticity
We proceed to find the response function for the isostatic mode, as ω−2,
χ−1 ≈ ka2q2x,y + 4k′ sin2(qy,xa/2), (2.17)
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which diverges at isostaticity along the line of soft modes.
A single large length scale can be extracted from any stabilization procedure, coming
from the anisotropy of the lowest mode at the zone edge, the point M,
ℓ∗ =
a
2
√
k
k′
(2.18)
Clearly this length diverges at isostaticity, analogous to a divergent length scale at a con-
tinuous phase transition. In fact, this is the same length scale as obtained from the cutting
argument.[68, 69]
This scale can also be seen in the expression for χ. For q−1x < ℓ∗, the dispersion looks
like that of the stable square lattice, while for q−1x > ℓ∗, the k′ term can be neglected and
only the one-dimensional isostatic dispersion remains.
There is a single critical frequency
ω∗ = 2
√
k′ (2.19)
going to zero at isostaticity. The DOS Van Hove singularity provides the easiest way to
identify this scale, which also corresponds to the dimensional crossover argument.[54]
There are three elastic moduli for the square lattice. C11 ∼ k is analogous to the bulk
modulus of an isotropic system and does not scale near isostaticity. By contrast, C12 ∼ k′
and C44 ∼ k′ are both shear moduli and scale with k′.
2.4 Kagome Lattice
While the square lattice presents a simple solvable model of a system near isostaticity,
its soft deformations are shear-like in nature and include simple affine shear. In order to
make better comparisons to the jamming of granular matter, we also investigate the kagome
lattice, which disallows soft affine modes due to its geometry. Further, once the lattice is
stabilized, the hexagonal symmetry dictates an isotropic dispersion at the longest wave-
lengths. The low energy theory for the kagome lattice proves to be particularly elegant,
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and will be further explored in the next chapter. Finally, by considering an array of geome-
tries, we are able to examine the universal properties of nearly isostatic systems, with the
square and kagome lattices presenting the simplest examples.
We choose the lattice vectors as v1 = (1, 0) and v2 =
1
2(1,
√
3), setting a = 1. There
is also a spring connecting the unit cell displaced by v3 = v2 − v1 = 12(−1,
√
3) from the
initial unit cell.
(a) Kagome Lattice (b) Soft Modes and Next-Nearest
Neighbors of the Kagome Lattice
Figure 2.7: (Color online) The configurations of the kagome lattice, showing (a) the un-
deformed lattice along with particle positions (Courtesy of Xiaoming Mao, printed with
permission) and (b) the lattice with Next-Nearest Neighbors, where the soft modes of the
kagome lattice actually deform the NNN bonds. Note that the triangles are colored only
for visual reference.
2.4.1 Isostatic Dynamical Matrix
We find for the kagome lattice a hexagonal basis with three particles per unit cell. This
gives us six degrees of freedom per unit cell and a 6×6 dynamical matrix, seen in Eq. B.22.
Isostatic Soft Modes
The nullspace of the dynamical matrix gives the soft modes, if any, at each q. The
eigenvalues correspond to the dispersion relation for each mode. The lowest eigenvalue can
be seen in Fig. 2.10. Fig. 2.9 shows the KΓMK cut of the 1stBZ.
As expected, we see a certain number of zero energy modes. In addition to the low
energy acoustic phonons arising from the broken translational symmetry of the lattice,
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Figure 2.8: (Color Online) Reduced density of states as a function of η = ω/ω∗ for (a) the
square lattice and (b) the kagome lattice, showing their constant value when k′ = 0 (dashed
green line) and the van Hove singularities from the saddle at S and minima at M and Γ,
whose frequencies all scale as ω∗ ∝ √k′, when k′ > 0.
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Figure 2.9: (Color Online) (a) Phonon dispersion of the kagome lattice along the KΓMK
cut. The dotted lines are for k′ = 0 and the solid lines are for k′ = 0.02. The isostatic
and quasi-isostatic branches are in red. (b) shows isostatic and shear modes along ΓM and
indicates characteristic frequencies and wavenumbers.
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Figure 2.10: (Color Online) (a) Plot of the lowest kagome phonon mode dispersion mode
(a) for the isostatic case, k′ = 0 and (b) with next-nearest neighbors, at k′ = 0.02k. The
latter case has an isotropic dispersion next to the origin, as noted in the inset.
Figure 2.11: (Color Online) a) The quasi-isostatic mode of the kagome lattice at k
′
k = 0.01
with (solid) and without (dashed) pressure, p = 0.020395. b) Comparison of the exact
numerical calculation (above, red) for the quasi-isostatic lowest mode of the kagome lattice
and the analytical value calculated by using degenerate perturbation theory near the origin
(below, blue), with k
′
k = 0.002, we see that the wavevector qs and frequency ωs are well
approximated by the analytical expression.
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there is an optical soft mode at the point Γ, q = 0. This third mode corresponds to a line
of deformations, where the triangles are rotated in a correlated fashion. (Fig. 2.7(b)) Due to
the presence of states of self stress, scaling as the number of particles on the perimeter, the
lattice has a sub-extensive number of soft modes. These can be counted for a finite system.
There are 3N1N2 sites and thus 6N1N2 degrees of freedom, where N1,2 are the numbers of
unit cells along each lattice vector. The number of bonds is only 6N1N2 − 2(N1 +N2) + 1,
leading to 2(N1+N2)−1 zero modes. This sub-extensive number means that the dynamical
matrix has a line of zero eigenvalues out to the 1stBZ edge in a particular direction qˆ, as
seen in Fig. 2.9. [54]
2.4.2 Near Isostaticity
In order to extend our model to the kagome lattice, the soft modes must be stabilized
by another term in the Hamiltonian. There are several energy terms which can do this, in
parallel with the square lattice case.
One option is to introduce next-nearest neighbor (NNN) springs with spring constant k′
and take the limit as k′ → 0. Such a lattice is shown in Fig. 2.7(b). Also shown is the effect
of isostatic deformations on the length of the NNN springs where we see that the isostatic
modes are indeed no longer soft.
To understand better the effect of these springs, we calculate the dynamical matrix, seen
in Eq. B.29. We can find the eigenvalues for D +D′ numerically. The results can be seen
in Fig. 2.10 – the isostatic mode lifts to a value ∼ k′. As expected, at q = 0, there are only
two zero-energy modes corresponding to the two acoustic phonons. Looking at the qy-axis,
we see that the modes have a complex structure. The longitudinal phonon does not interact
with the other modes in this direction, while the transverse phonon and the isostatic mode
hybridize. The lowest phonon mode in that direction has a saddle point near the point Γ
on the qy-axis, as well as a local minimum at the Brillouin zone edge.
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2.4.3 Model of Elasticity
By using degenerate perturbation theory around point Γ (q = 0), we are able to expand
the dynamical matrix in the wavevector q. This is done by integrating out the high-energy
modes at small q to get a simpler structure for the low-energy modes. (See Appendix A)
We find the free energy density can be expressed as
f = u†C(R)u (2.20)
where in polar coordinates,
C(R) =
k
16


q2 0 −8√3ik′q + q2 sin 3θ
0 3q2 −q2 cos 3θ
8
√
3ik′q + q2 sin 3θ −q2 cos 3θ 96k′ + q2

 (2.21)
Here, a = 1, q = |q| and θ is the polar angle in reciprocal space. The transformation
U = 1√
2

 1 1
−1 1

 was used to obtain the phonons in the transverse and longitudinal
basis. Here, u = {uT , uL, φ} where uT is the transverse phonon, uL the longitudinal and φ
is the isostatic mode. [54] We note that the coupling between u and φ is proportional to
φ− 12∇× u, reminiscent of Cosserat elasticity.
We pick θ = π6 and look at the structure of the modes in the vicinity of this ray in
reciprocal space. The matrix C(R) block diagonalizes, with a 2×2 submatrix
C(I) =
k
16

 q2 −8
√
3ik′q + q2
8
√
3ik′q + q2 96k′ + q2

 (2.22)
and the separate longitudinal phonon with the eigenvalue of ω23 =
3ka2q2
16 . The eigenvalues
of C(I) have a more complicated form,
ω21,2 = 3k
′ +
q2
16
(
1− 2k′)± 1
16
√
q4 + 2k′q4 + (k′)2 (2304− 480q2 + 50q4) (2.23)
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At the largest scales, ω21 ≈ 6k′+ kq
2a2
16 , while ω
2
2 ≈ kq
2a2
16 . Clearly, ω1 represents the quasi-
isostatic mode, while ω2 is the transverse phonon. One the other hand, for 1 ≫ q2 ≫ k′,
we see the limits ω21 ≈ 3k′ and ω22 ≈ 3k′ + q
2
8 . These asymptotes, however, only give a
general idea of the scale of these modes. At larger qy, our reduced matrix does not give
a valid approximation. However, since the modes decouple at those scales, we can use
non-degenerate perturbation theory to obtain results.
The lowest mode along the qy direction has a saddle point at q ≈ 4 4
√
3k′
2k . It’s dispersion
can be approximated by the expression ω21 ≈ 3k′ −
3k′δq2y
4 +
3kδq2x
16 . (Fig. 2.11b)
The zone edge at point M, q0 =
(
0, 2π/
√
3
)
has only one lowest mode of order ∼ k′.
Its structure can be deduced through non-degenerate perturbation theory to be of the form
ω2 ≈ 2k′ + 3kδq2x8 +
3k′δq2y
8 . This corresponds to a valley in the dispersion. Thus, we see that
our approach explain all of the features observed numerically.
To understand better the elasticity of our model, we can extract some meaningful quan-
tities and their scaling from the dispersion relation. We are interested in the speed of sound
for the longitudinal and transverse phonons, cL and cT , from which we can derive the elastic
moduli B and µ. Since for a two-dimensional elastic system at the largest scales ωi = ciq,
we can read off cL =
√
3k
4 and cT =
√
k
4 . [54]
2.4.4 Density of States
The low-frequency density of states (DOS) can be seen in Fig. 2.8b.
Unlike the square lattice, which only had one Van Hove singularity, the DOS for the
kagome lattice has three. This is due to the more intricate structure of the lifted isostatic
mode in the case of the kagome lattice. While the high-frequency plateau looks similar for
both of the lattices considered, note that the low-frequency Debye behavior is different in
the two cases. While the square lattice had dsq(ω) ∼ ω√kk′ , the kagome lattice DOS goes
as dkag(ω) ≈ 32ω2πk , due to the large isotropic shear modulus. Note that this creates a very
small slope at the smallest ω and seems to violate the dimensional cross-over argument of
the square lattice. In order to better understand this behavior, we will study each feature
in detail.
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As pointed out previously, there is a valley stationary point in the dispersion relation
at the Brillouin zone edge along the isostatic direction of the mode with the dispersion
ω2 ≈ 2k′ + 3kδq2x16 +
3k′δq2y
16 . In the density of state this feature presents itself as an upward
jump discontinuity. In the vicinity of ω∗M =
√
2k′, the DOS thus has a jump of ∆dM = 8
√
2
π
√
k
.
Because the stationary point at the zone edge is a valley, we know from basic analysis
that another stationary point must arise between the origin and the edge. This, as already
mentioned, happens at a large length scale ℓ∗S ∼ 4
√
k
k′ , with ω
2 ≈ 3k′ − 3k
′δq2y
4 +
3kδq2x
16
Since this is a saddle point, the resulting Van Hove singularity is a logarithmic divergence,
analogous to the one seen in the square lattice.
We also note that analogous to the lowest mode at the zone edge, there must be an
upward jump discontinuity due to a valley at the origin in the gapped quasi-isostatic mode.
This jump at ωΓ =
√
6k′ is relatively small, ∆dΓ = 16π
√
3k′
2k ≪ ∆dM , due to the steep rise
in frequencies around it, ω2Γ ∼ 6k′ + q2/16.
Thus we see that the picture of the dimensional crossover becomes complicated in the
kagome lattice by jump discontinuities. While the initial Debye slope and the Debye plateau
do not match up at the right critical frequencies, the jump discontinuity provides a “patch”
such that the dimensional crossover argument holds even in this case, by increasing the
DOS abruptly at a critical frequency. This discrepancy is in parallel with the discontinuous
behavior of the isotropic shear modulus.
2.4.5 Bending Stiffness
These results can be broadened by including the energy due to changes in the angles
between bonds as a means to break isostaticity.
By introducing an energy term of the form bδθ2 for nearest bond angles, we can stabilize
the isostatic modes.
The dispersion relation and the density of states look qualitatively the same as in the
NNN case. In fact, to linear order in k′ and b, the two dispersions can be mapped onto
each other. Near the origin, they are completely identical, however point M has some
qualitative differences. Instead of the frequency 2b∗ = 32b, the lowest mode at M has
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ωM =
(
1 + 28b−
√
1 + 8b(98b− 1)
)
, which is ωM ≈ 2b∗ − 32 (b∗)2. Thus, the energy of
excitation for these modes will be slightly lower.
We see that all of the qualitative results apply equally well for NNN springs and angle
bending stabilizing terms.
2.4.6 Pressure
Pressure added to the kagome lattice can either stabilize or destabilize the elasticity,
depending on the sign. Looking at the important features of the model, we can find the
corrections due to pressure. We notice that for negative pressures, the results are quite
similar to the other stabilizing terms. The results near the origin correspond exactly to the
other stabilizing terms, given the appropriate mappings.
We can calculate the precise role of pressure by imagining an isotropic strain for all
springs, r = Λr◦, where Λ is a scalar. This results in an expression that can be solved for
p(Λ).
Λ− 1
Λ
≡ −p˜ = − p√
3(k + 3k′)
(2.24)
At M, as in the case of the bending modulus, there are differences of higher order in p,
ωM = 1− p−
√
1 +
p2
3
, (2.25)
or ωM ≈ p− p
2
6 to second order. This has important consequences due to the nature of the
instability at positive pressure.
For positive pressure, we see that there is an instability at M when
p =
3
2
(
1 + k′ −
√
9 + 6k′ + 3(k′)2
)
(2.26)
or p ≈ 2k′ − 2(k′)23 . This clearly indicates that the instability only occurs at the point M,
unlike a whole line of instabilities which occurs in the square lattice. The unstable eigenmode
can be visualized as the quasi-isostatic zone edge excitation, as seen in Fig. 3.6(b).
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2.4.7 Scaling Near Isostaticity
To summarize the main results, we can look at the scaling of various quantities as
isostaticity is approached. Again, since all of our stabilization methods yield the same
scaling laws, the NNN spring model will be used to express them.
There is still only one frequency scaling. There are however many frequencies that can
be used to identify it. In particular, the Van Hove singularities in the DOS indicate three
possible frequencies at the stationary points of the dispersion. ωS =
√
3k′, ωM =
√
2k′ and
ωΓ =
√
6k′. We thus see that the scaling ω∗ ∼ √k′ corresponds to all of these frequencies.
There are two divergent length scales, ℓ1 and ℓ2, which have different origins. ℓ
∗
1 ∼
(k′)−1/2 arises naturally out of the anisotropy of the dispersion and the response function
of the quasi-isostatic mode,
χ−1 ≈ kq
2
16
6 + 2(qℓ∗1)
2 cos2 3θ
6 + (qℓ∗1)2(3− cos2 3θ)
(2.27)
where ℓ∗1 =
a
4
√
k
3k′ . The other means to identify the length scale involves the isotropic
sound velocity in the dispersion relation and the critical frequency, ω∗ = c/ℓ∗1. Since the
sound velocity scales as c ∼ k for both acoustic phonons and ω∗ ∼ √k′, we again obtain the
same scalings The other length scale, ℓ∗2 ∼
√
ℓ∗1, comes out instead from the saddle point
S. We see that qS ∼ (k′)1/4 and thus ℓ∗2 ∼ 1/qS ∼ (k′)−1/4. The fact that another length
scale arises does not contradict the conclusion of a universal isostatic length scale, which
corresponds to ℓ∗1. However, it does indicate a particular richness in the dispersion of the
kagome lattice.
As mentioned earlier, the elastic moduli of the kagome lattice do not scale. The bulk
modulus, which is associated with the longitudinal phonon largely decouples from the iso-
static mode, similarly to the square lattice. Thus we do not expect to see a scaling there,
B ∼ (k′)0. However, unlike the square lattice the shear modulus of the kagome lattice also
does not scale on approach to isostaticity, µ ∼ (k′)0. [54]
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Table 2.1: Comparison of frequencies, lengths, and elastic moduli of square, kagome and
pyrochlore (Ch.4) lattices to the marginally-jammed (MJ) state of disordered sphere pack-
ings. The p31m:ptΓ deformed kagome lattice (Ch.3) is also included. Note that ω∗ can be
defined in the presence of any instability, but ℓ∗ only for isostatic undeformed lattices using
the presence of a subextensive number of soft modes arising from states of self stress. Also
note that µ does not have a universal scaling law.
Quantity Sub-iso Square Cubic Kagome Pyrochlore p31m:ptΓ MJ
l∗ —
(
k
k′
)1/2 ( k
k′
)1/2 ( k
k′
)1/2 ( k
k′
)1/2
— (∆z)−1
ω∗ (k′)1/2 (k′)1/2 (k′)1/2 (k′)1/2 (k′)1/2 — (∆z)1
µ k′ k′ k′ k k k (∆z)1
B k k k k k k′ (∆z)0
2.5 Connections to Jamming
Since the primary motivation for developing these model has been to study the scaling
properties of isostatic systems in relation to point J, we now compare our results with those
of simulations on disordered nearly isostatic systems[42, 53, 72, 15]. Tbl.2.1 summarizes the
scaling laws obtained for lattices and comparing them with the marginally-jammed (MJ)
state of disordered sphere packings.
Tbl.2.1 lists the scalings obtained in this work in terms of the NNN spring constant k′,
as has been our convention. We have seen that many different stabilization procedures give
the same scaling results, and an effective scaling constant can be taken as k′ + b− p.
One may wonder how this relates to the scaling of ∆z, which defines the actual approach
to isostaticity of the disordered packing that we would like to better understand. Our models
can be seen as a mean-field approach in scaling ∆z.[54] If instead, stiff NNN bonds (of spring
constant ∼ k) were to be placed at random, we could imagine taking a disorder average
and mapping back to our effective models. Naively, one might expect that if bonds were
added with probability P , the energy stored in these deformations would go as kP and thus
k′ ∼ ∆z. This proves true if lots of weak springs were added at random, leading to the
same kinds of phonon modes seen in our models. However, it can be shown that for small
∆z with stiff NNN springs, k′ ∼ (∆z)2, due to the intrinsically non-affine nature of soft
modes in there systems.[34]
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2.5.1 Length Scales
Several length scales have been mentioned so far. Most importantly, we observed an
isostatic length scale ℓ∗, corresponding to the cutting argument. We see from Tbl. 2.1 that
if, as expected, k′ ∼ (∆z)2, the scaling becomes ℓ∗ ∼ ∆z, and the results from our models
fully agree with MJ systems.[53, 15] We see that this length scale arises naturally out of
the anisotropy in the response function for the quasi-isostatic modes.
Another length scale found for the kagome lattice arises from a saddle point which does
not correspond to any symmetry points in the Brillouin zone. This scales as ℓ∗2 ∼ (k′)1/4 ∼
(∆z)1/2. While intimately related to the isostatic nature of the kagome lattice, this scale
cannot be obviously obtained by an argument such as the cutting argument and was derived
only through the analysis of the dispersion relation. Notably, it does not give rise to any new
frequency scales. It appears unrelated to the scale of a length ξ ∼ (∆z)1/2 seen in energy
transport properties of disordered packings.[72] The square and cubic lattices have no such
additional length scale due to the simple nature of the dispersion of their quasi-isostatic
modes. No other length scales are seen in isostatic ordered systems. This suggests that the
different length scales seen in numerical simulations either result from the configurational
disorder or, most likely, have a dynamical origin.
2.5.2 Critical Frequency
Having an isotropic sound velocity c generates a critical frequency from a critical length,
ω∗ ∼ cℓ∗ . [68, 42, 53] However, we see other origins for a critical frequency in periodic
structures. Most striking is the presence of Van Hove singularities at the critical frequencies
in our lattices. Their scaling allows us to identify the frequency without referring to any
particular length. Further, no isotropic sound velocity needs to be present for the frequency
to exist. For example, the square lattice has an intrinsically non-isotropic sound velocity.
In the kagome lattice, there are several Van Hove singularities, which allow us to identify
several critical frequencies, but due to the single scale k′, they all scale the same way as
ω∗ ∼ √k′. The square lattice has only a single Van Hove singularity, which defines ω∗ with
the same scaling law. In Ch.4, three-dimensional cubic and pyrochlore lattices are shown
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to exhibit the same critical frequency scaling.
The many details obtained about ℓ∗ and ω∗ point to the universality of these features
in nearly isostatic systems with a subextensive number of states of self stress. They are
completely absent in systems far below isostaticity, The scaling seems to be a robust feature
of the marginal rigidity at isostaticity, independent of the configurational details.
2.5.3 Dimensional Cross-over
While the exact Debye behavior of the DOS is inaccessible using numerical simulations
due to the long-range nature of the lowest frequency modes, it has been long hypothesized
due to the theory of elastic solids and the higher energy numerical results. We see that
indeed in our systems, a dimensional cross-over is observed in the DOS between the classical
Debye behavior of stable solids at the lowest frequencies and a flat plateau at frequencies
above ω∗. The height of the plateau does not scale as isostaticity is approached.
However, the Debye behavior at lowest frequencies does not seem to be universal. For
the square lattice, the Debye region scales as ω/
√
kk′, due to the anisotropic nature of large
wavelength modes. There is no k′ dependence in the kagome lattice, due to isotropic regime
near the origin Γ.
2.5.4 Elastic Moduli
Since the longitudinal acoustic phonon mode is “hard” for all of the lattices considered,
the bulk modulus does not scale near the isostatic B ∼ (k′)0. This agrees with the conclu-
sions for MJ systems. [11, 42] However, the origin and universality of these agreements are
unclear.
The shear modulus exhibits no clear universality. For the square lattice, the various
shear moduli seem to scale as µ ∼ k′, while the isotropic nature of the modes in the kagome
lattice results in a shear modulus which does not scale, µ ∼ (k′)0. This non-universal
nature of the elastic moduli suggests that these features may be highly dependent on the
configuration. Further, neither of these scaling laws seems to agree with the MJ state
conclusion that µ ∼ ∆z.[11, 42, 68]
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2.6 Conclusions
The most robust feature of the periodic systems is the scaling of ω∗ ∼ √k′ and l∗ ∼
1/
√
k′ in both the square and kagome lattices. Effective medium calculations [34] for these
lattices with NNN bonds added with probability P ∼ ∆z yield k′ ∼ (∆z)2; this corre-
spondence indeed yields the observed scalings of ω∗ and l∗ for marginally-jammed systems.
These scalings appear likely to be robust for many systems near isostaticity. However, the
shear modulus, which also exhibits power-law scaling, is not universal (Table 2.1). The shear
moduli of marginally-jammed systems and the square lattice both vanish with ∆z (with
different powers), but µ of the kagome lattice, isotropic at long wavelengths, is proportional
to k and does not vanish. Thus, different isostatic transitions can fall into different univer-
sality classes. This conclusion is also consistent with recent numerical results for disordered
systems near isostaticity, which exhibit different scalings of bulk moduli. [16]
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Chapter 3
Deformed 2D Lattices
The Maxwell counting argument, as well as the pebble game, help identify the soft features
of nearly isostatic systems on purely topological grounds. However, they contain no infor-
mation on the specific geometry or bond energetics and must rely on the assumption of a
generic configuration to determine stability. As already seen in the cases of the square and
kagome lattices, certain geometries and boundary conditions fail to satisfy this assumption
and more precise arguments using the compatibility and equilibrium matrices as well as the
phonon spectrum are needed. While in the previous chapter we explored two lattices with
the simplest nearly isostatic topologies, in this chapter we look at the effects that varying
the particle configurations has on soft elastic response. Using the techniques in Sec. 1.11,
we are able to generate continuous one parameter families of isostatic lattices and study
their elastic response.
3.1 The cmm:ptΓ Honeycomb Lattice
We start with the sub-isostatic example of the deformed honeycomb lattice to gain
some intuition. While this lattice has many soft phonon modes, we focus on the point Γ
deformation. We can generate a family of lattices with the same topology and spring lengths
as the honeycomb lattice, but with different particle configurations. It includes the brick
lattice (at α = π6 , Fig. 3.1(a)) and the inverted honeycomb lattice (α =
π
4 , Fig. 3.1(b).[18]
The later is a common model of an auxetic material.[18, 29, 17, 7] The deformations are
defined through the displacements of lattice sites indexed by integer pairs (m,n)
uΓ|(m,n) =
2√
3
m(cos(π/6− α)−
√
3
2
, 0) +
1√
3
n ((cos(π/6− α), 1 + sin(π/6− α))) (3.1)
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These lattices will have the wallpaper group cmm, with a C2v point group symmetry and
are referred to as the cmm:ptΓ distortion of the honeycomb lattice.
(a) Brick Lattice (cmm:ptΓ,α = pi
6
) (b) Inverted Honeycomb, α = pi
4
Figure 3.1: Two examples of deformed honeycomb lattices – (a) the brick lattice and (b) the
inverted honeycomb lattice, part of the same family of deformations cmm:ptΓ at different
angles α.
The deformed lattice has only three non-zero elastic moduli (Cxxxx, Cyyyy and Cxxyy)
when k′ = 0, while Cxyxy scales with k′. It has enough symmetry to guarantee Cxxxy =
Cyyyx = 0. For the brick lattice, the elastic free energy has the form
F = 1
3
(1 + 4k′)η2xx +
k′
3
(
(η2xx + η
2
yy + 4η
2
(xy))
)
(3.2)
while for the α = π/4 inverted honeycomb,
F = (0.26 + 1.6k′)η2xx + 0.92k′η2(xy) + (−0.11 + 0.46k′)ηxxηyy + (0.011 + 0.14k′)η2yy (3.3)
The brick lattice (α = π/6) corresponds to the limit where σx, the Poisson ratio for extension
along the x direction, is zero. Above this value of α, we get an auxetic material, while below
the Poisson ratio is positive. σx appears to go through this transition smoothly, while σy
has a discontinuity at this value (for k′ = 0, sharpening as k′ → 0).
The phonon spectrum for these lattices has a completely flat mode, ω(q) = 0 for all
q, since the lattice is sub-isostatic. The second-lowest mode changes in character with α,
though it looks like an acoustic mode of a stable lattice except at α = π/6, the brick lattice.
At this point it has a knife-edge dispersion, similar to the lowest mode of the square lattice.
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3.2 Deformed Square Lattices
We look at the deformations of the square lattice in some more detail. With free
rectangular boundary conditions, we are free to choose the bond orientations along two of
the boundaries. Provided that springs do not start to cross, this results in a lattice with
the same topology and spring lengths as the original square lattice. Here, we present the
two simplest examples, again following Sec. 1.11.
(a) cmm:ptΓ (b) pmg:ptM (c) p1 Deformed Square
Figure 3.2: Various deformations of the square lattice, which do (Fig.3.2(c)) and do not
(Figs.3.2(a),3.2(b)) change the spring lengths.
3.2.1 The cmm:ptΓ Lattice
The soft transverse phonon is the lowest mode near q = 0 and presents the simplest
distortion. It retains and distorts the one particle unit cell of the square lattice, result-
ing in the wallpaper group cmm. We thus obtain the cmm:ptΓ lattice with the particle
displacements (Fig.3.2(a))
uΓ|(m,n) = n(sinα, cosα− 1) (3.4)
We calculate the dynamical matrix of this lattice, shown in Eq.B.11. From the eigen-
spectrum, we obtain the phonons modes, plotted in Fig.3.7. While this lattice has less
symmetry than the square lattice, we see that since the number of states of self stress due
to redundant bonds has not changed, neither has the number of soft phonons in the spec-
trum. The elastic free energy essentially retains the form of the square lattice, and can be
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(a) Dispersion of the Lowest Mode
R G M1 R M2 G
(b) The RΓM1RM2Γ Cut from above. Two Low-
est Modes.
Figure 3.3: (Color online) The dispersion of the cmm:ptΓ sheared square lattice with
k′ = 0.02k. (Note that the BZ is actually hexagonal). We see all of the soft phonons are
still there. Points M1 and M2 correspond to the two distinct points M in the square 1
stBZ,
distinct in this low-symmetry lattice.
(a) BZ of the Lowest Mode (b) BZ of the Second Lowest
Mode
R G M1 R M2 G
(c) The RΓM1RM2Γ Cut of the
BZ. Two Lowest Modes.
Figure 3.4: (Color online) The dispersion of the pmg:ptM deformed square lattice with
k′ = 0.02k. When k′ = 0, all the square lattice soft modes are still present.
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(a) BZ of the Lowest Mode (b) BZ of the Second Lowest
Mode
R G M1 R M2 G
(c) The RΓM1RM2Γ Cut of the
BZ. Two Lowest Modes.
Figure 3.5: (Color online) The dispersion of the p1 deformed square lattice. Notice that
while the dispersion is clearly anisotropic, there are no soft phonon modes due to the loss
of the states of self stress for this configuration of particles.
compactly written as
F = 1
2
(
η2xx + η˜
2
yy
)
(3.5)
where η˜ = R(α)T ηR(α), where R(α) is the two dimensional rotation matrix for a rotation
by angle α. Of course, if NNN springs are added, the four moduli associated with the C2v
point group become non-zero.
3.2.2 The pmg:ptM Lattice
We can similarly deform the square lattice using the point M soft mode to get the
pmg:ptM lattice family (Fig.3.2(b)),
uΓ|(m,n) = (R(α)− 1)r0 + 2n(0, cosα− 1), (3.6)
The expression for the elastic free energy is simple,
F = η2xx (3.7)
with the other moduli again becoming non-zero with k′. This is due to force balance re-
maining only for uniaxial stress along the x-axis. The phonon spectrum is again reminiscent
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of the square lattice, as plotted in Fig. 3.4.
3.2.3 The Generic Square Lattice Topology
Another approach to the creation of different isostatic lattices involves varying the rest
lengths of the springs. This results in lattices with square lattice connectivities, but com-
pletely arbitrary particle configurations. A generic configuration of this sort can be seen in
Fig.3.2(c). Note that the generic nature of the deformation destroys all states of self-stress
of the square lattice. Therefore, the nullspace of the compatibility matrix is trivial and the
the phonon spectrum does not have any soft modes.
The linear elasticity does reflect this. Since there is no longer force balance, there must
exist a deformation η◦ such that η◦ijCijklη
◦
kl = 0. This results in an elastic free energy, which
through a rotation and a rescaling of the axes can be transformed in the form of Eq.1.15.
This is true for a general two-dimensional elasticity provided that detη◦ > 0. Since Eq.1.15
has conformal symmetry, the lattice with free boundary conditions must have soft elastic
surface modes, i.e. zero-frequency Rayleigh waves, which account for the missing modes in
the Maxwell counting argument.
3.3 Deformed Kagome Lattices
In this section we generate several deformed kagome lattice, though we refer to the
undeformed kagome lattice simply as “kagome.”
3.3.1 The p31m:ptΓ Lattice
A interesting family of lattices is generated if we take the soft mode of the kagome lattice
at point Γ as the initial soft mode. This generates a family of lattices of the form p31m:ptΓ
(Fig.2.7(a)), in which triangles are rotated through an angle α with an associated uniform
compression factor cosα. The displacements for a particle i in the basis, in unit cell α, will
be
uα,i(α) = (R(α)− I)ri,0 + (cos(α)− 1)rα (3.8)
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where rα = mra + nrb is the vector connecting the unit cell of the particle to the initial
unit cell, ra,b are the lattice vectors and m,n are integer indices.
(a) p31m:ptΓ (b) pgg:ptM (c) p6:pt3×ptM
Figure 3.6: (Color online) Various deformations of the kagome lattice (Fig.2.7(a)), leaving
the spring lengths unchanged. The undeformed kagome lattice is shown in the background
for reference. (Courtesy of Xiaoming Mao, printed with permission)
(a) BZ of the Lowest Mode (b) The KΓMK Cut of the BZ. Three Lowest
Modes. Kagome is dashed.
Figure 3.7: (Color online) The phonon dispersion of the p31m:ptΓ lattice at α = 0.1. We
see there are no soft phonons, though we observe the remnants of the soft phonons of the
kagome lattice. However, the dispersion is isotropic around Γ.
A curious observation is that for the p31m:ptΓ lattice, the bulk modulus B = µ+λ = 0
vanishes and by symmetry, the elasticity theory must have the form in Eq.1.15. Thus, this
is a lattice model of two-dimensional elasticity with a zero bulk modulus, Eq.1.15, and it
has all of the interesting properties of such systems, including a negative Poisson ratio and
conformal symmetry. Note that at long wavelengths, this results in a low energy effective
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(a) σ(k′, α). The σ = 0 curve in bold. (b) σ(k′, α)
(c) B(k′, α) (d) µ(k′, α)
Figure 3.8: (Color online) Plots of the (a,b) Poisson ratio and the (c) bulk and (d) shear
moduli of the p31m:ptΓ deformed kagome lattice, with deformation parameter α and with
NNN spring constant k′.
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dynamical matrix of the form
Dik(q) = qjCijklql = µ

 q2 0
0 q2

 (3.9)
While this matrix has a degenerate eigenvalue, it is non-zero for all q. Therefore, we expect
no soft phonon modes near q = 0 for this lattice.
To find the full phonon spectra of these lattices, we calculate the dynamical matrix as
a function of α, Eq.B.36. We note that since the states of self stress of the kagome lattice
are destroyed by the deformations, these lattices no longer have any redundant bonds.
Thus, there are no soft bulk phonon modes present and the phonon spectrum reflects this.
(Fig.3.7) The lines of zero-energy modes seen in the kagome lattice have been lifted, and
the spectrum looks similar to Fig.2.10, the kagome lattice with k′ > 0. Thus, we find a
frequency scale ωα ∼ k| sinα| and a length scale ℓα ∼ 1| sinα| .
Note that the rotational soft mode is still present, but cannot be a soft phonon since it
changes the volume of the unit cell for α 6= 0. This can be seen by looking at the rα term
in Eq. 3.8, since the ∂u(α)∂α derivative vanishes in the kagome lattice (at α = 0), but not for
the other values. This applies to all of the deformed kagome lattices.
As a matter of material properties, it is interesting to stabilize these lattices by introduc-
ing next-nearest neighbor (NNN) springs with a small spring constant k′. The dynamical
matrix for this case can be seen in Eq.B.49 This leads to a finite bulk modulus (Fig.3.8(c))
B =
3k′ cos2 α(k cos 2α− 2k − 3k′)
4(k cos 2α− k − 2k′) . (3.10)
The shear modulus becomes, (Fig.3.8(d))
µ =
3
16
(k + 3k′) cos2 α. (3.11)
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We can calculate the Poisson ratio σ for this case,
σ =
−k + 3k′ + 6k′2/k + (k − k′) cos 2α
k + 13k′ + 18k′2/k − (k + 7k′) cos 2α (3.12)
Thus we see that as a function of α and k′, σ changes sign, with the unusual negative
Poisson ratio for small k′ and large α, which crosses over into the usual positive σ as α is
decreased or k′ increased. A plot of σ can be made, as in Figs.3.8(a),3.8(b), where we see
this transition, which happens at
k′
k
=
1
12
(
cos 2α− 3 +
√
33− 30 cos 2α+ cos2 2α
)
(3.13)
To better understand this lattice, we can write down an effective free energy for the
long wavelength response. In the general spirit of Cosserat elasticity, we find coupling of
the low-energy microrotations of these lattices to the acoustic phonon modes. This is done
as in the case of the kagome lattice by integrating out the high-frequency phonons near the
origin to obtain a free energy with three modes of long wavelength deformations. Two of
the modes are the displacements of the lattice points, represented by the strain uij = ∂(iuj),
while the third mode φ corresponds to the microrotations of the triangles. The resulting
effective free energy has the form
F = 1
2
∫
d2x
[
Bu2ii + 2µu˜
2
ij + κ(φ−
1
2
∇× u− 1
2
A∇ · u)2
]
(3.14)
where κ and A are the moduli controlling the coupling between φ and u. Note that 12∇×
u = 12(∂xuy − ∂yux) is precisely the local rotation coupled to φ, which fixes their relative
coefficients. This form can be seen as a generalization of Eq. 2.21, the effective free energy
for the kagome lattice. However, the kagome lattice is a singular case, due to the presence
of soft phonon modes. In the deformed case, in addition to B ∼ k′ → 0, there is a new term
proportional to A. This term appears due to the breaking of the C6v point group symmetry
in the kagome lattice down to the C3v point group of the p31m:ptΓ lattice, allowing the
coupling of microrotations to the compressional strain ∇ · u = tru. κ and A depend on α,
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k and k′, with A→ 0 as the deformation α→ 0. In the case both α→ 0 and k′ → 0, κ = 0
so that the isostatic soft modes are rotations of the triangles, while the case α 6= 0, k′ → 0
results in B = 0 with conformal transformations as the soft modes.
3.3.2 The pgg:ptM Lattice
Similarly, we can generate a lattice family from the soft mode at the BZ edge, designated
pgg:ptM (Fig.3.6(b)). The deformations correspond to rotating two triangles in neighboring
unit cells of the kagome lattice by the same angle α, but in opposite directions. This doubles
the the kagome lattice unit cell. We take two unit cells separated by v2, with the particles
in the lower unit cell labeled i = 1 . . . 3 being the displaced by
uα,i(α) = u◦(ri) + (cos(α)− 1)rα. (3.15)
Here, u◦(r◦) = (R(α)− I)r◦ for (i = 1 . . . 3). The upper unit cell, i = 4 . . . 6, has displace-
ments
u◦(r4) =
1
12
(
9(cosα− 1)− 5
√
3 sinα, 5
√
3(cosα− 1)− 3 sinα
)
(3.16)
u◦(r5) =
1
6
(
3(cosα− 1)−
√
3 sinα,
2(cosα− 1)√
3
)
(3.17)
u◦(r6) =
1
12
(
9(cosα− 1)− 5
√
3 sinα, 5
√
3(cosα− 1) + 9 sinα
)
(3.18)
While this lattice only has axes of rotation of order 2, the elastic free energy is still of
the form in Eq.1.15. This is due to the isotropic nature of the soft elastic deformation,
corresponding to the rotations of the two triangles in the unit cell. In this case, with k′ = 0
the shear modulus is the same as for the p31m:ptΓ lattice,
µ =
3k
16
cos2 α (3.19)
As we saw in the p31m:ptΓ lattice, such an elastic free energy precludes any long wavelength
soft phonon modes in the spectrum.
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If NNN are introduced, however, this singular symmetry is broken, with all four distinct
elastic moduli allowed for this space group appearing with a dependence linear in k′ and
higher order terms. The free energy of the form
F = Bx
2
η2xx +
By
2
η2yy + (Cxxyy + µ)ηxxηyy +
µ
2
(
(ηxx − ηyy)2 + 4η2(xy)
)
. (3.20)
can be calculated numerically.
While the long wavelength soft modes are prohibited under periodic boundary conditions
in this lattice, when the full phonon spectrum is calculated, we find that there are in fact
soft phonon modes at larger q. (Fig. 3.9) These arise at the characteristic scale q ∼ | sinα|,
below which the lattice dispersion remains mostly isotropic. Above this scale, the mode
structure becomes more complicated, and in the corner of the rectangular 1stBZ, there are
in fact two soft modes. The two curves of soft phonons seem to have a complex shape. While
in the kagome lattice there was an extra line of soft modes at qx = 0, these phonons are not
soft in the pgg:ptM lattice. Thus, while there are fewer soft phonons that in the kagome
lattice, this family of lattices still retains a sub-extensive number of soft bulk phonons,
which must coexist with the soft surface modes of this lattice.
(a) BZ of the Lowest Mode (b) BZ of the Second Lowest
Mode
R G M1 R M2 G
(c) The RΓM1RM2Γ Cut of the
BZ. Three Lowest Modes.
Figure 3.9: (Color online) Phonon dispersion relation of the pgg:ptM deformed kagome
lattice for α = 0.1. We see no soft phonons and an isotropic dispersion near the origin.
However, away from the origin, there are lines of soft phonons (corresponding to approx-
imately 2/3 of the soft phonons in the kagome lattice). Note that all of the qx = 0 soft
phonons of the kagome lattice are absent here, meaning these modes require a shape change
of the unit cell.
62
3.3.3 The p6:3×ptM Lattice
Another interesting lattice can be generated by taking a linear combination of the three
soft modes corresponding to the distinct points M. This results in a lattice with high sym-
metry, which is designated p6:3×ptM according to its wallpaper group.(Fig.2.7(b)). The
unit cell has twelve particles. A natural choice of the unit cell is a single hexagon of the
kagome lattice with the 12 closest particles to it, making up a “star of David” of the kagome
lattice. The displacement fields are
uα,i(α) = (R(α)− I)ri,0 +
(
1
4
(
3 cos(α) +
√
9 cos2 α− 8
)
− 1
)
rα. (3.21)
Due to its high point symmetry, the elasticity and the phonon spectrum for this lattice
resemble the p31m:ptΓ lattice, although the expressions themselves are harder to obtain.
Symmetry again dictates elasticity of the form in Eq.1.15 and when NNN are introduced,
free energy of the form Eq.1.10 is retained. The phonon spectrum is nearly isotropic near
the origin and has no lines of soft modes.(Fig.3.10) However, there are two extra soft modes
at q = 0, corresponding to possible uniform deformations of the unit cell without changing
its size. Thus, there are exactly two soft bulk modes. With free boundary conditions we
expect a sub-extensive number of soft surface modes in order to get agreement with the
Maxwell counting argument.
(a) BZ of the Lowest Mode (b) BZ of the Third Lowest Mode
K G M K
(c) The KΓMK Cut of the BZ.
Three Lowest Modes.
Figure 3.10: (Color online) Phonon dispersion relation of the p6:pt3xM deformed kagome
lattice for α = 0.1. We see a similar situation to the p31m:ptΓ lattice, as there are no lines
of soft phonons. However, there are two soft phonon modes at the origin. The dispersion
there is still isotropic. It means these preserve the shape of the unit cell, to linear order.
The 2nd and 4th lowest modes look very similar to the 1st and 3rd lowest, resp.
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3.3.4 Larger Unit Cells
Since the deformations of the lattice vectors are identical for the p31m:ptΓ and the
pgg:ptM lattices, we can imagine combining the two deformations into an infinite number
of lattice configurations. We do so by choosing an Ns × 1 unit cell of the kagome lattice
and deformation parameter α. For each of the Ns triangles, we can choose the direction
of rotation independently. The displacements will thus correspond to a rotation for that
triangle, R(±α) and an overall compression factor of cosα, analogous to Eqs. 3.8 and 3.15
This results in a set of lattices reminiscent of the striped phases described in Ch.5. We
are thus able to generate a lattice deformation for each rational wavevector among the soft
phonon modes in the 1stBZ, a subset of soft modes which is dense.
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Chapter 4
The Isostatic 3D Cubic and Pyrochlore
Lattices
To generalize our studies of two-dimensional models, we look at several models of 3D iso-
static lattices in this chapter. However, the extra dimension does add some difficulties to
our analysis. It is harder to visualize the soft modes and deformations. Also, the dynamical
matrix has now 3Nc × 3Nc components and depends on a three-dimensional wavevector,
making the frequency eigenspectrum harder to calculate and visualize. We find that while
the theory of the cubic lattice is a natural generalization of the square lattice, the pyrochlore
has a more complicated mode and deformation structure.
4.1 The Cubic Lattice
The cubic lattice model (Fig.4.1(a)) is a straight-forward generalization of the square
lattice model considered in Ch. 2. While there are small differences in the dispersion and
the density of states, these can be thought of as generalizations of the features of the square
lattice to three dimensions. In fact, it is possible to construct and analyze the hypercubic
lattices in arbitrary dimension d.
4.1.1 Dispersion
There are two ways of stabilizing the cubic lattice by adding bonds with a small spring
constant. NNN can be used, which are situated on the faces of the cubes (a
√
2 apart), as
well as the Next-Next-Nearest-Neighbor (NNNN) springs along the diagonals of the cube,
(a
√
3 apart). These results are equivalent and to lowest order the dispersion relation has
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(a) Unit Cell of the Cubic Lat-
tice
Ω
*
Ω
**
ΩΩ*
1Π
ΡHΩL
(b) Density of States
Figure 4.1: (Color Online) (a) The cubic lattice and (b) the density of states for its phonon
spectrum at low ω. We see the characteristic dimensional cross-over as well as the two Van
Hove singularities arising from the saddle points at the Brillouin zone edge.
the form
ω1,2,3 ≈ kq2x,y,za2 + 4k′ sin2 qy,z,xa/2 + 4k′ sin2 qz,x,ya/2 (4.1)
There are therefore two critical frequencies, ω∗ = 2
√
k′ (e.g. at (0, π, 0)) and ω∗∗ =
2
√
2k′ (e.g. at (0, π, π)). The DOS can be derived from this relation, as an integral over
Elliptic Integrals, but the expression proves to be rather cumbersome,
d(ν) =
4ν
π3a3
√
k


∫ √ν2−1
ν dβgI(β)K
(
β−2
)
: ν ≤ 1∫ ν
1 dβgI(β)K
(
β−2
)
+
+
∫ 1√
ν2−1 dβgI(β)F
(
sin−1 β
∣∣β−2 ) : √2 ≥ ν > 1∫ ν
0 dβgI(β)F
(
sin−1 β
∣∣β−2 ) : ν > √2
(4.2)
where ν = ω/ω∗ and
gI(β) =
1√
(1− ν2 + β2)(ν2 − β2) . (4.3)
The resulting form, with two characteristic Van Hove singularities can be seen in Fig. 4.1(b).
The results for NNNN springs are very similar in spirit, with the DOS plot essentially
indistinguishable.
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4.1.2 Generalization to Higher d
The main features of the dispersion could now be generalized to d dimensions. The
frequencies will be of the form:
ωl ≈ kq2l a2 + 4k′
∑
i6=l
sin2 qia/2 (4.4)
The density of states will have the characteristic Van Hove singularities for the particular
dimension d, which will be at the critical frequencies, scaling as ω∗.
We see that in general, the scaling properties are dimension independent. From the
dispersion relation, we get a frequency scale ω ∼ √k′ by looking at the dispersion along the
quasi-isostatic direction at the zone edge. The length scale ℓ∗ ∼ √k′ can also be derived
from the anisotropy in the dispersion at the 1stBZ edge and thus also from the corresponding
response function.
The dimensional cross-over generalizes to go from a d-dimensional Debye power law at
low frequencies, ω ≪ ω∗, d(ω) ∼ ωd−1 to a one dimensional flat DOS, d(ω) ∼ k, similar to
the plateau of the square lattice.
4.2 The Pyrochlore Topology
The Pyrochlore lattice (P) is based on the quarter cubic honeycomb, a uniform tessel-
lation of Euclidean 3-space. The lattice has the primitive unit cell of the Face-Centered
Cubic (FCC) lattice, the rhombic dodecahedron. It has four particles in the basis, which
constitute a regular tetrahedron (Fig.4.2(a)). This lattice belongs to a family of lattices
based on regular simplexes, generalizing the kagome lattice to higher dimensions.
Note that the pyrochlore lattice differs in many ways from the kagome lattice. In partic-
ular, it has a three-dimensional cubic symmetry group that endows it with an anisotropic
elasticity with three rather than two elastic constants. This is due to the fact that no lattice
point group symmetry exists in three dimensions which guarantees two elastic moduli in the
expression for the elastic free energy. It is also interesting to deform the pyrochlore lattice,
as it gives a very different low-energy theory from the kagome lattice.
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(a) The pyrochlore unit cell (b) The pyrochlore lattice
Figure 4.2: (Color online) Depictions of the pyrochlore lattice. a) The pyrochlore unit cell,
showing the Wigner-Seitz cell (a rhombic dodecahedron) of the underlying FCC Bravais
lattice and the particles in the basis. b) A small portion of the pyrochlore lattice, explicitly
showing the tetrahedral symmetry.
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The particles forming the tetrahedron in the basis are at positions b0 = {0,vi/2},
where vi are the lattice basis vectors. These depend on the orientation of the lattice. It
will be convenient to take the centroid of the tetrahedron as the center of the unit cell,
which simply involves redefining b1k = b
0
k − 1d+1
∑
j b
0
j , where d = 3 is the dimensionality
of the lattice. Note that while the pyrochlore has only the point group of the tetrahedron,
that is sufficient to give it the same elastic constants as the cubic lattice. There are two
particularly advantageous orientations of the pyrochlore. One highlights the cubic symmetry
of the lattice, while the other one its relationship to the kagome lattice.
One of the orientations (designated K-P) involves planes of the kagome lattice stacked
over each other. This proves useful, especially when comparing these two lattices. Each
“up” triangle becomes an “up” tetrahedron, which connects to a “down” tetrahedron from
a “down” triangle on the next lattice. Thus, the basis vectors in the plane are the two basis
vectors for the kagome layer, v1 = (1, 0, 0) and v2 =
1
2(1,
√
3, 0) and the third along the
remaining edge of the simplex, v3 =
(
1
2 ,
√
3
6 ,
√
2
3
)
. Note that we have defined the lattice
basis vectors a = 1, so that the nearest-neighbor(NN) edges are length 12 . We put springs
with Hookian constants k along NN edges and spring with constants k′ along NNN edges,
which are located along the hexagonal faces of the lattice (in the kagome planes).
In order to make the full tetrahedral symmetry of the pyrochlore apparent in the elas-
ticity theory (Fig.4.2(b)), we need to take a different basis (designated CS-P), defining
v1 =
1√
2
(0, 1, 1), v2 =
1√
2
(1, 0, 1) and v3 =
1√
2
(1, 1, 0).
A tetrahedron has no soft deformations, but it can rotate as a solid body. This provides
it three degrees of freedom in 3D. As will be seen later, the pyrochlore has six planes of
soft modes corresponding to such rotations. Further, we may deform the lattice by a finite
amount through these local rotations without changing the lengths of the springs.
If we rotate the tetrahedra around an axis perpendicular to the kagome lattice planes,
the lattice no longer has cubic symmetry, though rhombohedral symmetry is retained.
This deformed lattice is designated the Plane-Deformed pyrochlore (PD). Another natural
deformation would be to rotate the tetrahedra in the xy- (or, equivalently, xz- or yz-) planes
of the CS-P orientation (CS-PD). However, in that case, less symmetry is retained, since
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the xy-plane does not respond isotropically to deformations. Note that it is easy to find
the displacements for the PD and CS-PD lattices. They are simply a local rotation by
α in the xy-plane for the respective orientations as well as an overall contraction defined
by the diagonal matrix diag(cos2 α, cos2 α, 1), analogous to the p31m:ptΓ deformed kagome
lattice. In case of PD, this construction is simply a stacking of the rotated kagome lattices.
If we add rotations out of the xy plane, the symmetry of the lattice is broken, with only a
low-symmetry generic elasticity theory remaining. We designate this lattice as the Rotated
pyrochlore (R).
4.3 Pyrochlore
We now proceed to analyze the elasticity of these lattices. We start with the (unde-
formed) pyrochlore.
4.3.1 Symmetry. Uniform Deformations
The pyrochlore has symmetry space group Fd3m and the tetrahedral point group, so
that the elasticity will have a cubic form with three elastic constants,
F = 1 + 6k
′
4
(
(η2xx + η
2
yy + η
2
zz) + ηxxηyy + ηxxηzz + ηyyηzz + 2(η
2
(xy) + η
2
(xz) + η
2
(yz))
)
.
(4.5)
Thus, the elastic constants are C11 = Cxxxx =
1+6k′
2 , C12 = Cxxyy =
1+6k′
4 and C44 =
Cxyxy =
1+6k′
4 . If we look at the K-P orientation for the lattice, the energy has the rhom-
bohedral form,
F = 1 + 6k
′
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(
15(η2xx + η
2
yy) + 20η
2
(xy) + 10ηxxηyy + 16η
2
zz + 16(η
2
(xz) + η
2
(yz))
+ 8ηzz(ηxx + ηyy) + 4
√
2
[
(ηxx − ηyy)η(xz) − 2η(xz)η(yz)
])
(4.6)
Note that these energies correspond to affine deformations of the lattice and that the lattice
is completely stable under uniform distortions. These results are analogous to the kagome
lattice, where the soft optical phonons completely decouple from the uniform deformations.
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4.3.2 Dynamical Matrix
To further understand the system, we look at the soft modes which arise at isostaticity.
Thus, we calculate the dynamical matrix for the pyrochlore lattice, which has dimensions
12× 12. At q = 0, there are 12 modes, three of which are acoustic phonons. Six modes are
gapped optical phonons and the remaining three are soft local rotations of the tetrahedra.
This is reasonable since the SO(3) is three-dimensional.
Note that for a generalization of this lattice to higher dimensions d, by using the regular
simplexes as bases, there will be d acoustic phonons and d(d− 1)/2 rotational modes (from
the dimensionality of SO(d)). Since there are d + 1 particles in the basis, there will be
d(d+ 1) total modes and exactly half of them will be soft.
In order to study the properties of soft modes, we reduce the dynamical matrix to a
6x6 form by integrating out the phonons. At k′ = 0, we put the acoustic modes in the top
corner and the isostatic soft modes at the bottom. We thus get
D0(q) =
k
32

 A B
B† C

 (4.7)
where
A =


2q2 + 2q2x 4qxqy 4qxqz
4qxqy 2q
2 + 2q2y 4qyqz
4qxqz 4qyqz 2q
2 + 2q2z

 (4.8)
corresponds to the three acoustic phonons,
C =


q2 + q2x 2qxqy −2qxqz
2qxqy q
2 + q2y 2qyqz
−2qxqz 2qyqz q2 + q2z

 (4.9)
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to the three soft optical phonons and
B =


√
2(q2z − q2y) −2
√
2qxqy −2
√
2qxqz
−2√2qxqy
√
2(q2z − q2x) 2
√
2qyqz
2
√
2qxqz 2
√
2qyqz
√
2(q2y − q2x)

 (4.10)
is the coupling between these modes.
We can see the nice symmetry arising from the dimensionality of the lattice being equal
to that of the rotation group. This matrix gives us the planes of soft deformation, which we
expect to be present in an isostatic lattice. There are six of these planes passing through
the origin: qx ± qy = 0, qx ± qz = 0 and qy ± qz = 0. These are the only such planes in the
first Brillouin zone of the pyrochlore (Fig.4.3(a)).
Going further away from the origin, the modes do not have such a simple form. However,
the modes can be calculated numerically and plotted, as in the cut through symmetry lines
(Fig.4.3(b)).
(a) 1stBZ. Planes of Soft Modes. (b) The ΓXWLΓKX’ cut
Figure 4.3: (Color online) The first Brillouin zone (1stBZ) of the pyrochlore lattice. (a)
Shows the planes of soft deformations, as calculated from the dynamical matrix. (b) Shows
the dispersion of the six lowest phonon modes in the standard ΓXWLΓKX’ cut along sym-
metry directions. Note that the KX’ segment involves continuing along the ΓK line outside
of the 1st BZ. This is equivalent to segment UX.
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When NNN bonds are added to the system, even the calculation of the reduced dynam-
ical matrix becomes quite cumbersome. However, the results are particularly simple. We
know that the rotational modes must become gapped, and indeed their frequencies scale as
ωi =
√
8k′. Thus, the A matrix will dominate the elasticity, while at slightly lower length
scales (of order ℓ∗ ∼√k/k′), there will be a cross-over to the NN pyrochlore behavior. This
is quite analogous to the results seen in the kagome lattice and gives us the same scaling
laws for critical length and frequency.
4.4 Plane-Deformed Pyrochlore
From the lessons learned from the kagome lattice, we expect the affine response of the
pyrochlore to become non-affine as we rotate along the soft modes. This results in the
coupling of bulk and shear moduli to the soft microrotations and unusual elastic behavior.
A particularly simple case comes from the PD and PD-CS kagome lattices. In the former
case, we retain more symmetry, and the analysis is simpler. In order to construct this family
of lattices, we change the basis vectors b˜1k = R(α) · b1k where
R(α) =


cosα − sinα 0
sinα cosα 0
0 0 1

 (4.11)
is the rotation matrix about the z-axis. In this case, the x- and y-components of the lattice
vectors vi will scale, so that v˜ = S(α)v, where S(α) = diag(cosα, cosα, 1) is a diagonal
matrix. Upon this construction, we obtain a family of lattices parameterized by α, such
that all of the NN edge lengths are 1/2. Note that this approach works for both the PD
and the PD-CS cases, though the families of lattice we thus obtain are different.
The PD lattice has a very simple elastic free energy,
F = 3
32
cos2 α
(
(ηxx − ηyy)2 + 4η2(xy)
)
+
3
10
η2zz (4.12)
This corresponds to a system with hexagonal symmetry, having three of the elastic con-
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stants vanish. Notice that these vanished constants correspond to soft deformations. Two
directions of shear (from Cxzxz = Cyzyz = 0) and one direction of compression (from the
Bxy(ηxx + ηyy)
2 = 0 term) have no elastic response.
Calculating the dynamical matrix, we find that the three microrotational modes are now
gapped. Thus, the renormalized dynamical matrix will have dimensions 3× 3 and a simple
form, (this can be read off from Eq.(4.12)).
D0(q) = k


3
64 cos
2 αq2⊥ 0 0
0 364 cos
2 αq2⊥ 0
0 0 320q
2
z

 (4.13)
where q⊥ = (qx, qy).
Note that this implies there are still some soft phonon modes, though significantly fewer
than for the undeformed pyrochlore. Instead of six planes, there is now a single plane,
z = 0, with one soft mode and a line along the z-axis which has two soft modes. This is due
to the presence of soft shear modes, which as we have seen in two-dimensional cases do not
remove soft phonons. Note, however, that in this case the coupling of uniform deformations
to the Bxy bulk modulus has removed some of the soft phonons, while the two soft shear
moduli kept others. This phonon spectrum can be see as a consequence of linear elasticity
in Eq. 4.12. If we look at the qz = 0 plane, we get an elastic free energy
F = niqo,jCijklqo,lnk = q2xn2xCxxxx + q2yn2yCyyyy + Cxyxy(q2xn2y + q2yn2x)
+ 2qxqynxny(Cxxyy + Cxyxy) + n
2
z(q
2
xCxzxz + q
2
yCyzyz) (4.14)
Thus, if Cxzxz = 0 and Cyzyz = 0 then n = (0, 0, 1) will be a soft phonon for qz = 0. In
addition, the qz-axis, at qx = qy = 0, will have two soft phonon modes along it. This is
in agreement with calculations of the spectrum and no other soft phonons appear through
such arguments.
The three rotational modes at Γ are gapped in the PD lattice, with ω1 ∼
√
20
3 |α| and
ω2,3 ∼
√
2
3 |α|. Thus, near the origin, the only soft phonons correspond to the acoustic
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bands.
The PD-CS case retains somewhat less symmetry, though is very similar to the PD case,
f =
1
2
c11(ηxx − ηyy)2 + 2c44η2(xy) +
1
6
η2zz (4.15)
where c11 =
1
2
cosα
3+cos 2α and c44 =
1
2
cosα
3−cos 2α .
The dynamical matrix will have a similar form as well.
D0(q) =
k
4


c11q
2
x + c44q
2
y (c44 − c11)qxqy 0
(c44 − c11)qxqy c11q2y + c44q2x 0
0 0 13q
2
z

 (4.16)
In the phonon spectrum, the three rotational modes at Γ are again gapped, with ω1 ∼
√
6|α| and ω2,3 ∼ |α|. This leads to the same conclusions as above, with the difference that
the PD-CS lattice has an anisotropic elastic response in the xy-plane.
4.5 Rotated Pyrochlore
When rotations are performed about an axis with less symmetry, the free energy has the
general form of a triclinic lattice. However, the lattice has three soft uniform deformations,
which show the soft nature of the system. These turn out to be generic 3× 3 matrices. As
a consequence, this system has no soft phonons. Thus, the three rotational modes couple
to the volume change in the lattice in a such a way that the phonons are no longer soft.
While this is similar to the kagome lattice, it might be more analogous to the p1 deformed
square lattice, where little symmetry results in a generic soft uniform deformation and a
phonon spectrum with few symmetry operations and no soft modes.
An interesting question arises regarding conformal symmetry in these three-dimensional
examples. In two-dimensional cases, conformal transformations accounted for all of the
soft modes of the lattice, with a sub-extensive number which must scale with the boundary.
However, three dimensional conformal transformations are far fewer, and should not account
for all of the soft modes expected by the Maxwell counting argument. We see that in fact
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there are three soft uniform deformations. Through rotations and scaling of the axes, one
deformation can be transformed into an isotropic one, η = ηI. However, two uniform
deformations will remain and cannot be transformed into a symmetric form concurrently.
Thus, there do appear to be soft phonons which cannot be account for by simply considering
the conformal symmetry of the elastic free energy. Instead, there appear to be more soft
modes than conformal transformations, as expected.
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Chapter 5
Related Models with Ground State
Degeneracies
In this chapter we examine properties of several related models with a subextensive ground
state entropy and elastic degrees of freedom. The first example is a nearly isostatic square
lattice when the Next-Nearest Neighbor spring constant k′ goes negative and must be sta-
bilized by a quartic term in the potential. We also look at an antiferromagnetic elastic Ising
model on the triangular lattice, finding many parallels between these two seemingly unre-
lated systems. In both cases, we find the ground state to have a subextensive entropy and
look at the effect of phonon fluctuations at low temperatures. Thus, we discover an elastic
order-by-disorder effect, where the entropy of the phonon fluctuations selects a preferred
ordered phase from the ground state degeneracy. We discuss the implications for the phase
diagram and the relaxation dynamics.
5.1 Classical Continuous Phase Transitions
Before introducing our models, we review the classical model of continuous phase tran-
sition, described by a φ4 theory with the free energy
F =
∫
ddx
1
2
(∇φ)2 + 1
2
rφ2 +
1
4
uφ4. (5.1)
When r > 0, only the first two terms are necessary, since the theory fluctuates around
the φ = 0 ground state. In that case, any higher order terms can be regarded as small
corrections. However, the theory develops an instability when r < 0, breaking the φ→ −φ
ground state symmetry by acquiring a nonzero value for 〈φ〉. Renormalization group theory
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allows us to calculate the properties of the continuous r = 0 phase transition, including
the scaling laws for observable quantities. Due to the principle of universality this proves
particularly useful, since certain quantities will be independent of the system’s microscopic
details and can be experimentally verified in physical systems.
5.2 Negative Next-Nearest Neighbor Spring Constant
5.2.1 The Model
By analogy, the square lattice develops an instability when the Next-Nearest Neighbor
(NNN) spring constant becomes negative, k′ < 0, deforming the square plaquettes. A phase
can be stabilized using a higher order term in the spring potential,
VNNN =
1
2
k′(|ri − rj | − aij)2 + 1
4!
k(3)(|ri − rj | − aij)4. (5.2)
When k′ < 0, there will be a stable non-zero δr = |ri − rj | − aij for each spring, when
V ′NNN = 0,
δr◦ =
√
−3!k′
k(3)
(5.3)
Around this new state, the springs will have a quadratic energy to lowest order with an
effective spring constant V ′′NNN (δr◦) = keff = −2k′.
For infinitesimally small k′, these deformations will be simply the soft modes of the
system, with infinitesimal energy costs. Thus, each square plaquette deforms along the
diagonal axis. There are two preferred states for each plaquette, depending on which spring
elongates and which contract, thus differing by a rotation of π/2. The NN springs deform
identically, so that the square plaquette deforms into a rhombus, retaining some symmetry,
shown in Fig.5.1b. Thus, there are only two parameters which define the ground state
deformations of the plaquettes. They can be taken to be the lengths of the two diagonals
of the rhombus, or alternatively, the smaller inside angle as well as the total area. We
know that an applied pressure controls the overall area of each unit cell. Thus, we could
imagine a fixed area ensemble, where pressure is applied to fix the area of the unit cell for
78
all deformation angles. Another simplification involves taking k3a
2 = k1, which also leaves
k′ as the single control parameter for the instability.
The other parameterization in terms of the lengths of the diagonals, 2r1 and 2r2, allows
us to define neatly the potential in terms of these two parameters,
V(r1, r2; k, k
′, k3) = 2k
(√
r21 + r
2
2 − 1
)2
+
k′
2
((
2r1 −
√
2
)2
+
(
2r2 −
√
2
)2)
+
k3
4!
((
2r1 −
√
2
)4
+
(
2r2 −
√
2
)4)
(5.4)
Minimizing V(r1, r2; 1, k
′, 1) in terms of r1 and r2 for each k′ gives the ground state con-
figuration for k′ < 0, corresponding to the fixed pressure p = 0 ensemble (Fig. 5.1b).
A similar model involves the assumption that the NN spring lengths remain unchanged.
In that case, a strain must be applied to guarantee the mechanical stability for a particular
deformation. This simplification allows us to find the deformation analytically, solving for
k′(α) = −1
6
(
−2 + 6 sinα− 2
√
2 sinα/2 (1 + cosα+ sinα)
)
, (5.5)
where α is the inner angle of the rhombus, Fig. 5.1b. This expression can be seen in the
plot Fig. 5.1a.
There are in fact many such spring models that can be used, all identical in the limit of
small deformations. One such model involves fixing the lengths of the NNN springs to be
exactly at rest for a rhombic plaquette, with a potential of the form
V(δr;α) =
k
2
(δr − r◦1(α))2(δr − r◦2(α))2 (5.6)
where r◦1,2(α) = a
√
2
√
1± sinα are the lengths of the diagonals of the rhombus with angle
α. Note that in this case, the control parameter k′ has been bypassed in favor of the
deformation parameter α, which had to be calculated in earlier examples. These models
prove to be essentially equivalent in terms of their properties discussed below.
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Figure 5.1: (Color Online)(a) Plot of k′ vs α for a model where NN spring lengths are fixed.
(b) The exact distortion of a plaquette in the k(3)δr4 model, calculated numerically. (c) A
portion of a tiling of the plane with these plaquettes, forming a disordered striped ground
state.
5.2.2 The Ground State
In order to construct a ground state of this model, we look at the tiling of the plane with
rhombi. They correspond to zigzagging stripes of the form seen in Fig.5.1c. The rows are
fixed by a single plaquette, while the columns have the freedom to choose the direction of the
deformation. The symmetry breaking of each square plaquette to form a rhombus results
in a disordered ground state with a subextensive entropy, S ∼ √N ∼ L, with the number
of ground states going as 2
√
N ∼ 2L, where L is the linear dimension of the N = L × L
particle lattice. Note that the deformed square lattices cmm:ptΓ(Fig.3.2(a)) and pmg:ptM
(Fig.3.2(b)) discussed in Chapter 3 are in fact two cases of these ground states, for a model
where the NN spring lengths are fixed. These are the cases of the “straight” and “bent”
stripes, where the NN configurations are the same for each particle. Note that all other
ground states are “stackings” of these two NN configurations.
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5.2.3 Order-by-Disorder Effect
The different ground states correspond to different lattices, thus resulting in different
phonon spectra for fluctuations around a particular ground state. We can now ask whether
the ground state degeneracy is lifted at finite temperature by these phonon excitations,
resulting in an elastic order-by-disorder effect. This can calculated by finding the dynamical
matrix of a particular ground state configuration, D(q) and then integrating out the phonon
modes to find an effective free energy for the system at a low temperature. Note that the
different ground states have large energy barriers between them. At low temperature we
do not expect the fluctuations to overcome these barriers, so that only the small amplitude
phonon modes will be excited. Since there is no symmetry making the free energy of the
different striped patterns to be the same, we would expect a different phonon contribution
to the free energy in each of the ground state configurations, thus breaking the ground
state degeneracy at finite temperature. Thus, we can look at small displacements around
the ground states, integrate out the phonon modes and find the corrections to the free
energy for each configuration.
More precisely, the partition function for the phonon modes of a particular ground state
configuration is
Z =
∫
[Du(q)]e−
β
2
R
u†(q)D(q)u(q)dq (5.7)
where D(q) is the dynamical matrix. Performing the integral, we get the free energy
F = −kBT lnZ = −kBT ln
√
kBT
(2π)dn
detD
=
kBT
2
∫
dq
4π2
ln detD(q) + const. (5.8)
where d = 2 is the dimensionality of the system while n is the number of particles per
unit cell chosen. Thus, the main effort is to calculate the determinant of the dynamical
matrix, and the resulting integral. The pmg:ptM and cmm:ptΓ lattices with NNN springs
provide the two extreme cases, since we expect the free energy to depend strongly on the
NN configurations. As seen in Fig.5.2, we find the the straight stripes, corresponding to the
cmm:ptΓ lattice have the lowest free energy. Thus, we expect this to be the stable phase
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Figure 5.2: (Color Online) The free energy difference between the straight Fs and bent
Fb stripes square lattice ground state configurations at low temperature, where we see a
preference for a straight stripe phase (Fig.3.2(a))
.
for our model with k′ < 0 at very low temperatures.
Note that the quartic term does stabilize the free energy at k′ = 0, and thus there must
be a phase boundary between the straight stripe phase and the undeformed square lattice
in the k′ < 0 and T > 0 quadrant. By doing Monte Carlo simulations of the model with
a quartic potential, using a metropolis algorithm to guarantee that the system approaches
equilibrium, we can plot the phase diagram for this system, seen in Fig. 5.3.
5.3 An Elastic Antiferromagnetic Ising Model
5.3.1 Motivation
A related model of frustrated magnetism has similar behavior for the degeneracy of its
ground state as well as the order-by-disorder effect breaking this degeneracy.
Frustrated systems are characterized by interactions that may not be satisfied simulta-
neously. [38] This leads to a degenerate and thus disordered ground state, and naively one
would expect to have disorder down to zero temperature. [65] However, the frustrated phase
is very sensitive to small perturbations that can order it. These include anisotropic [25] or
longer-range [37] interactions and lattice deformations [6, 20, 59, 73, 58, 48] as well as en-
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Figure 5.3: (Color Online) Phase diagram obtained numerically of the square lattice with
negative NNN spring constant k′ stabilized by a quartic term with k = 1, k(3) = 10 at finite
temperature T . Two lattice sizes, 40× 40 (blue circles) and 80× 80 (red squares) are used
in these simulations, though the difference is insignificant. Note that fluctuations tend to
stabilize the undeformed square lattice phase. (Courtesy of Carlos Mendoza, printed with
permission)
tropic effects that may lift the ground-state degeneracy at finite temperature, in a process
termed order-by-disorder. [62, 22, 23, 9, 46, 4] Frustration and its relief due to order-by-
disorder are traditionally investigated in antiferromagnets and, in particular, in compounds
that have a triangular lattice structure. [10, 33, 64, 55] Recent experiments have demon-
strated that artificial systems made of mesoscopic building blocks such as single-domain
magnetic islands [63] or colloidal spheres [21] exhibit behavior which is similar to that of
magnetic systems comprised of atomic-size particles.
The colloidal system in particular provides a clear motivation for an elastic Ising model,
since a layer of spherical particles buckles out of the plane when confined between walls
separated by more than a single sphere diameter, provided it is densely packed. [8] Entropic
forces give rise to an effective antiferromagnetic interaction, where the neighboring spheres
prefer to stay next to opposite walls. [51] This leads to a striped phase of alternating up and
down spheres. [21] The same maximal density of spheres is obtained by any of the possible
zigzagging stripes configurations. [21, 51, 49, 50, 74, 36] Instead of approximating the
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entropy of the hard-sphere system, we consider the antiferromagentic elastic Ising model
on a triangular lattice. This model has the same degenerate ground state of zigzagging
stripes as the colloidal system, and we can calculate the free-energy difference between the
competing configurations. As in the square lattice case, we find that straight stripes are
always favored entropically.
5.3.2 The Model
The elastic Ising model involves a collection of spins on a lattice, where the spins are
themselves bonded by compressible springs. The spin and the elastic degrees of freedom
are then coupled by making the spin-spin coupling position dependent. So overall, a state
is defined by the spin variables {σi}Ni=1 at each lattice site (where σi = ±1) as well as the
position vectors {ri}Ni=1, with the Hamiltonian[52]
H =
∑
<i,j>
Jijσiσj (1− ǫij (|ri − rj | − aij)) + 1
2
kij (|ri − rj | − aij)2 (5.9)
where the sum is performed over the lattice sites connected by springs. We assume a
uniform spin coupling Jij = J , spring constant kij = k, coupling parameter ǫij = ǫ and
relaxed spring length aij = a, with all of these quantities positive.
Since we know that the antiferromagnetic Ising model (ǫ → 0 and k → ∞) on a trian-
gular lattice is highly frustrated, with an extensive entropy in the ground state, we might
wonder whether the new degrees of freedom in lattice displacements lift this degeneracy.
Therefore, we will study the compressible antiferromagnetic Ising model on the triangular
lattice to see how these two degrees of freedom interplay to create a new ground state, and
to see how this ground state is affected by the introduction of thermal fluctuations.
In order to understand the parameters that control the phases of the model, we should
find their dimensionless combinations. It is easy to see that there is a length scale and an
energy scale that are arbitrary. Thus we can take J = 1 and a = 1 without loss of generality.
Additionally, the temperature kBT is an energy scale [E], the inverse coupling ǫ
−1 is a length
scale [L], while the spring constant k has units [E]/[L2]. Thus these are the quantities that
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Figure 5.4: (Color Online)(a) The triangles which make up the ground state configuration.
(b) χ vs α for the ground state spin configuration.
control the behavior of the system and cannot be scaled out. Dimensionlessly, we define
χ =
ǫJ
ka
(5.10)
λ =
ǫ2J
k
(5.11)
and
τ =
kBT
J
(5.12)
Note that we might expect that the transition from a disordered state to a striped state
is controlled by λ as well as τ , while the ground state elastic deformation of the stripes
themselves can be found from χ.
5.3.3 The Ground State
From the Hamiltonian, it is straightforward to calculate the elastic deformations given a
particular configuration. In the case of stripes, as previously found, the basic deformation is
the same for each triangular plaquette. This seems reasonable in a system where the ground
state degeneracy has been somewhat reduced. In order to find the ground state deformation,
we simply minimize the Hamiltonian for a single triangle (as seen in Fig. 5.4(a))
E = 2Es + Ef (5.13)
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Figure 5.5: (Color Online) A sample ground state of the antiferromagnetic elastic Ising
model generated numerically. Note that the plaquettes have relaxed to their ground state
geometry, forming a disordered ground state consisting of zigzagging stripes. Only frus-
trated bonds, which make up the stripes, are included.
where Es and Ef are the energies of single bonds, in satisfied and frustrated spin config-
urations, respectively. Since the area is kept constant and the triangles are isosceles, the
configuration is defined entirely by one parameter. A natural choice is the small angle α,
opposite of the identical shorter sides. First, let us express all the relevant quantities in
terms of this angle. Let B and C be the lengths of the two shorter and the longer sides,
respectively. Then the area of the triangle is
A =
1
2
BC sinα =
√
3
2
a2 =
√
3
2
= const. (5.14)
where we set a = 1 and
C = 2B cosα (5.15)
also holds. Solving these for B and C, we get
B =
4
√
3
2
1√
sinα cosα
(5.16)
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and
C =
4
√
3 cot1/2 α (5.17)
Since we are interested in the stationary points of this energy, we can ignore the constant
part, instead rewriting the elastic energy E in terms of δB = a−B = 1−B and δC = C−1.
Then,
E = J (1− ǫ (C − a))− 2J (1− ǫ (C − a)) + 1
2
k (C − a)2 + k (B − a)2 (5.18)
Then,
∆E = −ǫJδC − 2ǫJδB + 1
2
k (δC)2 + k (δB)2 (5.19)
or
∆E = −ǫJ (δC + 2δB) + k
2
(
(δC)2 + 2 (δB)2
)
(5.20)
Expressing all this in terms of α and ignoring the constant terms, we get
∆E (α) = −ǫJ
(
4
√
3 cot1/2 α−
4
√
3√
sinα cosα
)
(5.21)
+ k

( 4√3 cot1/2 α− 1)2 + 2
(
1−
4
√
3
2
1√
sinα cosα
)2 (5.22)
∆E (α) = − ǫJ
4
√
3√
sinα cosα
(cosα− 1) (5.23)
+
√
3k
2
(
1
2 sinα cosα
+ cotα
)
(5.24)
− k 4
√
3
(
1√
sinα cosα
+
√
cotα
)
(5.25)
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Thus, after factoring out some constants
f (α) =
1− cosα√
sinα cosα
(5.26)
+ χ−1
(
4
√
3
2
(
1
sin 2α
+ cotα
)
−
(
1√
sinα cosα
+
√
cotα
))
(5.27)
where dfdα = 0 corresponds to stationary points of the energy. In the valid range 0 < α < 60
◦
these are the desired ground states, which we can plot as a function of the single parameter
χ = ǫJka , as seen in Fig. 5.4(b).
Once we are convinced that in the ground state of the compressible Ising model the
plaquettes deform into isosceles triangles, we can ask how they can tile the plane to form
ground states of the Hamiltonian. Since the long sides C must align, this problem is identical
to the tiling of the plane with generic rhombi, which we saw for the square lattice model.
Thus, we again see a subextensive entropy of ground states with S ∼ √N ∼ L, forming
zigzagging stripes. Note that this entropy is significantly lower than the extensive entropy
of the antiferromagnetic Ising model on a triangular rigid lattice, the ǫ = 0 case.
In order to characterize this ground state, we need to look at the possible order param-
eters arising from this phase transition. One such parameter is simply the nearest neighbor
spin configurations. Note that while the zigzagging stripes have only two allowed nearest
neighbor configurations, the “straight” and “bent” stripes which can be seen in Fig.5.11,
the disordered state allows any configuration and the ground state of the antiferromagnetic
Ising model allows four other configurations.[21, 52, 40]
Another way to characterize an ordered state is by looking at the Fourier transform
of the spatially dependent degrees of freedom. Here, there are only three directions along
which the Fourier transform needs to be taken to completely characterize the random-to-
striped transition, which correspond to the three symmetry axes of the lattice. Thus we can
evaluate ψl(q) = 〈σjeiqel·xj〉j over the undeformed triangular lattice for el = (cosαl, sinαl)
with αl ∈ {0, 60◦}, and q < πa . Equivalently, we simply take the indices of the spins and find
ψ(k) = 〈σ(n,m)eikfl(n,m)〉(n,m) where fl(n,m) can be n, m or n+m for the three directions.
Then, the peak will be at k = π for one l, with the other directions depending on the nature
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of the stripes.
For straight stripes, one direction will have ψl(q) = const., while the other two will have
a peak at q = π/a or k = π. For bent stripes, only one direction will have this peak, while
the other will have a peak at half the wavevector, q = π/2a or k = π/2. Any directions
without striped order will see these parameters averaged out to ψl(q) = 0.
In contrast to earlier work, we take the exact ground states, with their rapid spatial
dependence. If instead the ground state deformations are assumed to be homogeneous [6]
or to vary slowly [20] in space, only a straight stripe phase is observed. In particular,
the zigzagging stripes that minimize our microscopic Hamiltonian (Eq. 5.9) have a higher
energy than straight stripes in the coarse-grained Hamiltonian considered in [20]. The
ground state of zigzagging stripes that we find here is precisely the state that maximizes
the packing density of buckled spheres [21, 51], which constitutes the connection of our
model to the colloidal system.
5.3.4 Phonon Fluctuations
In analogy with the square lattice, we look at the dynamical matrix for the phonons of
the particular ground state configurations, characterized here by the spins. The expression
for the partition function, Eq. 5.7, and the free energy corrections, Eq. 5.8, are the same in
both cases. Thus, we proceed to calculate the linearized Hamiltonian for the two extreme
ground states, the straight and bent stripes. This allows us to numerically integrate the
dynamical matrices and compare the phonon free energies.
The Hamiltonian in Eq. 5.9 can be expressed in terms of the displacements of the
particles from their equilibrium positions,
u = r− ro (5.28)
For a fixed ground state spin configuration, this is simply a lattice of particles and
springs, with a particular quadratic displacement energy associated with each bond. Since
we expect mechanical stability, there can be no linear term in the displacement.
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Thus, we can write the contribution of each frustrated/satisfied bond as
k
2
D
C/B
kl (eˆ
ij)δukδul (5.29)
where δu = ui−uj for a bond between particles i and j, pointing along the unit vector eˆij .
Here,
DCkl(eˆ
ij) = eˆijk eˆ
ij
l +
−χ+ C − 1
C
(Ikl − eˆijk eˆijl ) (5.30)
and
DBkl(eˆ
ij) = eˆijk eˆ
ij
l +
χ+B − 1
B
(Ikl − eˆijk eˆijl ) (5.31)
Note that the term proportional to χ comes from expanding the spin-dependent term in
the Hamiltonian ǫσiσj |ri − rj |, thus resulting in different signs. It effectively changes the
rest length of the spring. The rest of the terms arise from expanding 12kij (|ri − rj | − aij)2
and correspond to the energy of stressed springs at equilibrium.
Straight stripes form a true Bravais lattice, with centered rectangular symmetry. It is
possible to write down their Hamiltonian to linear order in terms of the neighbor interac-
tions,
H =
k
2
∑
i
(
DCkl(xˆ)δu
xˆ
kδu
xˆ
l +D
B
kl(eˆα)δu
eˆα
k δu
eˆα
l +D
B
kl(eˆ−α)δu
eˆα
k δu
eˆα
l
)
(5.32)
Since the ground state depends on the parameter α, so does the dynamical matrix, with
eˆ±α = (cosα,± sinα).
For a Bravais lattice, due to the inversion symmetry for all bonds, the dynamical matrix
has a simple form. Using δB = χ+B − 1 and δC = −χ+ C − 1, we define
M± =

 cos2 α− δBB sin2 α ±
(
1 + δBB
)
sinα cosα
± (1 + δBB ) sinα cosα sin2 α− δBB cos2 α

 (5.33)
90
and write the dynamical matrix as
D(q) = 4k

sin2(C
2
qx
) 1 0
0 δCC

+ sin2(B
2
q · eˆα
)
M+ + sin
2
(
B
2
q · eˆ−α
)
M−


(5.34)
This can be visualized by plotting the eigenvalues ω(q), as done in Figs. 5.6, 5.7, 5.8,
5.9 for various values of α.
(a) (b)
(c) (d)
(e) (f)
Figure 5.6: (Color Online) The Brillouin zones and the different branches of the phonon
dispersion spectra ω(q) for the triangular lattice, using both the primitive unit cell (a-b)
and a rectangular unit cell (c-f) with two particles. This lattice corresponds to the α = 60◦
limit of our model, in which straight and bent stripes are indistinguishable.
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(a) (b)
(c) (d) (e) (f)
(g) (h) (i) (j)
Figure 5.7: (Color Online) The Brillouin zones and the phonon dispersion spectra ω(q) for
lattices of straight (a-f) and bent (g-j) stripes with the deformation angle α = 55◦. The
scale is the same as in Fig. 5.6. (a) and (b) correspond to the two modes of the Bravais
lattice basis for straight stripes, while (c-f) to the four modes in the two-particle rectangular
lattice basis. For relatively small deformation angles, we see a small distortion of the BZ
shape as well as a modification to the spectra. The spectra of bent and straight stripes as
well as their BZ shapes are different.
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(a) (b)
(c) (d) (e) (f)
(g) (h) (i) (j)
Figure 5.8: (Color Online) The Brillouin zones and the phonon dispersion spectra ω(q) for
lattices of straight (a-f) and bent (g-j) stripes with the deformation angle α = 40◦. (a)
and (b) correspond to the two modes of the Bravais lattice basis for straight stripes, while
(c-f) to the four modes in the two-particle rectangular lattice basis. For larger deformation
angles, we see dramatic changes in both the behavior of the spectrum as well as the shape
of the BZ.
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(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)
Figure 5.9: (Color Online) The Brillouin zones and the phonon dispersion spectra ω(q) for
lattices of straight (a-f) and bent (g-j) stripes with the deformation angle α = 12.5◦. (a)
and (b) correspond to the two modes of the Bravais lattice basis for straight stripes, while
(c-f) to the four modes in the two-particle rectangular lattice basis. At extreme deformation
angles, we see that the Brillouin zone extends significantly in one direction, while shrinking
in the other. The phonon spectrum changes dramatically and can be easily observed to
differ vastly in the two cases.
Finding the determinant seems challenging, while the integral – analytically unapproach-
able. However, this simple expression can be easily calculated numerically, thus making a
numerical approach quite feasible. The challenge would be then to find the Brillouin zone
of the lattice, to properly perform the integral. This needs to be spit up into two problems,
one for α > 45◦ and one for α < 45◦. In between, the Brillouin zone becomes square, while
the orientation of the hexagon changes.
For α > 45◦ the orientation mimics that of the triangular lattice. We then define the
Brillouin zone by vertices at the x-intercept and the one away from the axes. The shape
retains its mirror symmetries across both of the axes, so these two points’ reflections produce
a hexagon. The x-intercept is at
v1 =
(
π
4
√
3
1
cos1/2 α sin3/2 α
, 0
)
, (5.35)
while the other point –
v2 =
π
4
√
3
(
2 cot1/2 α,− cos 2α
cos1/2 α sin3/2 α
)
. (5.36)
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For large deformations with α < 45◦ we get instead the y-intercept at
v1 =
(
0,
π
4
√
3
1
cos3/2 α sin1/2 α
)
(5.37)
and the point
v2 =
π
4
√
3
(
2 tan1/2 α,
cos 2α
cos3/2 α sin1/2 α
)
(5.38)
to be the vertices.
Another way to approach the problem would be to use the rectangular symmetry of
the lattice, where two particles need to be put into a unit cell. We define then δueˆij =
ui(x)− uj(x+ Leˆ), where the indices indicate the particle within the unit cell, while eˆ the
direction of translation to the neighboring cell. In this basis, the Hamiltonians for the bent
and straight stripes look very similar. For the straight stripes, we have
H =
k
2
∑
i
[DBkl(eˆα)δu
0
12kδu
0
12l (5.39)
+ DCkl(xˆ)
(
δuxˆ22kδu
xˆ
22l + δu
xˆ
11kδu
xˆ
11l
)
+DBkl(eˆα)δu
eˆα
12kδu
eˆα
12l (5.40)
+ DBkl(eˆ−α)
(
δuxˆ12kδu
xˆ
12l + δu
yˆ
12kδu
yˆ
12l
)
] (5.41)
The dynamical matrix, and from that the determinant, can be found analytically, but the
expressions are too complicated to be of any use. However, its logarithm can be integrated
numerically. Since the translation vectors are (C, 0) and (0, 2B sinα), the Brillouin zone
can also be delineated. It corresponds to a rectangle
qx ∈
[
− π
4
√
3
√
tanα,
π
4
√
3
√
tanα
]
(5.42)
and
qy ∈
[
− π
4
√
3
√
cotα,
π
4
√
3
√
cotα
]
. (5.43)
Similarly, we get an expression for the bent stripes, though note that the neighbor distances
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are different in both directions,
H =
k
2
∑
i
[DCkl(eˆα)δu
0
12kδu
0
12l (5.44)
+ DBkl(xˆ)
(
δuxˆ22kδu
xˆ
22l + δu
xˆ
11kδu
xˆ
11l
)
(5.45)
+ DBkl(eˆ2α)δu
xˆ
12kδu
x
12l +D
B
kl(eˆ−2α)δu
tˆ
12kδu
tˆ
12l (5.46)
+ DCkl(eˆ−α)
(
δuyˆ12kδu
yˆ
12l + δu
yˆ
12kδu
yˆ
12l
)
] (5.47)
Here, the new notation is that of tˆ is the unit vector along (B, 2C sinα), translating in both
lattice vectors. The lattice vectors are {B(1, 0), 2C sinα(0, 1)}. The Brillouin zone is then
the region
qx ∈
[
− 2π
4
√
3
√
cosα sinα,
2π
4
√
3
√
cosα sinα
]
(5.48)
and
qy ∈
[
− π
2 4
√
3
1√
cosα sinα
,
π
2 4
√
3
1√
cosα sinα
]
(5.49)
This is seen plotted in Figs. 5.6, 5.7, 5.8, 5.9 for various values of α.
We can now calculate the free energy contributions. Fig. 5.10 plots the integrals
2β∆F = 2βFb,s =
∫
ln detDb,s(q)dq (5.50)
As expected, when α → 60◦, the two results are identical, both corresponding to the
triangular lattice. The free energy for the bent stripes is higher than for the straight stripes
for all α and thus the straight stripes are preferred at a finite temperature.[52]
5.3.5 Larger Unit Cells
The argument above concludes that the straight stripes have the highest phonon entropy,
while the bent stripes have the lowest. However, this assumes that the other ground state
configurations have phonon entropy values intermediate between these two cases. It might
be intuitive to think that the phonon entropy should have a strong dependence on the
proportion of the bent nearest neighbor configurations b. In order to show this, we calculate
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Figure 5.10: (Color Online) (a) The free energies and (b) the difference in free energies for
the straight and bent stripe configurations of the elastic Ising model. In (a), note that the
bent stripes correspond the dashed line at higher free energies, while the straight stripes
have the solid line at lower free energies.
the phonon entropies for ordered ground state configurations with larger unit cells. First,
we construct the striped configurations. We know that one direction will always be periodic,
corresponding to stripes of alternating spins. Defining the configuration allows us to place
the spins in the other direction. Note that as in the previous examples, we only care about
the types of bonds, rather than the values of the spins, thus halving the unit cell size.
The configurations can be indexed as Si, an ordered set of “0”s and “1”s of size L. A
“1” (“0”) at position i in the set indicates a frustrated bond between particles i and i+ 1
along the f1 (f2) direction. We take f1 to be along the x-axis, f1 = C(1, 0). From our
ground state calculations, we then know that f2 = C(− cos 2α, sin 2α). The last position
in the array indicates the direction of the bond between the last particle in this unit cell
and the first particle in the next unit cell. Note that while each such array corresponds to
a particular phonon entropy, these entropies will not be unique, since many of these arrays
make essentially the same lattice. There are four redundancies –
(1) Switching all “0”s and “1”s corresponds to a rotation of the entire lattice.
(2) Making a cyclic permutation of the array corresponds to making a different choice of
the unit cell.
(3) Arrays with periodic order (e.g. {0, 1, 1, 0, 1, 1})) correspond to a large unit cell choice
for a lattice with a smaller unit cell (e.g. {0, 1, 1}). Thus, we index the lattices using the
smallest possible choice of the unit cell.
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(A)
(B)
(C)
(D)
(E)
Figure 5.11: (Color Online) Examples for some of the unit cells used in evaluating the free
energy in Fig. 5.12: All unit cells with the total slope ps = 1/3 containing 3 (A), 6 (B), and
9 (C) particles, and with ps = 1/2 and 4 (D) and 8 (E) particles. (Courtesy of Yair Shokef,
printed with permission)
(4) Reversing the order on the array corresponds to a parity transformation of the plane.
Once these redundancies are taken into account, we obtain a set of distinct lattices of
zigzagging stripes, with some of the smaller unit cells detailed in Fig. 5.11. We can see that
the number of configurations will necessarily scale as O(2L).
We take the first particle of the unit cell to be at r1 = (0, 0). For the rest of the particles,
i > 1,
ri =
i−1∑
n=1
f1Si−1 + f2(1− Si−1). (5.51)
The primitive vectors for the underlying Bravais lattice are then rL+1 and B(− cosα, sinα).
This completely defines our lattice model and lets us calculate the dynamical matrix for
these larger unit cell. A bond between particles i and j within the unit cell (which are all
frustrated) will correspond to entries at the diagonal 2× 2 blocks of the dynamical matrix
for particles i and j, kDCkl(eˆ
ij). For the off-diagonal blocks indexed by i, j and j, i the
entries are −kDCkl(eˆij). Due to the linear nature of the Hamiltonian, the contributions of
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Figure 5.12: (Color Online) Rescaled free energy (F −Fs)/(Fb −Fs) versus the proportion
of bent nearest neighbor configurations, b, for large unit cells. We see nearly a linear
dependence, with the larger values of α = 55 (blue), 40 (red) falling on top of each other,
but some deviation for the smaller value α = 12.5 (green).
different bonds will simply add together. Similarly, for bonds outside the unit cell, the
frustrated bonds will contribute kDCkl(eˆ
ij) on the diagonal and − exp (±iq · l)kDCkl(eˆij) off
the diagonal, where l is the corresponding vector of the Bravais lattice. The satisfied bonds
have entries kDBkl(eˆ
ij) and − exp (±iq · b)kDBkl(eˆij). By summing all of these contributions,
we obtain the dynamical matrix of this lattice, analogously to the derivations for the smaller
unit cells. This approach is in fact identical to taking the Fourier transform of Eq. 5.32.
As pointed out, the expressions for the dynamical matrix are quite cumbersome, though
straight-forward since they can be broken up into these blocks. For a specific angle, the
dynamical matrix can be determined numerically, making this approach much more useful.
Again, integrating the logarithm of the determinant of the dynamical matrix over the first
Brillouin zone gives us the phonon entropies. However, the shapes of the 1stBZs themselves
may be difficult to determine. Instead, we can use the basis vectors for the Bravais lattice
to construct a unit cell of the reciprocal lattice, and for simplicity map it into a rectangular
region using a linear transformation of unity determinant. Thus, we can calculate (F −
Fs)/(Fb − Fs) for some range of the unit cell size S. For larger unit cells, the numerical
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integration over the unit cell becomes more computationally intensive and less precise. We
were able to calculate this quantity for L ≤ 10 for α = 55, 40 and for 11 ≤ L ≤ 13 for
α = 12.5. (Fig.5.12)
5.3.6 Numerical Simulations
Numerical simulations of the system help us understand how these low temperature
calculations affect the behavior of the model and study the peculiar dynamics arising out of
the disordered ground state. We use Monte Carlo simulations with a Metropolis algorithm,
updating both the discrete spin degrees of freedom as well as the continuous displacements
at each time step. We implement periodic boundary conditions, but we allow the simulation
box to change shape in order to accommodate the global deformations associated with the
stripes. [51] Using the fixed area ensemble proves useful for keeping the lattice stable at
large deformations. We start from a disordered state at high temperature, proceeding to
slowly cool until all of the spin degrees of freedom freeze out. Measuring the time in Monte
Carlo Steps per Spin (MCSS), we can see effects of the cooling rate upon the final state
of the system. For very large cooling rates, the system has no time to relax and ends
up in a disordered state. For intermediate cooling rates, the system finds a ground state
configuration in which it freezes (Fig. 5.5). For the smallest cooling rates however, the
system explores the ensemble of ground states, and is able to slowly relax to a straight
stripe phase. This preference for straight stripes can be seen to increase as the cooling
rate decreases.[52] Thus, we indeed seem to see an entropic preference for straight stripes.
We also note the very slow relaxation dynamics, associated with the large energy barriers
between ground states.
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Appendix A
Approximation Methods
Considering that the 2×2 dynamical matrix for the square lattice already has a complicated
expression for its eigenvalues, obtaining such exact expressions for the 4×4, 6×6 and 12×12
matrices of the honeycomb, kagome and small rhombitrihexagonal lattices seems impossible.
Luckily, we can use various perturbative methods to get all the necessary information about
the dispersion around symmetry points. Away from these symmetry points, the dispersion
is rather featureless and the exact expression only obscures that fact. We thus resort to a
sort of degenerate perturbation theory, where we arrive at an effective Hamiltonian (or free
energy) for the lowest modes by integrating out the higher modes and their interactions. In
general we assume to be around a point q0 in the Brillouin zone and expand in δq = q−q0.
Since the modes can be degenerate, we must take caution to integrate out only the higher-
energy, “frozen out” modes. We reason that upon linearizing, the free energy of our elasticity
model would behave as
F =
1
2
∫
d2q
(2π)2
f(q) (A.1)
where the Fourier space free energy density for modes φ(q) is
f(q) = φ†α(q)Aαβ(q)φβ(q) (A.2)
where Aαβ(q) are the entries of the linearized dynamical matrix and α, β run over all of
the modes, 6 in the case of the kagome lattice,
Aαβ =

 C(L) = Aab C(C) = Aaj
C†(C) = Aib C(H) = Aij

 (A.3)
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where a, b run over the low-energy modes, i, j over the high-energy gapped modes and
C(L), C(C) and C(H) are the Low-energy, Coupling and High-energy parts of the dynamical
matrix, respectively. Thus, we split the space where φ lives into a direct product. Call a
vector in the space of low-energy modes ψ (with components φa) and in the gapped modes
ζ (with components φi). We can thus use this to integrate out the high-energy degrees of
freedom,
f(q) = φ†(q)A(q)φ(q) = (A.4)
= φ†aAabφb + φ
†
iAibφb + φ
†
aAajφj + φ
†
iAijφj = (A.5)
= ψ†C(L)ψ + ζ†C
†
(C)ψ + ψ
†C(C)ζ + ζ†C(H)ζ (A.6)
Assuming ζ (and thus ζ†) do not get excited, we can minimize the expression with respect
to these variables, and substitute the result back in terms of ζ and ζ†.
δF
δζ†(q)
=
∂f
∂ζ†
= C†(C)ψ + C(H)ζ = 0 (A.7)
Thus,
C(H)ζ = −C†(C)ψ (A.8)
Since C
(H)
ij must be invertible (its eigenvalues are non-zero by construction),
ζ = −C−1(H)C†(C)ψ (A.9)
And similarly,
ζ† = −ψ†C(C)
(
C−1(H)
)†
(A.10)
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Substituting back for f , we see that two of the terms cancel, leaving a simple expression:
f = ψ†C(L)ψ + ζ†C
†
(C)ψ + ψ
†C(C)ζ + ζ†C
(H)
ij ζ = (A.11)
= ψ†C(L)ψ − ψ†C(C)
(
C−1(H)
)†
C†(C)ψ − ψ†C(C)C−1(H)C†(C)ψ + (A.12)
+ ψ†C(C)
(
C−1(H)
)†
C(H)C
−1
(H)C
†
(C)ψ = (A.13)
= ψ†
(
C(L) − C(C)C−1(H)C†(C)
)
ψ (A.14)
Thus, the result is that
f = ψ†
(
C(L) − C(C)C−1(H)C†(C)
)
ψ (A.15)
We note an aspect skipped so far. We would like to choose a basis for the lowest states,
which are degenerate at q = 0. We would like to understand how the C matrices transform
under this change of basis.
φ → Uφ (A.16)
φ†C(L)φ → φ†U †C(L)Uφ (A.17)
Thus, the free energy remains invariant (as we must require it to be) under
C(L) → UC(L)U † (A.18)
Of course we do not want to change basis of the gapped states, so
ΘAαβΘ
† =

 UC(L)U † UC(C)
C†(C)U
† C(H)

 (A.19)
where
Θ =

 U 0
0 I

 (A.20)
Thus, under this transformation,
C(C) → UC(C) (A.21)
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Around some symmetry points, only a single deformation will have a zero energy. Since these
symmetry points are often stationary points of the dispersion, and thus of the eigenvalues,
we need second order perturbation theory to characterize them. If
D(q) ≈ D0(q0) + D1(δq) (A.22)
where D1 need only be expressed to second order in δq in the diagonal terms and to first
order in δq in the off-diagonal terms. If C is the eigenvalue matrix we define L = C†D1C
to express the perturbation in the right coordinate frame.
From classical perturbation theory, we get that the dispersion will behave as
ω2i (q) = ω
2
i (q0) + Lii +
∑
i
LijLji
ω2i − ω2j
(A.23)
(note that the summations here are all explicit).
Van Hove Singularities
The most peculiar features in the DOS of lattices come from the stationary points in
the dispersion relation. In two dimensions, a stationary point is either an extremum or a
saddle.
A minimum corresponds to a discontinuous jump downward, while a maximum to a
discontinuous jump upwards. To see this, we can examine the DOS near such a point,
ω2 ≈ ω0 + c2xq2x + c2yq2y . The contribution to the DOS from this particular point can be
calculated by substituting into the integral above. Substituting into the expression,
dmin(ω) =
2ω
4π2
∫
d2qδ
(
ω2 − ω0 + c2xq2x + c2yq2y
)
(A.24)
making a change of variables to k2r = |cxqx, cyqy|2 with the appropriate Jacobian 1cxcy , we
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can evaluate the integral to be
dmin(ω) =


ω0
2π
1
cxcy
: ω ≥ ω0
0 : otherwise
(A.25)
For a maximum, the derivation is nearly identical, but the contribution is on the other
side of ω0,
dmax(ω) =


ω0
2π
1
cxcy
: ω ≤ ω0
0 : otherwise
(A.26)
Near a saddle point, the DOS has a logarithmic divergence. Again, this can be seen
by examining a point where ω2 ≈ ω0 + c2xq2x − c2yq2y . Here, since the expression cannot be
integrated out to infinity, we must introduce cutoffs Λx and Λy, which can only properly be
evaluated given the actual dispersion relation.
We can then evaluate the integral above,
dsaddle(ω) =


ω0
4π2
1
cxcy
ln
2cyΛx√
ω2−ω2
0
: ω ≤ ω0
ω0
4π2
1
cxcy
ln
2cxΛy√
ω2
0
−ω2 : ω > ω0
(A.27)
105
Appendix B
Dynamical Matrix Expressions
Note that without loss of generality, we assume the lattice constant a = 1.
B.1 Honeycomb Lattice
With just nearest neighbors with spring constant k, the dynamical matrix has the form
D◦(q) = k

 A B
B† A

 (B.1)
where
A =

 32 0
0 32

 (B.2)
and
B =

 −34
(
1 + e−iqx
) −√34 (e−iqx − 1)
−
√
3
4
(
e−iqx − 1) −14 (1 + e−iqx)− e−q·v2

 (B.3)
where v2 =
1
2
(
1,
√
3
)
.
When next-nearest neighbor springs with spring constant k′ are added, there is an
additional term,
D(q) = D0(q) + k′

 C 0
0 C

 (B.4)
where
C =

 3− 2 cos qx − cos qx2 cos
√
3qy
2
√
3 sin qx2 sin
√
3qy
2√
3 sin qx2 sin
√
3qy
2 3− 3 cos qx2 cos
√
3qy
2

 (B.5)
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B.2 Square Lattices
B.2.1 Undeformed
The dynamical matrix with NN springs is
D◦(q) = k

 4 sin2(qx/2) 0
0 4 sin2(qy/2)

 (B.6)
With NNN springs,
D(q) = D◦ + k′

 D11 D12
D21 D22

 (B.7)
where
D11 = D22 = 4 sin
2(qx/2) + 4 sin
2(qy/2)− 8 sin2(qx/2) sin2(qy/2) (B.8)
and
D12 = D21 = 2 sin(qx) sin(qy). (B.9)
If instead a nearest bonds angle bending term is added, the additional term has the
form
D(q) = D◦ + b

 4 sin2(qy/2) 0
0 4 sin2(qx/2)

 (B.10)
B.2.2 cmm:ptΓ
The cmm:ptΓ square lattice has the dynamical matrix of the form
D = k

 D11 D12
D12 D22

 (B.11)
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where
D11 = 2− 2 cos qx + 2 sin2 α[1− cos(qy cosα+ qx sinα)] (B.12)
D12 = cosα
(
2 sinα sin2
1
2
(qy cosα+ qx sinα)
)
(B.13)
D22 = −2 cos2 α(−1 + cos(qy cosα+ qx sinα)) (B.14)
where α is the deformation parameter, corresponding to the change of the angle of the
rhombus.
B.2.3 pmg:ptM
The dynamical matrix for the pmg:ptM lattice (Fig.3.2(b)) has the expression
D = k


D11 D12 D13 D14
D∗12 D22 D23 D24
D∗13 D
∗
23 D33 D34
D∗14 D
∗
24 D
∗
34 D44


(B.15)
where
D11 = D33 = 3− cos 2α− 2 cos qx (B.16)
D12 = D34 = 0 (B.17)
D13 = −2 sin2 α cos(qy cosα)e−iqy cosα (B.18)
D14 = D23 = −i sin 2α sin(qy cosα)e−iqy cosα (B.19)
D22 = D44 = 2 cos
2 α (B.20)
D24 = −2 cos2 α cos(qy cosα)e−iqy cosα (B.21)
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B.3 Kagome Lattices
B.3.1 Undeformed
Identifying the three nearest neighbor unit cell translation vectors for the lattice as
v1 = xˆ, v2 =
(
1
2 ,
√
3
2
)
and v3 =
(
−12 ,
√
3
2
)
= v2 − v1, the dynamical matrix with NN
springs has the form
D(q) = k


A B C
B† D E
C† E† F

 (B.22)
where each of the script letters is a 2× 2 matrix,
A =

 52 −
√
3
2
−
√
3
2
3
2

 (B.23)
B = −1
4
(
1 + eiq·v3
) 1 −
√
3
−√3 3

 (B.24)
C = (−1− eiq·v1)

 1 0
0 0

 (B.25)
D =

 1 0
0 3

 (B.26)
E = −1
4
(
1 + eiq·v2
) 1
√
3
√
3 3

 (B.27)
F =

 52
√
3
2
√
3
2
3
2

 (B.28)
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When NNN springs are added, there is an extra term,
D′(q) = k′


A′ B′ C′
B′† D′ E ′
C′† E ′† F ′

 (B.29)
where
A′ =

 32
√
3
2
√
3
2
5
2

 (B.30)
B′ = 1
4
(
eiq·v1 + e−iq·v2
) 3
√
3
√
3 1

 (B.31)
C′ =

 0 0
0 −2eiqx/2 cos√3qy/2

 (B.32)
D′ =

 3 0
0 1

 (B.33)
E ′ = 1
4
(
eiq·v1 + eiq·v3
) −3
√
3
√
3 −1

 (B.34)
F ′ =

 32 −
√
3
2
−
√
3
2
5
2

 (B.35)
B.3.2 p31m:ptΓ
The deformed kagome lattice has the nearest neighbor translation vectors v1 = cosαxˆ,
v2 = cosα
(
1
2 ,
√
3
2
)
and v3 = cosα
(
−12 ,
√
3
2
)
= v2 − v1, the dynamical matrix with NN
springs has the form
Dp31m(q) = k


A B C
B† D E
C† E† F

 (B.36)
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where each of the script letters is a 2× 2 matrix,
A =

 12(4 + cos 2α) 12
√
3 cos 2α
1
2
√
3 cos 2α 2− 12 cos 2α

 (B.37)
B = 1
4

 B11 B12
B12 B22

 (B.38)
where
B11 = −2 + cos 2α+
√
3 sin 2α+ eiv2·q(−2 + cos 2α−
√
3 sin 2α) (B.39)
B12 = −
√
3 cos 2α+ sin 2α+ eiv2·q(
√
3 cos 2α+ sin 2α) (B.40)
B22 = −2− cos 2α−
√
3 sin 2α+ eiv2·q(−2− cos 2α+
√
3 sin 2α) (B.41)
C = (−1− eiq·v1)

 cos2 α cosα sinα
cosα sinα sin2 α

 (B.42)
D =

 2− cos 2α 0
0 2 + cos 2α

 (B.43)
E = −1
4

 E11 E12
E12 E22

 (B.44)
where
E11 = −2 + cos 2α−
√
3 sin 2α+ eiv3·q(−2 + cos 2α+
√
3 sin 2α) (B.45)
E12 =
√
3 cos 2α+ sin 2α+ eiv3·q(
√
3 cos 2α− sin 2α) (B.46)
E22 = −2− cos 2α+
√
3 sin 2α+ eiv3·q(−2− cos 2α−
√
3 sin 2α) (B.47)
F =

 12(4 + cos 2α) −12
√
3 cos 2α
−12
√
3 cos 2α 2− 12 cos 2α

 (B.48)
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When NNN springs are added, the extra term is
D′p31m(q) = k
′


A′ B′ C′
B′† D′ E ′
C′† E ′† F ′

 (B.49)
where
A′ =

 32
√
3
2
√
3
2
5
2

 (B.50)
B′ = 1
4
(
eiq·v1 + e−iq·v2
) 3
√
3
√
3 1

 (B.51)
C′ =

 0 0
0 −2eiqx/2 cos√3qy/2

 (B.52)
D′ =

 3 0
0 1

 (B.53)
E ′ = 1
4
(
eiq·v1 + eiq·v3
) −3
√
3
√
3 −1

 (B.54)
F ′ =

 32 −
√
3
2
−
√
3
2
5
2

 (B.55)
which reduces to the above expression for the kagome lattice in the α→ 0 limit.
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