An important consideration for neural hardware is its sensitivity to input and weight errors. In this paper, an empirical study is performed to analyze the sensitivity of feedforward neural networks for Gaussian noise to input and weight. 30 numbers of FFANN is taken for four different classification tasks. Least sensitive network for input and weight error is chosen for further study of fault tolerant behavior of FFANN. Weight stuck-at zero fault is selected to study error metrics of fault tolerance. Empirical results for a WSZ fault is demonstrated in this paper.
INTRODUCTION
Sensitivity analysis provides ability to analyze faulty behavior of neural hardware [3] . Error/fault in feedforward artificial neural network FFANN is classified as [20] Study of fault tolerance and robustness in neural networks needs following three areas to be explored [18] :
1) The capability of neural networks to performs in case of failure of internal components (node/weight)
2) Tolerance capability of FFANN to input noise 3) Tolerance capability of FFANN to noise in weight Design of fault tolerant neural network for failure of an internal component is studied in [19] , where redundancy technique has been proposed. Another technique to design fault tolerant neural networks is given in [21] , where magnitude of weight is initially kept low, so that any error due to weight will be negligible. While fault tolerance networks for the noise perturbed in input data and weight requires understanding the effects due to small error in input and weight.
Sensitivity analysis is required to study the effect of noise in input and weight [1] [4] [22] . In [10] , Alippi et. at. have studied the effect of error in input and weight in the neural networks. In a similar way, further research has been made in [5] to compute effect of noise perturbation in weight and input by Choi and Choi. Zeng and Yeung have demonstrated in [2] , where sensitivity of a neural network also depends on the structural configuration of the network.
Sensitivity analysis is widely used for the pruning of the network. Redundant inputs can easily be deleted by analyzing the effect of the input on the network output [23] . Zurada et al. [6] [8] and Engelbrecht et al. [7] , used sensitive analysis results to delete redundant inputs and prune the architecture of the MLP. Deletion of unimportant weight from a network using sensitive analysis is given in [9] .
In this paper, we analyze the sensitivity for an input error and weight error of a feedforward neural network and demonstrated a fault metric for weight stuck-at zero fault. In section II, architecture of feedforward artificial neural network is described. Sensitivity is explained in section III, fault model to be considered in this paper is explained in section IV. Section V explained experiments and results and paper is concluded in section VI. (2) We have used tan hyperbolic tangent sigmoidal function for the transformation from hidden layer node to output node.
ARCHITECTURE OF FFANN
The net input to the output node may be defined similarly to (1) as follows:
Where, αi represents the connection strength between the ith hidden layer node and the output node, while γ is the threshold/bias of the output node.
Inclusion of auxiliary input node x0 = 1 allows the redefinition of (1) as below
Where Wi is the weight vector wi augmented by the zeroth term corresponding to the bias. And, similarly introducing an auxiliary hidden node (i=0) such that h0 = 1 for any input allows us to redefine (3) as follows:
The notations are explained in figure 1. The figure 1 represents a m-input, n-hidden node and one-output FFANN.
DEFINITION OF SENSITIVITY
Sensitivity analysis of the network can be done with reference to various input parameters of neural networks which affect performance of output of the network. A definition of sensitivity in BP-networks has been suggested in [16] [17] .
Sensitivity analysis is based on the measurement of the effect that is observed in the output yk due to the change that is produced in the input xi. Thus, the greater the effect observed in the output, the greater the sensitivity present with respect to input.
Obtaining the Jacobian matrix [11] by the calculation of the partial derivatives of the output yk, with respect to the input xi , i.e. The values for the Jacobian matrix [11] do not depend only on the input-output but it also depends on the value stored in a hidden node and layer connection. It also depends on the activation function of the neuron of the hidden layer. Since different input pattern can provide different values for the slope, the sensitivity is generally found by calculating mean squared error (MSE) and mean absolute percentage error (MAPE). The same procedure is required to be followed for the study of weight sensitivity due the fact that each input pattern provides different new weight updated value.
FAULT MODELS AND FAULT METRICS
Framework to study fault tolerance of a FFANN is given in [14] . Broad classifications of faults of a FFANN are input, weight and node faults. Sensitive analysis for a single network on four classification problem for various fault models is given in [15] .
Missing link of interconnection between two nodes is called weight fault. The weight and node faults are often modeled as stuck-at-0 fault. Any incorrectness in the input to the adaptive machine is defined as an input fault/error. These faults occur due to external disturbance or noise. Mainly these types of fault affect input vector of the machine. Effect of input error on a network is an important parameter to study sensitive analysis of a FFANN.
Node fault is a similar type of fault as weight fault. Node faults are categorized in two types of node faults, namely hidden node faults and output node faults. Three types of node faults happen in node faults. Node fault categorized as follows:
1. Node stuck at zero 2. Node stuck at one 3. white noise in node In this paper, we consider only weight stuck-0 fault to measure fault metric for the chosen least sensitive network.
To measure the effect of faults/errors on the network output enumerated above, the following types of error/fault/parameter sensitivity measures may be defined:
1 MSE, MAPE and Other Global Measures:
The mean squared error (MSE) and the mean absolute percentage error (MAPE) should be used to measure the effect of all types of faults if the output of the FFANN is real. The percentage of misclassification is suggested as a measure of fault/error, for classification problem. Error of the network is reported as term of minimum (MIN), maximum (MAX), mean (MEAN), median (MEDIAN) and standard deviation (STD) error for MSE and MAPE both.
EXPERIMENTS AND RESULTS
In this section we apply sensitivity analysis to four approximation tasks. A small experiment was conducted to demonstrate the performance of the network for the weight suck-0 fault. Networks were trained for the following function approximation tasks [12] . Performance of the trained network for perturbed input and weight is demonstrated in this work. The data set for ANN are generated by uniform sampling of the domain of definition of the functions. 30 nos. of networks is designed for each of the above classification tasks. Best network is selected to demonstrate the effect of WSZ fault in this paper.
The network consists of two input, one hidden layer and one output node (Figure 1 ). The detail of the architecture used is summarized in Table 1 . The architecture was identified by exploratory experiments where the size of the hidden layer was varied from 5 to 30 (that is, the number of nodes in the hidden layer were varied from 5 to 30 in steps of 5) and the architecture that give the minimum error on training was used. All the hidden nodes use tangent hyperbolic activation function while the output nodes are linear. The resilient propagation (RPROP) [13] algorithm as implemented in MATLAB 7.2 Neural Network toolbox is used with the default learning rate and momentum constant. 200 random samples were generated from the input domain of the functions for training purposes. 1000 epochs of training was conducted for each problem
For each function we have trained 30 networks. An initial data set of 200 input-target pairs were generated to create trained set of network. A random generated new 200 data is given in the network for the validation purpose and another 1600 input is used for the testing of the network. Sensitivity error is evaluated on each type of network i.e. Trained, Validated and testing network. Sensitivity performance is evaluated for 30 networks for all functions. The detailed summary of least sensitive network under input perturbation for each function is given in Table 2, while  Table 3 illustrates the least sensitive network for the perturbation in weight for each function. Figures 2 and 3 depict the sensitivity profile for the small perturbation in input and weight respectively for all four functions. It is clearly shown that for few networks in various functions has very high sensitivity. It shows that, the high sensitive network will give bigger error under small error/fault.
Error of the least sensitive network for respective function is reported in Table 4 . Error of the network has been evaluated for different set of data which has been taken for validation, Testing and Training purpose of these networks.
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50 Table 5 . Table 5 infers that zero error can be achieved for the WSZ fault in network no. 29 for the function 3 and 4. Table  4 . The same network is also placed under WSZ fault and empirical result for various errors for the selected network is given in Table 5 .
