An expression is derived for angle-resolved photocurrent from a semi-infinite correlated system. Within the sudden approximation, the photocurrent is proportional to the spectral function of a one-particle two-time retarded Green's function G of an operator that creates an electron in a special quantum state χ localized at the surface. For a system described by a many-body single-band model we present an analytical expression that relates the Green's function G with the Green's function of an infinite crystal G b,k (ω) in Wannier representation. The role of final states and of the crystal surface is analysed for a model Green's function of the infinite crystal with a three-peak spectral function typical of a Mott-Hubbard metal. The momentum dependence of both the quasiparticle pole position and the spectral weight of the incoherent band manifest themselves in the shape of the photocurrent energy distribution curve.
I. INTRODUCTION
Angle-resolved photoemission spectroscopy (ARPES) has proved an indispensable tool to study the electronic structure of solids [1] [2] [3] [4] . It has become especially important with the discovery of high-Tc cuprate superconductors, when the enhanced experimental and theoretical effort was put into the studies of strongly correlated electron systems (SCES) 5, 6 . Mean-field-based approaches fail to describe the valence band of SCES, so ARPES becomes a crucial source of information about the electronic structure and a verification tool for manybody theories 7 . However, the interpretation of ARPES in terms of one-electron many-body spectral function (SF) may be sufficient only when the energy dispersion perpendicular to the surface is of the order of or smaller than the experimental energy resolution. This is the case in the layered cuprates 2,4 or perovskite-type vanadates [8] [9] [10] [11] , which have a quasi-two-dimensional valence and conduction bands despite their cubic lattice. Still, most of correlated compounds have a three-dimensional electronic structure 6 , and the photohole dispersion normal to the surface requires a more thorough theoretical analysis of the ARPES.
A conclusive interpretation of the ARPES experiment depends on the knowledge of final states of the photoemission process. In the sudden approximation 12 , the final states are time-reversed low-energy electron diffraction (LEED) states 13 , which decay into the interior of the solid in accord with the surface sensitivity of ARPES. To be realistic, a proper calculation of the photocurrent should allow for changes of the electronic structure near the surface and include the excitation probabilities.
The most elaborate theoretical framework to deal with ARPES is the one-step theory [13] [14] [15] [16] [17] [18] . It describes the excitation, the transport of the photoelectron to the crystal surface, and the escape into the vacuum as a single quantum-mechanical process including all multiplescattering events. This approach allows to perform realistic photocurrent calculations based on Kohn-Sham eigenfunctions, and it is implemented in several computer codes 17, 19, 20 .
The one-step approach was also formulated for nonlocal potentials 21, 22 , and in Refs. 23 and 24 it was combined with the dynamic mean field theory (DMFT) [25] [26] [27] within the Korringa-Kohn-Rostoker multiple scattering formalism. It was recently applied for the interpretation of photoemission spectra of 3d metals [28] [29] [30] . Most of studies of SCES are, however, performed within the basis of localized Wannier functions [31] [32] [33] , as originally proposed by P.W. Anderson 34 and J. Hubbard 35 . The Wannier representation is quite natural here, since the largest Coulomb interaction term -the so-called Hubbard interaction, which is responsible for electron correlations in d or f shells of transition metals -is diagonal in this basis 35 . The theoretical many-body bulk SFs are often directly compared with ARPES spectra [36] [37] [38] , thus ignoring the role of the final states and the effect of the surface. The surface effects in SCES were considered in Refs. [39] [40] [41] [42] [43] , and their influence on ARPES was discussed on a qualitative level. Thus, the formulation of the one-step approach in the localized basis is highly desirable as it would enable a quantitative comparison of many-body calculations results with the state-of-the-art ARPES data 44 .
According to the classification of Ref. 45 , the strongly arXiv:1606.01636v1 [cond-mat.str-el] 6 Jun 2016 correlated transition metal compounds may be divided into two categories depending on the relation between Coulomb interaction U within the d-shell and the charge transfer energy ∆ between the metal ion and surrounding anions. In the Mott-Hubbard systems, ∆ U , the valence band may be described by a one-band Hubbardtype model 35 , while for charge-transfer systems, ∆ U , an explicit account of the anion states is necessary 46 .
In this paper, we formulate the one-step approach in the localized basis (Sec. II), and consider its application to Mott-Hubbard systems. In Sec. III, starting from the bulk Green's function (GF), we derive the GF of the semi-infinite system. After a short discussion of ARPES of layered systems in Sec. III A, we find an analytical formula for the photocurrent from a system with tangible dispersion in the direction normal to the surface (Sec. IV). In Sec. V, we discuss how the formula reflects the role of final states and of the surface and give some illustration of its application. Technical details of the derivation are given in the Appendix.
II. ARPES CALCULATION FOR LOCALIZED BASIS
In this section we revisit the one-step theory of photoemission in order to formulate it in the Wannier representation for initial states. The localized basis is ideally suited for the electronic structure of SCES, and at a certain level of approximation it allows an elegant inclusion of surface effects.
A. Sudden approximation
We consider a semi-infinite crystal that extends over the half-space z ≤ z 0 , with a perfectly flat surface. The solid is irradiated with light given by the vector potential A (x, t) = A (x) cos Ωt (we choose the gauge in which the scalar potential is zero). Within the sudden approximation 12 , the interaction between the excited electron and the photohole is neglected. Then the descriptions of the initial state and of the final state can be separated from each other. The steady radial photocurrent j (q, E) of electrons emerging from the solid along the observation direction defined by the unit vectorq with energies between E and E + dE is then given by 15, 16 j (q, E) = 1 2π lim
where the vector X = Xq points in the direction of the detector, and G (X, x, E) is the retarded propagator of the outgoing electron,
In general, the anticommutator two-time retarded GF of two operatorsÂ andB is defined as
where Â ,B ≡ÂB +BÂ, the time-dependent operatorÂ(t) isÂ(t) = exp(itĤ)Â exp(−itĤ), and the angular brackets denote the thermodynamic average Â ≡ T r exp −βĤ Â /T r exp −βĤ . The operator ψ(x) annihilates an electron at the point x, and G + (x 1 , x 2 , ω) is the "lesser" function 15, 16 for the initial state
where Φ is the work function, the vacuum level is at E = 0, and f (ω) = 1/ e βω + 1 is the Fermi distribution function. We consider a non-magnetic solid and drop the spin index. Throughout the text the double prime denotes the imaginary part of a complex value, e.g.,
is the electron-light coupling, with P = −i∇ being the electron momentum operator and c the light velocity. The atomic units = e = m e = 1 are used. In resonant photoemission [47] [48] [49] [50] or in the presence of microscopic fields due to the dielectric screening 51, 52 the operatorÔ is more involved, which complicates the calculation of matrix elements M k , E in Eq. (20) , but the theory presented below remains fully applicable Following Ref. 16 , we use the asymptotic formula for G (X, x, E),
where ϕ > (x,q, E) is the LEED wave function. The inelastic scattering due to electron-electron interaction in the propagation of the outgoing electron may be taken into account phenomenologically by introducing an absorbing optical potential into the effective Schrödinger equation for the function ϕ > (x,q, E) [53] [54] [55] . Thereby the LEED function becomes a superposition of evanescent Bloch waves. Substitution of (3) and (2) into Eq. (1) gives
We see that the SF (7) reduces to the density of states (DOS) projected on the function χ (x,q, E)
Substituting Eq. (13) into Eq. (6), we recover the wellknown expression for the photocurrent in the mean-field one-step approach [13] [14] [15] [16] [17] [18] [19] 56, 57 . Note that the Hamiltonian (11) describes a semi-infinite crystal, which makes the calculation of the eigenvalues E i and eigenfunctions Ψ i (x) highly non-trivial even in the mean-field approximation.
C. Interacting electrons
For the non-interacting systems, the photoexcitation of an electron from a single-determinant N -electron eigenstate of the Hamiltonian (11) creates an (N − 1)-electron eigenstate of the same Hamiltonian. The electronelectron interaction complicates the picture of the photoexcitation. On the mean-field level, the removal of an electron from an N -electron system changes the meanfield, but these changes are negligible for a macroscopic number of electrons. More important is the interaction beyond the mean-field: the two-particle (four-fermion operator) terms in the Hamiltonian, which account for the residual interaction, i.e., are the part of the bare Coulomb interaction responsible for the correlations in the electron motion 5 . In contrast to the bare Coulomb interaction, the residual interaction is a short-ranged one. It is often introduced on the model level via Hubbard-like terms, which are conveniently represented in the localized basis of Wannier functions 35 . In SCES, the Hubbard terms are comparable with matrix elements of kinetic energy. This makes it impossible to present an N -electron eigenstate as a single determinant. The removal/addition of an electron from/to this state produces an (N − 1)-/(N + 1)-electron state that is a combination of a large number of eigenstates with different energies. As a consequence, the GF describing electron removal and additional spectra does not have the simple pole form of Eq. (12) but acquires a complex self-energy in the denominator. As a result, the SF −G ii (ω + i0)/π is not anymore a single δ-function, but it may have humps that come from the branch cut singularities of the self-energy, and that are called incoherent bands. These bands coming from the self-energy of the initial states are observed in ARPES as "satellites" that appear at binding energies different from the energies of "main peaks" of the mean field theory. For a proper interpretation of the experiment, the many-body GF describing the initial states should be incorporated into the one-step approach.
Note that the only approximation we have used to derive Eq. (6) is the sudden approximation, and that Eq. (6) is fully general and applicable for a wide range of systems including strongly correlated systems. The role of the final state ϕ * > (x,q, E) (the time reversed LEED state) is clear from Eqs. (9) and (10): it defines the form of the operatorĈ σ (q, E), and, thus, the SF (7), which is our ultimate aim. Thus, the angular and energy dependence of the photocurrent cannot be understood solely from the structure of the initial states. On the one hand, this complicates the interpretation of ARPES experiments, but, on the other hand, it allows to learn about final states from the measured spectra 58 . We assume that the target crystal has two-dimensional (2D) lattice periodicity. Inside the solid, the time reversed LEED function may be written as
where x is the radius-vector component parallel to the surface, x = x + zn, with n being the unity vector normal to the surface. The surface-parallel momentum component q = k + G is the sum of the momentum vector in the first Brillouin zone k and 2D reciprocal lattice vector G . The function U x , z,q, E is periodic in x and may be written as a combination of evanescent waves [cf. Eq. (37) 
where m is the band index and
is the complex momentum component in the direction perpendicular to the surface. The functions u m have the periodicity of the 3D crystal, with the Bravais lattice vectors R = R + lcn, where l ≤ z 0 /c is an integer and c is the lattice period in z direction. For both x and x + R inside the solid it is u m x + R, k , E = u m x, k , E . Inside the crystal, the function produced by the perturbationÔ acting on the final state ϕ * > in Eq. (10) is, clearly, also a combination of evanescent waves
Thus, the function χ (x,q, E) is localized at the surface, which reflects the surface sensitivity of the photoemission spectroscopy. If one of the waves dominates the sum in Eq. (15) its localization can be expressed by the "inelastic mean free path" L ∼ 1/2k z E, k . In order to proceed further, we chose a basis of localized functions suitable for the description of the initial state. For example, it may be the basis of Wannier functions for a set of bands within some energy window around ω = E − Ω. We write the electron annihilation operator for the initial state in the form
where a R,α annihilates an electron in the state w α (r − R − s) localized at the lattice site R + s, where s is a basis vector of the unit cell, and α accumulates s and all the relevant quantum numbers. For the operatorĈ of Eq. (9) we obtain (see Appendix)
where we have introduced the Fourier transforms
Here N is the number of sites in the plane, N ⊥ is the number of planes in the system, and k = k + pn. Operator a k ,l,α annihilates an electron in a layer Bloch state
localized at l-th layer, while a k,s,α annihilates an electron in a bulk Bloch state
Equation (17) expresses the conservation of the momentum parallel to the surface. The expression (19) forĈ shows that, generally, all states with different perpendicular momenta p contribute to the photocurrent for a given k and E. In Ref. 16 , it was pointed out that the factor ∆ m,p (21) is sharply peaked at
Eqs. (42)- (47) of Ref. 16] . In this particular case, the crystal momentum is conserved also in z direction. In Sec. IV we will return to this discussion.
Equations (18) and (19) allow to write the GF of Eq. (8) in the form
The GF of semi-infinite crystal
depends on the pair of perpendicular momenta because of the broken translational invariance in the surface-normal direction.
III. SEMI-INFINITE MOTT-HUBBARD SYSTEM
Now we consider a system whose valence band spectrum may be described by an effective one-band HamiltonianĤ eff on a Bravais lattice, i.e., we have only one sort of orbitals φ(r − R) at the lattice sites R = R + zn. For an infinite crystal, the GF is diagonal in the k-space
where k = k + pn. Here we do not specify the HamiltonianĤ eff but assume only that the mean-field energy ε k and the self-energy Σ k,ω may be calculated for the bulk system with the full account of many-body effects. The momentum-dependent SF
is the main characteristic of the electronic structure of SCES. It contains information both about the quasiparticle energy dispersion and about the incoherent bands.
A. ARPES from a layered system
Many systems of current interest are built of weakly coupled layers or chains: High-Tc cuprates and Febased superconductors, quasi-one-dimensional magnetic systems, ruthenites, iridates, etc. If the surface coincides with the two-dimensional layer or is built of onedimensional (1D) chains we can neglect the dispersion in the surface-normal direction. Then the planes become decoupled, and the GF of Eq. (27), does not depend on l 1 and l 2 . For the Mott-Hubbard system we can write
Thus, for systems with a negligible dispersion normal to the surface ARPES directly measures the SF of the electron GF.
B. Account of the surface in a 3D system However, the actual crystals are three-dimensional. Even in quasi-1D or quasi-2D systems the chains or the layers are coupled, and the energy of the photohole disperses with k ⊥ . This dispersion may be small compared with the dispersion parallel to the surface, but with the progress in angular and energy resolution 44 it becomes measurable, which calls for a more thorough theoretical analysis of the surface-normal degree of freedom, which is proposed below.
In the equation of motion for the GF
which straightforwardly follows from Eqs. (29) and (30), we perform in both sides the Fourier transform a k ,l = 1/ √ N ⊥ p e iplc a k inverse to (23) and obtain the equation of motion for the "interlayer" GF of Eq. (27) 
Equation (32) has the form of an equation of motion for an effective 1D tight-binding system with an energydependent (and generally non-Hermitian) Hamiltonian
with hopping amplitudes given by Eq. (33). Now we proceed with a semi-infinite crystal. The surface may be introduced as a perturbationV that breaks an infinite crystal into two non-interacting parts. In Refs. 41 and 59 the coupling between the two parts is eliminated by means of a non-diagonal perturbation V l,l2 = −h l,l2 . We achieve the same result using the diagonal perturbation of the form
where i enumerates the atomic planes of a slab that divides the crystal into two semi-infinite parts. The width of the slab should be equal or larger than the maximal distance (l − l 2 ) c for which the hopping integrals h l,l2 in Eq. (32) are non-zero. In the limit ε 0 → ∞ the two half-spaces are separated by an infinite barrier. Similar approaches are used for the description of vacancies 60 , in the cavity method of DMFT 25 , and for the hard-core constraint for magnon pairs in acute-angle helimagnets 61, 62 (the bound states of magnons being analogues of the surface states).
Note that the perturbationV leads to a relaxation of the system, which changes the effective Hamiltonian h(k , ω). These changes are expected to be localized at the surface and, in principle, can be taken into account in a self-consistent way. Here we neglect it and consider the simplest case when only adjacent planes are coupled byĥ(k , ω)
c being the inter-plane distance. Then we may retain in Eq. (35) only the term with z i = 0. The assumption (36) is natural for a narrow-band system, and the local character of the self-energy (37) is also a commonly accepted approximation 25, 26, 38 . Note that we do not make any assumptions about the k -dependence of the self-energy, which may be quite strong 38, [63] [64] [65] . We then obtain the bulk GF of Eq. (30) in the form
where we have included the dispersion parallel to the surface ε k into the real part of the self-energy:
The equation of motion for the GF of the perturbed system then reads
We perform the double Fourier transform
in both sides of Eq. (39) to obtain for the GF of Eq. (28)
where we have defined
Now we substitute (40) into the left hand side of Eq. (41) for l = 0 and find
Finally, Eq. (40) gives the GF of the perturbed system
Thus, we have found the GF of the Hamiltonian (44) is the desired result: it gives the GF for the semi-infinite crystal that extends over the half-space z ≤ z 0 = −c, which is necessary for the calculation of ARPES via Eqs. (6) and (26) .
Note that the approximations given by Eqs. (36) and (37) may be easily relaxed by using a thicker slab in Eq. (35) . In this case, the GF may be found by successively applying this trick [60] [61] [62] : based on Eq. (43) we find the GF of the Hamiltonianĥ 2 (k , ω) =ĥ 0 (k , ω) + ε 0 a † k ,c a k ,c with two perturbed planes and employ it to find the GF for three perturbed planes, etc.
A similar technique may be used to account for the surface relaxation of the system. In this case, the charge selfconsistency may require the diagonal terms h l,l (k , ω) (33) to be l-dependent 39, 40 , and also the non-diagonal terms h l,l2 (k , ω) of the effective Hamiltonian (34) may depend on both indices l and l 2 rather than on their difference. These deviations from the Hamiltonian (34) obtained from the bulk values of ε k + Σ k,ω are expected to have local character, and, thus, can be treated by Eqs. (39) -(43) . Thereby, the problem is reduced to the problem of a few impurities in a 1D chain. These changes will perturb the electronic structure near the surface, and surface states may emerge. As mentioned above, the surface states that decouple from the bulk continuum have close analogy to the bound states of magnons in 1D magnets 61 .
IV. ARPES FROM A 3D MOTT-HUBBARD SYSTEM
In this section we consider the case when one of the waves dominates the sum in Eq. (16) , so the timereversed LEED function ϕ * > (x,q, E) (14) inside the solid may be approximated by a single evanescent wave:
where k ⊥ = k z − ik z . Then Eq. (26) acquires the form
where we define ω ≡ E − Ω. Substituting the expression (44) for the GF of the semi-infinite system into Eq. (46) and setting there z 0 = −c (the surface layer) we have
where
Here G b,k (ω) is given by Eq. (38) with k = k + pn,
The integrand of I 1 is defined by the bulk GF of Eq. (30), and I 2 comes from the surface term of (44) .
The integrals (48) and (50) are calculated using the residue theorem (see the details in Appendix)
where R(u, v) is a rational function of u and v, and z m , m = 1, . . . , n are poles of rational function R 0 (z) = − that lie inside the circle |z| < 1. We have two residues for I 1 ,
which are given by Eqs. (A10) and (A11) and one residue for I 21 (A12). The final expression is
and the function
is the GF for the states localized at the edge of a semi-infinite chain described by the tight-binding Hamiltonian 66,67ĥ = b l≥0 a † l a l+1 . Equation (55) represents the function F (k, ) in a continued-fraction form. This ensures the correct analytic properties of G (q, ω), see Eq. (47), as a function of complex energy = ω − σ k ,ω = ω − ε k − Σ k ,ω . The GF is an analytic function in the whole complex energy plane with the exception of the real axis, where it may have poles and branch cuts 66 . In the upper (lower) half-plane it coincides with the retarded (advanced) GF. It is easy to see that the function F k, ω − σ k ,ω coincides with the bulk GF of Eq. (38) in the so-called direct-transitions limit k z → 0. In this limit it is k,ω → −2T k ,ω cos k z c and B 2 k,ω → 0, and finally Eq. (54) becomes
A pole of the bulk GF G b,k +k z n (ω) may occur if both Σ k,ω is real and the energy ω 0 (k) satisfies the equation
In the vicinity of this energy it is
the pole transforms into a resonance of a Lorentzian form
where the energy of the resonance satisfies the equation ω r − σ k ,ωr = −2T k ,ωr cos k z c/ cosh k z c, which for a small decay index k z c gives ω r (k) ≈ ω 0 (k) Equation (61) is the well-known expression for the resonance width Γ 58,68,69 in terms of the the group velocity of the hole quasi-particle v h = ∂ω 0 /∂k z . Formula (60) shows that this expression is valid only in the middle of the quasi-particle band, where k z k z . The expression for F r for arbitrary values of k z c is given in the Appendix (A13).
The energy dependence of the final state (45) leads to the energy dependence of the GF of Eq. (53) via the functions K k , E , k z k , E , and k z k , E . Now let us assume that the matrix element slowly varies with energy
and concentrate on the role of the decay of the final states into the solid. For the analysis of photoemission in the next section we introduce the normalized GF
and its SF
Here A 1 and A 2 give the contributions to the photocurrent from the bulk and the surface terms of the GF of Eq. (44), respectively. This normalization facilitates the comparison with the bulk SF A b (k, ω), which is normalized to unity.
V. DISCUSSION
In this section, we study the behavior of the GF (62) and the relevant SFs (64)- (66), which define the shape of the photocurrent energy distribution curve (EDC) through the expression (7). We neglect the ω-dependence of the effective hopping in the normal direction, and in Eq. (38) we set T k ,ω ≡ T . We assume that T is real and positive, and take it as the unit of energy. We chose the value of the parallel momentum k that gives ε k = −2.2T , in order to have the quasiparticle peaks close to the lower Hubbard band for our model of the initial state self-energy, see see next subsection. This choice highlights the quasiparticle band narrowing and the dispersion of the lower Hubbard band weight in the surface-normal direction. 
A. Initial states
We adopt a simple analytic expression for the selfenergy of the bulk GF, see Eq. (37):
2 . By choosing b 1 > b 2 and an appropriate value for b we construct the function G b,k (ω), Eq. (38), with a three-peak structure of the SF characteristic of a Mott-Hubbard metal 37 . It has a central coherent peak at ω = ω 0 (k), see Eq. (58), and two incoherent bands over the energy intervals ( Figure 1 shows the SF (31) for several values of k z and b 1 = 5T , b 2 = b = T . Note that the quasi-particle band is narrower than in the noninteracting case Σ k ,ω = 0, where its width is 4T . This follows from Eq. (58) because within the Hubbard gap the self-energy is approximately Re (Σ k,ω ) ∼ −αω, with a positive coefficient α being weakly dependent on ω (see, e.g., Fig. 2c of Ref. 37) . Then Eq. (58) gives a renormalization of the dispersion ω 0 (k) ∼ ε k /(1 + α).
The incoherent bands originate from the self-energy branch cuts, where its imaginary part is a negative definite function, see the dashed line in Fig. 1 . Its position does not depend on k z because we have chosen the coefficients b 1 and b 2 to be k z -independent. Nevertheless, its intensity is pronouncedly momentum dependent. This dependence has the same origin as the quasiparticle band narrowing. It comes from the spectral weight redistribution, which is the consequence of the coupling between the quasi-particle and the incoherent bands. To show this, we note that the SF obeys the sum rulê
At a fixed momentum k, the spectral density has one coherent peak situated at ω 0 (k) between two incoherent bands
where A lhb (k, ω) and A uhb (k, ω) are the low and the upper Hubbard band SFs, respectively, that yield the humps at the energies ω lhb/uhb ∼ ±b 1 . Then, for the incoherent bands we obtain
The spectral weights W lhb (k) and W uhb (k), obviously depend on k. In Eq. (68), we approximated the integrals´∞ −∞ ωA i (ω)dω by ω i W i (k), where "i" is "lhb" or "uhb". The momentum dependence of the incoherent band weight was recently observed in ARPES experiments and in the DMFT calculations for vanadates Sr x Ca 1−x VO 3 8,9 .
It is instructive to calculate the DOS projected on the 2D Bloch sum of Wannier functions, Eq. (24), in the layer z = lc:
where G k ,p1,p2 (ω) is the GF of the semi-infinite system given by Eq. (44) . The integrals over p 1 and p 2 are calculated using Eq. (51), and the result looks very simple:
where g s (ω) is given by Eq. (57). The function g k (ω), Eqs. (42) and (A9), is the bulk value of the layer function Figure 2 shows the result for layers at different depths. We see that the projected DOS has rather peculiar dependence on l (cf. Sec. 4 and Fig. 1 of Ref. 67) , and its convergence to the bulk shape is slow. Strong oscillations of the DOS near the surface were also documented in ab initio calculations, see, e.g., Fig. 4(d) in Ref. 70 .
B. Final states
In order to take into account the inelastic scattering of electrons in the LEED experiment Slater 53 proposed to add an imaginary term to the potential energy. The Schrödinger equation then reads
where V (x) is the periodic potential inside the solid. The optical potential V i may be considered an approximation for the imaginary part of the electron self-energy. Following Ref. 71 , we start from the solution of the unperturbed problem
in Wannier representation
and search the solution of the perturbed problem (71) in the form
Then the modulating function Ψ(R) is the solution of the equation (44) are also shown. Thin cornflower blue line in the upper panel shows the spectral density behavior near the (δ-functional) coherent peak of the bulk Green's function Lorentzian (59) Hereˆ (−i∇) is a differential operator obtained from the function (k) by the substitution k → −i∇. Thus, Eq. (72) is a Schrödinger equation for Ψ (x), in which the perturbation −iV i is the potential energy, while the kinetic energy operator is derived from the band structure (k) of the unperturbed problem.
Substituting Ψ(x) = exp (ikx) with complex k = k − (k z + ik z ) n (in LEED, k ⊥ points into the crystal), we obtain
which allows to find the components of complex k-vector from the analytical continuation of the function (k) into the complex energy plane. 
C. Final state energy far from the gap
When the energies of photoelectrons E are far from the gaps in the unoccupied spectrum (k), we may write
Equation (73) then gives k z with a constant imaginary part and a real part that linearly depends on energy
Figures 3 and 4 show typical EDCs in this regime in comparison with the bulk SF. The coherent peaks, which are δ-functions in our approximation for the initial states, transform into Lorentzians, whose width according to Eq. (61) is proportional to k z and to the quasiparticle group velocity perpendicular to the surface 68, 69 . The broadening is invisible for the incoherent part, but the dependence of the real part of the wave vector k z on energy (74) leads to deviations of the EDC shape from the SF as a result of the dispersion of the intensity of the incoherent part with k z .
D. Final states near the Bragg gap
Now we consider the case when the energy of photoelectrons is close to a gap in the spectrum (k), i.e. k = k + G 2 + δ n is near a Brillouin zone boundary, Gn being a reciprocal lattice vector. Then (k) can be approximated as
where E G and W are the center and the half-width of the gap, and z is some positive value, which plays the role of a "bare group velocity" in the absence of coupling between waves with k and k + Gn. Equation (73) now gives
Figure 5(a) shows that both real and imaginary parts of k z become energy dependent. The dependences (76) and (77) are smoothed by the optical potential V i . Figure  5 (b) shows that for small values of V i the EDC from the incoherent band may substantially deviate from the SF. This may be important for the interpretation of the lowenergy ARPES, where the inelastic scattering is relatively weak.
E. Small inelastic mean free path.
It is instructive to consider the limit k z c → −∞, in which case the final state is strongly localized near the surface. Let us consider the bulk contribution I 1 to the GF, see Eq. (47). In this limit, the only non-vanishing part is R 2 , see Eqs. (52) and (A11), which yields
For the coherent band, the self-energy is real. Then the SF A 1 , which is proportional to the imaginary part of I 1 , see Eq. (65), is nonzero for ω − σ k ,ω 2 − 4T 2 < 0. Near the points ω − σ k ,ω = ±2T , the bulk contribution A 1 to the SF has horn-like singularities typical of the 1D density of states (cf. the lowest curve in Fig. 2) . These "horns" are cancelled by the same singularities in the surface term, see Eq. (49): Substituting both expressions into (47), we obtain
It is clear that the imaginary part of this expression as a function of ω has the semi-elliptical form of the local DOS at the edge site of a semi-infinite chain (cf. the topmost curve in Fig. 2 ). Equation (79) follows from the general formula (53) in the limit e −k z c → 0. Figure 3 (b) demonstrates that a similar cancellation happens also for finite k z . Thus, the account of surface terms in the initial state GF of Eq. (44) is crucial for the coherent contribution but less important for the incoherent band.
VI. CONCLUDING REMARKS
In strongly correlated systems, the conventional understanding of the solid as a Fermi-liquid of quasiparticles breaks down in the sense that a considerable part of the spectral weight transfers from the quasiparticle peak to the incoherent band. This occurs because the removal of an electron from an N -electron state creates a superposition of (N − 1)-electron eigenstates with a spread of energies. Thus, the electronic structure of strongly correlated system is described by a momentum-dependent spectral function A b (k, ω) (31) rather than a quasiparticle energy ε k . The incoherent bands in the spectral function of the ground state come from the correlated motion of electrons expressed as the imaginary part of the self-energy. In ARPES, these bands are observed as structureless humps apart from pronounced quasiparticle peaks.
ARPES data provide the information about both initial and final states of the photoemission process. Both kinds of states characterize the solid under study, and they are solutions of the Schrödinger equation with the same Hamiltonian. Using the sudden approximation, we have shown how the spectra depend on physical properties of the initial and final states. First, we recast the well-known mean-field theory expression for the photocurrent in the one-step approach as a formula for a DOS-function projected onto a surface-localized electron state χ, Eq. (10). The wave function χ(r) decays into the solid owing to the spatial decay of the time-reversed LEED function, and, at the same time, it rapidly vanishes in the vacuum owing to the confinement of the initial states. Then the many-body calculation of the ARPES intensity in the one-step approach reduces to the calculation of a spectral function of the two-time retarded GF for an operator that creates an electron in the state χ.
Further, we make use of the Wannier representation and obtain the GF for a semi-infinite system out of the GF of an infinite system. This approach is especially advantageous for strongly correlated systems. For the simplest case of a one-band Mott-Hubbard system and neglecting the modification of the crystal potential at the surface we have obtained an analytical result. Combined with modern numerical methods, our approach is fully applicable to realistic models of surfaces.
Furthermore, for the present model we have obtained an analytical expression for the photocurrent assuming that the inelastic scattering in the final state can be described by a mean free path. Here we approximated the LEED function inside the solid by a single evanescent wave. This is not a serious limitation, which may be easily lifted within the present formalism. Expressions (7) and (53) explicitly relate the energy distribution of the photocurrent to the bulk electronic structure.
The analysis of the expressions reveal the following features of the photocurrent: (i) As in the mean-field theory 58,68,69 , the quasi-particle pole of the bulk Green's functions gives rise to a resonance, whose width is proportional to the imaginary part of the wave vector k z and to the group velocity of the hole perpendicular to the sur-face. (ii) For the incoherent band, even if its energy range is k-independent, as is the case in most DMFT theories, its spectral weight turns out momentum-dependent 8, 9 . Apart form the obvious k -dependence of the intensity, this manifests itself in the photon energy dependence of the EDC. This reflects in the first place the k-dependence of the initial-state spectral function A b (k, ω), Eq. (31), but it may also involve more complicated matrix element effects. This happens already in the simplest case when the final-state decay rate k z is constant over the whole EDC energy range. However, when the energy passes through a gap in the final-state spectrum, where k z rapidly changes with energy, EDC becomes dramatically distorted with respect to the underlying spectral function A inc (k, ω). Furthermore, interesting interference effects are expected when the LEED function has several evanescent components with different decay rates 72 . In this work, we have considered rather simple models of both initial and final states. The present formalism opens a way to study ARPES for more realistic models of strongly correlated electron systems, such as LDA+DMFT 26, 36 , LDA + Gutzwiller method [73] [74] [75] , LDA-based many-band Hubbard model 76, 77 , embeddedcluster quantum chemistry calculations 78, 79 , etc. In addition, a more accurate treatment of final-state effects can be implemented 57, 58, 72 . Owing to the simplicity of the Wannier representation, the present formalism can be straightforwardly extended to two-photon and pumpprobe photoemission 80, 81 . 
and obtain Eq. (17) . Substituting the Eq. (15) into (17) that gives Eqs. (18), (19) For the one-band model considered in Sec. III, and the final sate given by Eq. (45) we havê
For the GF of Eq. Eq. (26) we have
e i(p1−p2)z0 ∆ p1 ∆
