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ON EQUIVARIANT ORIENTED COHOMOLOGY OF
BOTT-SAMELSON VARIETIES
HAO LI AND CHANGLONG ZHONG
Abstract. For any Bott-Samelson resolution qI : XˆI → G/B of the flag va-
riety G/B, and any torus equivariant oriented cohomology hT , we compute
the restriction formula of certain basis ηL of hT (XˆI ) determined by the pro-
jective bundle formula. As an application, we show that hT (XˆI) embeds into
the equivariant oriented cohomology of T -fixed points, and the image can be
characterized by using the Goresky-Kottwitz-MacPherson (GKM) description.
Furthermore, we compute the push-forward of the basis ηL onto hT (G/B), and
their restriction formula.
1. Introduction
Let G/B be a flag variety. For each w in the Weyl group W , and a reduced
decomposition w = si1 · · · sil , one defines the variety
XˆIw = Pi1 ×
B Pi2 ×
B · · · ×B Pil/B.
Here Pij is the minimal parabolic subgroup corresponding to the simple root αij .
Multiplication of all the coordinates defines a canonical map qIw : XˆIw → G/B,
which is proper and birational over the Schubert variety X(w) of w. This is called
a Bott-Samelson resolution of X(w). These resolutions play important role in
Schubert calculus and representation theory.
We are interested in hT (XˆIw ), where hT is an (equivariant) oriented cohomology
theory in the sense of Levine-Morel. Examples of h include the Chow group (singu-
lar cohomology) and K-theory. For any h, it is proved in [CZZ12, CZZ19, CZZ14]
that, after fixing a reduced decomposition Iw for each w ∈ W , the push-forward
qIw∗(1) in hT (G/B) of the fundamental class define a basis of hT (G/B) over the
base ring hT (pt). This enables the authors of loc.it. in constructing the algebraic
replacement of hT (G/B), and provides standard setting for generalized Schubert
calculus. For further study on equivariant oriented cohomology of T -varieties fol-
lowing this method, please refer to [DZ20, GZ20, LZZ16, CNZ19, Z20].
Let us consider hT (XˆI) for a general sequence I = (i1, ..., il). Note that the
set XˆTI of T -fixed points of XˆI is in bijection to the power set of [l] = {1, 2, ..., l}.
Denote by j : XˆTI → XˆI the canonical embedding. Our main result is the following:
Theorem 1.1. (Corollary 4.4) For any sequence I, the pull-back to T -fixed points
j∗ : hT (XˆI)→ hT (XˆTI ) is injective.
Furthermore, we show that elements in the the image of j∗ satisfy the Goresky-
Kottwitz-MacPherson (GKM) description (see Theorem 4.5). Indeed, in case the
sequence I = (i1, ..., il) consists of distinct ij ’s, we prove that the GKM description
uniquely characterizes the image (Theorem 4.6).
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Let us mention the idea of the proof briefly. Since XˆI is constructed as a tower
of P1-bundles, there is a canonically defined algebra generators ηj ∈ hT (XˆI) corre-
sponding to each parabolic subgroup Pij in XˆI . Each ηj satisfies certain quadratic
relation. Therefore, for each subset L of [l], denoting by ηL the product of ηj with
j in L, then ηL form a basis of hT (XˆI).
We compute the restriction j∗(ηL) explicitly (Theorem 4.3). The computation
uses the characteristic map c : hT (pt) → hT (XˆI) induced by the map sending a
character λ of T to the first Chern class of the associated line bundle over XˆI . We
then use the explicit formula of j∗(ηL) to prove Theorem 1.1, and the relationship
of the image with the GKM description.
As another application of the computation of j∗(ηL), we also compute the push-
forward of ηL via the canonical map qI : XˆI → G/B. We show that the push-
forward qI∗(ηL) coincides with the Bott-Samelson class corresponding to the se-
quence I\L.
For future applications, one would apply the restriction formula (Theorem 4.3)
and the push-forward formula (Theorem 5.4) in the study of motivic Chern (mC)
classes in K-theory. MC classes are certain K-theory classes associated to con-
structible subsets of T -varieties. For details, please refer [AMSS17, RTV15, RTV17].
They are closely related with the K-theoretic stable basis of Springer resolutions,
defined by Maulik-Okounkov [MO12, O15] and studied in [SZZ17, SZZ19]. Indeed,
Mihalcea has some recent work on the relationship between push-forward of MC
classes of Bott-Samelson varieties and the Kazhdan-Lusztig basis of Hecke algebra.
The authors hope to apply the computation of this paper on understanding this
relationship.
The paper is organized as follows: In Section 2 we recall necessary notions of
equivariant oriented cohomology theory, formal group algebra, and the character-
istic map c. In Section 3 we recall some basic facts about Bott-Samelson varieties.
In Section 4 we compute the restriction formula (Theorem 4.3), which was used to
prove the injectivity of the pull-back map j∗ and the GKM description (Theorem
4.5). In Section 5 we compute the push-forward of the basis ηL onto hT (G/B).
Acknowledgments: The second author would like to thank Leonardo Mihalcea
and Rebecca Goldin for helpful conversations.
2. Equivariant oriented cohomology theory
In this section, we define some notations, and collect some basic notions and
facts about equivariant oriented cohomology theory.
Let G be a split semisimple linear algebraic group over a field k, with rank n.
Let T be a split maximal torus of G and B ⊂ G be a Borel subgroup. Let Π =
{α1, α2, . . . , αn} be the set of simple roots, and Σ be the set of roots. Let Pi be the
minimal parabolic subgroup corresponding to the simple root αi. The Weyl group
W of G is generated by {sα1 , . . . , sαn} where sαi is the reflection corresponding to
αi. Note that W can be identified with NG(T )/T . Sometimes we will understand
si = sαi as an element in G. We denote the group of characters of T by Λ. For
each positive integer l, denote [l] = {1, 2, ..., l}.
Let F be a formal group law over the commutative ring R. Examples include
the additive formal group law Fa = x + y over Z, and the multiplicative formal
group law F = x+ y − βxy over Z[β, β−1].
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Definition 2.1. Let RJxΛK := RJxλ|λ ∈ ΛK be the power series ring. Let JF be
the closure of the ideal generated by x0 and xλ+µ−F (xλ, xµ), λ, µ ∈ Λ. We define
the formal group algebra RJΛKF to be the quotient
RJΛKF = RJxΛK/JF .
Indeed, RJΛKF is non-canonically isomorphic to the formal power series ring with
n variables. For simplicity, we denote S = RJΛKF . Note that by definition, x−λ is
the formal inverse of xλ, that is, F (xλ, x−λ) = 0. Since any formal group law F is
always of the form
F (x, y) = x+ y + a11xy + higher order terms, a11 ∈ R,
so it is not difficult to see that x−λ = −xλ + x2λf(xλ) for some f(t) ∈ R[[t]].
Therefore, xλ
x−λ
is an invertible element in S.
Example 2.2. (1) Let Fa be additive formal group law, then we have a ring
isomorphism
RJΛKFa
∼= SR(Λ)
∧, xλ 7→ λ,
where SR(Λ) is the symmetric algebra of Λ and the completion is done at
the augmentation ideal.
(2) Let R[Λ] be the group algebra
{∑
j aje
λj |aj ∈ R, λj ∈ Λ
}
. Then we have
isomorphism
RJΛKFm
∼= R[Λ]∧, xλ 7→ β
−1(1− eλ),
where the completion ∧ is done at the augmentation ideal.
Throughout this paper, suppose the root datum of G together with the formal
group law F satisfy the regularity condition of [CZZ12, Definition 4.4]. For example,
this is satisfied if 2 is regular in R. Please consult loc.it. for more detail. In
particular, xα is regular in S, for any root α. The Weyl group action on Λ induces
an action of W on RJΛKF by sα(xλ) = xsα(λ). In particular, we have
Lemma 2.3. [CPZ13, Corollary 3.4] For any v, w ∈ W , any root α and p ∈ S, we
have
vsαw(p)− vw(p)
xv(α)
∈ S.
Proof. According to [CPZ13, Corollary 3.4], we know that sαw(p)−w(p) is uniquely
divisable by xα. In other word,
sαw(p)− w(p)
xα
∈ S.
Then
v(
sαw(p)− w(p)
xα
) =
vsαw(p)− vw(p)
xv(α)
∈ S.

In particular, taking w = v = e, we see that xα|(p− sα(p)). We can then define
the Demazure operator ∆α : S → S by
(1) ∆α(p) =
p− sα(p)
xα
.
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Remark 2.4. By direct calculation, we have the following formulas: for p, q ∈ S,
sα∆α(p) = −∆−α(p)(2)
∆α(pq) = ∆α(p)q + p∆α(q)−∆α(p)∆α(q)xα.(3)
Let hT be an equivariant oriented cohomology theory of Levine-Morel. Roughly
speaking, it is an additive contravariant functor hT from the category of smooth
projective T -varieties to the category of commutative rings with units, satisfying the
following axioms: existence of push-forwards for projective morphisms, homotopy
invariance and the projective bundle axioms [CZZ14, §2]. The Chern classes are
defined. Moreover, there exists a formal group law F over R = hT (pt) such that if
L1 and L2 are locally free sheaves of rank one, then
c1(L1 ⊗ L2) = F (c1(L1), c1(L2)).
It is proved in [CZZ14, Theorem 3.3] that
S = RJΛKF ∼= hT (pt), xλ 7→ c1(Lλ),
where Lλ is the associated line bundle. As an immediate consequence, we see that
if the variety X is a finite set of points (with trivial T -action), then
hT (X) = F (X ;S),
where the latter is the set of all maps from X to S. It has a S-basis fx, x ∈ X , and
is a ring with product defined by
fx · fy = δx,yfx, and unit
∑
x∈X
fx.
By functoriality, if p : X → Y is a T -equivariant map between two finite discrete
sets of points on which T acts trivially, then
p∗(fy) =
∑
x∈f−1(y)
fx, p∗(fx) = fp(x).(4)
We recall the definition of the characteristic map. Let X be a T -variety on
which B acts on the right, and the T and B actions are commutative. Moreover,
suppose the quotientX/B exists andX → X/B is a T -equivariant principal bundle.
Following [CPZ13, §10.2], we can define a ring homomorphism
c : S = hT (pt)→ hT (X/B), xλ 7→ c1(Lλ).
It is called the characteristic map.
Let α be a simple root with corresponding minimal parabolic subgroup Pα.
Consider the fiber product X ′ = X ×B Pα, then X ′ is a T -equivariant principal
Pα-bundle over X/B. Denote p : X
′/B → X/B, and there is a zero section
σ : X/B → X ′/B, x 7→ (x, 1).
Similar as [CPZ13, §10.5], we have
hT (X
′/B) ∼= hT (X/B)[ξ]/(ξ
2 − yξ), ξ = σ∗(1), y = p
∗σ∗ξ.(5)
The following properties can be proved similarly as the non-equivariant version
in [CPZ13, §10].
Lemma 2.5. Denote c : S → hT (X/B) and c′ : S → hT (X ′/B). For each λ ∈ Λ,
denote the associated line bundles on X/B and X ′/B by Lλ and L
′
λ, respectively.
(1) We have σ∗ξ = c1(L−α) = c(x−α).
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(2) y = p∗σ∗ξ = p∗c(x−α).
(3) For any u ∈ S, we have
σ∗c′(u) = c(u), c′(u) = p∗c(sα(u)) + p
∗c(∆−α(u)) · ξ.
3. Bott-Samelson Varieties
In this section, we collect some facts about Bott-Samelson varieties .
Definition 3.1. For any sequence I = (i1, i2, . . . , il) with 1 ≤ ij ≤ n, we define
the variety XˆI to be
XˆI = Pi1 ×
B Pi2 ×
B . . .×B Pil/B.
Here the right B-action is given by right multiplication on the last coordinate. If
I = ∅, then we set Xˆ∅ = pt . The variety XˆI is called the Bott-Samelson variety
corresponding to I. It has an obvious T -action by left multiplication on the first
coordinate.
Since Pi/B ∼= P1, so we have a sequence of P1−bundles:
(6) XˆI // Xˆ(i1,...,il−1)
// //
σl
kk . . .
σl−1
nn
// Xˆ(i1) //
σ2
jj pt,
σ1
ll
where σi, 1 ≤ i ≤ l are the zero sections. Multiplication of all factors of XˆI induces
a map
qI : XˆI → G/B.
Denote by πi : G/B → G/Pi the canonical map, and denote I ′ = (i1, ..., il−1). We
then have the following Cartesian diagram:
XˆI
qI //
p

G/B
παl

XˆI′
παl◦qI′ // G/Pαl
.(7)
So we have the base-change formula qI∗p
∗ = π∗αl(παlqI′)∗. The operator
π∗αlπαl∗ : hT (G/B)→ hT (G/B)
is called the push-pull operator.
Denote by cI : S → XˆI the characteristic map. The following proposition de-
scribes the R-algebra structure of equivariant oriented cohomology of Bott-Samelson
varieties.
Proposition 3.2. [CPZ13, §11.3] We have the following presentation
hT (XˆI) ∼= hT (pt)[η1, η2, . . . , ηl]/(
{
ηj
2 − yjηj |j = 1, . . . , l
}
),
where
yj = p
∗c(i1,...,ij−1)(x−αij ), ηj = p
∗σj∗(1),
with p∗ the pull-back from hT (Xˆ(i1,...,ij)) to hT (XˆI).
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For ordinary oriented cohomology, this theorem is proved in [CPZ13]. The idea
of the proof is to apply the projective bundle formula to the sequence of P1−bundle
(6). One can check that all the arguments hold in the equivariant setting, which
can be used to prove Proposition 3.2.
For each subset L ∈ Pl, define
ηL =
∏
j∈L
ηj ∈ hT (XˆI).
Corollary 3.3. The S-module hT (XˆI) is free with basis {ηL|L ∈ Pl} .
Since in Proposition 3.2, the yj does not belong to the coefficient ring hT (pt),
so the presentation of hT (Xˆ) is not satisfactory. To get a polynomial presentation
of it, we follow the idea in [CPZ13, Theorem 11.4].
Lemma 3.4. For any sequence I = (i1, ..., il), we have
cI(u) =
∑
L⊂[l]
θI,L(u)ηL, u ∈ S,
where θl,L = θ1 · · · θl with θj =
{
∆−αij , if j ∈ L,
sij , otherwise.
Proof. We use induction on l. If l = 1, from Lemma 2.5, we have
ci1(u) = p
∗c∅(si1 (u)) + p
∗c∅(∆−αi1 (u)) · η1.
Note that the characteristic map c∅ : S → hT (pt) is the identity map. So it holds.
Now assume the conclusion holds for I ′ := (i1, . . . , il−1). Denote p : XˆI → XˆI′ .
By Lemma 2.5 we have
cI(u) = p
∗cI′(sil(u)) + p
∗cI′(∆−αil (u)) · ηl
=
∑
L⊂[l−1]
θl−1,L(sil(u))ηL +
∑
L∈[l−1]
θl−1,L(∆−αij (u))ηL · ηl
=
∑
L⊂[l]
θl,L(u)ηL.

Proposition 3.5. [CPZ13, Theorem 11.4] The ring hT (XˆI) is a quotient of the
polynomial ring S[η1, η2, . . . , ηl] modulo the relations
η2j =
∑
L⊂[j−1]
θj−1,L(x−αij )ηLηj , j ∈ [l].
Proof. Denote K = (i1, ..., ij−1) and p : XˆI → XˆK . By definition of yj and Lemma
3.4, we have
yj = p
∗cK(xαij ) = p
∗(
∑
L⊂[j−1]
θj−1,L(x−αij )ηL) =
∑
L⊂[j−1]
θj−1,L(x−αij )ηL.
The statement then follows from the fact that η2j = yjηj . 
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Example 3.6. For SL(4) whose simple roots are α1, α2, α3, let’s consider Bott-
Salmelson XˆI = Pα1 ×
B Pα2 ×
B Pα3/B. Then hT (XˆI) is a polynomial algebra
generated by η1, η2, η3 with following quotient relation:
η21 = x−α1η1,
η22 = x−α1−α2η1 +
x−α2 − xα1−α2
x−α1
η1η2,
η23 = xα1−α2−α3η3 +
x−α3−α2 − x2α1−α2−α3
x−α1
η1η3 +
xα3 − xα1+α2−α3
x−α1−α2
η2η3
+ (
x−α3−xα2−α3
x−α2x−α1
−
x−α3 − xα2−α1−α3
xα1−α2x−α1
)η1η2η3.
Let us consider some geometry information of Xˆ, and the T -fixed points. We fix
some notation first. For any L ⊂ [l], define
(XˆI)L = {[g1, g2, . . . , gl] ∈ XˆI | gj ∈ B if j /∈ L, and gi /∈ B if j ∈ L} ⊂ XˆI ,
and
vLj =
∏
k∈L∩[j]
sik , v
L := vLl =
∏
k∈L
sik .
The following lemma will be used in the proof of Theorem 4.6.
Lemma 3.7. If I = (i1, ..., il) is a sequence such that ij are all distinct, then for
any L ⊂ [l] and j ∈ Lc, vLj−1(x−αij ) are all distinct.
Proof. Suppose j1, j2 ∈ Lc and j1 < j2. Then L ∩ [j1] ⊆ L ∩ [j2]. There are two
cases.
Case 1: L ∩ [j1] = L ∩ [j2]. Then
vLj1−1(x−αij1
) =
∏
k∈L∩[j1]
sik(x−αij1
),
and
vLj2−1(x−αij2
) =
∏
k∈L∩[j2]
sik(x−αij2
) =
∏
k∈L∩[j1]
sik(x−αij2
).
They are not equal since αij1 6= αij2 .
Case 2. L ∩ [j1] ( L ∩ [j2]. Denote M = (L ∩ [j2])\(L ∩ [j1]). Then
vLj1−1(x−αij1
) =
∏
k∈L∩[j1]
sik(x−αij1
), vLj2−1(x−αij2
) =
∏
k∈L∩[j1]
sik(
∏
k′∈M
sik′ (x−αij2
)).
By definition of the Weyl group action,∏
k′∈M
sik′ (x−αij2
) = x∏
k′∈M sik′
(−αij2
) = x−αij2+
∑
k′∈M ck′αik′
, ck′ ∈ Z,
which is different from x−αij1
, since the set {−αij1 ,−αij2 ,±αik′ |k
′ ∈M} is linearly
independent. Thus vLj1−1(x−αij1
) and vLj2−1(x−αij2
) are not equal to each other. 
The following lemma recalled from [W04, Proposition 2.6], provides some geo-
metric information of the Bott-Samelson variety, which is useful for our computa-
tion.
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Lemma 3.8. (1) The set XˆTI of T -fixed points in XˆI , consists of 2
l points
[g1, g2, . . . , gl]
where gj ∈
{
e, sij
}
. Here we think of sij as in W
∼= NG(T )/T and pick a
preimage for sij in NG(T ) ⊂ G. Consequently, we have bijection of sets
from the power set Pl := P([l]) to XˆTI ,
L 7→ ptL := [g1, ..., gl], gj =
{
sij , if j ∈ L,
e, if j 6∈ L.
(2) The set (XˆI)L is a T -orbit containing the fixed point ptL, and isomorphic
to the affine space of dimension |L|. The variety XˆI has a decomposition∐
L∈EI
(XˆI)L.
(3) Suppose L,L′ ⊂ [l]. then ptL ∈ (XˆI)L′ if and only if L ⊂ L
′. The weights
of the T -action on the tangent space of (XˆI)L′ at ptL are
{−vLj (αij )|j ∈ L
′}.
Example 3.9. For the A2-case, consider Xˆ(1,2) = P1 ×
B P2/B. There are four T -
fixed points, denoted by {00, 01, 10, 11}, corresponding to {[e, e], [e, s2], [s1, e], [s1, s2]},
or ∅, {2}, {1}, {1, 2} as subsets of [2]. The weights of the tangent spaces of Xˆ(1,2)
at the four points are:
00 : −α1,−α2 01 : −α1, α2
10 : α1,−α1 − α2 11 : α1, α1 + α2.
We denote the set of functions on EI = XˆTI with values in S by F (EI ;S). It is
a free S-module with basis fL, L ∈ EI defined by fL(L′) = δL,L′, and have a ring
structure given by
fL · fL′ = δL,L′fL.
Moreover, we have
hT (XˆI) ∼= F (EI ;S),
where the fixed point ptL corresponds to the basis element fL.
Denote jI : XˆTI → XˆI . For each L ⊂ [l], denote by j
I
L the embedding of ptL into
XˆI . Sometimes we will skip the superscript I for simplicity. Then
j∗(f) =
∑
L⊂[l]
j∗L(f)fL, f ∈ hT (XˆI).
Denote
xI,L =
∏
1≤j≤l
vLj (x−αij ).(8)
We have
Lemma 3.10. For any L ⊂ [l], we have j∗j∗(fL) = xI,LfL.
Proof. This follows from [CZZ14, §2.A8], and Lemma 3.8 concerning the weights
of the tangent space of XˆI at the point L. 
Example 3.11. Following Example 3.9, with I = (α1, α2), we have
xI,00 = x−α1x−α2 , xI,10 = xα1x−α1−α2 , xI,01 = x−α1xα2 , xI,11 = xα1xα1+α2 .
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4. Restriction to T-fixed points
In this section, we compute the restriction formula of the ηL basis. We first
compute the restriction formula of the image of the characteristic map.
Lemma 4.1. Let I be a sequence of length l, and cI : S → XˆI be the characteristic
map, then
j∗cI(u) =
∑
L⊂[l]
vL(u)fL.
Proof. We prove it by induction on the length l of I. If I = (i1), then there are
two points in (Pi1/B)
T , corresponding to e and s1 (or ∅ and [1] as subsets of [1]).
Then from [CZZ14, §10] we have
j∗cI(u) = ufe + si1(u)fsi1 .
So the conclusion follows.
Now assume it holds for all sequence of length ≤ l−1, and assume I = (i1, ..., il).
Denote I ′ = (i1, ..., il−1) and σ : XˆI′ → XˆI the zero section. By induction assump-
tion, for each L′ ⊂ [l − 1], we have
(jI
′
L′)
∗cI′(u) = v
L′
l−1(u).(9)
Concerning L ⊂ [l], we have two cases:
Case 1: l ∈ L. In this case, ptL 6∈ σ(XˆI′), so
(jIL)
∗ ◦ σ∗ = 0.(10)
Moreover, we have the following commutative diagram
pt
jIL //
jI
′
L\{l}   
❆
❆
❆
❆
❆
❆
❆
❆
XˆI
p

XˆI′ ,
that is, p ◦ jIL = j
I′
L\{l}, so
(jIL)
∗ ◦ p∗ = (jI
′
L\{l})
∗.(11)
Denote ξ = σ∗(1), then by Lemma 2.5, we have
(jIL)
∗ ◦ cI(u) = (j
I
L)
∗[p∗cI′(sil(u)) + p
∗cI′(∆−αil (u)) · ξ]
= (jIL)
∗p∗cI′(sil(u)) + (j
I
L)
∗p∗cI′(∆−αil (u)) · (j
I
L)
∗(σ∗(1))
♯1
= (jI
′
L\{l})
∗cI′(sil(u))
♯2
= v
L\{l}
l−1 ◦ sil(u) = v
L
l (u).
Here the identity ♯1 follows from (10) and (11), and ♯2 follows from (9).
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Case 2: l 6∈ L. In this case, we can view L ⊂ [l − 1], so we have commutative
diagrams:
pt
jIL //
jI
′
L
  ❅
❅
❅
❅
❅
❅
❅
XˆI
p

XˆI′
, pt
jIL //
jI
′
L
  ❅
❅
❅
❅
❅
❅
❅
XˆI
XˆI′
σ
OO ,
so p ◦ jIL = j
I′
L and σ ◦ j
I′
L = j
I
L. The latter implies that
(jIL)
∗σ∗(1) = (j
I′
L )
∗σ∗σ∗(1)
Lem.2.5
= (jI
′
L )
∗cI′(x−αil ).(12)
Therefore,
(jIL)
∗(cI(u)) = (j
I
L)
∗[p∗cI′(sil(u)) + p
∗cI′(∆−αil (u)) · ξ]
= (jIL)
∗p∗cI′(sil(u)) + (j
I
L)
∗p∗cI′(∆−αil (u)) · (j
I
L)
∗(σ∗(1))
= (jI
′
L )
∗cI′(sil(u)) + (j
I′
L )
∗cI′(∆−αil (u)) · (j
I′
L )
∗cI′(x−αil )
= (jI
′
L )
∗cI′(sil(u) +
u− sil(u)
x−αil
x−αil )
= (jI
′
L )
∗cI′(u)
= vLl−1(u) = v
L
l (u).
The proof is finished. 
Before computing the restriction formula of ηL, we first consider an example.
Example 4.2. Consider the case of A2. Let {α1, α2} be the set of simple roots.
We consider the Bott-Samelson variety XˆI = P1 ×
B P2/B for I = (1, 2). Following
Example 3.9, there are four torus-fixed points, denoted by P2 = {00, 01, 10, 11}.
Similarly, denote (P1/B)
T by P1 = {0, 1}. Denote jI : EI →֒ XˆI and j1 : P1 →֒
(P1/B)
T . Consider the following commutative diagram:
P1 ×B P2/B
p2

P2 = {00, 01, 10, 11}
jI
oo
p′2

P1/B
p1

σ2
II
P1 = {0, 1}
j1
oo
pt
σ1
II
.
Here σi are the zero sections, p
′
2 is induced by the projection map p2, so it maps
00, 01 to 0, and 10 and 11 to 1. Moreover, by definition, j10 = σ1, and σ2 ◦ j
1
i = j
I
i0
for i = 0, 1. We have
η1 = p
∗
2σ1∗(1), η2 = σ2∗(1),
and
hT ((XˆI)
T ) = S{f00, f01, f10, f11}, hT ((P1/B)
T ) = S{f0, f1}.
Denote c1 : S → hT (P1/B).
First of all, from the definition of p′2 and (4), we know
p′∗2 (f0) = f00 + f01, p
′∗
2 (f1) = f10 + f11.
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Moreover, since j10 coincides with σ1 and j
1
1(pt) 6∈ σ1(pt), so (j
1
1)
∗σ1∗ = 0 and
(j1)∗σ1∗(1) = (j
1
0)
∗σ1∗(1) = σ
∗
1σ1∗(1) = x−α1f0,
where the last identity follows from the fact that the tangent space of P1/B at 0
has weight −α1. Hence,
(jI)∗(η1) = (j
I)∗p∗2σ1∗(1) = p
′∗
2 (j
1)∗σ1∗(1) = p
′∗
2 (x−α1f0) = x−α1(f00 + f01).(13)
We then compute (jI)∗(η2), by using the identity
(jI)∗(η2) =
∑
x∈P3
(jIx)
∗(η2)fx.
Since 01, 11 6∈ σ2(P1/B), so (jI01)
∗(η2) = (j
I
11)
∗(η2) = 0. From Lemma 2.5, we know
that σ∗2σ2∗(1) = c1(x−α2 ). So
(jI00)
∗(η2) = (j
I
00)
∗σ2∗(1) = (j
1
0)
∗σ∗2σ2∗(1) = (j
1
0)
∗(c1(x−α2))
♯
= x−α2 ,
where ♯ follows from Lemma 4.1. Similarly, from jI10 = σ2 ◦ j
1
1, we have
(jI10)
∗(η2) = (j
I
10)
∗σ2∗(1) = (j
1
1)
∗σ∗2σ2∗(1) = (j
1
1)
∗(c1(x−α2)) = s1(x−α2 ) = x−α1−α2 .
Therefore,
(jI)∗(η2) = x−α2f00 + x−α1−α2f10.(14)
Now we compute the restriction formula of ηL.
Theorem 4.3. Let I be a sequence of length l. For any two subsets L,M ⊂ [l],
denote Lc = [l]\L, and
aL,M =
∏
k∈L
vMk−1(x−αik ).
Then
j∗(ηL) =
∑
M⊂Lc
aL,MfM .
Proof. We first consider L = {k}, and prove the following identity
j∗(ηk) =
∑
M⊂Lc
vMk−1(x−αik )fM .
Denote Ik = (i1, ..., ik), and similarly denote Ik−1. Firstly, we compute (j
Ik
M )
∗σk∗(1)
for each M ⊂ [k], with σk : XˆIk−1 → XˆIk .
If k ∈M , then the point jIkM (pt) 6∈ σk(XˆIk−1 ), so
(jIkM )
∗σk∗(1) = 0.
If k 6∈ M , then M ⊂ [k − 1], vMk = v
M
k−1, and we have the following commutative
diagram
pt
j
Ik
M //
j
Ik−1
M
!!❈
❈
❈
❈
❈
❈
❈
❈
XˆIk
XˆIk−1 .
σk
OO
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Therefore,
(jIkM )
∗σk∗(1) = (j
Ik−1
M )
∗σ∗kσk∗(1)
Lem.2.5
= (j
Ik−1
M )
∗cIk−1(x−αik )
Lem.4.1
= vMk−1(x−αik ).
(15)
Here cIk−1 is the characteristic map on XˆIk−1 .
Now consider the following commutative diagram
(XˆI)
T j
I
//
p′

XˆI
p

(XˆIk)
T j
Ik
// XˆIk .
We have
(jI)∗(ηk) = (j
I)∗p∗(σk∗(1)) = p
′∗(jIk)∗σk∗(1)
= p′∗[
∑
M⊂[k]
(jIkM )
∗σk∗(1)fM ]
(15)
= p′∗[
∑
M⊂[k−1]
vMk−1(x−αik )fM ]
(4)
=
∑
M⊂[k−1]
vMk−1(x−αik )
∑
M ′⊂{k+1,...l}
fM∪M ′
=
∑
M⊂([l]\{k})
vMk−1(x−αik )fM .
So the case L = {k} is proved.
Now for a general subset L ⊂ [l], we have
j∗(ηL) =
∏
k∈L
j∗(ηk) =
∏
k∈L
∑
M⊂([l]\{k})
vMk−1(x−αik )fM =
∑
M⊂Lc
∏
k∈L
vMk−1(x−αik )fM .

For I of length l and L ⊂ [l], note the difference between
a[l],L =
∏
1≤k≤l
vLk−1(x−αik ), xI,L =
∏
1≤k≤l
vLk (x−αik ).
They are only related when L = [l], in which case we have
a[l],[l] =
∏
1≤k≤l
v
[l]
k−1(x−αik ) =
∏
1≤k≤l
v
[l]
k (xαik ), xI,[l] =
∏
1≤k≤l
v
[l]
k (x−αik ).
Corollary 4.4. The map j∗ : hT (XˆI)→ hT (XˆTI ) is an injection.
Proof. It follows from Theorem 4.3 that
j∗(ηL) =
∑
M⊂Lc
aL,MfM .
So if we order {j∗(ηL)|L ⊂ [l]}, {fM |M ⊂ [l]} by inclusion of subsets L′ ⊂ L, then
the transition matrix from fM to j
∗(ηL) will be skew-triangular. Moreover, the
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entries on the skew-diagonal will be
aL,Lc =
∏
k∈L
vL
c
k−1(x−αik ),
which is regular in S. Therefore, j∗ is injective. 
Theorem 4.5. Let I be a sequence of length l. Then
im j∗ ⊂ {
∑
L⊂[l]
aLfL|
aL1 − aL2
vL1k−1(x−αik )
∈ S, ∀L1, L2 such that L1 = L2 ⊔ {k}}.
Here ⊔ denotes the disjoint union.
Proof. Denote the right hand side by Ψ. We first show that Ψ is a ring. It is clearly
additively closed. For the multiplication, consider
f =
∑
L⊂[l]
aLfL, g =
∑
L′⊂[l]
bL′fL′ ∈ Ψ,
then
fg =
∑
L,L′⊂[l]
δL,L′aLbL′fL =
∑
L⊂[l]
aLbLfL.
For any L1, L2 such that L1 = L2 ⊔ {k}, by definition we have v
L1
k−1 = v
L2
k−1, so
vL1k−1(x−αik ) = v
L2
k−1(x−αik ). Therefore,
aL1bL1 − aL2bL2 = (aL1 − aL2)bL1 − (bL2 − bL1)aL2 ,
so is divisible by vL1k−1(x−αik ). Therefore, fg ∈ Ψ.
We then show that im j∗ ⊂ Ψ. Since j∗ is multiplicative, it suffices to show
j∗(ηm) =
∑
L⊂([l]\{m})
vLm−1(x−αim )fL
belongs to the RHS. Suppose L1 = L2 ⊔ {k}. Clearly k 6= m. If k > m, then
by definition, vL1m−1 = v
L2
m−1, so v
L1
m−1(x−αim ) = v
L2
m−1(x−αim ), which implies that
j∗(ηm) ∈ Ψ.
If k < m, denote
L1 ∩ [m− 1] = {j1 < j2 < · · · jt < k < jt+1 < · · · < js},
L2 ∩ [m− 1] = {j1 < j2 < · · · jt < kˆ < jt+1 < · · · < js},
(in other words, k is omitted in L2). Then
vL1m−1(x−αim )− v
L2
m−1(x−αim )
= sij1 sij2 · · · sijt siksijt+1 · · · sijs (x−αim )− sij1 sij2 · · · sijt ŝiksijt+1 · · · sijs (x−αim )
= vL1k−1sik(sijt+1 · · · sijs )(x−αim )− v
L1
k−1(sijt+1 · · · sijs )(x−αim ).
According to Lemma 2.3, this is divisible by vL1k−1(x−αik ). 
We can strengthen the conclusion in some cases. The proof essentially uses the
fact that the transition matrix from fL, L ⊂ [l] to j∗(ηM ),M ⊂ [l] is skew-triangular,
following from Theorem 4.3.
Theorem 4.6. If I = (i1, ..., il) with ij all distinct, then we have equality in The-
orem 4.5.
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Proof. It suffices to show that Ψ ⊂ im j∗. Suppose
f =
∑
L⊂[l]
aLfL ∈ Ψ, with aL = 0 unless L = ∅,
then for any k ∈ [l], a∅ = a∅ − a{k} is divisible by v
∅
k−1(x−αik ) = x−αik . Since
xαij , 1 ≤ j ≤ l are all distinct, by [CZZ19, Lemma 2.7], we see that a∅ is divisible
by
∏
k∈[l] x−αik . Note that by Theorem 4.3,
j∗(η[l]) =
∏
k∈[l]
x−αik f∅,
so f is a multiple of j∗(η[l]), i.e., f ∈ im j
∗.
Assume the conclusion holds for any f that can be written as a linear combination
of fL with |L| ≤ t− 1. Now let
f =
∑
L⊂[l]
aLfL ∈ Ψ, with aL = 0 unless |L| ≤ t.
Let L0 be a subset of [l] of cardinality t. For any k ∈ L
c
0, we have aL0⊔{k} = 0, so
vL0k−1(x−αik )|aL0 Now from Theorem 4.3 we know
j∗(ηLc
0
) =
∑
M⊂L0
aLc
0
,MfM , aLc
0
,L0 =
∏
j∈Lc
0
vL0j−1(x−αij ).
By Lemma 3.7, we know that vL0j−1(x−αij ) are all distinct for j ∈ L
c
0. By [CZZ19,
Lemma 2.7], we know that aLc
0
,L0 |aL0 . Write aL0 = cL0aLc0,L0 with cL0 ∈ S.
Therefore,
f ′ := f −
∑
|L0|=t
cL0j
∗(ηLc
0
) =
∑
|L|<t
a′LfL,
By induction hypothesis, f ′ ∈ im j∗. Therefore, f ∈ im j∗. The proof is finished. 
Remark 4.7. Let Ti be the subtorus of rank 1 corresponding to αi, i.e., Ti =
(kerαi)
◦ where αi is viewed as a character T → k∗. If I = (i1, ..., il) is a sequence
such that ij are all distinct, it is not difficult to see that for any 1 ≤ k ≤ l,
Xˆ
Tik
I = {[g1, ..., gl]|gjB ∈ {B, sijB} ∀ j 6= k},
and
XˆT
′
I = {[g1, ..., gl]| gjB ∈ {B, sijB} ∀j}
if T ′ is any subtorus of corank 1 different from Tij , j = 1, ..., l. In other words, for
any subtorus of corank 1, the irreducible components of the invariant subvariety
has dimension at most one. This corresponds to the so-called Goresky-Kottwitz-
MacPherson (GKM) condition. In other words, in this case, the Bott-Samelson
variety is a GKM space. This corresponds to the conclusion of Theorem 4.6.
On the other hand, if Pij are not distinct, the space XˆI will not be GKM. For
instance, if I = (1, 2, 1), the T1-fixed subspace contains the following subset
{[g1, e, g
′
1]|gi, g
′
i ∈ P1},
so the dimension condition is not satisfied. For more detailed discussion of GKM
spaces, see [GKM98, GHZ06].
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5. Push-forward to cohomology of flag varieties
In this section, we compute the push-forward of the basis ηL along the canonical
map qI : XˆI → G/B, which generalizes the computation of Bott-Samelson classes
in [CZZ14].
Recall that the T -fixed points of G/B is in bijection to W , so we have
hT ((G/B)
T ) ∼= ⊕w∈WS.
Denote by fw ∈ hT (W ) the basis element corresponding to w ∈ W . Denote i :
W → G/B to be the embedding, and denote pte = (i|e)∗(1) ∈ hT (G/B). Let
πi : G/B → G/Pi be the canonical map, and denote Ai = π∗i ◦ πi∗ : hT (G/B) →
hT (G/B). For any sequence I, denote by I
rev the sequence obtained by reversing
I.
Proposition 5.1. [CZZ14, Lemma 7.6] For any sequence I, we have qI∗(1) =
AIrev(pte).
The following is an easy generalization of Proposition 5.1.
Theorem 5.2. Let I be a sequence of length l and 1 ≤ k ≤ l. Denote by Ik the
subsequence of I obtained by removing the k-th term from I. Then (qI)∗(ηk) =
AIrev
k
(1).
Proof. Denote the sequence by I = (i1, ..., il). For any k ≤ l, denote
Pi1 ×
B Pi2 ×
B ×...×B Pik/B
qk //
pk

G/B
Pi1 ×
B Pi2 ×
B ×...×B Pik−1/B
qk−1 //
σk
II
G/B.
Note that qI = ql and qk ◦ σk = qk−1. Denote by p the composition pk+1 · · · pl. By
using the base change formula from diagram (7), we have
qI∗(ηk) = ql∗p
∗(σk∗(1))
= ql∗p
∗
l p
∗
l−1 · · · p
∗
k+1σk∗(1)
= π∗αil
παil∗(ql−1)∗p
∗
l−1 · · · p
∗
k+1σk∗(1)
= (π∗αil
παil∗)(π
∗
αil−1
παil−1∗) · · · (π
∗
αik+1
παik+1∗)qk∗σk∗(1)
= AilAil−1 · · ·Aik+1qk−1∗(1)
= AilAil−1 · · ·Aik+1Aik−1 · · ·Ai1(pte) = AIrevk (pte).

To compute qI∗(ηL) for general L ⊂ [l], we need the following lemma.
Lemma 5.3. For any L ⊂ [l], we have
ηL =
∑
L1⊂[l]
aL,L1
xI,L1
j∗(fL1),
where aL,L1 are defined in Theorem 4.3. Note that the coefficients in this formula
belong to Q := S[ 1
xα
|α ∈ Σ].
16 HAO LI AND CHANGLONG ZHONG
Proof. By Corollary 4.4, we know that j∗(ηL) becomes a basis of Q⊗S hT (W ). In
other words, j∗ induces an isomorphism
j∗ : Q⊗S hT (XˆI)→ Q⊗S hT (W ).
Moreover, by Lemma 3.10, we know that j∗ is the inverse of the j
∗ (after tensoring
with Q). Therefore, j∗(fL) is a Q-basis of Q⊗S hT (XˆI). Denote
ηL =
∑
L1⊂[l]
bL,L1j∗(fL1), bL,L1 ∈ Q.
Then by Theorem 4.3 and Lemma 3.10, we have∑
L2⊂Lc
aL,L2fL2 = j
∗(ηL) =
∑
L1⊂[l]
bL,L1j
∗j∗(fL1) =
∑
L1⊂[l]
bL,L1xI,L1fL1 .
Therefore, bL,L1 =
aL,L1
xI,L1
. 
The following is the main result of this section, which computes the push-forward
of ηL to cohomology of G/B.
Theorem 5.4. For any sequence I = (i1, ..., il), we have
i∗qI∗(ηL) =
∑
L1⊂Lc
aL,L1 · v
L1(xΠ)
xI,L1
fvL1 , xΠ :=
∏
α<0
xα ∈ S.
Note that a priori the coefficients of fvL1 belong to S.
Proof. Consider the following commutative diagram
XˆTI
j //
q′

XˆI
qI

W
i // G/B.
Note that by definition, q′ maps the point corresponding to L ⊂ [l] to vL ∈ W .
Therefore,
q′∗(fL) = fvL ∈ hT (W ).
Firstly, we have
i∗qI∗j∗(fL) = i
∗i∗q
′
∗(fL) = i
∗i∗(fvL) = v
L(xΠ)fvL ,
where the last identity follows from [CZZ14, Corollary 6.4]. Consequently, by
Lemma 5.3, we have
i∗qI∗(ηL) = i
∗qI∗
∑
L1⊂Lc
aL,L1
xI,L1
j∗(fL1) =
∑
L1⊂Lc
aL,L1 · v
L1(xΠ)
xI,L1
fvL1 .

Remark 5.5. In case ηL = η∅ or ηk, as in Proposition 5.1 and Theorem 5.2, one can
express qI∗(ηL) as the operators Ai applied on pte. By using the method of formal
affine Demazure algebra, started in [KK86, KK90] and continued in [CZZ12, CZZ19,
CZZ14], one will obtain a restriction formula of i∗qI∗(ηL). Roughly speaking, there
is an algebra DF generated by algebraic analogue of the push-pull operators Ai,
whose dual is isomorphic to hT (G/B). The algebra DF acts on hT (G/B), via two
actions (denoted by • and ⊙ in [LZZ16]). Both actions will give restriction formulas
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of AI(pte). Indeed, by using the two actions, one will obtain two different, but
equivalent formulas, one of which coincides with the one given by Theorem 5.4.
Corollary 5.6. Let I be any sequence of length l. For any L ⊂ [l], denote by
qL : XˆL → G/B. Then qI∗(ηL) = qLc∗(1).
Proof. From Theorem 5.4 we have
i∗qI∗(ηL) =
∑
L1⊂Lc
aL,L1
∏
α<0 v
L1(xα)
xI,L1
fvL1 ,(16)
i∗qLc∗(1) =
∑
L1⊂Lc
∏
α<0 v
L1(xα)
xLc,L1
fvL1 .(17)
By definition
xI,L1 =
∏
j∈I
vL1j (x−αij ), xLc,L1 =
∏
j∈Lc
vL1j (x−αij ), aL,L1 =
∏
j∈L
vL1j−1(x−αij ).
Since L ∩ L1 = ∅, so for any j ∈ L, v
L1
j = v
L1
j−1, and we have
xI,L1 =
∏
j∈Lc
vL1j (x−αij )
∏
j∈L
vL1j (x−αij )
=
∏
j∈Lc
vL1j (x−αij )
∏
j∈L
vL1j−1(x−αij )
= xLc,L1aL,L1.
Therefore, i∗qI∗(ηL) = i
∗qLc∗(1). By [CZZ14, Theorem 8.2], we know i
∗ is injective.
So qI∗(ηL) = i
∗qLc∗(1). 
By using this result, we can derive the Chevalley formula for equivariant oriented
cohomology. For each w ∈ W , we fix a reduced sequence Iw, then the Bott-Samelson
class ζIw is defined to be the push-forward class along the map qIw : XˆIw → G/B,
i.e., ζIw = qIw∗(1). It is proved in [CZZ14, Proposition 8.1] that {ζIw |w ∈ W} is
a basis of hT (G/B). Denote the characteristic maps from hT (pt) to G/B and to
XˆIw by c
′ and cIw , respectively. By definition, cIw = q
∗
Iw
c′.
Corollary 5.7 (Chevalley Formula). For any u ∈ hT (pt), we have
c′(u) · ζw =
∑
L⊂[ℓ(w)]
θI,L(u)ζLc ,
where ζLc = qLc∗(1) and θI,L(u) was defined in Lemma 3.4.
Proof. We have
qIw∗(cIw (u)) = qIw∗(cIw (u) · 1) = qIw∗(q
∗
Iw
(c′(u)) · 1) = c′(u)ζIw ,
where the last identity follows from the projection formula. Then Lemma 3.4 and
Corollary 5.6 imply that
qIw∗(cIw (u)) =
∑
L⊂[ℓ(w)]
θIw ,L(u)qIw∗(ηL)
=
∑
L⊂[ℓ(w)]
θIw ,L(u)qLc∗(1)
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=
∑
L⊂[ℓ(w)]
θIw ,L(u)ζLc .
The conclusion then follows. 
References
[AM15] P. Aluffi and L Mihalcea, Chern-Schwartz-MacPherson classes for Schubert cells in flag
manifolds, Compositio Math. 152 (2016), 2603–2625.
[AMSS17] P. Aluffi, L. Mihalcea, J. Schuermann and C. Su, Shadows of characteristic cycles,
Verma modules, and positivity of Chern-Schwartz-MacPherson classes of Schubert cells,
arXiv:1709:08697.
[CNZ19] B. Calme`s, A. Neshitov, K. Zainoullint, Relative equivariant motives versus modules,
Canadian Journal of Math. to appear.
[CPZ13] B. Calme`s, V. Petrov, K. Zainoulline, Invariants, torsion indices and oriented cohomol-
ogy of complete flags, Ann. Sci. E´cole Norm. Sup. (4) 46 (2013), 3:405–448.
[CZZ12] B. Calme`s, K. Zainoulline, C. Zhong, A coproduct structure on the formal affine De-
mazure algebra, Math. Zeitschrift, 282 (2016) (3), 1191-1218.
[CZZ19] B. Calme`s, K. Zainoulline, C. Zhong, Push-pull operators on the formal affine Demazure
algebra and its dual, Manuscripta Math. 160 (2019), no. 1-2, 9-50.
[CZZ14] B. Calme`s, K. Zainoulline, C. Zhong, Equivariant oriented cohomology of flag varieties,
Doc. Math., Extra Volume: Alexander S. Merkurjev’s Sixtieth Birthday (2015), 113-144.
[D74] M. Demazure, De´singularisation des varie´tes de Schubert ge´ne´ralise´es, Ann. Sci. E´cole
Norm. Sup. 7 (1974), 53-88.
[DZ20] J. M. Douglass, C. Zhong, The Leray-Hirsch Theorem for equivariant oriented cohomology
of flag varieties, in preparation.
[GZ20] R. Goldin, C. Zhong, Structure constants of equivariant oriented cohomology of flag va-
rieties, in preparation.
[GKM98] M. Goresky, R. Kottwitz, R. MacPherson, Equivariant cohomology, Koszul duality and
the localization theorem, Invent. Math. 131 (1998), no. 1, 25-83.
[GHZ06] V. Guillemin, T. Holm, C. Zara, A GKM description of the equivariant cohomology ring
of a homogeneous space, J. Algebr. Comb. (2006) 23: 21-41.
[H12] J.E.Humphreys, Linear algebraic groups, Springer Science Business Media (2012), Vol.21.
[KK86] B. Kostant and S. Kumar, The nil Hecke ring and cohomology of G/P for a Kac-Moody
group G∗, Adv. in Math. 62 (1986), no. 3, 187–237.
[KK90] B. Kostant and S. Kumar, T -equivariant K-theory of generalized flag varieties, J. Differ-
ential geometry 32 (1990), 549–603.
[MO12] D. Maulik and A. Okounkov, Quantum groups and quantum cohomology, Aste´risque No.
408 (2019), ix+209 pp.
[LZZ16] C. Lenart, K. Zainoulline, C. Zhong, Parabolic Kazhdan-Lusztig basis, Schubert classes
and equivariant oriented cohomology, J. Inst. Math. Jussieu, to appear.
[O15] A. Okounkov, Lectures on K-theoretic computations in enumerative geometry, Geometry
of moduli spaces and representation theory, 251380, IAS/Park City Math. Ser., 24, Amer.
Math. Soc., Providence, RI, 2017.
[RTV15] R. Rima´nyi, V. Tarasov and A. Varchenko, Trigonometric weight functions as K-
theoretic stable envelope maps for the cotangent bundle of a flag variety, Journal of Ge-
ometry and Physics, 94 (2015), 81-119.
[RTV17] R. Rima´nyi, V. Tarasov and A. Varchenko, Elliptic and K-theoretic stable envelopes and
Newton polytopes, Selecta Math. (N.S.) 25 (2019), no. 1, Art. 16, 43 pp.
[SZZ17] C. Su, G. Zhao, C. Zhong, On the K-theory stable bases of the Springer resolution, Ann.
Sci. E´c. Norm. Supe´r., to appear.
[SZZ19] C. Su, G. Zhao, C. Zhong, Wall-crossings and a categorification of K-theory stable bases
of the Springer resolution, Preprint, arXiv:1904.03769
[W04] M. Willems, Cohomologie e´quivariante des tours de Bott et calcul de Schubert e´quivariant,
J. Inst. Math. Jussieu 5 (2006), no. 1, 125159.
[Z20] K. Zainoulline, Localized operations on T -equivariant oriented cohomology of projective
homogeneous varieties, Preprint, arXiv:2001.00498
ON EQUIVARIANT ORIENTED COHOMOLOGY OF BOTT-SAMELSON VARIETIES 19
[Z15] C. Zhong, On the formal affine Hecke algebra, J. Inst. Math. Jussieu, 14 (2015), no.4,
837-855.
State University of New York Albany, ES 110, 1400 Washington Ave, Albany, NY
12222
E-mail address: hli29@albany.edu
E-mail address: czhong@albany.edu
