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Abstrakt. 
 
Den russiske matematiker og økonom Leonid Vitalevich Kantorovich udviklede omkring udbruddet af 
Anden Verdenskrig helt nye matematiske modeller for optimering af produktion, transport og 
overordnet planlægning af dette. Det var metoder, der bidrog til at ændre tankegangen i den russiske 
planøkonomi. I dag kender vi denne gren af anvendt matematik som lineær programmering og 
betragter amerikaneren George B. Dantzig som grundlæggeren og den, der med sin nu vidt udbredte 
løsningsmetode, Simplexmetoden, gjorde lineær programmering til en succes. Derfor er L.V. 
Kantorovich indsats mere overset i den vestlige verden.  
 
Projektet omhandler udviklingen, modtagelsen og anvendelsen af to af Kantorovichs modeller for 
matematisk optimering af planlægning og ressourceudnyttelse. Emnet behandles i en kontekstualiseret 
form, således at der inddrages såvel de matematiske som de historiske og politiske omstændigheder, 
der førte til den særegne udviklingshistorie, dette arbejde har haft, og som kronedes med at 
Kantorovich i 1975 fik Nobels ærespris i økonomi sammen med T.C. Koopmans.  
 
Rapporten består af  7 kapitler. I første kapitel præsenteres motivation, baggrund og 
problemformulering for projektet. Andet kapitel omhandler baggrunden for Kantorovichs arbejde og 
liv, og hans to modeller introduceres. Den første model, multiplikatormodellen er et resultat af en 
henvendelse fra et krydsfinerlaboratorium, som ville forbedre sine produktionsmetoder. Dette arbejde 
resulterede i 1939 i en monografi om produktions- og transportplanlægning baseret på de såkaldte 
løsende multiplikatorer, hvor Kantorovich ikke alene beskrev det forelagte problem, men for første 
gang præsenterede en sammenhængende teori for matematisk optimering af en lang række problemer 
i hele samfundet, og som kan kaldes lineær programmering. Den anden model, potentialmodellen, 
drejer sig om løsning af transportproblemer. Kantorovich udviklede her en anden type multiplikatorer, 
som han kaldte ’potentialer’ med inspiration fra Monges transportproblem og fra fysikken.  Til sidst i 
kapitlet gennemgås historien om udbredelsen af kendskabet til disse to arbejder til den vestlige 
verden, en proces der tog 15 år. Det omtales, hvordan krigen og de politiske begivenheder spillede 
ind. 
 
Tredje kapitel er en matematisk gennemgang af Kantorovichs to modeller. Kantorovich beskrev sine 
matematiske teorier i særskilte publikationer, hvor grundlaget for hans arbejde blev forankret i den 
matematiske analyse på et højt abstraktionsniveau baseret på funktionalteori, der ikke direkte viser 
sammenhængen til det praktiske problem. Derved adskilte Kantorovich sig fra sine vestlige kolleger, 
der i højere grad fokuserede på praktiske løsningsmetoder. 
 
I beskrivelsen af Kantorovich multiplikatormetode inddrages hans teoretiske arbejde, og dette projekt 
er så vidt vides første gang i den vestlige litteratur, hvor det påvises, hvordan teorien hænger sammen 
med optimeringsproblemet. Beviser og eksempler i artiklen gennemgås, og funktionalteoriens 
betydning i et svagt kompakt normeret rum anskueliggøres i det k-dimensionale reelle talrum. 
Optimeringen af et simpelt problem ved hjælp af de i artiklen definerede funktionaler demonstreres 
ved brug af Kantorovichs egne eksempler fra 1939-monografien. Desuden vises forskelle og ligheder 
til Lagranges optimeringsmetode, og det diskuteres, hvordan Kantorvich-multiplikatorerne kan tolkes 
i matematisk og økonomisk sammenhæng. 
 
Beskrivelsen af Kantorovichs potentialmetode til løsning af transportproblemet baserer sig på en 
russisksproget artikel, der så vidt vides ikke tidligere har været gennemgået uden for den tidligere 
østblok. Denne artikel omhandler optimeringsmetoder til planlægning af blandt andet 
jernbanetransporten omkring Moskva, hvilket har givet den en stor strategisk betydning. I kapitlet 
gennemgås princippet for potentialmetoden, for godsstrømsanalysen og optimeringen af et praktisk 
problem demonstreres. 
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I kapitel 4 analyseres betydningen og perspektiverne i  de to modeller, og der inddrages samtidens 
vurdering i Vesten, da Kantorovichs optimeringsarbejde blev publiceret på engelsk omkring 1960. 
Mulighederne for opskalering til løsning af større problemer med multiplikatormetoden berøres, og 
den praktiske anvendelse af de to modeller i Sovjetunionen diskuteres. Desuden gennemgås i et 
separat afsnit modtagelsen i Sovjetunionen, hvor en tidligere student hos Kantorovich fortæller, og det 
omtales, hvordan Kantorovichs arbejde hæmmedes af Stalin tiden, især på grund af det 
prisdannelsesforslag, der var en konsekvens af multiplikatorernes tolkning som prisindikatorer. Til 
sidst i kapitlet sammenlignes Kantorovichs arbejde med den vestlige udgave af lineær programmering, 
og det rundes af med en kort gennemgang af potentialmetodens anvendelse i Sovjetunionen. 
 
Kapitel 5 er konklusioner, og diskussionen af Stalin tidens betydning uddybes, og desuden uddybes 
betydningen af de praktiske muligheder af potentialmetoden. Det sjette kapitel er referencer , og det 
syvende består af bilag uddybende eksempler og information, bl.a. T.C. Koopmans biografi og 
gennemgang af en særpræget artikel af Charnes og Cooper fra 1962, hvor Koopmans og 
Kantorovichs betydning sættes under hård beskydning. 
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1 Indledning 
1.1 Personlig og faglig motivation 
Især i forbindelse med forskning kan det ofte være svært at placere æren for et specielt 
områdes udvikling eller afklaring. Forskere er ofte igennem indbyrdes kontakt, medspil og 
modspil i afsøgningsfasen med til at inspirere hinanden til at anskue problemer fra nye vinkler 
og derved giver de hinanden ideer til, hvordan man kan komme videre med en 
problemstilling, der ellers er gået i hårdknude. Men i det øjeblik hvor den enkelte forsker 
øjner en mulighed for at kunne komme igennem med en ny, eventuelt banebrydende teori, 
arbejder han koncentreret på at få fremstillet og underbygget teorien og få den publiceret i et 
videnskabeligt forum for derved at sikre sig æren for de indvundne resultater. Til syvende og 
sidst er forskere også konkurrenter! 
 
Dette adfærdsmønster er der ingen grund til at tro har været anderledes i tilfældet omkring 
udviklingen af teorien og de matematiske løsningsmodeller for optimering, der under et 
henføres under betegnelsen Lineær Programmering. Det er George B. Dantzig, der oftest 
bliver nævnt og refereret til i forbindelse med udvikling af teoridannelse og matematiske 
løsningsmodeller hørende under Lineær Programmering i kraft af hans foreslåede Simplex-
metode til løsning af optimeringsopgaver. Og han har også selv kundgjort[06], at hans 
resultater ikke byggede på viden om Leonid V. Kantorovichs forudgående arbejde, idet han 
oplyser ikke på tidspunktet at have kendt til dette arbejde. Men det var dog Leonid Vitalevich 
Kantorovich og Tjalling C. Koopmans, der fik Nobel økonomiprisen i 1975 - i det væsentlige 
begrundet med deres indsats på netop dette område af pressemeddelelsen fra: The Sveriges 
Riksbank…[31].  
 
Noget kunne tyde på, at publiceringssystemet ikke altid fungerer optimalt og at flere forhold 
spiller ind, når eftertiden skal kreditere forskere for deres bidrag til den videnskabelige 
forskning. Sker denne kreditering i praksis snarere på basis af, hvem der bidrager med 
beskrivelsen af en anvendelig (operationel) model end på, hvem der bereder det teoretiske 
grundlag herfor? Skal en matematisk teori ledsages af en i praksis anvendelig model til 
løsning af praktiske problemer for at kunne opnå anerkendelse? Er det et krav, at det 
omgivende samfund kan udnytte forskningsresultaterne? Kan begrænsninger i de 
teknologiske muligheder spille en rolle? Kan det ske, at omgivende magtstrukturer eller 
politiske forhold influerer på krediteringen?  
 
Tjalling Koopmans arbejdede tæt sammen med George B. Dantzig i Vesten, og deres bidrag 
til udviklingen af Lineær Programmering er rimeligt velbeskrevet og veldokumenteret 
andetsteds og derfor nemt at tidsfæste. Men Leonid V. Kantorovichs indsats og arbejde 
omkring Lineær Programmering relativt til George B. Dantzig har det vist sig lidt sværere at 
få klarlagt. Er hans arbejde primært af grundlæggende teoretisk karakter – og er det en 
fuldkommen teoridannelse? Indeholder hans arbejde også beskrivelse af en operationel 
model? Hvornår, hvor og hvordan publiceres hans arbejder? Er det rimeligt at tro på 
uafhængige parallelle udviklingsforløb af Lineær Programmering i Øst og i Vest? Er der 
belæg for at antage, at George B. Dantzig ikke har kendt til Leonid V. Kantorovichs arbejder 
på tidspunktet, hvor han publicerer egne resultater? Er det Leonid V. Kantorovich – og ikke 
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George B. Dantzig – der sammen med Tjalling C. Koopmans skal krediteres for den 
grundlæggende teoridannelse og modelleringen omkring Lineær Programmering – et resultat 
som jo i hvert fald Det Kongelige Svenske Akademi nåede frem til? 
 
En del af disse spørgsmål er blevet behandlet – både før og efter Nobel pris tildelingen – fra 
sidste tredjedel af forrige århundrede og frem til i dag. Se f.eks. A. Charnes og  W. W. 
Cooper: ‘On Some Works by Kantorovich, Koopmans and Others’[02], Sonja Brentjes 
afhandling fra 1976[01] og Tinne Hoff Kjeldsen fra 1999[22]: ’En kontekstualiseret 
matematikhistorisk analyse af ikke- lineær programmering : udviklingshistorie og multipel 
opdagelse.’ 
 
Men gemt i det forudgående ligger en faglig udviklingshistorie – en historie, der handler om 
den tidlige udvikling af Lineær Programmering, dvs. operationsanalyse ved 
minimering/maksimering af lineære funktioner under bibetingelser. En historie der, i 
modsætning til de fleste andre matematiske udviklingshistorier, spænder over en ganske kort 
tidsperiode – under 30 år – i hvilken periode rammerne og teorien til en ny matematisk 
disciplin fastlægges og løsningsmodeller angives. Og en historie, der – at dømme efter den 
umådelige anvendelse af Lineær Programmering, der finder sted i samfundet i dag – absolut 
må betegnes som en succes historie. Hvor som helst det er relevant at styre forbruget af 
ressourcer i forbindelse med udførelse af arbejde eller produktion for at effektivisere 
processen, formindske omkostninger eller ressourceforbruget eller maksimere profitten, er 
anvendelse af Lineær Programmering relevant. 
 
Kantorovich tillægges sædvanligvis i dag æren for at være den, der formulerede det 
matematiske grundlag. Det gjorde han i to berømte arbejder fra hhv. 1939 (der udkom på 
engelsk 1960) og 1942 (der udkom på engelsk 1958). De to arbejder er vidt forskellige i 
karakter og udformning og har ved en overfladisk betragtning ikke meget med hinanden at 
gøre. Imidlertid er de centrale i optimeringens historie i det 20. århundrede. Denne 
videnskabsfaglige udviklingshistorie har vi søgt at afdække et hjørne af med vores 
videnskabsfaglige projekt, idet vi vil gå tættere på Leonid V. Kantorovichs arbejde på 
området og kikke på to af hans opstillede modeller. Vores problemformulering har således 
fået den efterfølgende ordlyd: 
 
 
1.2 Problemformulering 
• Hvori består Leonid V. Kantorovichs matematiske teori fra 1939? 
• Er hans modeller praktisk anvendelige - og er de blevet anvendt? 
• Hvordan trænger Leonid V. Kantorovichs ideer igennem til det omgivende samfund? 
 
 
1.3 Valg af metode 
Vi har at gøre med et udviklingsforløb, der foregår i en historisk og politisk kompliceret tid. 
Det er derfor nødvendigt at skaffe sig klarhed over såvel det, der kan henføres til rendyrket 
matematisk udvikling, som de politiske og historiske magtforhold i det omgivende samfund 
for at forstå en eventuel udefra kommende indflydelse på udviklingsforløbet. Vi har derfor 
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valgt at løse opgaven ved anvendelse af en kontekstualiseret metode, beskrevet af Tinne Hoff 
Kjeldsen i hendes Ph.D-afhandling[22]. Det vil sige, vi skelner mellem ’matematisk kontekst’ 
og den ’eksterne kontekst’. Derved får vi også fokuseret på de helt særlige samfundsforhold 
og internationale forhold, der var fremherskende omkring tiden for udviklingen af emnet, og 
som formentlig har betydet meget for udviklingen af matematikken og for udvekslingen af 
den viden, der opstod i de to oprindelsesområder for Lineær Programmering: USSR og USA. 
Forholdene har muligvis gjort, at en del viden ikke har været kendt for samtiden uden for den 
indflydelsessfære (Øst/Vest), hvori den blev skabt, og den er så først adskillige år senere gjort 
tilgængelig i den modsatte del af verden. Vurderingen i sam- og eftertiden må være påvirket 
af denne diskontinuitet i rum og tid hvad angår publiceringer og udbredelse over 
landegrænserne. Og det nødvendiggør at inddrage begge kontekster i vurderingen af arbejdet 
med Lineær Programmering. 
Projektet fokuserer således på udviklingen og anvendelsen af især to af Leonid V. 
Kantorovichs matematiske modeller i samspil med det omgivende samfund, og belyser 
begreber, metoder m.m., der gælder inden for operationsanalyse/lineær programmering og 
dens matematiske natur. 
 
Der er en stor mængde litteratur på området. Som baggrundslitteratur til indkredsning af 
Lineær Programmerings faglige placering i matematikken samt forståelse for perioden og 
personerne har vi blandt andet kunnet trække på allerede skrevne afhandlinger. Især Tinne 
Hoff Kjeldsens PhD-afhandling og Sonja Brentjes disputats fra Leipzig[01] har været 
uvurderlige. Men også Dantzigs lærebog[09] og hans beskrivelse af Lineær Programmering i 
Vesten har givet en stor indsigt i de historiske og faglige forhold. Derudover er der skrevet en 
del historiske oversigtsartikler og der er mange lærebøger inden for området. Så mængden af 
baggrundslitteratur gør det i høj grad muligt at tegne et detaljeret billede af forhold og 
baggrund for dette arbejde. Med hensyn til primærlitteraturen ligger der en rig samling i 
Vesten. Der er specialtidsskrifter helliget dette område og en del af de (sovjet)russiske artikler 
er genoptrykt i vestlige tidsskrifter. Men visse af de tidlige sovjetiske artikler og bøger har 
vist sig svært tilgængelige eller umulige at opdrive, idet de er publiceret i en urolig tid med 
krig, diktatur og senere kold krig. Men enkelte meget centrale artikler er det alligevel 
lykkedes os at fremskaffe i original kopi og på originalsprog (russisk). Og begunstiget af, at 
en af gruppemedlemmerne har russisk som sit modersmål, har vi været i stand til at udtrække 
væsentlig information fra disse. Derfor mener vi at have fyldestgørende primær litteratur til at 
kunne skaffe os et overblik over det væsentligste inden for problemformuleringens område, 
og til at kunne anvende den kontekstualiserede metode. 
 
 
1.4 Opfyldelse af semesterbindingen 
Semesterbindingen tilsiger, at ’Projektet skal behandle matematikkens natur og indretning 
som videnskab, herunder begreber, metoder, teorier, opbygning m.v.’. 
 
Nærværende projekt beskæftiger sig med den tidlige udvikling af lineær programmering. Vi 
behandler teori- og modeldannelsen som den fremstod fra en af ’pionerernes’ hånd, og følger 
gennem en analyse af specielt to af Leonid V. Kantorovichs modeller den udvikling, der 
foregik på området over en relativ kort årrække. Vi støder herunder på forskellige forskeres 
forsøg på at påvirke tilegnelsen af krediteringen for opstillingen af det matematiske grundlag 
for den Lineære Programmering. Tilsammen får vi herigennem indblik i matematikkens natur 
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som videnskab, som udfordrer af det menneskelige intellekt – og som konkurrenceparameter 
mellem forskere eller magtblokke (Øst/Vest).  
 
Projektet fokuserer altså på udvikling af en matematisk teori med tilhørende modeludvikling i 
samspil med det omgivende samfund og betinget af de omlejrende historiske realiteter og 
belyser begreber, metoder m.m., der gælder inden for operationsanalyse/lineær 
programmering området. Semesterbindingen antages dermed at være opfyldt. 
 
 
1.5 Taksigelser 
Under udarbejdelsen af denne rapport har vi modtaget en hjælpende håndsrækning fra mange 
enkeltpersoner og institutioner, uden hvis hjælp arbejdet med rapporten ikke var blevet helt så 
farverigt, fængslende og inspirerende. Først og fremmest de vejledere, der har været direkte 
involveret, Jesper Larsen, hvis ro og optimisme er styrkende og Bernhelm Booss-Bavnbek, 
der med sit utrættelige engagement og store viden er en uforlignelig inspirator, dernæst flere 
af IMFUFAS medarbejdere, især lektor Tinne Hoff Kjeldsen, lektor Morten Blomhøj og 
professor Mogens Niss. Desuden har vi søgt og fået hjælp i form af informationer og tilsendte 
artikler uden for RUC hos Dr. Sonja Brentjes, professor Oli B. Madsen fra DTU, professor 
Jakob Krarup, KU, professor Alexander Schrijver, Amsterdam, professor Herbert Scharf, 
Chicago og professor Levon A. Beklaryan, CEMI, Moskva. Sidst men ikke mindst 
servicemedarbejder Barbara Alfsen, Handelsskolen i Ballerup, der med begrænset kendskab 
til russisk, men til gengæld med et ubeskriveligt gå på mod – måske krydret med lidt held – 
via biblioteket i Skt. Petersborg fandt frem til en artikel, der indeholdt en del gode referencer, 
som vi siden hen har haft glæde af takket være Lioubov Bechs russisk kundskaber.  
 
 
RUC, 15. juni 2004. 
 
Lars Bjarne Nielsen, Lioubov Bech og Finn Gunge 
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2 Kantorovichs arbejde og dets udbredelse til Vesten 
2.1 Kantorovich, matematiker og økonom1 
2.1.1 Lidt biografi  
Kantorovich blev født i Skt. Petersborg (Leningrad) den 19. Januar 1912 i en jødisk 
lægefamilie[36] og oplevede således i Leningrad såvel januar-, som  oktoberrevolutionen i 
1917. Han kom på universitetet i Leningrad allerede som 14-årig i 1926 på dispensation og 
året efter indtrådte han i studenterkredsen omkring Professor Fiktengol og begyndte så småt 
sit videnskabelige arbejde med undersøgelse af Riemann integrering og viste selvstændigt 
arbejde omkring sammenhænge mellem visse Lebesgue- og Riemann integraler. Som 18 årig 
havde han allerede skrevet 11 videnskabelige værker om deskriptiv funktions- og 
mængdeteori, og i 1930 blev han som 23-årig udnævnt til dr. scient. uden afhandling alene på 
baggrund af allerede publicerede arbejder. Han holdt derudover en række æresdoktorater på 
vestlige universiteter og modtog fornemme priser herunder de fornemme Sovjetiske priser: 
Statsprisen 1949, Leninprisen 1965 samt den prestigefyldte Nobels Ærespris i Økonomi 
sammen med Tjalling Koopmans i 1975. Denne pris blev uddelt for deres arbejde med 
udviklingen af lineær programmering til brug i økonomi (Press release, The Royal Swedish 
Academy of Sciences)[31].  
 
Kantorovich forskellige ansættelser kan være lidt svære at følge i hans selvbiografier, og det 
er ofte underforstået, at læseren kender til de forskellige ændringer og organisationsformer for 
universiteterne i Rusland gennem tiden. Noget af denne uklarhed skyldes muligvis hans ønske 
om at sløre Stalintidens mere negative konsekvenser. Desuden kan hans tilknytning til 
Ruslands atomvåbenprogram have haft betydning[36]. Han angiver selv at have måttet gå på 
listefødder i perioder for ikke at blive beskyldt for at være antimarxist. Ansættelsesformerne 
var også lidt anderledes dengang, og man havde ikke stipendier. Men da der skete en 
udvidelse af universiteterne som følge af bolsjevikkernes mere videnskabelige syn på tingene, 
var der stillinger nok. Kantorovich bruger betegnelsen ’professor’ om 
undervisningsstillingerne, og det svarer vel til enten adjunkt for en løs ansættelse og til lektor 
for en fast ansættelse. Kantorovich havde sin hovedansættelse ved Leningrads Universitet, 
hvor han var løst ansat ’adjunkt’ fra 1932, indtil han blev fastansat lektor (’professor’) i 1934. 
Samtidig arbejdede han bl.a. som underviser ved det polytekniske fakultet, hvor han også blev 
valgt som samtidig institutleder og ’professor’ ved Transportinstituttet i 1932. Under krigen 
var han lektor ved den højere læreanstalt for søingeniører indtil 1944, hvor han vendte tilbage 
til Leningrad som leder af afdelingen for approksimationsmetoder under USSRs 
Videnskabelige Akademis matematiske institut samtidig med sin stilling ved universitetet 
(Kantorovich L.V.; 1992; Autobiography)[19]. 
 
 
                                                 
1
 Afsnittet bygger i stor grad på Kantorovich, L. V.: ’My journey in science’[18] 
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2.1.2 Kantorovichs forskning 
Kantorovich var en meget nysgerrig og produktiv forsker, der bredte sig over et stort område. 
Hans studenter yndede at sige, at han ville kokkerere i samtlige gryder på én gang (Makarov 
og Sobolev 1990). 
Han har i sin selvbiografi ’My Journey in Science’ givet følgende oversigt over de områder 
inden for matematikken, han har ydet bidrag til: 
1. Deskriptiv funktionsteori (Riemann integraler, Lebesgue integraler) 
2. Funktioner på mængder, analytiske (Aleksandrov) mængder og projektive mængder 
3. Konstruktiv funktionsteori (kompleks funktionsteori, Bernstein-polynomier) 
4. Approksimative analysemetoder 
5. Teori om delvist ordnede rum (Hilbertrum) 
6. Linear programmering 
7. Beregningsmetoder, computere, programmering 
8. Funktionalanalyse og approksimationsmetoder 
 
Han betragtede selv sit matematisk-økonomiske arbejde og sit arbejde med funktionalanalyse 
i ordnede rum som sin hovedindsats[17].  
 
2.1.3 Baggrunden for Kantorovichs interesse for operationsanalyse2. 
Kantorovich havde altid interesse for økonomi og økonomiske løsninger. Han arbejdede som 
økonom i sin praktik på matematikstudiet i 1929.  ’Men umiddelbart var anledningen til min 
økonomiske omorientering et tilfælde’. En flok ingeniører fra Finerpladelaboratoriet, som i 
den engelske oversættelse kaldes ’The Plywood Trust’, konsulterede Kantorovich med en 
velformuleret opgave.  
 
Det var i 1938; Kantorovich fik til opgave at løse et konkret planlægningsproblem: at finde en 
måde at anvende de tilgængelige produktionsressourcer i en finerfabrik, sådan at 
produktionen blev maksimal. Virksomhedens laboratorium havde (sandsynligvis som følge af 
den 18. partikongres’ beslutning om at inddrage matematik i produktionsplanlægningen, se 
senere) henvendt sig til Institut for Matematik og Mekanik på Leningrads Stats Universitet, 
LSU, hvor Kantorovich var tilknyttet en del af tiden ved siden af sit professorat i matematik,  
for at få en metode til forbedring af planlægningen, og Kantorovich blev udpeget til at stå for 
opgaven (My Journey in Science[18]). Da han arbejdede med at løse dette problem indså 
han(jvf. [16] s. 368), at problemet matematisk set lignede en række andre planlægningsopgaver, 
idet de alle var ekstremum undersøgelser. Dette førte ifølge Kantorovich til formuleringen af 
den type analyse, der senere er blevet kaldt lineær programmering (LP)[19]: 
 
’In 1939, the Leningrad University Press printed my booklet called The Mathematical 
Method of Production Planning and Organization which was devoted to the 
formulation of the basic economic problems, their mathematical form, a sketch of the 
solution method, and the first discussion of its economic sense. In essence, it contained 
the main ideas of the theories and algorithms of linear programming.’  
 
 
                                                 
2
 I det følgende er alle citater hentet fra ref [18], med mindre andet angives. 
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Kantorovich skulle finde en beregnings-model for optimal udnyttelse af produktionsapparatet. 
Det drejede sig om en kompleks udførelse af fem operationer på otte typer maskiner. 
Spørgsmålet førte til at bestemme matrix (hi,k) og z størrelsen fra bibetingelserne:  
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- hvor hi,k er samlet kapacitet af i`te maskine ved jobudførelse af k t`e type,  
og pk karakteriserer krævede sortiment reguleringsfaktor.  
 
Denne situation krævede at løse en maksimeringsopgave, når man havde en række lineære 
begrænsninger. I de simpleste tilfælde er det opgaver med en eller to variable, der løses meget 
enkelt ved at finde alle mulige yderpunkter og udvælge det allerbedste. Men da de havde fem 
operationer og otte forskellige typer maskiner, krævede denne valgmetode at løse cirka en 
milliard lineære ligningssystemer med 12 ubekendte (K40,12 ≈ 109 ) og det var højst 
sandsynligt en urealistisk vej. Kantorovich byggede særlige måder at løse den slags opgaver, 
blandt andet geometriske.  
 
På en videnskabelig session for matematikere, holdt han i oktober 1938 formentlig sit første 
foredrag om problemstillingen, hvor han beskrev sine egne tanker om løsningsmetoder. Han 
blev seriøst optaget af opgaven og kunne med sin store intuition[27] snart inddrage sine 
matematiske kundskaber fra blandt andet funktionalanalyse i løsningen af problemet. 
 
I foråret i 1939 holdt han flere foredrag i Polyteknisk Institut 
og i Det Videnskabelige Kongrescenter i Leningrad om sin 
metode for ingeniører fra industrien, og de udtrykte interesse 
for metoden og ønskede den publiceret(jvf forordet t. [16]). Men 
samtidig blev han udsat for kritik vedrørende de matematiske 
metoder: ’En matematisk skole i økonomi er en antimarxistisk 
skole i vesten og matematikken i økonomi er et kapitalistisk 
middel af apologi’citat: [17]. Det tvang ham til at ignorere termen 
’økonomisk’ så meget som muligt og snakke om organisation 
og produktions planlægning i stedet for. Han blev nødt til at 
nedtone betydningen af ’afgørende multiplikatorer’, hvilket 
han bl.a. gjorde ved at anbringe det til slut i andet appendiks af 
sin publikation og ved at anvende et ’halvforfalsket’ sprog.  
Han samlede sit arbejde med at formulere problemet 
matematisk, opstille løsningsmetoden, afprøve den og udføre 
den på en række virkelige tilfælde i værket, der på engelsk fik 
titlen: ’Mathematical Methods in Organization and Planning 
Production’[16]. Værket blev publiceret af Leningrads 
Statsuniversitet med forord af A. R. Marchenko og udkom 
oprindeligt i 1939 i 1000 eksemplarer, der blev omdelt til de 
 
Figur 2-1: ’Mathematical 
methods in organization and 
planning production’ blev 
publiceret af Leningrad Stats 
Universitet i 1939. 
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50 kommissariater. Det blev genoptrykt på russisk i 1959 og i 1959-60 oversat til engelsk og 
publiceret i Management Science i 1960[16]. På samme tid udkom det i en kinesisk version3.  
 
 
 
2.2 Model 1 - Kantorovichs monografi fra 1939 
2.2.1 ‘Mathematical methods in organization and planning production’. 
Monografien fra 1939[16], ’Mathematical methods in organization and planning production’, 
er opbygget i 14 afsnit: en introduktion, 9 eksempler på anvendelse, et konkluderende afsnit 
med en opsummering af metodens anvendelighed, angivelse af muligheder for videre 
udvikling og tilbagevisning af forudsete tænkelige indvendinger - og til sidst er der 3 
væsentlige appendikser.  
 
I introduktionen præsenteres og beskrives optimeringsproblemet ved eksempler og det 
understreges, at problematikken og de efterfølgende matematiske udredninger og 
løsningsmetoder er relevante i USSR i forbindelse med produktionsplanlægning, men at 
metoderne ikke er relevante i kapitalistiske samfund som i Vesten, idet planlægningen her – 
om nogen - styres af individuel profitjagt, hvor der ikke tages hensyn til en hensigtsmæssig 
udnyttelse af ressourcerne, men kun på profitmaksimering!  
 
De 9 eksempelafsnit omhandler efterfølgende:  
 
I) Gennem en nærmere analyse af optimeringseksemplet (1) med fordeling af 
produktion af emner på forskellige maskiner fra introduktionen og formulering af 
matematikken bag metoden ved hjælp af dette opstilles 3 matematiske 
problemstillinger, problem A, B og C4, for hvilke der angives løsningsmetoder ved 
hjælp af løsningsmultiplikatorer (k – beskrives i det følgende). Alle de efterfølgende 
praktiske problemer og deres løsning vises at kunne henføres til en af disse 3 
grundlæggende problemstillinger. (Her skal kort bemærkes, at den grundlæggende 
ide med løsningsmultiplikatorerne er at nedskære et antal af ukendte variable for hi,k 
fra m*n til det langt mindre antal på m k variable). 
 
II) Organisering af produktion med en givet produktionssammensætning til bedst mulig 
opfyldelse af (5-års)’Planen’. Problemstillingen belyses med et praktisk eksempel 
(2), hvis problemløsning vises at være af typen problemstilling A. 
 
III) Optimal udnyttelse af maskiner belyses ved to praktiske eksempler (3 og 4) hvis 
løsning vises at falde ind under problemstillinger af typen A, evt. ved supplering med 
visse betingelser typerne B og C. 
 
                                                 
3
  Personlig meddelelse fra Joseph V. Romanovsky, Professor of Operations Research, Faculty of Mathematics, 
St-Petersburg University. 
4
  En nærmere beskrivelse af de tre problemer findes i næste kapitel 
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IV) Minimering af spild belyses med 2 konstruerede praktiske eksempler (5 og 6). 
Eksemplerne påvises at høre ind under type C problemstillingen.  
 
V) Bedst mulig udnyttelse af råmaterialer. Her anføres ingen deciderede praktiske 
eksempler, men problemstillingen argumenteres at kunne henføres til et problem af 
typen C. 
 
VI) Bedst mulig udnyttelse af brændstof argumenteres at kunne henføres til type A eller 
type C problemstillinger afhængigt af det nærmere definerede formål med 
beregningerne.  
 
VII) Optimal opfyldelse af byggeriplaner med givne materialer. En måde at gøre det på 
foreslås og retfærdiggøres, og der argumenteres for at problemstillingen vil kunne 
løses som et type C problem. 
 
VIII) Optimal udnyttelse af agerland argumenteres at kunne henføres til en af de 3 typer 
afhængigt af nærmere definerede mål med beregningerne. 
 
IX) Bedste godsforsendelsesplan vises gennem teoretisk skitserede eksempler at kunne 
reduceres til problemstillinger af typen A eller C, og de opstillede modeller kan 
følgelig også bruges til at løse problemer af denne art. 
 
Den matematiske substans findes i appendiks. Appendiks 1 har karakter af en selvstændig 
matematisk modelartikel, idet den i 10 afsnit introducerer løsningsmetoden i et simpelt 
tilfælde og fører den videre til den generelle situation, introducerer løsningsmultiplikatorerne, 
beviser deres karakter og anvender dem. Som udgangspunkt anvendes problem A. 
 
Appendiks 1 har følgende indhold, idet punkterne refererer til de nummererede afsnit: 
 
1) Afsnittet anviser princippet i metoden ved at løse et simpelt tilfælde med 2 emner og 
3 maskiner. Dette fører til definitionen af løsningsmultiplikatorerne. 
 
2) Her omformuleres problemet på en form, som er mere i overensstemmelse med 
multiplikatormetoden, og det bevises, at de to formuleringer giver samme løsning. 
 
3) I afsnittet vises, at de løsende multiplikatorer kan anvendes som grundlaget for 
metoden og det analytiske bevis skitseres. 
 
4) Her gennemgås anvendelsen af løsningsmultiplikatorerne på eksempel 3 ovenfor og 
detaljerede udregninger. 
 
5) Udregningerne fra afsnit 4 uddybes, idet forskellige udregningstekniske problemer 
og deres løsning gennemgås. 
 
6) Dette afsnit angiver en metode til kontrol af løsningerne. 
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7) Afsnittet omhandler de udregningsmæssige problemer, når antallet af variable bliver 
store. Der præsenteres metoder til at finde en approksimativ, ikke-eksakt løsning, der 
dog har tilstrækkelig stor nøjagtighed. 
 
8) Hvor løsning af problem B tages under behandling. 
 
9) Afsnittet omhandler løsning af problem C. 
 
10) Denne sidste sektion af appendiks 1 understreger den generelle formulering af den 
Lineære Programmeringsmodel, som Kantorovich har givet i denne tidlige 
monografi, idet de løsende multiplikatorer viser deres bredere anvendelse ved 
muligheden for planlægning på tværs af virksomhederne.  
 
Appendiks 2 angiver løsningen af det problem, som gav anledning til at iværksætte arbejdet, 
nemlig ’The Plywood Trust’s (som krydsfinerfabrikken hedder i Management Sciences 
oversættelse) problem med tilskæring af finerplader, der er af typen ’problem A’. 
 
Appendiks 3 er et teoretisk afsnit, hvor der angives to beviser for eksistensen af 
løsningsmultiplikatorer, og af det geometriske bevis fremgår det, at en Minkovski-baseret 
adskillelsessætning for konvekse mængder kan betragtes som grundlag for 
eksistenssætningen. 
 
 
2.2.2 Kantorovichs introducerende betragtninger til 1939-monografien 
Introduktionsafsnittet i 1939 monografien er værd at lægge mærke til, idet det for os at se 
skinner tydeligt igennem, at Kantorovich har haft visse betænkeligheder i forhold til 
myndighederne i forbindelse med fremlæggelsen af sine optimeringsmodeller, idet en 
profitmaksimeringstolkning meget let kunne anlægges på hans arbejde. Han kunne således 
nemt få tillagt kapitalistisk tankegang eller holdninger, hvilket ikke var så velset i USSR på 
tidspunktet og som senere rent faktisk gav ham problemer5. Men lad os se på, hvad 
Kantorovich skriver om den type problemer, han beskæftiger sig med i monografien: 
 
‘I want to emphasize again that the greater part of the problems of which I shall speak, 
relating to the organization and planning of production, are connected specifically 
with the Sovjet system of economy and in the majority of cases do not arise in the 
economy if a capitalist society’[16] p. 368, vor fremhævning.  
 
Kantorovich fortsætter med at fastslå, at i kapitalistsystemet er alt styret af priserne, og derfor 
udnytter man ikke de råvarer, der er nok af i samfundet, men kun de billigste, således at: 
 
‘The question of the maximum utilization of equipment is not raised; in any case, the 
majority of enterprises work at half capacity’ 
 
Selv om det sidste nok ikke er baseret på solide facts, er det værd at lægge mærke til citaterne: 
De problemer, Kantorovich arbejder med, er á priori specifikke for det sovjetiske system. Det 
                                                 
5
  Der findes her flere referencer. Se [12],[17],[29],[36],[38]. 
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drejer sig om ’opfølgelsen eller endda overopfølgelsen af planer’, som alt i alt er del af en 
samlet overordnet plan. Og derfor drejer det sig om at styre hver eneste del og komponent 
hele vejen gennem produktionen, og det fører Kantorovich til at fastslå: 
 
‘This feature, the necessity of fulfilling both the overall plan and all its component 
parts, is essential for us, since in the setting of the tasks connected with securing 
maximum output we most consider the composition and completeness as extremely 
important conditions.’ 
 
Det er sandsynligvis denne formulering, Kantorovich følger op i formuleringen af kravene til 
produktionen hele vejen igennem sin metode i dens forskellige varianter. Som vi skal se, 
sætter Kantorovich altid en af betingelserne til at være lige store mængder ’output’ eller 
emner fra de forskellige maskiner (Men vi vil også se, at forholdene kan sættes til at være et 
andet ved at fastsætte kvotienter mellem antallet af de forskellige emner i produktionen).  
 
 
 
2.3 Model 2 - Monges transportproblem 
2.3.1 Baggrunden for Translocation of Masses 
’On the translocation of masses’ fra 1942 (engelsk: 1958[15b]) er et teoretisk arbejde, der 
bygger på Monges transportproblem for jord ved bygning af fæstningsanlæg, ’Remblais et 
Deblais’. Ifølge Brentjes havde man i 30’erne anvendt potentiale-terminologien for 
transportproblemer til at beskrive disse. Kantorovich beskriver i artiklen, hvordan arbejdet 
med transport af masser er minimalt, hvis funktionen, der beskriver overflytningen af 
masserne, en psi-funktion, er et potentiale. Dvs. hvis der findes en U-funktion, så den 
numeriske værdi af U(x) - U(y) kan reduceres til at repræsentere arbejdet med at transportere 
masserne mellem x og y. U(y) - U(x) er da i absolut værdi lig dette arbejde og 
transportarbejdet er da minimalt, hvis psi-funktionen er minimeret. Kantorovich anfører, at 
minimeringen af transportproblemet består i at finde denne U-funktion.  
 
Men i sin præsentation af masseflytningsproblemet benytter Kantorovich sig i sin 
matematiske fremlægning af funktioner defineret på funktionsrum på Borelmængder i et 
kompakt metrisk rum. Artiklen er meget teoretisk og derfor uden umiddelbar 
anvendelsesmuligheder i transportsektoren. Dette er Kantorovich åbenbart godt selv klar over, 
for til slut nævner han to praktiske anvendelsesmuligheder, som er beskrevet i en artikel under 
udgivelse.  
 
Det skulle altså ifølge Kantorovich være muligt at komme fra den teoretiske beskrivelse til 
potentialemetodens praktiske anvendelse. Imidlertid er artiklen så kortfattet, at vi har opgivet 
at forsøge at foretage denne kobling. Meget tyder også på, at det ikke ligger lige for. Således 
skriver Anderson & Philpott[40], at beviset sandsynligvis er forkert (’invalid’), og prof. 
Schrijver har meddelt os6,  at han i sin bog ’Combinatorial Optimization - Polyhedra and 
efficiency’ nøjes med at give en begrænset forklaring på artiklen, og fortsætter:  
 
                                                 
6
  Personlig korrespondance 11-06 2004. 
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‘It seems, that Kantorovich was cryptic on purpose, because of the difficult political 
situation in the Soviet Union then … The main content seems to be that the optimality 
of a minimum-cost transportation can be certified with a potential. 
It seems however, that Kantorovich assumed the triangle inequality for the cost 
function’.  
 
Det virker derfor som om, der mangler lidt arbejde med artiklen, hvilket delvist forklares af 
den politiske situation, omstændighederne omkring publiceringen og Kantorovichs ulyst til at 
være klar i mælet. 
 
Der er imidlertid tale om et arbejde, der har stor teoretisk betydning. Sågar har en artikel i 
Nature i 2002 anvendt teorien i forbindelse med at beskrive massefordelingen i det unge 
univers!7 Og Kantorovich er den første, der foretager en formel matematisk beskrivelse af 
Monges transportproblem. Man kan derfor finde mange referencer til den i litteraturen.  
 
 
2.3.2 Artiklen ’The application of Mathematical Methods to Freight Flow Analysis’ 
Kantorovich og M. K. Gavurin udgiver i 1949 artiklen: ’Primenenie matematicheskih 
metodov v voprosah analiza gruzopotokov: Problemji povisheniya effektivnosti rabotji 
transporta’[20], hvis titel oversat til dansk er: ’Anvendelse af matematiske metoder i spørgsmål 
om analyse af transportstrøm: Problemer ved effektivitetsforøgelse af transportarbejde’. 
 
M. K. Gavurin, som lige var blevet færdig med sin Ph.D-afhandling, og Kantorovich fik selv 
ideen til at behandle transportproblemet i deres fælles artikel. Men andre forskere, 
jernbanearbejdere med flere havde allerede beskæftiget sig med planlægningsproblemet 
vedrørende jernbanetransport af tung last i jernbanenetværk. Om emnet fandtes blandt andet 
artikler af A. N. Tolstoj (’Methods of finding the minimal total kilometrage in 
cargotransportation planning in space’ , 1930, og ’Bortskaffelsesmetoder af irrationale 
transporter (flytninger) under udarbejdelse af operative planer’, 1941), hvori der blev 
beskrevet nogle forsøg på at indføre effektivitetsoptimerende beregningsmetoder for 
godstransport på det Sovjetiske jernbanenet. Men i Tolstojs arbejde kunne der ikke findes 
hverken matematisk problemformulering eller effektiv løsningsmetode. I 1941 beskrev F. L. 
Hitchcock det matematiske problem, men uden problemets analyse og der var heller ikke en 
brugbar løsningsmetode.  
 
I Kantorovich og M. K. Gavurins arbejde fra 1949 var der opgivet: 
1) Problemets effektive løsning med metode i udfoldet form (det var en variant af 
løsningsmultiplikator metoden, men i en speciel form; den såkaldte ’potentiale-
metode’). 
2) Optimalt løsningskriterium. 
3) Opstilling af mere generelle opgaver, som ikke kunne løses på det tidspunkt på grund 
af manglende beregningsudstyr. 
4) Opklaring vedrørende den økonomiske betydning af parametre som territoriale priser 
for den givne last. 
5) Behandling af opgaven om rationel fordeling af produktion.  
                                                 
7
  Frisch et al, Nature 417, p 260ff, 2002. 
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Artiklen blev publiceret i meget forkortet form i forhold til den håndskrevne udgave, som 
desværre var forsvundet. Den forkortede publikation om arbejdet blev offentliggjort på 
matematisk sektion i Leningrads Videnskabelige Kongrescenter i januar 1941. 
 
Offentliggørelsen af Kantorovichs oprindelige håndskrevne udgave stødte på mange 
vanskeligheder. Det blev afleveret til tryk i 1940 i Jernbanetransport bladet. Men det blev ikke 
udgivet nogen steder – måske på grund af udtalt matematikangst og på trods af støtte fra 
akademikere som A. N. Kolmogorov og V. N. Obraztsov, der var transport general. Heldigvis 
lavede Kantorovich en abstrakt version af artiklen – en notits om transport af gods i kompakt 
metrisk rum, hvori der var vist både kriteriet for den optimale løsning og potentiale-metoden 
(’On the translocation of masses’)[15a]. I slutningen af artiklen blev der angivet to 
problemformuleringer (med henvisning til – som de jo regnede med – at deres artikel om dette 
var under publikation). En af dem drejede sig om jernbanetransport og den anden om 
optimering af lufthavns areal. Denne artikel, som blev publiceret på russisk og engelsk i 1942, 
blev tilsyneladende den først kendte artikel om lineær programmering hos de vestlige 
specialister. Men det skete først i begyndelsen af 50-erne!   
  
Ovenanførte oplysninger er hentet fra L. V. Kantorovichs selvbiografi, marts-april 1986[17]. 
Det er interessant at se, hvordan Kantorovich så langt op i historisk tid bevarer en (nærmest 
naiv?) respekt og beskyttende holdning over for det sovjetiske samfunds ledelse. For mon 
ikke der også kunne tænkes andre forklaringer på, hvorfor deres arbejde omkring optimering 
af jernbanetransporten i Sovjetunionen i året 1940 ikke bliver publiceret…? Bemærkningen 
kan her synes spekulativ, men se herom i følgende afsnit side 17. 
 
I dag er ’The application of Mathematical Methods to Freight Flow Analysis’ ikke nem at 
finde. Bogen ’Collection of Problems of Raising the Efficiency of Transport Performance’, 
udgivet af Academiia Nauk, USSR, findes ikke i de almindelige artikeldatabaser, og optræder 
ikke i Academiia Nauks lister.  Men da vi havde formodning om, at den måske dels beskrev 
en sammenhæng mellem Kantorovichs to modeller for optimering og dels indeholder 
eksempler på anvendelse af model 2, transportmodellen, fandt vi det af stor betydning at 
fremskaffe den. Vi søgte den derfor gennem forskere, der citerer den i deres artikler, med det 
håb, at de måske havde en kopi, vi kunne få. Vi spurgte først Sonja Brentjes, tidligere Leipzig 
og Berlin, der i sin doktorafhandling[01] citerer uddrag af artiklen, og som IMFUFA tidligere 
har haft kontakt med gennem Mogens Niss og Tinne Hoff Kjeldsen. Men vi fik det svar, at 
Sonja Brentjes havde afleveret alt sit materiale til forskellige personer og ikke var klar over, 
hvor ’The application of Mathematical Methods to Freight Flow Analysis’ var havnet.  
 
Vi gik derefter på jagt efter andre, der havde citeret værket eller havde en stor interesse i 
programmeringens historie[30][34]. Mikael Todd fik vi aldrig fat i, mens professor Polyak i 
Moskva ikke havde artiklen mere. Ved yderligere søgning fik vi kontakt med Professor 
Alexander Schrijver i Amsterdam, der har nævnt den i en publikation om programmeringens 
historie for nylig[33]. Her fik vi det nedslående budskab, at prof. Schrijver havde måttet opgive 
at finde den, og at selv det største bibliotek i Rusland, Leningrads Statsbibliotek, ikke havde 
kunnet hjælpe. Vi koncentrerede derfor efterforskningen til de kredse, der måtte have haft 
personlig kontakt med Kantorovich eller var meget involveret i transportanalyse og dens 
historie. Vi fandt således frem til professor Herbert Scharf, der i dag er tilknyttet Cowles 
instituttet i Chicago, og som efterfulgte Koopmans der som chef (se Koopmans biografi i 
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bilag 7.1). Men her havde man ikke længere Koopmans papirer. Den videre søgning efter 
referencer til ’The application of Mathematical Methods to Freight Flow Analysis’ blev derfor 
indsnævret til Rusland, og vi var heldige at finde en artikel af en relativt ung russisk/armensk 
forsker, Khachachtryan, der citerede artiklen og det ydermere i en artikel, der var tilgængelig 
på internettet, hvor han henviste til sin professor, Beklaryan, som værende den, der havde 
bragt ham ind i dette arbejde[21]. Khachactryan og Beklaryan er tilknyttet CEMI i Moskva, 
Instituttet for Økonomisk og Matematisk Forskning, der ifølge deres hjemmeside (på russisk!) 
er skabt på baggrund af Kantorovichs indsats i økonomi. Khachahtryan havde ikke fået sin 
adresse på instituttet endnu, men det viste sig, at professor Beklaryan ville hjælpe os. Og efter 
lidt søgning lykkedes det medarbejderne på CEMI at finde artiklen i instituttets bibliotek, og 
professor Beklaryan var så venlig at fotokopiere den og sende os en kopi, som vi derefter har 
delt med andre interesserede. Og da en af os (LB) har russisk som modersmål er vi i stand til 
at inddrage værket i vor undersøgelse. Vi har dermed det held at være nogle af de første, der 
systematisk analyserer dette vigtige bidrag af Kantorovich i sammenhæng med hans øvrige 
arbejde, idet Sonja Brentjes i [01] nok citerer fra ’The application of Mathematical Methods 
to Freight Flow Analysis’, men ikke går ned i detaljerne med metoden eller dens 
sammenhæng med Kantorovichs øvrige arbejde. Det skal dog bemærkes, at forskellene 
mellem dansk og russisk er så store, at det ingenlunde er trivielt at oversætte en fagartikel på 
russisk til nogenlunde præcist og flydende dansk.  
 
 
 
2.4 Udbredelsen af Kantorovichs arbejde til Vesten 
Det var Tjalling Koopmans, der i sin egenskab af redaktør af ’Management Science’ tog 
initiativet til den engelske oversættelse og publiceringen af Kantorovichs værker. Han var 
bragt på sporet af det russiske initiativ inden for økonomisk matematik via Merrill Floods, der 
havde kendskab til Kantorovichs artikler og som han citerede i to artikler (M. M. Flood: ’The 
Travelling Salesman problem’ fra 1956[11], og ’Application of Transportation Theory to 
Scheduling a Military Tanker Fleet’ fra 1954)[10]. Merrill M. Flood havde fortalt Koopmans, 
at matematikeren Max Schiffman, i diskussionen af et foredrag Flood selv gav om 
transportproblemer i december 1949, havde nævnt, at lignende problemer blev præsenteret i 
artiklen ”On the translocation of Mases”, som Kantorovich havde udgivet på russisk i 1942.  
 
Koopmans beskriver i sin præambel til den engelske version af Kantorovichs monografi fra 
1939, ’A note about Kantorovichs paper: Mathematical methods of organizing and planning 
production’, tilblivelseshistorien for artiklen som den kom til at se ud i Management Science 
(Management Science; 6, 366-422)[16] og nogle af de hovedideer, Kantorovich præsenterer i 
monografien. 
 
Koopmans fortæller, at han tog kontakt til Kantorovich og fik et reprint af Kantorovichs 1939 
monografi (’Mathematical Methods...’) [16] og af Kantorovich og Gavurins 1949-artikel ’The 
application of Mathematical Methods to Freight Flow Aanalysis’ fra det russiske 
Videnskabernes Selskabs bog ’Problems of Raising the Efficiency of Transport 
Performance’)[20]. Ved hjælp af den russisk-kyndige kollega, Raymond P. Powell, blev 1939-
monografien oversat til engelsk. Det gik op for Koopmans, at de to artikler ’The 
application...’ fra 1949 og ’Mathematical Methods....’ fra 1939 på tidspunktet var nyvindinger 
inden for lineær programmering og især inden for matematisk økonomisk teori. 1939-
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monografien overraskede Koopmans ved at være en decideret matematisk beskrivelse af 
Lineære Programmeringsproblemer, som de blev forstået i 1950’erne, om end formuleringen 
ikke var på den form, man anvendte på det tidspunkt. Ved Koopmans præsentation[23] af 
Kantorovichs 1939-monografi i Management Science i 1960 beskriver han monografiens 
væsentligste resultater og ideer og nævner bl.a. λ-multiplikatorernes betydning som 
“skyggepriser”. Koopmans interesse er klart at fremhæve så mange træk som muligt i 
Kantorovichs arbejde, der foregriber den senere udvikling af lineær programmering, og her er 
prisbetragtninger en væsentlig ingrediens. 
 
Kantorovich oplyste over for Koopmans, at 1949-artiklen, ’The application of Mathematical 
Methods to Freight Flow Analysis’, er den artikel, der refereres til i slutningen af ’On the 
Translocation of Masses’ fra 1942. Det skulle være den artikel, hvori der beskrives en 
praktisk anvendelig løsningsmetode til effektivisering af transport. I ’On the Translocation of 
Masses’ angives det, at den skulle udkomme senere. Kantorovich fortalte Koopmans, at 
artiklen blev skrevet allerede i 1940, men at publiceringen blev udskudt på grund af krigen. 
 
Kantorovichs begrundelse for den manglende publicering af artiklen over for Koopmans 
under mere private former er altså en anden, end den han angiver i sin selvbiografi. Og denne 
begrundelse passer i hvert fald godt ind i den historiske sammenhæng. I 1939 var krigen brudt 
ud i Europa, og selv om Sovjet havde en ikke-angrebspagt med Hitler-Tyskland, var der 
grund til at tro, at en sådan aftale måske kun kunne bruges til at købe sig tid over for 
Tyskland. De sovjetiske ledere har haft Chamberlains forhandlinger med Hitler og hans ’Fred 
i vor tid’ proklamation kort før udbruddet af krigen i frisk erindring.  
 
I en krigssituation ville indgående kendskab til det sovjetiske jernbanenet blive strategisk 
vigtigt – og det kunne gå hen og blive skæbnesvangert for Sovjetunionen, hvis en potentiel 
fjende som f.eks. Tyskland fik fat i forbedrede metoder til at regne på 
jernbanetransportnetværkets kapacitet og effektivitet. Og de sovjetiske ledere havde god 
grund til at være betænkelige. Faktisk var adskillige forskere rundt omkring i verden – også i 
USA8 - beskæftiget med at forsøge at finde beregningsmetoder til forudsigelse af transport 
effektivitet, flaskehalsproblematikker, knudepunkter m.m. på et jernbanenetværk. Og pudsigt 
nok var interessen for alles vedkommende knyttet til det sovjetiske og europæiske 
jernbanenet[33]. (En interesse der i øvrigt vedvarede efter krigen og under den første del af 
’Den kolde krigs’ periode.) 
 
Så den sovjetiske transport general V. N. Obraztsov kan have haft glimrende motiver til at 
lægge hindringer i vejen for offentliggørelsen af Kantorovichs artikel tilbage i 1940. At den 
efterfølgende bortkommer, kan meget vel have sammenhæng med det, der sker senere hen i 
krigen, hvor en stor del af Sovjetunionen invaderes af Tyskland, og hvor der sker stor skade 
på den sovjetiske infrastruktur, inden krigslykken til sidst vender. Artiklen kan således 
udmærket være blevet ødelagt som følge af en krigshandling (brand, bombardement m.v.) 
men herom har vi ikke kunnet finde nogen optegnelser, så årsagen til artiklens endelige 
forsvinden fra de sovjetiske myndigheders varetægt må forblive uafklaret. 
 
 
                                                 
8
  Efter krigen fortsatte interessen, og såvel C.I.A. som RAND Corporation arbejdede med projekter i denne 
sammenhæng, som blev hemmeligt stemplede. Se [33] for referencer. 
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2.4.1 Skematisk oversigt 
Diagrammet til højre place-
rer nogle af Kantorovichs 
arbejder i en kronologisk 
sammenhæng med andre 
matematikeres og økono-
mers arbejder (lodret tids-
akse).  
Samtidig illustrerer den sti-
plede skillelinie historisk-
politisk betingede hindringer 
i den frie kommunikation 
mellem forskermiljøerne i 
Øst og Vest. Frem til den 
russiske revolution i 1917 
var der således en normal 
udveksling af tanker og ideer 
mellem Øst og Vest. De ide-
ologiske modsætninger 
fremkaldte dog hurtigt en 
konkurrencesituation styret 
af statslige interesser, hvor 
ideologiens suverænitet var 
altafgørende, og hvor mod-
satrettet propaganda, gensi-
dig mistro og hemmelig-
hedskræmmeri derfor flore-
rede – til skade for kommu-
nikationen mellem Øst og 
Vest. Ved Stalins mellem-
komst blev forskningen i Øst 
yderligere hæmmet af frygt 
for repressalier. 
Anden Verdenskrig bidrog 
yderligere som en hindring mod fri vidensudveksling, og endelig var ’efterkrigstidens’ 
kommunikation på forskerniveau alvorligt hæmmet af den spændte og ofte fjendtlige politiske 
situation og den deraf følgende betænkelighed ved at offentliggøre (delagtiggøre ’fjenden’ i) 
vidensmæssige landvindinger, som til syvende og sidst kunne blive brugt mod ens egen stat.  
Var Nobelpris uddelingen til Koopmans (Vest) og Kantorovich (Øst) et forsøg på at bidrage 
til opblødningen mellem de to politiske blokke? Det spørgsmål får vi nok aldrig lejlighed til at 
besvare, men sidenhen kom opblødningen mellem Øst og Vest, Berlinmurens fald, ændrede 
kommunikationsmuligheder i form af f.eks. forbedret telefoni og Internet (som forskere be-
nyttede flittigt allerede i firserne) m.v., så i dag har kommunikationen mellem Øst og Vest 
igen fundet sit naturlige, forholdsvis uhindrede leje. 
Figur 2-2: Udvalgte Kantorovich arbejder placeret i matematisk, 
politisk og historisk kontekst. 
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3 Nærmere præsentation af Kantorovichs modeller 
3.1 Matematisk beskrivelse af Kantorovichs problem og model i 1939 
3.1.1 Igangsætteren – finerpladelaboratoriets optimeringsproblem 
Det var som tidligere nævnt en helt konkret problemstilling, som finerpladelaboratoriet (’The 
Plywood Trust’) på universitetet i Leningrad søgte konsulentbistand hos Kantorovich til at 
løse. Der skulle findes en beregnings-model for optimal udnyttelse af deres 
produktionsapparat i forbindelse med en kompleks udførelse af fem operationer på otte typer 
maskiner.  
 
Spørgsmålet førte til at bestemme en matrix (hi,k) og z-størrelsen fra bibetingelserne:  
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hvor  
  hi,k  er samlet kapacitet af i`te maskine ved jobsudførelse af k t`e type,  
αi,k  er den i’te maskines produktionskapacitet for den k’te operation,  
  z  er den samlede produktion, som skal maksimeres og  
  pk  regulerer krævede sortiment (reguleringsfaktor).  
 
Matematisk svarer problemet til at maksimere en lineær funktion på en konveks polytop, som 
Kantorovich beviser i 1939-artiklen[16]. 
 
Situation krævede at løse en maksimeringsopgave, når man havde en række lineære 
begrænsninger, der i princippet kunne løses meget enkelt ved at finde alle mulige yderpunkter 
og udvælge det allerbedste. Men med fem maskiner og otte forskellige typer operationer 
krævede denne valgmetode dog at løse cirka en milliard lineære ligningssystemer med 12 
ubekendte (K40,12  ≈ 109) og den vej var ikke farbar. Kantorovich udviklede derfor særlige 
måder at løse den slags opgaver, og i beviserne for dem inddrog han såvel 
(funktional)analytisk som geometrisk teori. 
 
Lad os se nærmere på den måde Kantorovich angreb problemet på, som det står beskrevet i 
”Mathematical methods in organization and planning production”[16]. 
 
Som udgangspunkt betragter Kantorovich et tænkt produktionseksempel, der er så tilpas 
simpelt, at man kan overskue beregningerne umiddelbart. Men Kantorovich benytter dette 
eksempel til at indføre læserne i tankegangen bag sin metode og fastlægge nogle af de 
regneoperationer, der senere generaliseres, hvorfor vi vil gennemgå dette eksempel i nogen 
detaljeringsgrad. Vi benytter Kantorovichs opsætning i tabel 1 fra referencen[16] p 369. 
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Ydeevne for hver 
maskine 
Total produktions-kapacitet 
Maskintype Antal 
maskiner Emne 1 Emne 2 Emne 1 Emne 2 
Fræser 3 10 20 30 60 
Drejebænk 3 20 30 60 90 
Automatisk 
drejebænk 1 30 80 30 80 
Tabel 3-1: Det simple eksempel med 3 maskiner og 2 produkter. 
 
Kravet er, at der ikke alene skal laves maksimal produktion, men der skal først og fremmest 
produceres lige mange emner. I følge Kantorovich vil den umiddelbare ingeniørløsning da 
være at fordele arbejdet, så fræserne laver produktionsemne 1 i 60/(30+60) = 2/3 del af dagen 
og produktionsemne 2 tildeles 30/(30+60) = 1/3 af dagen. På den måde er maskinerne aktive 
hele dagen (i modsætning til Kantorovich karikatur af et kapitalistisk system fra tidligere!), og 
der fremstilles lige mange enheder, nemlig 20, af hvert emne. 
 
Drejebænkene arbejder tilsvarende med produktionsemne 1 i 3/5 af dagen og 
produktionsemne 2 i 2/5 af dagen og får en total produktion på 36 enheder af hvert emne, og 
er aktiv hele dagen, mens den automatiske drejebænk tildeles produktionsemne 1 i 8/11 af 
dagen og produktionsemne 2 i 3/11 af dagen med en total produktion på 21 
færdigproducerede enheder af hvert emne og to delvist færdiggjorte emner (80% færdige). 
 
Og dette ser besnærende ud, da man selv i dette tænkte, simple tilfælde ikke umiddelbart kan 
overskue, hvad den maksimale produktion KUNNE være under de givne betingelser. Men det 
er ikke den optimale fordeling, anfører Kantorovich. Hvis man i stedet starter med at 
undersøge maskinernes indbyrdes effektivitet i at producere hvert af emnerne, dvs. opstiller 
ratioerne mellem kapaciteten for produktion 1 over for produktion 2 på hver maskine, og 
sammenligner mellem maskinerne, ser man, at den automatiske drejebænk har en ratio 
mellem emne 1 og 2 på 3:8 (hver gang den producerer 3 enheder af emne 1, ville den kunne 
producere 8 enheder af emne 2),  fræseren har ratioen 1:2 og drejebænken 2:3. Det betyder, at 
drejebænken er forholdsvis mest effektiv til at producere emne 1, mens automaten er mest 
effektiv til at producere emne 2. Derfor skal disse maskiner sættes til at producere hhv. emne 
1 og emne 2 HELE dagen, og kravet om lige produktion af hvert emne KUN udlignes på 
fræseren og IKKE på hver eneste maskine som før.  
 
Resultaterne af de to fordelinger er angivet i tabelform, den suboptimale fordeling er angivet 
som Løsning 1, den optimale som Løsning 2. 
 
Maskintype Løsning 1 Løsning 2 
 Emne 1 Emne 2 Emne 1 Emne 2 
Fræser 20 20 26 6 
Drejebænk 36 36 60 0 
Automatisk drejebænk 21 21 0 80 
Total produktion 77 77 86 86 
Tabel 3-2: Den suboptimale løsning 1 og den fundne optimale fordeling, løsning 2. 
 
Det ses, at den optimale fordeling har øget produktionen med 9 enheder af hvert emne. 
 
Der er altså opnået en ”gratis” produktionsstigning på mere end 10%. Og dette er netop også 
et af Kantorovichs hovedargumenter for at indføre disse metoder: Maskiner, der står og 
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arbejder hele dagen koster (som udgangspunkt i hvert fald, se senere) det samme, hvad enten 
de laver det ene eller det andet emne. Derfor er gevinster ved at optimere fordelingen af 
produktionen gratis. 
 
Kantorovich indfører med dette eksempel 2 grundlæggende angrebsvinkler, som er essentielle 
for hans metode: 
 
1) Maskiner skal som udgangspunkt tildeles fuld tid på den produktion, de er bedst til. 
2) Maskinernes produktivitet undersøges ved at danne forholdene mellem 
produktiviteterne for hver proces på samme maskine. 
 
 
3.1.2 Matematisk formulering af de tre problemtyper 
Kantorovich betragter udnyttelsen af et antal maskiner, der producerer et antal produkter 
bestående af et antal dele, således at hver maskine producerer produkterne med forskellig 
effektivitet. Opgaven er at udnytte maskinerne bedst muligt, dvs. få hver maskine til at 
arbejde så længe som muligt med produktion af den del, den producerer bedst og derved få 
flest mulige produkter fremstillet. 
 
Problemet med at optimere hver maskines produktion kan i sin generelle form opstilles 
således: 
• n maskiner producerer enheder bestående af m dele, der produceres hver for sig. 
• Hvis den i’te maskine producerer del k opnås i alt i,k dele, når maskinen er udnyttet 
fuldt ud.  
• i,k er således det maximalt mulige producerede antal af del k på den i’te maskine. 
• Den fraktion af tiden, den i’te maskine producerer den k’te del kaldes hi,k, og det 
noteres, at 10
,
≤≤ kih  
• kiki h ,,α  betegner antallet af den k’te del produceret på den i’te maskine. 
• For den i’te maskine (fastholdt i) gælder, at 
=
=
n
k
kih
1
,
1 , når pågældende maskine er 
optaget hele dagen. 
• Antallet af producerede enheder af del k kaldes zk, og 
 
=
=
n
i
kiki h
1
,,kz α , dvs. zk er lig summen af de maksimalt mulige producerede enheder 
multipliceret med udnyttelsesgraden. 
• Hvis der skal produceres færdige produkter under udnyttelse af alle producerede dele, 
skal z1 = z2 = … = zm  
• Den fælles z-værdi bestemmer det totale antal produkter og den skal maksimeres (er 
objekt-funktionen?) 
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Dermed kan Kantorovich definere problem A, der altså bestemmer det optimalt antal 
producerede produkter under forudsætningerne beskrevet ovenfor, og hvor der ses bort fra den 
tidligere nævnte reguleringsfaktor pk, idet der ses bort fra mere globale sammenhænge (’5-års 
planer’): 
 
Problem A.  
Bestem tallene hi,k (i = 1, 2, …, n;  k =1, 2, …, m) under opfyldelsen af følgende betingelser: 
 
1. 10
,
≤≤ kih  
2. 
=
=
m
k
kih
1
,
1  ( for hvert i = 1, 2, …, n) 
3. Idet 
=
=
n
i
kikik hz
1
,,
α gælder, at hi,k skal vælges, så 
  z1 = z2 = … = zm og 
  den fælles z-værdi, z = z1 = z2 = … = zm = max. (dvs. z skal maksimeres) 
 
 
Kantorovich beskriver flere varierende problemstillinger, hvis matematiske beskrivelse alle 
kan indpasses i den matematiske skabelon angivet som problemer af typen ’Problem A’. Der 
kan for eksempel  være tale om, at hver del kan produceres i flere operationer på forskellige 
maskiner (i stedet for at flere maskiner alle producerer hver del). Eller der kan være tale om, 
at der er to produkter med hver deres dele. (Her værdisætter Kantorovich produkterne og 
maksimerer den samlede værdi i rubler lige som man ville gøre i et markedsbaseret system!) 
Men beskrivelsesmæssigt er det matematiske problem i de nævnte tilfælde det samme.  
 
 
Hvis der skal tages hensyn til en begrænsende faktor (energiforbrug eller lignende), ændrer 
problemet matematisk karakter. Så skal der til den i’te maskine og det k’te delprodukt 
tillægges en værdi, ci,k, for denne begrænsende faktor, eksempelvis energiforbruget. Det 
samlede energiforbrug vil da være Cch
m
k
kiki
n
i

==
≤
1
,,
1
, hvor C er det samlede tilladte 
energiforbrug. Dermed har vi: 
 
Problem B. 
Bestem tallene hi,k, (dvs. belastningsgraden af hver maskine med produktion af hver del) så 
betingelserne 1-3 i problem A er opfyldt og således, at  
 
4.  Cch
m
k
kiki
n
i

==
≤
1
,,
1
 er opfyldt,  
hvor ci,k betegner en begrænsning på den i’te maskine og på produktionen af den k’te 
del. 
 
 
Kantorovich bemærker, at ci,k kan være andre begrænsninger såsom arbejdskraft, dvs. et 
maksimalt tilladt antal arbejdsdage, eller et bestemt begrænsende vandforbrug for hver proces. 
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Problem C er et mere kompliceret tilfælde. Her antager man, at en given maskine på samme 
tid kan producere flere forskellige dele, eller kan udføre flere operationer på samme del på 
samme tid, og samtidigt kan man organisere produktionen på flere forskellige måder. En 
mulighed kunne f.eks. være på den samme maskine at fremstille 3 dele samtidigt, eller man 
kan vælge at producere 2 andre dele på maskinen osv. 
 
Hermed opstår følgende opstilling: 
• På den i’te maskine kan med den l’te metode (eller l’te planlægning af operationen) 
fremstilles et antal på i,k,l enheder af den k’te del,  
dvs. på samme tid i,1,l  enheder af den første del, i,2,l enheder af den anden del osv.  
• Nogle af værdierne for i,k,l kan være 0. 
• Hvis vi ved hi,l tillægger den ukendte tid på den i’te maskine til at følge den l’te 
metode, bliver zk dermed antallet af den k’te del produceret på alle maskiner, og 
udtrykket for zk bliver lidt mere kompliceret end før, nemlig 
 
  =
li
lilkik hz
,
,,,
γ  
• Den fælles værdi z = z1 = z2 = … = zm = max! skal findes 
 
Dermed har vi: 
 
Problem C. 
Bestem tallene hi,l under opfyldelsen af følgende betingelser: 
 
1. 10
,
≤≤ lih  
2.  =
l
lih 1,  (for hvert i) 
3. Hvis vi sætter =
li
lilkik hz
,
,,,
γ , er det nødvendigt, at z = z1 = z2 = … = zm = max! 
 
Kantorovich nævner nogle forskellige eksempler på mulige varianter af problem C:  
Man kunne tænke sig at delvis produktion er tilladt, at køb af visse dele sker til højere pris, 
eller at overskudsproduktion har lavere værdi, hvorved antallet af færdigfremstillede 
produkter bestemmer den samlede værdi. (Her ses igen en værdisætning som i et 
markedsbaseret system!) 
 
Det er problem A, der er det mest gennemarbejdede eksempel i Kantorovichs monografi. Det 
er også problem A, der tjener som typeeksempel for den matematiske teori, han udviklede til 
støtte for metoden. Derfor vil vi i det følgende fokusere på problem A. 
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3.2 Løsningsmetoderne i 19399 (model 1) 
3.2.1 Løsning af problemeksempel af typen ’Problem A’ 
Lad os undersøge løsning af et type A problem i det simple tilfælde, hvor der er to produkter 
og tre maskiner, dvs. k = 1, 2 og i = 1, 2, 3. 
Vi tager udgangspunkt i det tidligere anvendte eksempel: en fræsemaskine, en drejebænk og 
en fuldautomatisk drejebænk, der deler produktionen af to dele mellem sig. Deres 
produktivitet i enheder pr. dag er angivet i tabellen.  
 
  Maskintype  
Del Fræser (i = 1) Drejebænk (i = 2) Automat (i = 3) 
I (k = 1) 30 60 30 
II (k = 2) 60 90 80 
1,
2,
i
i
α
α
 
2 3/2 8/3 
qi ratio (se tekst) q2 q1 q3 
Tabel 3-3: Maskinernes produktivitet og produktionsratio. 
 
Maskinerne går altså fra indeks i = 1-3 og delene har indeks k = 1-2. 
Vi skal dele produktionstiden for del I og II mellem maskinerne på en sådan måde, at vi får 
flest mulige produkter, der dannes af lige store antal af z, så vi skal producere lige mange dele 
z1 og z2  (zk) i alt på de 3 maskiner. Den fraktion af dagen der går på maskine i til at producere 
del zk, kaldes hi,k. Produktiviteten på maskinerne kaldes , således at i,k er den mængde af del 
k, maskine i kan producere på en hel dag (1,1  er således  = 30, da fræseren (maskine 1) kan 
producere 30 enheder af del I (k = 1)). Problemet er altså flg.: 
 
Maksimer 
z = z1 = z2 = … = zm , 
 
hvor   
=
=
n
i
kikik hz
1
,,
α , dvs.  z1 = 
==
=
3
1
2,2,
3
1
1,1,
i
ii
i
ii hh αα = z2. 
 
under betingelserne:  
  
=
=
m
k
kih
1
,
1 , dvs. hi,1 + hi,2 = 1, for hvert i 
 
med  hi,k 0≥ , dvs. hi,1 0≥ , hi,2 0≥  
 
Ideen i metoden er at sammenligne ratioerne for produktiviteten af hver del på de forskellige 
maskiner og at give den maskine, der har den højeste produktivitet af en del fuld tid til at 
producere denne del, dvs. sætte hi,k = 1 for pågældende maskine, mens de øvrige maskiner 
IKKE skal producere denne del, dvs. hi,k = 0 for disse maskiner. Og det samme gøres for de 
øvrige dele: Den mest effektive maskine sættes på fuld tid, de andre sættes på 0.  
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Hvis det til sidst viser sig, at  z1 ≠  z2 ≠ osv, altså: der er ikke produceret lige mange enheder 
af hver del, jf. betingelserne, sættes de maskiner, der er næstmest effektive til at producere 
pågældende dele en vis tid af dagen, idet den fraktion af dagen, den pågældende maskine skal 
sættes til at producere hver del, bestemmes ved hjælp af de øvrige bindinger, som vist i det 
følgende. 
 
Punkt 1. Bestemmelse af q-ratioværdierne. 
 Først bestemmes produktivitetsratioerne, q1, q2, …, idet qi = 
1,
2,
i
i
α
α
, dvs. produktiviteten på 
maskine i for del I og II. Det ses, at på maskine 1 er denne ratio 2, idet, den producerer 30 
enheder af del I og 60 enheder af del II, mens den på maskine 2 er 3/2 og på maskine 3 er 8/3. 
 
Punkt 2. Nummerering og ordning af q-værdierne. 
Dernæst ordnes q-produktivitetsratioværdierne i stigende orden, således at q1 tillægges den 
maskine med lavest ratio, og q2 den næstlaveste osv. En sådan inddeling kan altid foretages, 
idet vi selv bestemmer nummereringen af maskinerne. Dvs. følgende rækkefølge opstilles: 
q1 ≤  q2 ≤  … 
I dette eksempel tillægges maskine 2 ratioen q1, maskine 1 q2 og maskine 3 q3, idet 3/2 < 2 < 
8/3. 
 
Maskinerne ordnes derpå efter deres q-ratioværdier: 
 
  Maskintype  
 Drejebænk Fræser Automat 
Del I, 1,1  =  60 2,1  = 30 3,1  = 30 
Del II, 1,2  =  90 2,2  = 60 3,2  = 80 
1,
2,
i
i
α
α
 3/2 2 8/3 
qi ratio (se tekst) q1 q2 q3 
Tabel 3-4: Produktionskapaciteter for de to emner på de tre maskiner ordnet efter effektivitet. 
 
Punkt 3. Finde de maskiner, der skal helliges produktion udelukkende af del I. 
Da ratioen for maskine 2 (drejebænk) er 3/2, er det mest effektivt at denne maskine 
producerer del I hele dagen, da erstatning af en enhed del I kun tillader den at producere 3/2 
enheder del II, mens de øvrige maskiner kan producere meget mere af del II (hhv. 2 og 8/3 
enheder). 
 
Dvs. at maskine 2 (drejebænk) sættes til at producere del I på fuld tid, og altså vælges hi,1 = 1, 
hi,2 = 0, mens for maskine 3 (automat) sættes hi,1 = 0 og hi,2 = 1, idet q3 viser, at den mest 
effektive maskine til at producere del II netop er automaten. 
 
Punkt 4. Finde de maskiner, der skal tillægges delt produktion. 
Da produktionen af begge dele totalt skal være lige stor, er der en maskine (her kan der kun 
være tale om maskine 1, fræseren), der skal producere de to dele en fraktion af dagen. I vores 
Nærmere præsentation af Kantorovichs modeller  
 Side 26 
Lars Bjarne Nielsen, Lioubov Bech, Finn Gunge. 
RUC - IMFUFA - Matematik Projekt 
simple tilfælde er det nemt nok at regne ud. Men for at gøre metoden mere generel fra starten 
vælges et tal, s, der angiver den maskine med en q-ratioværdi (altså effektivitet), der er sådan, 
at hvis netop maskinerne op til (dvs. til og med maskine i = s-1, hvor i angiver indekset for 
produktivitetsratioen qi), udelukkende producerer del I, produceres der for få enheder af del I, 
når hs-1,1 = 1, mens hvis maskine s også sættes til at producere del I på fuld tid er der nok eller 
for mange enheder af del I. Vi skal altså vælge s, så: 
 

=
−
=
<
n
si
i
s
i
i 2,
1
1
1, αα , men 

+==
≥
n
si
i
s
i
i
1
2,
1
1, αα . 
 
Det betyder at for maskinerne med produktivitetsratioerne qi < qs sættes hi,1 = 1 og hi,2 = 0, 
medens for qi > qs sættes hi,1 = 0 og hi,2 =1.  
 
Punkt 5. Bestemme hs,1 og hs,2. 
Problemet består nu alene i at finde h-værdierne for maskinen med produktivitetsratioen qs.  
 
 
Altså at finde hs,1 og hs,2 under betingelserne: 
 
hs,1 + hs,2  = 1, (maskine s er helt udnyttet) og 
 
2,2,
1
2,1,1,
1
1
1, ss
n
si
iss
s
i
i hh αααα +=+ 
+=
−
=
 (der er lige mange enheder af del I og II). 
 
 
Vi finder (i vores eksempel) s = 2, og udregner  
 

−
=
1
1
1,
s
i
iα =  1,1   = 60 < 
=
n
si
i 2,α  = 2,2  +  3,2  = 140, og 
 

=
s
i
i
1
1,α =  1,1   +  2,1   = 90 > 
+=
n
si
i
1
2,α  =  3,2  = 80, 
 
 
Sættes drejebænken (med q1) således til alene at producere del I hele dagen, bliver der flere 
enheder af del II end af del I; men sættes såvel drejebænken som fræseren til at producere del 
I hele dagen, kommer del II i underskud.  
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Vi vælger altså h1,1 = 1, h1,2 = 0, h3,1 =0 og h3,2 =1 og skal blot bestemme h2,1 og h2,2, hvilket 
gøres udfra ligningerne: 
 
h2,1 + h2,2  = 1  og  
 
1,21,2
12
1
1, αα h
i
i +
−
=
  =  2,22,2
12
2, αα h
n
i
i +
+=
 ⇔   
 
1,21,21,1 αα h+   =  2,22,22,3 αα h+  ⇔  
 
 60  + 30h2,1 =    80 + 60h2,2 ⇔  
 
 h2,1 = 8/9 og  h2,2 = 1/9 
 
Resultatet for fordelingerne på maskinerne for den suboptimale løsning 1 og den optimale 
løsning 2, dvs. hi,k værdierne, ses i nedenstående tabel. Her ses det tydeligt, at i den 
suboptimale løsning er alle h’er mellem 0 og 1, mens i den optimale løsning er det kun på den 
ene maskine, der er fordeling mellem de to produkter. 
 
  h1,k h2,k h3,k 
Løsning 1 hi,1 0,6 0,68 0,70 
 hi,2 0,4 0,33 0,26 
hi,1 1 8/9 0 Optimal 
løsning hi,2 0 1/9 1 
Tabel 3-5: Fordelingskoefficienterne, hi,k  for de to emner ved hhv. den 
suboptimale og den optimale fordeling. 
 
Dette er de samme værdier, som blev udregnet i tabel 2 i sektion I i monografien[16], og 
eksemplet er så simpelt, at det ikke kræver nogen særlig metode. Men i følgende afsnit 
udvides til mere komplicerede tilfælde. 
 
 
Figur 3-1, (side 28), viser en grafisk fremstilling af eksempel 1. Emnerne er afsat  med 
produktionsudbyttet for emne 1, z1, som førstekoordinat, og udbyttet for emne 2, z2, som 
andenkoordinat. Når det forudsættes, at alle 3 maskiner arbejder på fuld tid har vi maksimal 
produktion for emne 1 på z1-aksen i punktet (120,0), hvis alle maskiner udelukkende arbejder 
på emne 1, og i punktet (0, 230) har vi maksimalt udbytte for emne 2, hvis alle maskiner 
udelukkende arbejder på emne 2. I hjørnerne er alle hi,k enten 1 eller 0. Hvert liniestykke på 
randen repræsenterer en maskine, der går fra maksimal produktion af et emne til ingen 
produktion af pågældende emne (0  hi,k  1). Vi er således på randen af A, så længe de andre 
maskiner samtidigt er sat til hi,k enten 1 eller 0.  
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Figur 3-1: Fremstilling af den konvekse mængde af punkter, z, der er løsninger til planen i eksempel 1. 
Det optimale punkt, zo, samt det suboptimale punkt for løsning 1, z', er vist, ligesom objektfunktionen 
z1= z2, = ... = zm. 
 
Når vi går fra hjørnet på z1-aksen (120,0) ad den øverste linie til næste hjørne (90,80), svarer 
det til at vi går fra at lade ’automaten’ udelukkende producere emne 1 (sammen med de 
øvrige maskiner) til at lade ’automaten’ udelukkende producere emne 2, mens de andre 
maskiner stadig udelukkende producerer emne 1 (se Tabel 3-4). På næste liniestykke op til 
hjørnet (140, 60) er det fræseren, der går fra emne 1 til emne 2. Vi kan da også se, at C* ligger 
ca. 1/9 inde på dette liniestykke, svarende til den fundne optimale værdi for h2,1 og h2,2 på 
hhv. 8/9 og 1/9 (se Tabel 3-5). På det sidste liniestykke op til z2 aksen er det drejebænken, der 
ændres.  
 
Følger vi omvendt den nederste rand af A fra z1 aksen (120, 0) til z2 aksen (0,230) ændrer vi 
maskinerne fra at producere emne 1 til emne 2 i den modsatte rækkefølge: først drejebænken, 
så fræseren og til sidst ’automaten’. 
Det suboptimale punkt fra løsning 1, se Tabel 3-5, hvor alle hi,k er mellem 0 og 1 ligger inde i 
mængden A.  
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Af denne analyse ses det dels, at det indre af A ikke er tom, noget Brentjes i sin afhandling 
spekulerer over,[01] s 128 dels at A er konveks i planen. Kantorovich viser ikke noget sted, at A 
er konveks, men har det som forudsætning[14]. Det virker indlysende, at man uden problemer 
kan udvide fra 2 til flere dimensioner og stadig bevare konveksiteten. I den generelle lineære 
programmering[09] forudsættes det normalt også, at man optimerer på en konveks mængde. Vi 
antager derfor, at det altid gælder, at denne type problemer danner en konveks mængde, 
hvoriblandt det optimale sæt af værdier skal findes (maksimal produktion). 
 
 
3.2.2 Multiplikatormetoden til løsning af Problem A i det generelle tilfælde10 
Kantorovich er nu klar til at indføre multiplikatorløsningsmetoden; men inden da ønsker han 
at forenkle opgaven ved en omformulering af betingelse 3 i problemet: 
 
3.2.2.1 Transformering af betingelse 3 i problem A 
Vi minder om, at problem A så således ud: 
 
Problem A  
Bestem tallene hi,k (i = 1, 2, …, n;  k =1, 2, …, m) under opfyldelsen af følgende betingelser: 
 
1. 10
,
≤≤ kih   
 
2. 
=
=
m
k
kih
1
,
1  ( for hvert i = 1, 2, ...., n) 
 
3. Idet 
=
=
n
i
kikik hz
1
,,
α  gælder, at hi,k skal vælges, så 
 
  z1 = z2 = … = zm, og 
  den fælles z-værdi, z = z1 = z2 = … = zm = max! (dvs. z skal maksimeres) 
 
Det vil sige, man skal finde værdierne hi,k, således at produktionen bliver størst og samtidigt 
sikre sig, at for disse fundne hi,k er alle zk’erne ens. Det er altså denne fælles z-værdi, der skal 
maksimeres. Dette er imidlertid en uhåndterlig størrelse at have med at gøre, og det ville være 
ønskeligt kun at skulle se på en størrelse.  
Kantorovich noterer da, at z aldrig kan blive større end den mindste fælles værdi, så i stedet 
for at maksimere samtlige zk’er individuelt, kan man omformulere opgaven til at maksimere  
z’ = min(z1, z2, … , zm).  
 
Man kan altså nøjes med at maksimere z’, den mindste af zk-værdierne, og Problem A kan 
følgelig omformuleres til: 
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 [16] p. 393-9 
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Problem A’  
Idet betingelse 1, 2 fra problem A fastholdes, formuleres betingelse 3: 
 
Idet 
=
=
n
i
kikik hz
1
,,
α , gælder, at h’i,k skal vælges, så 
 
størrelsen z’ = min(z1, z2, … , zm) er størst. 
 
Dette kan også formuleres: Find max min zk, k = 1,2, ..., m, ved at variere hi,k under betingelse 
1) og 2). 
 
Det kan let vises, at det sæt af hi,k værdier, der giver z = max i problem A fører til det sæt af 
h’i,k værdier, der giver maksimum i problem A’, og omvendt: at fra det sæt af h’i,k værdier, der 
giver maksimum i problem A’, kan der let findes et sæt af hi,k værdier, der giver maksimum i 
problem A. 
 
Idet C betegner den fælles maksimale z-værdi i problem A og C’ den fundne maksimale 
mindsteværdi i problem A’ angiver Kantorovich nemlig følgende: 
 
Bevis: 
Lad systemet af hi,k være det sæt, der giver maksimum i problem A, det vil sige, at for dem er: 
z = z1 = z2 = … = zm = C.  
Det er klart, at vi for det samme system har, at den mindste værdi så også er C, idet:  
z = z1 = z2 = … = zm = C = min(C, C, …, C) = min(z1, z2, … , zm) = z’ 
 
Da C er den fundne største mindste værdi af zk for et sæt af hi,k værdier, og C’ er den størst 
mulige af disse værdier, har vi, at: 
 
C    C’ 
 
For det omvendte tilfælde betragtes den generelle situation, hvor alle i,k > 0, dvs. alle 
maskiner kan producere alle emner. Hvis vi har fundet z’ = min(z1, z2, … , zm) = C’ for et 
bestemt sæt {h’i,k}, kan vi fastslå, at i dette tilfælde er hver eneste zk = C’. Hvis vi nemlig 
antager, at dette IKKE skulle være tilfældet, altså, at der eksisterer en zk > C’, for eksempel 
hvis z1 > C’, ville det være muligt at sænke alle de h’i,1, der hører til z1 en smule på bekostning 
af nogle af de hi,k værdier, der hører til andre zk. Så ville z1 > C’ og alle de øvrige zk ville også 
stige og blive større end C’ (da de jo er større end z1). Men det betyder, at så ville min(z1, z2, 
… , zm) > C’, hvilket er en modstrid. Derfor giver det fundne sæt {h’i,k} den værdi for hvilken 
z = z1 = z2 = … = zm = C’, og da C er den størst mulige værdi, er: 
 
C’    C 
 
og dermed er alt i alt 
 
C  =  C’ 
 
hvilket skulle vises. 
 
Nærmere præsentation af Kantorovichs modeller  
 Side 31 
Lars Bjarne Nielsen, Lioubov Bech, Finn Gunge. 
RUC - IMFUFA - Matematik Projekt 
3.2.2.2 -multiplikator metodens tilstrækkelighed 
Efter at have omskrevet problem A til problem A’ indfører Kantorovich -multiplikator 
metoden. Ideen er at reducere antallet af variable og at konstruere en systematisk 
løsningsmetode. Metoden indbefatter en hensigtsmæssig måde at konstruere disse 
multiplikatorer på ud fra produktionseffektiviteten(se side 25 og 45). 
 
De løsende multiplikatorer defineres som: 
Et sæt af k-multiplikatorer, 1, 2, …, m, hvor k løber fra 1 til m; k  0, men ikke alle 0, 
således bestemt, at: 
 
hvis vi for hvert i betragter produkterne 1i,1, 2i,2, …, ki,k, og betegner den største 
værdi med ti (dvs. ti = max(1i,1, 2i,2, …, ki,k),  
og derpå sætter til 0 alle de hi,k, hvis korresponderende produkt ikke er et maksimum, 
 
så er det muligt at bestemme de øvrige hi,k ud fra betingelserne 
1)  hi,k  ≥  0; 
2)  ;1
1
,
=
=
m
k
kih  
3)  z1 = z2 = … = zm 
 
Postulatet er ikke direkte anført som en sætning. Men umiddelbart efter viser Kantorovich 
alligevel, at de løsende multiplikatorer giver løsningen til problem A. 
 
Bevis 
Vi betragter systemet af multiplikatorer og deres produkt med den tilsvarende  
produktionskapacitet på hver maskine, dvs. med fastholdt i, og har da følgende produkter: 
 
1i,1, 2i,2, …, kk,1. 
 
Lader vi ti betegne det største af disse produkter og sætter hi,k til 0 for de tilfælde, hvor det 
korresponderende produkt ikke er maksimum, dvs. hvor kk,1 < ti, så vil alle øvrige hi,k vil 
kunne bestemmes ud fra bibetingelserne 1) - 3) (se side 29). 
 
Hvis først de løsende multiplikatorer er fundet og tallene h*i,k (dvs. de værdier af hi,k, der løser 
problem A) er bestemt, da er z = z*, givet ved disse værdier, den maximale værdi. Vi ser 
nemlig: 
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(Faktisk kunne alle ki,k erstattes af ti, da hi,k er 0 i de tilfælde, hvor ki,k < ti) 
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Hvis dernæst vi lader hi,k betegne et sæt af variable, hvor z ikke er maksimal, har vi  
 

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idet  ki,k < ti. 
 
Ved at kombinere de to udtryk ser vi, at z  z*, og dermed har Kantorovich vist, at 
multiplikatorerne giver løsningen til problem A. 
 
 
Vi ser endvidere, at hvis vi normerer -værdierne, opnår vi, at:  
zz
m
k
k =






=1
λ , hvis 1
1
=






=
m
k
kλ . 
 
Dette er et vigtigt resultat, som kan anvendes til at kontrollere de fundne hi,k værdier efter endt 
optimering. 
 
Multiplikatorerne er altså den tilstrækkelige løsning til optimeringsproblemet A’, og tilbage 
resterer at bevise deres eksistens i ethvert tilfælde. Dette bevis kræver, at vi går uden for 
1939-monografien. 
 
 
3.2.3 Bevis for eksistens af løsende multiplikatorer 
3.2.3.1 Det teoretiske grundlag for Kantorovichs metode 
Efter at Kantorovich havde arbejdet med optimeringsproblemerne i de konkrete tilfælde for 
’The Plywood Trust’ laboratoriet, fortsatte han med at udvikle den bagvedliggende teori. I 
1939-monografien er der allerede indsat nogle beviser for metodens gyldighed, for eksempel 
at optimum findes, at problem A og A’ er ækvivalente, som vist ovenfor (side 29), og at der 
altid findes løsende multiplikatorer. For det sidste, eksistenssætningen, anfører Kantorovich i 
appendiks 3 to beviser: et analytisk og et geometrisk, og i en kommentar meddeler han, at et 
mere generelt bevis vil blive publiceret andetsteds. Dette ‘andetsteds’ er i artiklen ‘A new 
method of solving some classes of extremal problems’ fra 1940[14]. Her generaliserer 
Kantorovich problemet i en sådan grad, at det umiddelbart er svært at genkende, idet han 
abstraherer til funktionaler i svagt kompakte normerede vektorrum. Om denne trang til 
generalisation skriver Brentjes[14] s 132, at dette er i fuld overensstemmelse med den indstilling 
til matematik, der herskede blandt matematikerne på Leningrads Statsuniversitet. I en fodnote 
illustrerer hun dette med et svar fra professor Joseph V. Romanovski11, der i januar 1976 
erklærede på Brentjes spørgsmål om dette forhold, at: 
 
’...for Leningrader-matematikerne var bestræbelserne typisk at søge at løse de mest 
komplicerede eksisterende matematiske spørgsmål og lade behandlingen af emnerne 
                                                 
11
  Professor i Operationsanalyse på det matematiske fakultet, Skt.Petersborgs universitet, og 
forfatter til bl.a. et web-site om Kantorovich (www.math.spbu.ru/user/jvr/LVK_html/about.html) 
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nå det højst mulige abstraktionsniveau, for derved at give svarene den størst mulige 
generelle gyldighed’[01] fodnote s. 132 (vor oversættelse). 
 
Såvel ’A new Method…’ fra 1940[14] som ‘On the Translocation…’ fra 1942[15] er eksempler 
på denne ’Leningrader-indstilling’! Vi vil derfor i vor fremstilling af beskrivelserne og 
beviserne i disse arbejder søge at afgrænse graden af generalisering til det niveau, der er 
gældende ved den praktiske anvendelse. 
 
Kantorovich skriver i introduktionsafsnittet til sin præsentation af sin ’nye metode’[14] s 211, at 
ekstremerne i mange optimeringsproblemer altid ligger på randen af den betragtede region og 
aldrig inden i denne. I det simpleste tilfælde, nemlig en lineær funktion begrænset til en 
polygon vil maksimum (eller minimum) altid ligge i hjørnerne, så man skal søge værdierne i 
disse hjørner og lede efter den største. Dette bliver, skriver Kantorovich, imidlertid 
uoverkommeligt, hvis der er mange hjørner! Han præsenterer derfor sin nye metode, som har 
’nogen lighed med Lagranges metode til at finde relative extrema’ (Lagrangemultiplikator 
metoden). 
 
Med andre ord er Kantorovich fuldt ud klar over lineær programmerings matematiske natur 
og har set den samme problemstilling, som Dantzig beskriver flere år senere[04][05], hvor han 
også blev slået over problemerne med at bevæge sig rundt på randen af en polydimensional 
polygon, en såkaldt ’simplex’. Men tilgangen til løsningen er vidt forskellig: Dantzig tænker i 
algebra baner, inspireret af  Leontief og Neyman[05], mens Kantorovich tænker i Lagrange 
baner, og inspireres af sit arbejde inden for funktionalanalysen i normerede rum[18]. Lagrange 
metoden er ifølge Gardner[12] standardmetoden og state-of-the-art inden for optimering på 
dette tidspunkt. 
 
’A new Method...’[14] indeholder 2 hovedafsnit. I første afsnit er der fremsat 2 sætninger 
(theoremer) med tilhørende beviser for sætningerne, et korollar til sætning 1, samt 
bemærkninger til metodens forudsætninger. I andet afsnit er der anført 4 eksempler, hvor 
metoden kan anvendes. Af disse har især eksempel 1 interesse for os, idet det refererer til 
problem A i 1939-monografien[16]. Der er således en sammenhæng fra det teoretiske abstrakte 
arbejde til den praktiske brug i et konkret optimeringsproblem. Denne sammenhæng giver 
nøglen til forståelsen af løsningsmetoden ved hjælp af -multiplikatorer og vil derfor blive 
beskrevet i det følgende, idet vi gennemgår sætningerne, korollaret og eksempel 1. Ved 
gennemgang af eksemplet vil vi begrænse os til funktioner af 2 variable, idet vi inddrager 
eksempel 1[16] s 371 fra monografien til belysning af metodens funktion og fremgangsmåde. 
Dette eksempel kan tegnes og illustrerer derfor direkte og synligt metoden.. 
 
Det må dog bemærkes, at artiklen ’A New Method.....’ ikke direkte refererer til 1939-
monografien eller de praktiske problemer, der behandles heri. Kantorovich har selv anført, at 
det er med vilje, han lader denne artikel stå som en ren matematisk afhandling. Årsagen 
angives ikke, men kunne meget vel som tidligere nævnt have noget med den aktuelle 
verdenspolitiske situation at gøre. 
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3.2.3.2 Indholdet af sætningerne og beviserne for dem 
Teorem 1  
Lad E være et lineært normeret rum, A ⊂ E en konveks svagt kompakt delmængde af E, og F 
en endelig funktional defineret på A og som har følgende egenskaber: 
 
1. den er svag semikontinuert fra oven, dvs. xxn →   medfører )()(lim xFxF n ≤  
 
2. dens maksimum ligger ikke i det indre af A, dvs. hvis x er et indre punkt i A, da kan vi 
i enhver omegn af x finde et x’ så F(x’) > F(x). 
 
Så eksisterer der et punkt xo (der ligger på randen af A) i hvilket F har maksimum, og en 
lineær funktional fo(x) som når sin maksimum værdi i A i det samme punkt xo. 
 
 
1)  Et ’lineært normeret rum’ er et topologisk vektorrum, dvs. et vektorrum med en 
norm, der inducerer en topologi. 
 
2)  En ’konveks mængde’ er en mængde, C, for hvilket det gælder, at tilhører x,y C, så 
gælder det for alle punkter på linien tx + (1-t)y, at de tilhører C, når 0  t  1. 
 
3)  En ’svagt kompakt’ delmængde står i modsætning til en kompakt delmængde. En 
mængde, A, i et normeret vektorrum er kompakt, hvis alle konvergente sekvenser 
har deres grænseværdi i mængden A.  
 
  Hvis dette ikke er tilfældet, for eksempel i rum af uendelige dimensioner, taler man 
om et ’svagt kompakt rum’, hvis der eksisterer en følge af begrænsede konjugerede 
lineære funktionaler, der konvergerer. De konjugerede funktionaler tilhører det 
såkaldte duale rum, dvs. de funktionaler, defineret på A, der har endelig 
funktionsværdi på mængden af enhedsvektorer i rummet.  
 
  Altså: i et svagt kompakt rum, her mængden A, kan man finde en følge af 
begrænsede lineære funktionaler, der konvergerer mod en bestemt funktional. Dette 
er en vigtig betingelse i optimeringssituationer, hvor man ønsker at supremum eller 
infimum tilhører den mængde, man undersøger. 
 
4)  En ’funktional’, F, er en afbildning fra et vektorrum ind i dens skalarlegeme.  
 
5) En ’lineær funktional’, f, er en lineær afbildning fra et vektorrum ind i dens 
skalarlegeme. 
 
6)  At F er ’svagt semikontinuert’ ’fra oven’ betyder, at F opnår sit maksimum på A, når 
den er defineret i A. 
Tabel 3-6: Uddybende forklaringer og teori hentet fra funktional analysen 
 
Sætningen siger, at der findes et punkt xo på randen af A, hvor F har maximum på A og en 
lineær funktional, f, der har maksimum i A i samme punkt.  
 
Det fremgår, at såvel F og f er defineret i hele E foruden A. 
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I de praktiske tilfælde vil vi som definitionsmængde kunne afgrænse os til et begrænset 
område af Rk. Dette vil altid kunne blive stort nok, til at indeholde såvel A som de punkter 
uden for, der realiserer F og f, og vi vil da kunne erstatte betingelserne svagt kompakt, svagt 
semikontinuert fra oven, svagt konvergent (anvendes i beviset) til hhv. kompakt, kontinuert 
og konvergent. Thi afgrænsningen af Rk vil da give en kompakt mængde, og kontinuerte 
funktioner er også svagt semikontinuerte, ligesom konvergente følger også er svagt 
konvergente.  
 
I beviset for sætningen konstruerer Kantorovich først et xo, hvor F har maksimum = M på 
randen af A ved hjælp af egenskaberne svag konvergens for følger og ’svag semikontinuitet 
fra oven’ for funktionalen F. Hvis vi betragter A som en kompakt og konveks delmængde af 
Rk vil det imidlertid være indlysende, at en kontinuert funktion, der ikke har maksimum i det 
indre af A, vil have det på randen, så derfor eksisterer der et xo, på randen, hvor F har 
maksimum.  
 
Derefter anvender Kantorovich et teorem af Mazur, der siger, at man til et punkt xo på randen 
af A kan finde en lineær funktional, fo(x), der opfylder, at man kan skille mængden A fra 
hyperplanen  
 
fo(x) = fo(xo), 
 
således at A ligger på den ene side af denne hyperplan. fo kan endvidere vælges, så den har 
maksimum på A i xo. I to dimensioner er hyperplanen selvfølgelig den linie, der angiver 
niveaukurven for funktionen (se eksempel senere, omkring side 44). 
 
Korollar  
A, F og f er definerede som i teorem 1. 
Lad f være en lineær funktional og lad Hf betegne mængden af de punkter i A, hvor f når sit 
maksimum, og lad p(f) betegne maksimumsværdien af F på Hf.  
Da gælder 
Ligning 3-1 
{ }.)(max)(max fpxFM
fAx
==
∈
 
 
Det betyder altså, at den største værdi, F kan opnå, vil den antage blandt de punkter i A, der 
giver maksima for de lineære funktionaler, f. Og de vil ligge på randen af A, jf. teorem 1. 
Nærmere bestemt vil de oftest ligge i hjørnerne af A, da punktet, {p(f)}, der er maksimum for 
Fs begrænsning til Hf, vil være et af hjørnerne i alle de tilfælde, hvor f og F ikke har fælles 
maksimum.  
 
Dette giver et udgangspunkt for søgningen efter løsningen, fo, idet man først finder en 
tilfældig f, dernæst bestemmer dens niveaukurve på randen af A og derpå aflæser mængden af 
x’er, hvori maksima for den valgte f opnås. Denne mængde kaldes Hf. Dernæst finder man det 
punkt (hjørne), hvor F har maksimum i Hf. Hvis denne værdi ikke er maksimumsværdien for 
F, altså M, skal man ændre f, indtil dette er opnået. Dette er kernen i Kantorovichs metode. 
Og fordelen er, at vi lader x bevæge sig rundt på randen af A, samt at det ofte er lettere at 
finde den rigtige vej at ændre x.  
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Næste sætning giver et kriterium for, hvornår optimum er nået. 
 
Teorem 2  
Lad alle betingelser i teorem 1 være opfyldt og lad tillige følgende betingelse gælde: 
Mængden af x: F(x)  C er konveks for vilkårligt C. Antag endvidere, at der eksisterer et xo og 
en lineær funktional fo, der opfylder et af følgende to sæt af betingelser, enten 1 og 2 eller 1 og 
2’: 
 
1) fo(x)  fo(xo) for alle x ∈ A og samtidigt gælder enten  
2) På planen fo(x) = fo(xo) gælder uligheden F(x)  F(xo) eller også 
2’) På overfladen F(x) = F(xo) er fo(x)  fo(xo)12 
 
Da opnår funktionalen F maximum i xo, og endvidere gælder det, at punktet xo og den lineære 
funktional fo altid eksisterer og opfylder ENTEN betingelserne 1 og 2 ELLER 1 og 2’. 
 
Dette er et hovedresultat og grundlaget for det at anvende multiplikatormetoden: 
Teorem 2 garanterer altså eksistensen af den lineære funktional fo, der giver løsningen til 
problemet.  
 
Betingelse 1) vil sige, at der findes en lineær funktional, fo, som får sit maksimum på randen 
af A og det opnår den, ifølge betingelse 2), i samme punkt xo, hvor F har sit optimum på A, 
ELLER, ifølge betingelse 2’), ved at fo’s værdier langs overfladen F(x) = F(xo) er større end i 
xo. I to dimensioner udgør overfladen F(x) = F(xo) niveaukurven for F. 
 
Fra teorem 1 ved vi, at denne lineære funktional fås ved at variere en udvalgt lineær funktion 
på randen af A, og denne variation skal altså jf. teorem 2 fortsætte, indtil planen, hvor fo får sit 
optimum på A, er tangentplan til både overfladen F(x) = F(xo) og randen på A. 
 
I beviset for sætningen anvendes en sætning af Eidelheit, der siger, at der altid findes et plan, 
der adskiller to disjunkte, konvekse mængder. Det fremgår af Kantorovich sætninger og 
beviser, at det er i dette plan, vi skal søge den optimale fo i, og at løsningen findes, når fo(x) = 
fo(xo) er tangentplan (linie) til såvel mængderne {x: F(x)  F(xo)}13 som A.  
 
Mængden af x: F(x)  F(xo) er mængden af de ’bedre end optimale løsninger’ jf. Gardner[12], 
den er disjunkt med A på nær i xo og kaldes i det følgende eksempel for HC*, idet C* betegner 
den optimale værdi. 
 
Endvidere bemærker Kantorovich, at sætningen angiver en metode for at variere sig frem til 
den f, der er løsning til problemet. Hvis den valgte fo og det valgte xo ikke er løsningerne, dvs. 
planen fo(x) = fo(xo) tangerer A, men ikke {x: F(x)  F(xo)}, og hvis f1(x) = f1(xo) er 
tangentplan til {x: F(x)  F(xo)} (som er HC*), da skal i næste approksimation fo erstattes af 
fo + f1. Betydningen af dette illustreres af eksemplet i to dimensioner. 
 
                                                 
12
 Der er en fejl i artiklen, idet der står f i stedet for fo i uligheden. 
13
 Kantorovich anvender skrivemåden ’x(F(x)  F(xo))’ 
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Kantorovich angiver i sit geometriske bevis i monografien (s. 420), og den tilhørende figur s. 
38614, der gælder for eksempel 1 (i = 3, k = 2), hvordan dette kan tolkes. Vi vil anvende denne 
figur til at illustrere Kantorovich sætninger og metode. A er mængden af  (z1, z2, …, zm), som 
Kantorovich anfører at udgøre en konveks mængde i det m-dimensionale rum. Vi godtager 
her denne antagelse. På den k’te akse antager zk sin maximale værdi, dvs. hi,k = 1 for alle i, og 
fastholdt k. For alle andre k’er er hi,k = 0. 
 
Men inden vi går i gang med dette, vil vi først præsentere det eksempel, som Kantorovich selv 
bruger, og som selv i den abstrakte fremstilling i ’A New Method...’ binder sætninger og den 
praktiske anvendelse sammen.  
 
 
3.2.3.3 Den generelle og abstrakte matematiske formulering af optimeringsproblemet 
Eksempel 1 fra Kantorovichs artikel fra 1940[14]. 
 
Lad {αk(t)},  hvor k = 1, 2, … , m, være en mængde af funktioner definerede og Lebesgue-
integrable på intervallet [a;b]. Vi opstiller følgende problem: 
 
Find målelige funktioner hk(t),  hvor k = 1, 2, … , m, der opfylder følgende  
 
betingelse 1) hk(t) ≥ 0, hvor k = 1, 2, … , m,   a ≤ t ≤ b 
betingelse 2) h1(t) + h2(t) + … + hm(t) = 1,   a ≤ t ≤ b  
betingelse 3) Tallet 
=
b
a
kk
m
k
dttht )()(min
1
α  er størst muligt  
 
Det vil sige, hvis { }
mkk th ,...2,1)( =  er en mængde af funktioner, der opfylder 1) og 2), men ikke 
3), (dvs. et sæt, der ikke giver den optimale løsning), gælder at: 
Ligning 3-2 
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Det fremgår her, at funktionerne (t) er givet, og det er (integrable) funktioner h(t), der skal 
findes. Vi betragter (t) og h(t) som funktioner af tiden på en bestemt måde, der beskrives 
nedenunder. Vi kan dermed tolke funktionerne på en måde, der svarer til problem A’ i 
monografien, hvor vi skal finde det optimale sæt af h’er, givet produktiviteten . Dette ses ved 
at omskrive problemet i følgende trin: 
 
Vi overfører først formuleringen til Kantorovich lineære programmeringsproblem ved at 
opdele [a;b] i n delintervaller, idet vi sætter a = a0 og b = an.  
 
Derpå definerer vi: 
                                                 
14
 Figur 1 og 2 i monografien er fejlagtigt ombyttet, så figuren s. 386 er angivet som fig. 1, men den er fig. 2, og 
skulle være anbragt på side 421! 
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Definition 1 
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hvor vi sætter i,k og hi,k til at være konstante funktioner i hvert delinterval. Det er ikke noget 
formelt krav, men vil være gældende i vort eksempel. 
 
Da bliver betingelse 3): 
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Sætter vi alle delintervaller lige store har vi, at: 
Udtryk 3-3 
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hvor L er intervallængden. For L = 1 bliver Udtryk 3-3: 
 
 
Definition 2 
Udtryk 3-4 
k
n
i
Def
kiki zh
=
=
1
!
,,
α  
 
Betingelse 3)(s. 37) kan da omskrives til betingelse 3’): 
3’) Find det talsæt {hi,k}, der opfylder, at k
m
k
z
1
min
=
 = C*, den størst mulige værdi.  
Samtidigt kan vi se, at kih ,  betegner de tal, der ikke hører til dette talsæt, og for disse værdier 
er  
k
m
k
z
1
min
=
 C*. 
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For betingelse 2) gælder tilsvarende, hvis vi foretager inddelinger af [a;b] i n lige store 
delintervaller af længde L = 1, at: 
 
1)()(.....)()(
1
21 ==+++ 
=
m
k
km thththth for alle t, dvs.  
for ii ata <≤−1 gælder jf. definition 1 at,  
1)(
1
,
1
== 
==
m
k
ki
m
k
k hth
 
 
Det betyder, at summen af h over hver maskine skal være 1, dvs. hver maskine er 
forudbestemt til at arbejde på fuld tid! 
 
Vi kan illustrere meningen med denne formulering af i,k og hi,k integralerne af (t) og h(t) 
over tid og betydningen af integralerne med eksempel 1 fra monografien, se Figur 3-2. 
Maskinernes produktivitet er i,k og er angivet i Tabel 3-4, o og fordelingskoefficienterne hi,k 
for hhv. den suboptimale løsning 1 og den optimale løsning 2 er angivet i Tabel 3-5. 
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Figur 3-2: Tolkning af funktionerne (t) og h(t) og deres integraler. Intervallet [a;b] angiver den samlede 
maskintid, der er til rådighed for hver enkelt produkt. (t) er produktiviteten for hvert produkt. 
Delintervallerne angiver produktiviteten for hver maskine. h(t) er den fraktion af tiden i delintervallet, en 
maskine er allokeret et bestemt produkt. 
 
Vi betragter 3 maskiners produktion som om de fulgte efter hinanden i et interval. Dette  
interval repræsenterer den samlede maskintid for produktionen af et emne. Vi kan opdele 
dette interval i lige store delintervaller, hvert svarende til en operation. I dette tilfælde sætter 
vi det samlede interval til længde L = 1. Funktionen k(t) angiver så, at der i intervallet [ao;a1[ 
produceres på maskine 1, i intervallet [a1;a2[ på maskine 2 og i intervallet [a2:a3[ på maskine 
3, (se Figur 3-2, øverste panel). 
 
hk(t) angiver den vægtning hver maskine skal have på det k’te emne, her enten emne 1 eller 2, 
i delintervallerne på (a;b). I midterste panel, er angivet fordelingen ved første approksimation, 
eller startbetingelserne ved optimeringen. Kantorovich angiver, at som startbetingelser skal 
der vælges h = 1 for de produktioner der er forholdsvis mest effektive, og resten sættes til 0. 
(For en rangordning af maskinerne, se afsnit 3.2.1; for en gennemgang af princippet ved valg 
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af startbetingelser, se senere). I midterste panel er dette angivet ved at  h1(t) er 1 i intervallet 
[ao; a1[, og 0 i resten, mens h2(t) er 0 i [ao:a1[ og 1 i resten.  
 
I nederste panel ses hk(t) ved den optimale produktion. h1(t) er hhv. 1, 8/9 og 0 i de tre 
delintervaller, mens h2(t) er 0, 1/9 og 1. 
 
Integralerne bliver i 1. approksimation (med L=1): 
 
z1 =  ==++=   
=
3
2
2
1
1
0 1
1,1,11111111 )()()()()()()()(
a
a
n
i
ii
b
a
a
a
a
a
hdtthtdtthtdtthtdttht ααααα  
    1*60 + 0*30 + 0*30 =  60,00  
og 
z2 =   == 
=
n
i
ii
b
a
hdttht
1
2,2,22 )()( αα   0*30 + 1*60 + 1*80 =  140,00 
 
Og efter 2. approksimation af optimeringen har vi: 
 
z1 =   == 
=
n
i
ii
b
a
hdttht
1
1,1,11 )()( αα   1*60 + 8/9*30 + 0*30 =  86,67 
og 
z2 =  == 
=
n
i
ii
b
a
hdttht
1
2,2,22 )()( αα   0*90 + 1/9*60 + 1*80 =  86,67 
 
Denne tolkning af eksemplet og (t) og h(t) samt betydningen af integralerne giver altså 
umiddelbart en sammenhæng mellem Kantorovichs sætninger og hans eksempel i artiklen ’A 
New Method …’[14] og eksempel 1 i monografien[16].  
 
Der er her valgt lige store delintervaller af samlet længde 1, men det vil naturligvis være 
muligt at arbejde med forskellige intervaller, hvis man har et mål for deres længde, ligesom 
funktionerne (t) og h(t) ikke nødvendigvis skal være konstante. Vi kan se på figuren og 
udtrykket i integralet, at det vil være muligt at indsætte alle mulige integrable funktioner, i 
første omgang naturligvis især stykkevis lineære funktioner, som vil være nemmest at 
håndtere i praksis.  
 
Dette åbner mulighed for, at man i den praktiske planlægning kan operere med mange 
forskellige scenarier: Det kan være, maskinernes produktivitet ikke er konstant over en dag, 
knive sløves, lejer bliver varme osv., eller omvendt at maskinerne skal varme op, eller 
lignende. I sådanne tilfælde kan man erstatte den konstante værdi med en (t)-funktion, der 
vokser eller falder over delintervallet [ai;ak]. Det kan endvidere tænkes, at maskiner ikke kan 
arbejde lige længe over en dag, at de kræver service eller lignende. I dette tilfælde kan man 
vælge at gøre visse delintervaller kortere. Ligeledes kan man måske ønske, at omstille 
produktionen af et emne til et andet i løbet af dagen. Da kan man for eksempel lade h(t) 
falde/stige over en del af delintervallet. Kantorovichs generaliserede eksempel holder alle 
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disse muligheder åbne, og er således generelt anvendeligt og ikke á priori tilpasset en bestemt 
planlægningssituation for bestemte produkter. 
 
 
Nu er betydningen af (t) og h(t) fastlagt. Lad os følgende se på, hvordan de teoretiske 
overvejelser fører til den praktiske løsningsmetode, der er angivet i monografien.  
 
Kantorovich bemærker, at vi nu[14] s 213 kan anvende Teorem 1 og 2, hvis A er mængden af 
talsæt i Rm ( )mzzz ,...,, 21  bestående af de tal, hvor 
=
==
n
i
kiki
b
a
kkk hdtthtz
1
,
,
)()( αα og 
funktionen ,,...,2,1),( mkhvorth k =  opfylder betingelse 1) og 2) og vi som funktionalen F 
definerer 
 
Definition 3 
( )mzzzF ,...,, 21   
!def
=  ( )mzzz ,...,,min 21 . 
 
 
Vi ser umiddelbart, at definition 3 fastlægger funktionalen F som den funktion, der skal 
maksimeres i problem A’, og dermed, at dette eksempel svarer til problem A’ i monografien.  
 
Hvis vi med denne definition i tankerne betragter eksemplet fra Figur 3-2 ovenfor, ser vi, at 
den 1. approksimation giver værdien  
 
F(z1,z2)  = min(z1, z2) = min(60, 140) =  60 
Og den 2. approksimation giver slutværdien  
 
F(z1,z2)  = min(z1, z2) =  86,67 
 
Kantorovich fortsætter med at konstatere, at det følger da fra teorem 1 og 2, at der eksisterer 
et talsæt, ( )mλλλ ,...,, 21 , så den lineære funktion… 
 
Definition 4 
Udtryk 3-5 
!
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def
zf =    =
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kkk
m
k
kk dtthtz )()(
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…når sit maksimum sammen med F. Ved at anvende definition 1 for )(tkα  og )(thk samt 
definition 2 på andet lighedstegn i definition 4, ses det let, at Udtryk 3-5 gælder. 
 
Den lineære funktional f  i Udtryk 3-5 er således den funktion, vi varierer, når vi skal finde 
optimum for F. Det fremgår heraf, at -multiplikatorerne er koefficienterne til de variable, zk, i 
f, og at det er disse koefficienter, vi varierer, indtil f tangerer det zo i A, der giver 
maksimumsværdi for såvel f som F.  
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Da vil planen f(z) = f(zo) tangere både A og overfladen F(z)  F(zo), sådan at A vil ligge på 
den ene side og {z: F(z)  F(zo)} vil ligge på den anden side af {z: f(z) = f(zo)}. Med andre 
ord: Når vi har fundet de rette værdier for k’erne vil niveaukurverne for de to funktionaler 
’strejfe’ hinanden på randen af A i punktet zo, og da er vi færdige med optimeringen. 
 
Vi prøver nu at anvende den her præsenterede teori på eksempel 1 fra monografien, hvor vi 
anvender ideerne fra Teorem 1 og 2 samt korollaret på det overskuelige 2-dimensionale 
eksempel, samtidigt med at vi viser de principper, Kantorovich angiver som konkrete 
løsningsforskrifter i monografien. 
 
Forskriften for f er: 
f(z) = f(z1,z2)= 1z1 + 2z2 
og F er tilsvarende: 
F(z) = F(z1,z2) = min(z1, z2) 
 
Lad os først illustrere teorem 1 med disse funktioner anvendt på det konkrete 2-dimensionelle 
eksempel. Vi har allerede bestemt zo = (86,67; 86,67). Lægger vi niveaukurven for F i dette 
punkt, får vi en konveks mængde Hc*, se Figur 3-3. Den er en monotont voksende, kontinuert 
(det vises nemt) funktion, men ikke defineret på et lukket og begrænset (kompakt) område, 
idet den ikke er opad begrænset. I betingelserne til teorem 1 forlanger Kantorovich da også 
kun, at F skal være semikontinuert fra oven på m, men for denne F er det nemt at afgrænse 
opad, da vi blot skal vælge et interval på hver akse, der er så stort, at det kan indeholde A. 
Med den afgrænsning, får F da en øvre grænse, hvis det skulle ønskes. 
 
For dette zo er der kun en linie i planen, der kan adskille A og Hc*. Denne linie er 
niveaukurven for fo i zo (se Figur 3-3). Den har hældningen -2, og normalvektor (2,1). 
Normalvektoren viser, hvilken retning fo vokser i. De løsende multiplikatorer har derfor 
forholdet 1/2 = 2. Dvs. alle f af formen f(z) = 2tz1 + tz2, hvor t er et vilkårligt reelt tal, 
bestemmer løsningen til optimeringsproblemet, idet alle disse lineære funktionaler har 
niveaukurver, der separerer niveaukurverne for F fra A, eller med Kantorovichs ord: 
overfladen for mængden af z: F(z) = (F(zo). Der er altså mere end en f som løsning med mere 
end et sæt af -værdier. De skal blot give en niveaukurve med hældning -2, og dermed 
opfylde 1/2 = 2. 
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Figur 3-3: Fremstilling af de konvekse mængder, A og HC* og niveaukurven for den lineære funktional, 
der separerer de to mængder. fo er den optimale lineære funktional. F er funktionalen min(zk). fo og F har 
fælles maksimum i zo = (86,67; 86,67).  Niveaukurverne F(z) = F(zo) afgrænser Hc*.  
Fremstillingen gælder for eksempel 1 i Kantorovichs 1939-monografi. 
 
Forskriften for fo bliver derved på normeret form for 1 og 2: 
 
21 3
1
3
2)( zzzf o +=  
 
Hvorved vi får for z = (86,67; 86,67) 
 
2602
3
286)( 12 +−=⇔= zzzfo  
 
Vi har nu vist teorem 1’s geometriske tolkning i et konkret optimeringstilfælde, og vi kan se, 
at funktionalerne F og f opnår maksimum i samme punkt, og at fo skiller A fra den konvekse 
mængde Hc*. Vi vil nu vise, hvordan man under optimeringen beregner sig frem til fo. 
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3.2.3.4 -multiplikatorernes funktion i det konkrete problem 
For at se på ideen ved deres brug i løsninger af konkrete, praktiske problemer, ser vi lidt 
nøjere på det gennemgående eksempel 1 fra før med 2 produkter og 3 maskiner.  
 
Her fandt vi et tal(side 25), s, som angiver den maskine for hvilken vi skal gøre et valg for hi,k. 
På denne maskine danner vi forholdet mellem produktionseffektiviteten for de to produkter, 
og sætter: 
qi = 
2
1
1,
2,
λ
λ
α
α
=
s
s
.  For de maskiner, hvor 
2
1
1,
2,
λ
λ
α
α
<
i
i
, hvilket er det samme som 1i,1 > 2i,2 gives 
der præference til emne 1, dvs. hi,1 sættes til 1 og hi,2 sættes til 0.  
Og omvendt, hvis 1i,1 < 2i,2!  
 
For de maskiner, hvor lighedstegnet gælder, findes h-værdierne af ligningen (eksemplet her er 
for det simple tilfælde) 
==
=
n
i
kk
n
i
kk hh
1
,1,1
1
,2,2 αα . 
 
 
Denne betingelse er formuleret i ligning (4) i ’A New Method.....’ som: 
Hvis systemet {hk} giver maksimumsværdierne til den lineære funktional, f, (se Udtryk 3-5 i 
afsnit 3.2.3.3) så er det klart, at funktionerne hk næsten overalt må tilfredsstille betingelsen: 
 
Ligning 3-6 
hk(t) = 0, hvis kk(t) < max hh(t)  
 
Metoden til løsning af optimeringsproblemet medfører, at når vi først har fundet de løsende 
multiplikatorer, kan vi nemt bestemme værdierne for hk(t) (dvs. hi,k), sådan at Ligning 3-6 er 
opfyldt.  
 
Dermed er antallet af ukendte hi,k-værdier reduceret til de tilfælde, hvor  kk(t) = max hh(t). 
 
Bemærk, at k gælder for alle maskiner, og giver en værdi for hvert emne, der gør det muligt 
at sammenligne maskinernes samlede ”værdi”, og i tilfælde, hvor der er flere maskiner som 
her, tjener -multiplikatorerne til at finde de maskiner, hvor der skal træffes et valg, nemlig, 
dem, hvor kk(t) = max hh(t). 
 
Vi vil senere diskutere multiplikatorernes implicitte funktion som et prisdannelsessystem, der 
er uafhængigt af det marxistiske dogme om arbejdskraften som grundlag for prisdannelse. 
 
Multiplikatorernes løsningsforhold findes når ligevægtsfordelingen mellem to emner er 
etableret ved den maximale produktion (under bibetingelserne); altså når max f(z)  = max F(z) 
på randen af A.  
 
I eksempel 1 i monografien findes ligevægtsfordelingen på fræseren og har forholdet 2/1. 
Kantorovich understreger i monografien, at multiplikatorerne afhænger af alle parametre i 
problemet. Ændres for eksempel antallet af maskiner eller andre ting af betydning for 
produktionskapacitet osv. flyttes ligevægten til andre maskiner og løsningsforholdet bliver
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derved et andet. Det følger af, at mængden A derved ændres, og at optimum for F flyttes, og 
hældningen for fo kan derved blive en anden.  
 
 
3.2.3.5 Anvendelse af -multiplikatorer og optimering med funktionalerne f og F 
Hele problemet reduceres altså til at finde de løsende multiplikatorer. Ideen er at danne nogle 
startværdier, og så variere disse, således at min zk maksimeres. For hvert valg af 
multiplikatorer dannes produktet ki,k, og der ledes efter de maskiner, der har maksimal værdi 
af dette emne. hi,k sættes = 1 for denne (eller disse) maskine(r) og dette emne, mens de andre 
hi,k sættes = 0, som omtalt i forrige afsnit. På den måde bevæger man sig langs kanterne af den 
konvekse løsningsmængde. 
 
Kantorovich nævner, at startværdierne for multiplikatorerne godt kan vælges arbitrært, for når 
maksimum-værdien er fundet, skal der derefter justeres i forhold til kravet om, at z = z1, z2, 
…, zm. Og det betyder, at de oprindeligt arbitrære k’er skal justeres, indtil dette er opfyldt. 
Det er her lige meget, om de højeste z’er nedjusteres, eller de laveste opjusteres. Bare det sker 
efter et system. Dette er angivet i efterfølgende eksempel i monografien (Appendiks 1, afsnit 
4). 
 
Kantorovich vælger startværdierne for k’erne ved en slags normering. Dette gøres ved 
maskine for maskine at tage den inverse til totalproduktionen (-værdierne) for hvert emne og 
multiplicere med et tal, der gør størrelsen ’pæn’. -værdierne ses i Tabel 3-4, side 25.  
 
I dette tilfælde får vi således 
 

=
i
ki
k
P
,
0
α
λ ;  dvs. 3333,8)303060(
10000
1 ≈++
=λ , og  3478,4)806090(
10000
2 ≈++
=λ  
idet vi for P har valgt tallet 1000. På denne måde viser det sig, at man får startværdier, der 
ikke ligger alt for langt væk fra slut-værdierne, selv om man selv med tilfældige tal hurtigt 
nærmer sig disse alligevel (eksempel gives senere).  
 
Vi vælger endvidere at normere værdierne så summen af alle k bliver 1. 
 
  
Udgangs-
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 
0
k 
0
k, normeret k*zk 
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faktor (1) 
1
k 
1
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 
i
ki,
1000
α
 

k
k
k
λ
λ
 
     
k
k
k
1
1
λ
λ
 
1  8,3333  0,65714  78,8568  1,00  8,3333 2/3 
2  4,3478  0,34286  78,8578  0,96  4,1667 1/3 
   12,6811  1,00000  157,7146   12,5000 1 
Tabel 3-7: Start- og slutværdier samt korrektionsværdier for multiplikatorerne under optimeringen af  
problemet i eksempel 1 
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Herpå dannes nu f’o med 1 = 0,65714 og 2 = 0,34286. Vi vælger af praktiske årsager en 
nøjagtighed på 5 decimaler i skemaet. Det er rigeligt til, at vi kan følge optimeringen. (Tallene 
i kolonnen for første approksimation er dog beregnet på basis af uafrundede tal med en 
lommeregners præcision). 
Ligning 3-7 
2121 34286,00,65714 ),()(' zzzzzfzf
k
kkoo +=== λ  
Ifølge korollaret[14] (se Ligning 3-1) skal vi nu finde Hf’, dvs. de punkter, hvor f’o har 
maksimum i A, og derefter den punktmængde {p(f’)}, hvor F har maksimum på Hf’. Til dette 
formål udnytter vi betingelsen i Ligning 3-6: 
  
hk(t) = 0, hvis kk(t) < max hh(t). 
 
For at finde de maksimale værdier for kk(t) = ki,k, dannes samtlige disse produkter. ki,k 
værdierne gennemgås dernæst for fast k over alle i for at finde den største værdi, og de 
indsættes i nedenstående tabel: 
 
Maskintype 
(i)  Drejebænk Fræser Automat k*zk 
 Dele (k)    
 
Del I, 1*1,1 1*2,1  13,1  
  39 20 20 79 
Del II, 2*1,2   2*2,2  23,2  
  31 21 27 79 
sum 70 40 47 158 
Tabel 3-8: λkαi,k værdier (afrundet til helt tal) baseret på udgangsbetingelserne 
 
Læg mærke til at rækkerne (k’erne) i tabellen er emnerne, mens søjlerne  (i’erne) er 
maskinerne. De største værdier i hver søjle mærkes med fed. Fordelingskoefficienter, hi,k, 
sættes til 1 for disse værdier og til 0 for resten.  
 
Derved opnås følgende produktionsplan: 
 
  i,khi,k      
 Drejebænk Fræser Automat zk k*zk 
 1,1*1 2,1*0 3,1*0 z1  
 60 0 0 60 39,4286 
 1,2*0 2,2*1 3,2*1 z2  
 0 60 80 140 48,0000 
sum 60 60 80 200 87,4286 
Tabel 3-9: En første produktionsplan baseret på udgangsbetingelserne 
 
Vi finder en samlet produktion på z1 = 60 og z2 = 140. z1 + z2 = 200.  Dette er den maximale 
produktion for de valgte multiplikatorer, og danner niveaukurven for f’o (med dette valg af 
(1, 2). 
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Niveaukurven f’o(z) = 200 er således den 1-dimensionelle plan, linien, der går gennem 
(60,140), og som dermed er startpunktet for optimeringen (startpunkt 1). Ved at isolere z2 i 
Ligning 3-7 ovenfor, finder vi, at den lineære funktionals niveaukurve, 
  
f’o(z) = 200,  
 
har ligningen 
Ligning 3-8 
z2 = -1.9166z1 + 255 
 
og dermed hældningen -1.9166. 
  
Dette er søgt anskueliggjort i Figur 3-4 (side 49), hvor fo’s niveaukurve for værdien 200 er 
afsat som stiplet linie. Det ses, at den kun har fælles punkter med A i (60,140), og dermed er 
Hf’ = {(60,140)}. Dette er samtidigt F’s maksimum på Hf’ , hvorved Hf’ = {p(f’)} = 
{(60,140)} (jf. korollaret[14] side 35). F’s værdi i dette punkt er min(z1,z2) = min(60,140) = 60. 
Det er klart, at denne værdi ikke er maksimumsværdi, da punktet (60,60) ikke ligger på 
randen af A, og dermed opfylder det ikke teorem 1.  
 
Teorem 2 siger, at hvis zo er maksimumspunkt danner niveaukurverne for funktionalerne F og 
fo tangenter med hinanden og A i zo. Vi kan her se, hvordan Teorem 2 skal forstås, idet det for 
denne fo gælder, at selv om niveaukurven for f’o er tangent til A (i (60,140)) er f’o ikke tangent 
til HC’ = {z: F(z)  F(60,140)}, idet niveaukurven f’o ikke går igennem punktet (60,60). Dette 
ses af, at punktet (60,60) ikke opfylder forskriften i Ligning 3-8. 
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Figur 3-4: Optimeringen af produktionen i eksempel 1. Der vises niveaukurverne for den lineære 
funktional fo før optimering (stiplet linie) og efter optimering (optrukken linie). I næste skridt i 
optimeringen skal fo korrigeres med f1', der tangerer overfladen af Hc*, dvs. niveaukurven for F(z) = 
F(zo). Niveaukurven for F er den fuldt optrukne linie, som er den samme som i forrige figur, ligesom Hc* 
og A er de samme. 
 
 
Hældningen for f’os niveaukurve er 1/2 = -1,9166. Vi kan se på Figur 3-4, (og aflæse på 
udtrykket, da vi kender det!), at den optimale fo: z2 = -2z1 + 260, har en stejlere negativ 
hældning end f’o. Vi skal altså øge 1 eller sænke 2. Det fremgår endvidere også, at vi kan 
maksimere det fundne F(60,140) = 60, idet vi ser at 60<140. 
Ifølge bemærkningerne til teorem 2 skal vi da se efter, om der er en lineær funktional gennem 
zo (60,140), hvis niveaukurve f(z) = f(zo) er tangent til Hc’ = {z: F(z)  F(zo)}. Vi kan se, at 
denne funktional er f’1(z) = 1z1 + 0z2 = 60. Ifølge teorem 2 og bemærkningerne skal vi da 
danne en ny  
 
f0 =  f’0 + f’1  
 
Kantorovich angiver i monografien en metode til at finde denne , idet vi udnytter 
betingelserne i Ligning 3-6 (side 45). Man skal kigge i tabellen for ki,k-værdierne, og sætte 
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de to 1i,1 = 2i,2 for den maskine (det i), hvor værdierne er tættest på hinanden i absolutte 
værdier. Det gælder for i = 2 i vores tilfælde, dvs. for fræseren, hvor 12,1 = 20 og 22,2 = 21. 
Da 11,1 allerede er i maksimum, kan vi ikke øge 12,1  på grund af kravet om, at hi,k skal 
ligge mellem 0 og 1, og den samlede sum ikke må overstige 1 (h2,1 er allerede 1), så vi må 
sænke 22,2. Den angivne metode er da at sænke 2 ved at gange med korrektionsfaktoren 
20/21 = 0,96 (se Tabel 3-7 side 46). Derved får vi 1 = 8,3333 og 2 = 4,1667, som normeret 
giver 2/3 og 1/3. 
 
Dette giver følgende ki,k-værdier: 
 
    Maskintype (i)   
  Drejebænk Fræser Automat 
Del I, 1*1,1 1*2,1  1*3,1 
  39 20 20 
Del II, 2*1,2   2*2,2  2*3,2 
  30 20 26 
sum 69 39 46 
Tabel 3-10: λkαi,k værdier (afrundet) baseret på første approksimation. 
 
Det vil sige, at h1,1 og h3,2 skal sættes til 1, mens h1,2 og h3,1 skal sættes til 0.  
h2,1 og h2,2 findes ved at løse ligningssystemet 60 + u30 = (1 - u)60 + 80, og derved fås 
værdierne 8/9 og 1/9 som tidligere: 
 
 
  i,khi,k      
 Drejebænk Fræser Automat zk 1k*zk 
 1,1*1 2,1*8/9 3,1*0 z1  
 60 27 0 86,67 57,7778 
 1,2*0 2,2*1/9 3,2*1 z2  
 0 7 80 86,67 28,8889 
sum 60 33 80 173,34 86,6667 
Tabel 3-11: En bedre produktionsplan baseret på justerede λ værdier 
 
Vi har altså ikke maksimeret f(z), idet den er faldet fra 87,4 til 86,7 ved optimeringen, men vi 
har optimeret F(z) og fundet en lineær funktional, der sammen med F giver maksimum på A 
under hensyntagen til teorem 1 og 2. 
 
Det er ikke muligt på nuværende tidspunkt at udrede den teoretiske baggrund for, at 
korrektionen af fo på den her beskrevne måde virker. Det ses imidlertid, at man når max i to 
trin. 
 
 Selv om man vælger nogle helt andre, tilfældige startværdier for multiplikatorerne, for 
eksempel  0,29412 og 0,70588 og dermed får en funktional med Hf’’ = (0,230) og en 
tilsvarende niveaukurve z2 = -0,42857z1 + 230, altså en hældning på –0,42857 og følgende 
værdier for ki,k: 
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    Maskintype (i)   
  Drejebænk Fræser Automat 
Del I, 1*1,1 1*2,1  1*3,1 
  17,65 8,82 8,82 
Del II, 2*1,2   2*2,2  2*3,2 
  63,53 42,35 56,47 
sum 81 51 65 
Tabel 3-12: λkαi,k værdier (afrundet) baseret på tilfældigt valgte λ værdier 
 
giver korrektionen 2*2,2/1*2,1 = 42,35/8,82 (disse værdier er tættest på hinanden) = 4,80 
og med analoge beregninger i andet trin fås den samme fo som før og de samme løsende 
multiplikatorer. 
 
Vi kan altså konkludere, at Kantorovich har givet et solidt matematisk beregningsgrundlag for 
sin metode, og specielt har vist eksistensen af de løsende multiplikatorer. Den teoretiske 
artikel[14] giver også forbindelsen til det praktiske eksempel, men det er ikke umiddelbart 
muligt at finde en metode til at løse alle trin i optimeringen (især korrektionen af fo med  
virker uklart formuleret). 
 
I bilag 4(side 95) viser vi på et andet eksempel, hvordan denne metode bruges på en mere 
dagligdags anvendelig måde i en fabrikssituation, og fremgangsmåden her er det nærmeste 
Kantorovich kom til en egentlig algoritme. 
 
 
3.2.4 Multiplikatorernes matematiske og økonomiske tolkninger 
3.2.4.1 Kantorovich-multiplikatorer og Lagrange-multiplikatorer 
Kantorovich skriver i introduktionen til beskrivelsen af sin produktionplanlægningsmetode[14], 
at den ’har nogen lighed med Lagranges metode til at finde lokale maksima’. Det er 
indlysende, at der ikke er tale om samme metode; men vi har valgt at analysere, hvori 
forskelle og ligheder består, og om der er anden lighed end blot anvendelse af multiplikatorer. 
 
Lagranges metode er, som omtalt under behandlingen af det formelle grundlag for 
Kantorovichs metode, en referencemetode til behandling af optimeringsspørgsmål, og den 
betjener sig af følgende definitioner:  
 
Definition 1. Ekstremum under bibetingelser: 
På en mængde A  Rk, er givet p+1 funktioner, fo, f1, …, fp: A R. For givne tal betragtes 
mængden F = {x  A: f1(x) = c1, … ,  fp(x) = cp}. 
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Funktionen fo har lokalt hhv. globalt maksimum i et punkt xo  F under bibetingelserne f1 = c1, 
…,  fp = cp, såfremt restriktionen af fo til F har lokalt hhv. globalt maksimum i xo. 
Og tilsvarende for lokalt/globalt minimum. 
 
Selve metoden består i anvendelsen af følgende sætning: 
 
Sætning 1. Nødvendig betingelse for lokalt ekstremum under bibetingelser: 
Hvis A er åben, og funktionerne fo, f1, …, fp tilhører C1(A), og fo har lokalt ekstremum i 
punktet xo  F under bibetingelserne f1(x) = c1, … , fp(x) = cp, findes et talsæt (o, 1, …, p)  
(0, 0, … , 0), således at xo er et stationært punkt for funktionen: 
f  = ofo + 1f1 + … + pfp. 
Det kræves således af funktionerne, at de i det indre af A er 1 gang differentiable med 
kontinuerte afledede. 
Man anvender sætningen ved at opskrive ligningssystemet: 
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og søge samtlige løsninger (x1, … , xk, o, 1, … , p) til dette system af p + k ligninger. Alle 
lokale ekstremumspunkter xo  F findes da blandt de punkter x = (x1, … , xp), der sammen 
med et sæt (o, 1, … , p)  (0, 0, … , 0) danner løsningen til systemet, hvis den findes. 
Sætning 1 garanterer ikke eksistens af løsning, den angiver kun en metode. Man må således 
holde sig for øje i hvert tilfælde, om der er en løsning (der findes imidlertid et eksistensbevis, 
vi ikke vil omtale i nærværende projekt). 
Sættet (o, 1, … , p) kaldes Lagrangemultiplikatorer. f kaldes Lagrangefunktionen. 
Hvis vi kun har 1 bibetingelse, og hvis vi begrænser os til R2, får vi følgende problem: 
 
Maximer (minimer) fo(x,y) under bibetingelsen 
 
f1(x,y) = c 
 
Vi kan da danne Lagrangefunktionen L(x,y,z) = 1f(x,y) + 2g(x,y), hvor f = fo og g = f1 – c. 
L(x,y,z) kan omskrives til  
 
L(x,y,z) = f(x,y) + g(x,y)  
 
ved at dividere igennem med 1. 
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Vi søger lokale ekstrema på L ved at danne de partielle afledede og sætte gradienten for L lig 
0, og løse for x, y og : 
 
0),,( =∇ λyxL  
 
Det vil sige, at der er ekstremum for L, når f og g’s gradienter er parallelle, idet: 
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Hvoraf de to første ligninger giver: 
 
),(),( yxgyxf ∇−=∇ λ . 
 
 
Hvis vi sætter f(x,y) = x2 + y2 og g(x,y) = x2y - 16, får vi følgende Lagrangefunktion: 
L(x,y,) =  x2 + y2 + (x2y - 16). 
Heraf ses, at L har lokalt ekstremum, når 
 
),2()2,2(),(),( 2xxyyxyxgyxf λλ −=⇔∇−=∇ . 
 
Ved løsning af 0),,( =∇ λyxL  for disse funktioner, får vi, at dette er opfyldt i punkterne 
(xo,yo) = )2,22(±  med o = -½. 
Dette er illustreret på Figur 3-5: 
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Figur 3-5: Lagrange-optimering. Gradienterne for f og g er paral-
lelle i (xo,yo).  -Multiplikatoren tilhørende ekstremumspunktet 
(xo,yo), o, opfylder, at gf ∇−=∇ λ .  
 
Det ses på Figur 3-5, at når gradienten for g multipliceres med o = -½, bliver de resulterende 
vektorer modsat rettede og lige store 
 
)24,224½()22,222(
))22(,2222½()22,222(),2½()2,2(),(),( 22
∗∗=∗∗
⇔∗∗=∗∗⇔=⇔∇−=∇ xxyyxyxgyxf λ
 
dvs. værdien af  i det lokale ekstremum for L, ’regulerer’ f’s og g’s gradienter, så de bliver 
lige store og modsat rettede. Dermed opstår der et nemt erkendeligt kriterium for ekstremum 
for f under bibetingelsen g. 
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Figur 3-6: Normalvektoren (1, 2) til fo’s niveaukurve, fo(z) = 87,67, står vinkelret på 
randen af A i Hf, men er ikke parallel med F’s gradient. 
 
 
Kantorovich’s optimeringsproblem er matematisk set meget anderledes, selv om 
multiplikatorerne tjener et lignende formål: Der findes et sæt af multiplikatorer (1, 2), idet vi 
stadig holder os til det 2-dimensionelle tilfælde, der gør niveaukurven for funktionalen fo er 
parallel med randen af A i den punktmængde Hf, hvor maksimum findes. Og der er også tale 
om optimering under bibetingelser. Men dels dannes der ikke en samlet linearkombination for 
objektfunktionen (f i Lagrange-eksemplet, F i Kantorovich’s optimering) og funktionen for 
bibetingelserne. Dvs. kravene til h-værdierne er ikke med i et samlet udtryk, der svarer til 
Lagrangefunktionen, L, og de er ikke eksplicit med i udtrykket for fo. Der er således ikke en 
direkte sammenhæng mellem objektfunktionen F og f, og gradienterne for disse er heller ikke 
parallelle. 
Sidst, men ikke mindst, er F ikke differentiabel. 
 
Vi konkluderer derfor, at den ’nogen lighed med Lagranges metode til at finde lokale 
maksima’ alene består i, at der variereres multiplikatorer, indtil ekstremum er fundet; men at 
den matematiske natur af denne variation og de udtryk, der indgår i optimeringen er helt 
forskellig fra Lagrange-metoden. 
 
3.2.4.2  -multiplikatorerne som objektive prisindikatorer 
 
Som nævnt i afsnit 2.4 fremhævede Koopmans ved fremkomsten af 1939-monografiens 
engelske oversættelse i Management Science i 1960, at et af de væsentligste resultater af 
Kantorovichs tidlige arbejde er -multiplikatorerne, de løsende multiplikatorer, idet de kunne 
betragtes som ”skyggepriser”, og at Kantorovich viste indsigt i Ricardos prisbegreb for 
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international handel (David Ricardo; 1772-1823. Engelsk forretningsmand og økonom. En af 
de første til af formulere prisdannelsesmekanismer). Det ville også have været en sensation, 
hvis Kantorovich havde formuleret denne indsigt i sin monografi, for på det tidspunkt i USSR 
anvendte man udelukkende det marxistiske prisdannelsesbegreb, arbejdsværditeorien, der kun 
fokuserede på en del af Ricardos teorier, og marxistisk økonomisk teori var ikke i stand til 
at foretage en objektiv prisfastsættelse[36][38]. Koopmans nævner, at Kantorovich viser 
denne indsigt i sektion 10 i appendix 1[16 s 409-10]. Det eneste Kantorovich skriver på 
disse sider, er imidlertid, at man kan opnå størst mulig produktion ved at anvende 
multiplikatorerne.  Imidlertid har Koopmans alligevel ret i sin påstand om 
multiplikatorernes prisimplikationer. Kantorovich var bare ikke nået til den erkendelse 
i 1939, da monografien udkom[37]. Den kom han gradvist frem til gennem det videre 
arbejde med sine metoder, og det blev formuleret klart og uden omsvøb efter Stalins 
død, da han fik lov til at publicere sin ”lærebog” i socialistisk optimeringsteori, der 
blev publiceret på russisk i 1959 og på engelsk i 1965[39]. Denne bog er klart en 
opfølger til hans tidlige arbejde publiceret i 1939, 1942 og 1949, altså de to modeller, 
vi undersøger her, idet det eksplicit nævnes i forordet og eksemplerne svarer til dem, 
vi ser i monografien og ”Freight Flow analysis”. Bogens formål er at vise, hvordan -
multiplikatorerne kan anvendes som ”skyggepriser”. Kantorovich bruger begrebet ’objektivt 
bestemte valuatorer’ (på russisk ’otsenki; priser hedder ’stoimost’ ’ (med apostrof til sidst). 
Alle der har haft adgang til de engelske udgaver af Kantorovich tidlige modeller, har således 
haft mulighed for at kende til Kantorovich senere tolkning af sine multiplikatorer. Således 
også Kantorovich. Derfor ligger der ikke noget overraskende i, at man overalt i litteraturen 
efter 1960, e.g.Gardner[12], fremhæver, at Kantorovich i sin 1939-monografi har ’opfundet’ 
multiplikatorer, der kan anvendes som ’skyggepriser’.  
 
Kantorovich har imidlertid selv fået den indsigt gennem sit opfølgende arbejde efter 1939. 
Det matematiske grundlag er i al korthed den måde, løsningmetoden fungerer på i praksis. 
Som vi så i afsnit 3.2.3.5, fungerer optimeringen på den måde, at man varierer 
multiplikatorerne således, at ki,k = ti er størst muligt, og man leder efter maskiner, hvor ki,k 
= hi,h. På disse maskiner deler man produktionen mellem de to emner ’h’ og ’k’. De 
maskiner der ikke har den optimale produktion ki,k < ti sættes til ikke at lave det emne (hi,k = 
0), og hvis der kun er en maskine med ki,k = ti sættes den til udelukkende at lave det emne 
(hi,k = 1). De løsende multiplikatorer udligner dermed forskellen i produktivitet på 
maskinerne, så de kan sammenlignes. Da ’erne er omvendt proportionalt med max-
procuktionen af det givne emne, har vi derfor en evaluator, der giver sjældenhed den højeste 
værdi, ’pris’, og almindelighed den laveste værdi. Dermed bliver multiplikatorerne en 
’Ricardo-pris’ baseret på sjældne ressourcer[36]. Kantorovich indså, at dette kunne udstrækkes 
til større enheder end en fabrik, som allerede antydet i monografien[16 s 410]; men omfanget, 
350 sider på engelsk, af hans lærebog[39], viser, at der er et vist spring mellem disse 
bemærkninger og til den færdige forståelse af omfanget af multiplikatorernes betydning. De 
landspolitiske, storpolitiske og bureaukratiske omstændigheder forsinkede denne 
forståelsesudvikling ca 15 år. 
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3.3 Kantorovich og Gavurins Transportmodel (Model 2) 
3.3.1 Anvendelse af matematiske metoder i spørgsmål om godsstrømsanalyse 
I ’Anvendelse af matematiske metoder i spørgsmål om godsstrømsanalyse’[20] fra 1949 
præsenterer Kantorovich og M. K. Gavurin nyere, mere moderne og universale 
løsningsmetoder af nogle matematiske spørgsmål vedrørende rationelle transportbevægelser. 
Problemet har selvfølgelig interesse for de to forskere, idet optimering i den universelle 
målestok, hvor produktionsplaner skulle dække ikke bare den enkelte fabrik eller det enkelte 
produktionssted, men på regionalt eller for den sags skyld totalt på landsplan, var målet for 
forskernes arbejde; det var jo til syvende og sidst ’5-års planerne’ for landet som helhed, der 
fra myndighedernes side var fokus på og som følgelig berettigede forskernes arbejde på dette 
felt. Der er altså meningsfuld sammenhæng mellem det arbejde Kantorovich havde grundlagt 
i 1939 monografien, hvor problemstillingerne og eksemplerne til belysning af hans modeller 
tager afsæt i forskellige produktionssituationer, og interessen for optimering af godsstrømme 
og dermed transport som Kantorovichs artikel fra 1942[15a] og ovennævnte fra 1949 tager 
afsæt i. Transportproblemet er fortsat aktuelt, da artiklen udkommer, selv om flere havde 
beskæftiget sig med emnet tidligere. Det blev først undersøgt af A. N. Tolstoj i 1930, hvis 
resultater blev publiceret i tidsskriftet ”Socialistisk transport”. 
 
Men lad os se på Kantorovich og M. K. Gavurins måde at betragte problemstillingen på. De 
kigger på produktionspunkter, dvs. de steder, der genererer gods, og forbrugspunkter, dvs. de 
steder, der forbruger gods. Problemet går ud på at fordele godset på den billigste måde, så der 
opstår balance mellem produktion og forbrug.  
 
Der beskrives tre problemer:  
 
Problem A   
Her betragtes en rationel transportplan for en enkelt type gods fra flere produktionspunkter til 
mange forbrugspunkter. Man vil bestemme, hvordan man mest rationelt knytter  
produktionspunkterne til forbrugspunkterne. Det forudsættes, at de samlede transportudgifter 
af denne godsforsendelse minimeres.  Det er det samme problem, som Tolstoj undersøgte. 
 
Problem B 
Problem er mere kompliceret end A, idet der her er flere forskellige typer gods. Fastlæggelse 
af forbindelsen mellem produktionspunkter og forbrugspunkter er bestemt. Der behandles 
også spørgsmålet om transport uden gods.  
 
Problem C 
Betingelserne for transporten er mere komplicerede. Der er forskellige kapaciteter, idet der er 
flaskehalse ved visse punkter under transporten, som man må tage højde for ved at sende 
noget af godset uden om med henblik på at minimere udgifterne. Derved bliver 
transportvejene undertiden forlænget i forhold til problem A. 
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Forfatterne har udarbejdet de mest detaljerede løsninger for problem A, der optager 
hovedparten af artiklen, og hvor modellen beskrives. I alt optager problem A 21 sider ud af de 
28 sider, artiklen i alt udgør. Problem Bs løsninger er nærmest kun skitseret, mens problem C 
behandles i lidt større detaljer uden at være fyldestgørende. Vi fokuserer derfor behandlingen 
af Kantorovich og Gavurins transportmodel på problem A. 
 
 
3.3.1.1 Generelle principper for transportproblem A 
Problemet går ud på at finde den mest rationelle tilknytning af produktionspunkter til 
forbrugspunkter for gods af udelukkende én type, således at transportudgifterne bliver 
minimale.  
 
Betegnelser  
Figur 3-7 og Figur 3-8 illustrerer to simple eksempler, der demonstrerer princippet i 
bestemmelsen af den optimale transportplan. Givet er størrelsesværdierne for godsmængderne 
i produktionspunkterne og forbrugspunkterne. Disse er angivet med et tal i parentes med 
fortegn foran (+ eller -) ved punkterne. Minustegnet foran tallet i parentesen viser, at det er et 
forbrugspunkt,  tilsvarende viser plusset foran tallet, at der er tale om et produktionspunkt. 
Tallene angiver hvor mange vogne (eller tons, idet en vogn repræsenterer et ton gods) hvert 
punkt forbruger, hhv. forsender, pr. døgn. 
 
De kendte udgifter aflæses på figurerne i midten mellem punkterne.  F.eks. er B et  
forbrugspunkt (der står ’- 200’) og man kan derfor aflæse, at B har brug for 200 vogne pr. 
døgn.  
 
Man skulle tro, at man kunne løse opgaven meget simpelt: ved at anvende princippet om 
korteste afstand, dvs. fastlæggelse af hvilke destinationer (forbrugspunkter) der ligger tættest 
til udgangspunkterne (produktionspunkterne). Men optimeringskravene bliver ikke altid 
opfyldt, og løsningen kan være forkert med denne metode. Dette illustreres med de 
efterfølgende 2 eksempler. 
 
 
 
 
Figur 3-7: Eksempel med fire punkter 
 
I det første eksempel, som er beskrevet på Figur 3-7, er C det nærmeste produktionspunkt til 
forbrugspunkt B. Dvs. vi fastlægger en transportplan fra C til B. Hvis der sendes 400 vogne 
fra C til B, og B aftager 200 vogne, skal de sidste 200 køres til D. Og så skal derudover de 
resterende 400 vogne, som D mangler, sendes fra A, idet D skal have 600 vogne som angivet 
af tallet i parentesen. Planen bliver ikke rationel, da man får krydsende transportbevægelser.  
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Figur 3-8: Den anden udlægning af eksempel med fire punkter 
 
 
I det andet eksempel skal produktionspunkterne B og D forsyne forbrugspunkterne A og C,  
jævnfør Figur 3-8. Her kan princippet om korteste transportvej også give en irrationel plan, 
afhængigt af det udgangspunkt, man tager. 
 
Mulighed 1 – set udfra A 
A kan modtage 100 vogne fra B eller D. Vi vælger at B forsyner A, fordi B ligger med mindst 
afstand til A. Det medfører at leverancen til C må komme fra D. 
De samlede udgifter for dette transportvalg udgør 400*100 + 700*100 = 1100*100.  
 
Mulighed 2 – set udfra C 
C kan modtage 100 vogne fra B eller D. Vi fastlægger at B forsyner C, som følge af at |BC| er 
den korteste afstand. Så er der kun D, der kan køre 100 vogne til A. 
De samlede udgifter bliver her 500*100 + 200*100 = 700*100.  
 
Selv om vi i ingen af de to tilfælde har krydsende transportbevægelser er planen fastlagt ved 
princippet om korteste vej alligevel irrationel i første tilfælde, da udgifterne ikke er 
minimerede. Valget af mulighed 2 giver en besparelse på 400*100. 
 
 
Det var to relativt simple eksempler til illustration af problemstillingen. Med et mere 
kompliceret eksempel fra virkeligheden, kunne antallet af muligheder være stort, og at 
sammenligne dem alle ville være urealistisk. Dette problem løses med Kantorovich og 
Gavurins løsningsmodel. 
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3.3.2 Kantorovich og Gavurins ’Potentiale metode’  
 
Forfatterne udarbejder en potentiale-metode. Det er den metode, der gør det muligt at 
sammenligne mange kombinationer af transportbevægelser. Derved giver den mulighed for at 
finde den optimale transportfordeling for tilfælde med mange kombinationer af 
transportbevægelser og for at rette transportfordelingen, hvis den ikke er optimal.  
 
Metodens fordele er kort opsummeret: 
1) at undgå at sammenligne mange muligheder 
2) hurtigt at kunne kontrollere, at en given plan er optimal 
3) hvis planen ikke er optimal, kan man rette den 
 
 
Definition på potential:  
Lad A, B, C ... betegne alle de punkter, der planlægges transport igennem. Lad AB  betegne 
transportudgifter ( pr. godsenhed) fra A til B. En plan fra udgangspunkter til destinationer er 
givet. Planen kaldes potentiel, hvis følgende betingelser er opfyldt: 
 
I) Differencen, U, for ethvert forbrugspunkt B til ethvert produktionspunkt A overstiger 
ikke transportudgifterne (pr. godsenhed) fra A til B: 
 
UB – UA ≤ AB  
 
II) Hvis der ved en given plan er planlagt transport fra A til B, så er differencen U 
sammenfaldende med denne udgift: 
 
UB – UA = AB  
 
Størrelsen, U, kaldes transportpotentialet. Differencen mellem to potentialer angiver det 
totale arbejde (udgifter) ved flytning af gods. 
 
Kantorovich og Gavurin anfører, at ordet ’potentiale’ er hentet fra fysikken, og der er direkte 
analogi til dets anvendelse her, som ’potentiel energi’ for eksempel. De trækker altså her på 
potentiale teorien. 
 
Det bliver mere forståeligt, hvis vi anvender eksemplet fra Figur 3-7:  
Vi betragter følgende plan:  
Der sendes 200 vogne fra A til B 
Der sendes 200 vogne fra A til D  
Derudover  400 vogne fra C til D  
 
Der skal findes potentialet for denne plan, dvs. den minimale transportomkostning. 
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Vi antager, at UA = 0.  Således foregår der en transport fra A til B med udgiften på 500. Så er 
UB - UA = 500, dermed er UB = 500.  
Til transport fra A til D kræves der en udgift på (500 +300 + 700) = 1500.  
Følgelig er UD = 1500.  
Og endelig foregår der transport fra C til D med udgiften på 700, så er UD – UC = 700 hvorved  
UC = UD – 700 = 1500 – 700 = 800.   
 
Dermed har vi fastlagt potentialerne for alle punkterne A, B C og D i den optimale 
transportplan:  
UA = 0 
UB = 500 
UC = 800 
UD = 1500 
 
Vi vil nu undersøge 3 eksempler på andre transportplaner mellem disse punkter (alle hentet 
fra Figur 3-7) og undersøge, om transportplanerne er potentielle. 
 
Eksempel 1.  
Vi forsøger at danne potentialet for den oprindelige transportplan, vi gennemgik før - se Figur 
3-7 - hvor der  
1) først foregår transport fra A til D og derefter  
2) fra C til B og tilbage gennem C til D.  
 
Vi antager igen, at UA = 0, og skal sætte UD = 1500, fordi der foregår transport fra A til D. 
Videre er UC = 1500 – 700 = 800, da der foregår transport fra C til D, og UB bliver dermed 
800 - (-300) = 1100. 
 
Så for punkterne A og B er betingelse I ikke opfyldt,  idet UB – UA = 1100 > AB  = 500, 
hvilket modsiger betingelsen om at differenceværdien for potentialerne ikke er større end 
omkostningerne. Planen er ikke ’Potentiel’ 
 
Eksempel 2.  
Betragt Figur 3-8. Vi vil finde potentialet i punktet D ud fra ’Mulighed 1 – set udfra A’.  
 
Vi antager, at potentialet for startpunktet B, UB, er 0, og får så ifølge betingelse II UA = 400. 
Fordi punktet D ikke er transportforbundet med A og B, er potentialestørrelsen i punktet ikke 
bestemt. Vi betegner derfor denne ukendte størrelse med α, og har altså: UD = α.  
Dermed får vi ud fra UC - UD = 700 at UC = α + 700.  
Vi vil se, om det er muligt at finde en værdi for UD, der opfylder betingelse I.  
 
Ved brug af betingelse I mellem punkterne B og C, får vi: 
  
UC - UB =  α + 700 ≤ 200, 
  
Men ved tilsvarende brug af betingelse I mellem punkterne A og D, får vi:  
 
UA - UD = 400 - α  ≤ 500, 
 
Nærmere præsentation af Kantorovichs modeller  
 Side 62 
Lars Bjarne Nielsen, Lioubov Bech, Finn Gunge. 
RUC - IMFUFA - Matematik Projekt 
Således ser vi, at fra den ene side har vi  α ≤ -500, men fra den anden side α ≥ -100. Det er 
oplagt at et sådant α ikke eksisterer og for denne plan kan vi ikke finde et potentiale, der 
opfylder begge krav (betingelser I og II ). Følgelig er planen ikke potentiel.   
 
Lad os endelig regne på den sidste mulighed: 
 
Eksempel 3.  
Betragt Figur 3-8. Vi vil finde potentialet i punktet A ud fra ’Mulighed 2 – set udfra C’.  
Vi antager igen, at potentialet for startpunktet B, UB, er 0, og får så ifølge betingelse II UC = 
200. Fordi punktet D ikke er transportforbundet med C og B, er potentialestørrelsen i punktet 
ikke bestemt. Vi betegner derfor den ukendte størrelse med α, og har altså: UD = α.  
Dermed får vi ud fra UA - UD = 500 at UA = α + 500.  
Vi vil se, om det er muligt at finde en værdi for UD, der opfylder betingelse I.  
 
Ved brug af betingelse I mellem punkterne B og A, får vi: 
  
UA - UB =  α + 500 ≤ 400, 
  
Men ved tilsvarende brug af betingelse I mellem punkterne C og D, får vi:  
 
UC - UD = 200 - α  ≤ 700, 
 
Her ser vi, at for -500 ≤ α ≤ -100 er betingelse I opfyldt i begge udsagn ovenfor. Der 
eksisterer altså et sådant α og for denne plan kan vi derfor finde et potentiale, der opfylder 
begge krav (betingelser I og II ). Planen er følgelig potentiel.   
 
 
I eksempel 1 og 2 var planerne således hverken optimale eller potentielle, men i det sidste 
eksempel 3 kunne en optimal plan findes. Den potentielle plan er altid den mest optimale og 
omvendt.  
 
 
Mere præcist gælder ifølge Kantorovich to sætninger: 
 
Sætning 1)  
Hvis en given plan har et transportpotentiale, så planen er mest hensigtsmæssig, så vil enhver 
anden plan give samlede udgifter, som er større end eller lig den givne. 
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Bevis: 
Lad A1, A2,...,Am betegne produktionspunkter, tilsvarende a1, a2, ...,am produktionsomfang (i 
vogne) i de punkter, og lad B1, B2, ...,Bn betegne forbrugspunkter og b1,b2,...,bn det tilsvarende 
forbrugsomfang i punkterne.  
                                                                                              
Det er oplagt, at der gælder at 
==
=
n
k
k
m
i
i ba
11
 
 
Lad ri,k = ki BA  betegne transportudgifter på godsvogne fra punktet Ai til Bk.   
Lad hi,k betegne antallet af vogne der sendes fra Ai til Bk, i følge den givne transportplan (hvis 
transport ikke foregår er hi,k = 0). Ifølge definitionen af hi,k skal i
k
ki ah = ,   og  k
i
ki bh = ,  
 
Ifølge antagelsen har denne plan transportpotentiale – størrelsen U, der opfylder betingelserne 
I og II, som vi ved brug af de ovennævnte betegnelser kan skrive på følgende måde:  
 
I.   UBk  - UAi   ri,k  (i= 1,2,...,m; k = 1,2,...,n) 
 
II.  Hvis transport fra Ai til Bk virkelig foregår, dvs. når hi,k  0, så er   
                            
  UBk - UAi = ri,k  
 
Vi beregner summen af transportudgifter ved en given plan. Den er lig med  
 
W =  ( ) −=
i k
kiAiBk
i k
kiki hUUrh ,,,  
 
Hvis faktisk hi,k  0, er tilsvarende produkter, som står på begge sider af lighedstegnet, lig 
med hinanden. Det følger udfra betingelsen II, og hvis hi,k = 0, så er de begge lig med nul og 
dermed lig med hinanden. Vi reducerer videre og får:  
  
W =   −
k
ki
i
Ai
i
ki
k
Bk hUhU ,,  =   −
i
Aii
k
Bkk UaUb  
 
Lad nu være givet en anden transportplan. Antallet af vogne, der bliver sendt fra Ai til Bk 
ifølge denne plan, betegner vi som hi,k’. Vi beregner og vurderer de samlede udgifter ifølge 
planen. Ved brug af betingelsen I har vi:  
 
W’ = ( ) −≥
i k
kiAiBk
i k
kiki hUUrh '' ,,,  
  
        =  −
k
ki
i
Ai
i
ki
k
Bk hUhU '' ,,   =   −
i
Aii
k
Bkk UaUb   =  W 
 
Altså er W’   W, dvs. planen, der har et potentiale, giver minimale samlede udgifter.  
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Dermed har vi vist at ’Sætning 1’ gælder, altså at hvis en plan ledsages af et 
transportpotentiale (betingelserne I og II er opfyldt) så er det garanti for, at planen er mest 
optimal. Den omvendte sætning gælder også.  
 
 
Sætning 2. Enhver mest optimal plan er potentiel, dvs. der eksisterer et transportpotentiale for 
denne plan og betingelserne I og II er opfyldt.  
 
Beviset er ikke angivet, men ideen i beviset er, at hvis det ikke lykkes at finde et potentiale, er 
årsagen at planen er irrational. Dvs. hvis man har en optimal plan, kan man altid finde 
transportpotentialet. Vi viser det på et eksempel:  
 
 
3.3.3 Metoden til bestemmelse af den mest rationelle plan belyst ved eksempel 
 
Lad os i det følgende tage endnu et af de illustrative eksempler fra artiklen[20] s.116ff som Kantorovich og 
Gavurin gennemgår for at belyse deres løsningsmetode til bestemmelse af potentialer og dermed den mest 
rationelle transportplan.  
 
Udgangspunktet er altså, at ’Enhver mest optimal plan er potentiel, dvs. der eksisterer et transportpotentiale for 
denne plan hvor betingelserne I og II er opfyldt. 
 
 
Figur 3-9: Illustration til bestemmelse af den mest rationelle plan  
 
Eksemplet baserer sig på informationerne som de fremgår af Figur 3-9. Med fuldt optrukne linier er vist den 
givne transportplan. Vi starter med at bestemme potentialet fra punktet A1 og antager, at UA1 = 0. Potentialet 
skriver vi ved siden af det tilsvarende punkt.  
 
Der foregår transport fra A1 til B2, og vi skal antage, at betingelsen II er opfyldt, så vi har: 
UB2 - UA1 = 21BA  = 500, hvoraf følger UB2 = 500.  
 
Videre foregår der transport fra A3 til B2, derfor bestemmer vi UA3 udfra betingelsen  
UB2 - UA3 = 23BA  = 300, hvilket giver UA3 = 500 - 300 = 200.  
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Analogt bestemmes UB4 fra ligningen UB4 - UA3 = 200. Det giver  
UB4 = 200 + 200 = 400.  
 
Hvis vi nu opdager, at betingelsen I ikke er opfyldt og transportudgifterne fra A1 til B4 via den direkte vej bliver 
mindre end potentiale differencen i punkterne A1 og B4: 
41BA  < UB4 – UA1 = 400 
- så viser det straks, at planen kan forbedres og det samlede transportomfang formindskes.  
 
For at gøre det, skal man i stedet sende 75 vogne af gods fra A1 direkte til B4 og tilsvarende reducere de andre 
transportbevægelser. Vi får transportskemaet, der er illustreret med de stiplede linier. Vi sammenligner nu 
transportudgifterne ved begge tilfælde. Ved det første tilfælde er de lig: 
W1 = 100*500 + 40*300 + 75*200,  
 
ved det andet  
W2 = 25*500 + 115*300 + 75* 41BA   
 
som ved passende omskrivninger giver 
= 100*500 – 75*500 + 40*300 + 75*300 + 75*200 – 75*200 + 75* 41BA   
= 100*500 + 40*300 + 75*200 – 75*(500 - 300 + 200 – 41BA )  
= W1 – 75*(400 – 41BA ) 
 
Ifølge antagelsen er differencen (400 – 41BA ) positiv og dermed er W2 < W1 og den rettede plan følgelig mere 
økonomisk end den første.  
 
På den måde kan vi hver gang prøve at beregne transportpotentialet (i overensstemmelse med betingelse II) for 
en given plan, og hvis vi overtræder betingelse I, viser det, at planen er irrationel, og der vil følgelig findes en 
måde, man kan forbedre den på.  
 
 
Men sådan at skulle ’sjusse’ sig frem til en mere optimal plan ved forsøg synes uhensigtsmæssig. Kantorovich 
og Gavurin angiver dog, hvordan problemet generaliseres:  
 
Vi vil give følgende bemærkning. Vi angiver en måde at rette planen. Lad os kalde den for 
’Omdirigering af vogne fra omvej til direkte vej’...(vor oversættelse)  
 
I det betragtede eksempel fjernede vi 75 vogne fra omvejen (A1-B2-A3-A4), dvs. vi nedsatte transportbevægelser 
på det stykke af omvejen, hvor transport foregik fra A1 til B4. Og for at bevare balancen i intervalpunkter øgede 
vi transportbevægelser på 75 vogne i de intervaller, hvor transportbevægelserne foregik i den modsatte retning.  
Balancen blev kun overtrådt i yderpunkterne A1 og B4, men transportudgifterne blev totalt nedsat med størrelsen 
75(UB4 – UA1) 
 
For at opgøre balancen i de punkter skulle vi sende 75 vogne via den direkte vej fra A1 til B4, hvilket fremkaldte 
en udgiftsforhøjelse på 75* 41BA .  
De samlede udgifter kan således udtrykkes ved 75(UB4 – UA1 – 41BA ), eller – i det generelle tilfælde med m 
vogne – ved 
m(UB4 – UA1 – 41BA ).  
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På denne måde kan man, hvis der findes potentiale for to punkter A og B, generelt fjerne et antal vogne m fra 
omvejen, der forbinder de to punkter, således at balancen er bevaret i alle punkter af vejen, undtagen i 
yderpunkterne A og B. Udgifterne bliver reduceret med størrelsen  
m(UB-UA) 
 
Med andre ord kunne man sige, at potentiale differencen er ’realiseret’.  
 
 
På baggrund af de to formulerede sætninger har Kantorovich og Gavurin et grundlag for at 
beskrive mere forfinede metoder til at finde den mest optimale plan. Disse falder dog uden for 
dette projekts rammer.  
 
Men en metode til bestemmelse af den mest optimale transportplan har vi nu: Lad en plan 
være givet. Bestem potentialerne punkt for punkt. Hvis det lykkes (under overholdelse af 
betingelserne I og II), er det garanti for, at planen er mest optimal. Normalt hvis planen er 
taget på slump, møder man modsigelser (betingelserne I og II er ikke opfyldt) og planen er så 
ikke mest optimal. Det gennemgåede eksempel og sætning 2 anviser hvilke rettelser man kan 
foretage og nedsætte udgifterne ved. Løsningsmetoden af problemet A er baseret på denne 
metode.  
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4 Analyse af de to modeller 
4.1 Hvor langt er Kantorovich i sin 1939-model? 
4.1.1 Vores vurdering af 1939-modellen 
I de første afsnit af monografiens appendiks 1 anvendes multiplikatorerne som 
regnestørrelser, men i appendiksets afsnit 10 angiver Kantorovich, hvordan disse 
multiplikatorer kan anvendes ved sammenligning mellem forskellige produktioner og 
virksomheder i en større overordnet planlægning, og de får derved karakter af 
’skyggepriser’(se afsnit 2.4) (efficiency prices) og er den sovjetiske ækvivalent til priser i vestlig 
økonomisk litteratur.  
 
Beregningsmetoderne, der er beskrevet i appendiks 1, krævede nærmere uddybning, idet de 
ved første øjekast ikke lignede de metoder, der er almindeligt anvendt i vestlig litteratur, hvor 
typeeksemplet er Dantzigs ’Simplex Metode’. Men på baggrund af vores undersøgelser af 
metoden i kapitel 3 kan vi anføre, at der er en vis strukturel analogi, idet løsningerne foregår i 
en iterativ proces, hvor startværdier undersøges for optima i forhold til profitkriterier 
(Koopmans)[23], og hvor processen hurtigt konvergerer mod et resultat. Og ganske vist drejer 
problemerne A, B og C sig alle om forskellige specifikke optimeringer for maskiner i 
krydsfinerfabrikken, metalforarbejdning, jordbehandling osv.; men problemerne er formuleret 
så generelle og alment dækkende, at de gælder i såvel et sovjetøkonomisk system som et 
kapitalistisk[23]. Der er følgelig efter vor mening ingen objektiv grund til, at hans metode ikke 
på tidspunktet skulle have kunnet opnå en vis udbredelse i den vestlige del af verden, ligesom 
den til en vis grad gjorde det i Sovjetunionen(se afsnit 4.2.2.1). At det ikke sker kunne skyldes, at 
metoden rent faktisk ikke kommer til de relevante personkredses kendskab i Vesten, før nye 
tekniske landvindinger (datamaskiner) kombineret med Simplex metodens fremkomst så at 
sige overhaler Kantorovichs metode indenom og gør den overflødig. Men det kunne også 
være begrundet i en vurdering af metoden som værende utilstrækkeligt skalerbar i praksis. 
 
 
4.1.2 Koopmans vurdering 
I 1939-monografien behandles 3 problemer, A, B og C,  hvoraf Koopmans beskriver 
koefficientmatricerne for problem A og B som svarende til transportproblem-matricen i ’The 
application of Mathematical Methods to Freight Flow Aanalysis’, mens problem C, om end 
det har en lidt speciel struktur, faktisk er ækvivalent med den generelle formulering af det 
lineære programmeringsproblem, idet det kan sættes på den generelle form for 
matrixspilproblemet: { }lxmax kmin  l
l
lk xa , under (bi)betingelserne 1,0 =≥ 
l
ll xx .  
Flg. bevis, som Koopmans har modtaget fra Herbert Scharf på et forslag fra Kantorovich selv, 
viser, at Kantorovich i problem C beskriver matematikken for et lineært 
programmeringsproblem. 
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Lad os erindre omformuleringen:  
 
Problem C. 
Bestem tallene hi,l under opfyldelsen af følgende betingelser: 
 
1)  10 ≤≤ ih  
2)   =
l
lih 1, (for hvert i) 
3)  Hvis vi sætter =
li
lilkik hz
,
,,,
γ , er det nødvendigt, at z = z1 = z2 = … = zm = max! 
I følge Koopmans kan Kantorovichs problem C omskrives til det GENERELLE lineære 
problem, og Koopmans påstår endvidere, at ALLE15 lineære programmeringsproblemer kan 
opskrives som et matrixspilproblem  
( { }lxmax kmin  l
l
lk xa , under betingelserne lx ≥  0 og 1=
l
lx ),  
hvis notationen i problem C opskrives som i denne liste: 
• ll hx ,1=   
• lklka ,,1, 'γ=  
•  −(=
l
llili vxah ),, θ  
• 1,,'kiγ  = θ
1−
 
• 0'
,,
=jkiγ , 2, ≥jifor ,  
=vhvor { }lxmax kmin  l
l
lk xa , er værdien for spillet og 
hvor θ  let kan vælges så lille, at 1,ih ≤  1 for alle i  2 
• Dermed gælder, at alle jih , , 2, ≥jifor  , således at 1
2
,
=
≥i
jih , kan blive knyttet til den 
viste hi,1 
 
• Til slut opskrives µγγ += lkilki ,,,, '  hvor µ er stor nok til at gøre lki ,,γ  0 for alle i,k,l. 
Dermed kan ’Problem C’ iflg. Koopmans selv sættes på formen for et lineært 
programmeringsproblem. 
 
 
4.1.3 Charnes og Coopers indvendinger 
Charnes og Cooper har i deres 1962-artikel i Management Science, ’On some works of 
Kantorovich, Koopmans and Others’, vurderet Kantorovichs 1939-artikel og dens 
                                                 
15
 Dette betragtes i dag som almindelig lærebogsviden, men var ikke evident på det tidspunkt, hvor Koopmans 
fremkommer med påstanden.  
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udviklingsniveau i forhold til Vestens niveau 1945-1960. Artiklen drejer sig bl.a. om 
Koopmans påstand om, at problem C i 1939-monografien er ’det generelle Lineære 
programmeringsproblem’ i en lidt særlig formulering og Charnes og Cooper analyserer det 
såkaldte bevis i Koopmans fodnote til denne påstand, hvor han citerer Scharf for, efter en ide 
af Kantorovich, at have trukket en sammenhæng (’a direct route’) mellem ethvert lineært 
programmeringsproblem og matrixspilproblemet og derved specielt at vise, at problem C 
passer ind i denne sammenhæng. Charnes og Cooper anvender deres egen formulering af 
lineær programmering til at vise, at hvis Kantorovichs problem C skulle passe ind i 
matrixspilproblemet, skulle han have inddraget elementer fra legemer af ikke-arkimedisk 
orden (dvs. legemer, hvor man ikke kan finde et større element til et givet element fra 
gruppen). 
 
De henviser til deres egen bog16, hvori der er angivet en direkte sammenhæng mellem 
matrixspilproblemet og det lineære programmeringsproblem. Og de anfører, at under 
forfatningen af denne bog gennemgik de litteraturen grundigt UDEN at finde antydninger af, 
at andre før dem havde angivet denne sammenhæng, hvorfor Kantorovich og Koopmans, efter 
Charnes og Coopers mening, HELLER ikke har kendt den. Og da sammenhængen mangler i 
Scharfs påståede bevis, og da der i såvel beviset som i Kantorovichs arbejde ej heller findes 
angivelser af den efterspurgte udvidelse til legemer af ikke-arkimedisk orden ved at anvende 
det, der i vestlig litteratur kaldes ’regularisering’ (hvori indgår store skalarer (large scalars) af 
typen M, M2, U. U2, , 2 osv.), mener de, at Koopmans burde have inddraget dem eksplicit i 
sin indledende artikel for at have ret i sin påstand om den direkte sammenhæng.  
 
Hvis man ikke skal anvende udvidelsen til ikke-arkimediske legemer skal man efter Charnes 
og Coopers mening anvende Gale-Kuhn-Tuckers spilteori, hvor der anvendes 
dualitetsbegrebet. Dette begreb findes efter Charnes og Coopers mening ikke i Kantorovichs 
arbejde, og de finder, at Koopmans lægger for meget af dualitetsbegrebet i Kantorovichs 
løsende multiplikatorer (’resolving multipliers’). Efter Koopmans mening kan man betragte 
disse multiplikatorer som ’skyggepriser’, men ifølge Charnes og Cooper skal man skelne 
mellem prissættende evaluatorer fra 
a) De ’evaluatorer’ som stammer fra en optimal løsning til det duale problem. 
b) Formuleringen af et anderledes problem i nye separate variable som er duale til et 
hvilket som helst lineært programmeringsproblem. 
 
For at man kan påstå, som Koopmans synes at gøre, at Kantorovich var fuldt ud klar over 
dualitetsbegrebet, skal man analysere hans multiplikatorer i forhold til såvel a) som b). 
Charnes og Cooper mener, at Kantorovich klart IKKE kan krediteres for b) ovenfor, og at det 
er tvivlsomt, om hans multiplikatorer stemmer overens med kravene til a). I Kantorovichs 
monografi synes multiplikatorerne UDELUKKENDE at tjene som løsningen til det, der i 
60’erne var kendt som det ’primale problem’. Også Kantorovichs 1942-artikel (On the 
Translocation of Masses) nævnes her, men selv om Charnes og Cooper finder dualiteten 
nærmere beskrevet, synes det ikke at være klart for Kantorovich i denne artikel heller (selv 
om hans tidligere ’strålende’ arbejde har været i relaterede områder!!(spark-spark)). Heller 
ikke i sektion 10 i Appendiks 1 i monografien er der efter Charnes og Coopers mening tale 
om dualitet, selv om Koopmans antyder det. Der er snarere tale om såkaldt 
’sensitivitetsanalyse’. 
                                                 
16
 A. Charnes And W. W. Cooper: Management Models and Industrial Applications of Linear Programming, 
New York: John Wiley and Sons Inc.; 1961. 
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Charnes og Cooper slutter denne analyse med at understrege, at det er Gale-Kuhn-Tucker, der 
skal krediteres for dualitetsbegrebet, der iflg. Charnes og Cooper trækker vigtige forbindelser 
mellem vidt forskellige discipliner (spilteori, programmering m.m.), og at det er ærgerligt, at 
Kantorovichs (brillante, sic!) arbejde ikke blev kendt længe før, hvilket gør, man kan have 
sympati (!) for Koopmans forsøg på at reparere skaden (!). 
 
I bogens kapitel 3 behandles sidste del af beviset i fodnoten i Koopmans præambel til 1939-
monografien, idet forfatterne anfører, at man også skal behandle ’hvis’-vejen FRA problem C 
TIL et generelt lineært programmeringsproblem, hvis Koopmans skal have ret i, at problem C 
kan betragtes sådan. De siger, Scharfs påståede bevis kun behandler den ene vej (’kun hvis’-
delen). 
 
Et par supplerende informationer fra vor side kunne her være på sin plads: 
 
Faktisk erkender Kantorovich selv i et svarbrev17 til Koopmans, at han ikke nærmere 
havde overvejet dualitetsproblematikken. Så på dette punkt bekræfter han sådan set 
Charnes og Cooper i en af deres indvendinger. 
Vi har været i kontakt med Scharf for en kommentar vedrørende Charnes og Coopers 
indvendinger generelt og specifikt mod hans bevis. I en personlig svar note dateret 22. 
maj 2004 svarer han, at deres indvendinger er irrelevante og at hans bevis for øvrigt 
holder! 
 
 
 
4.2 Løfter og muligheder 
4.2.1 Anvendeligheden af Kantorovichs metoder - skalerbarhed? 
Lad os kigge lidt nærmere på anvendeligheden af Kantorovichs metode til større problemer. 
I den foreliggende gennemgang har vi anvendt metoden med løsende multiplikatorer til et 
meget begrænset problem med 3 maskiner og 2 produkter for at analysere den matematiske 
natur af Kantorovichs metode. Vi har fra starten af vores arbejde med metoden haft ønske om 
at undersøge dens generelle anvendelighed, herunder dens mulighed for at løse meget store 
problemer, dens skalerbarhed. Vi undersøgte derfor, om vi kunne finde eksempler fra ’det 
virkelige liv’ på dens anvendelse på større optimeringsproblemer. Som vi har beskrevet andet 
steds i denne rapport, er der eksempler på dette (se afsnit 4.2.2.1), men uden angivelse af 
størrelsesordenerne på antallet af ukendte. 
Antallet af ligninger stiger stærkt med antallet af variabler. Kantorovich behandler i fodnote 
på side 395 i monografien[16], hvorledes antallet af beregningsforsøg i tilfældet med 5 dele 
(n=5) og 8 maskiner (m=8) vil stige. Der vil være n+m-1 ubekendte opstillet i nm+1 
ligninger[37], og i alt skal der ifølge Kantorovich løses i størrelsesordenen 1 milliard ligninger. 
Med multiplikatormetoden kan systemet løses i 7 forsøg ved at opstille udgangssituationen, 
foretage 5 iterationer til at finde de løsende multiplikatorer og til sidste beregne  h-værdierne 
efter fund af multiplikatorerne (se appendiks 2[16]). Vi har her i vort bilag 7.4 vist, at i 3x3-
                                                 
17
 En utydelig kopi af brevet, der er på russisk, er i vor besiddelse. Den omtalte udtalelse i brevet er oversat af 
Lioubov Bech. 
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tilfældet skal man foretage 2 iterationer til fund af multiplikatorerne. Med andre ord stiger 
antallet af iterationer fra 2 til 5, når vi går fra 3x3-tilfældet til 5x8-tilfældet. Ifølge 
Thompson[37] er situationer med 100 variabler ikke ualmindelige. Og her ville Kantorovichs 
metode ikke være anvendelig i sin oprindelige form hverken i 1939 og sikkert heller ikke i 
dag: 
 
1)  For det første er der ikke opgivet en fast algoritme, der klart fortæller, hvordan man 
går fra et trin til det næste. Når vi kun har 2 emner og 3 maskiner går alt glat, men har 
man flere emner, vil der blive uklarhed om fremgangsmåden, når man skal afgøre, 
hvilke λkα i,k-værdier, der skal øges, og hvilke, der skal sænkes (hvis de pågældende 
maskiner allerede er på optimum, kan de jo ikke stige yderligere). Der er heller ingen 
garanti for, at man ikke vil gå i ring, altså om metoden altid konvergerer[12]. Allerede i 
løsningen af Plywood Trust-problemet (5x8), må der undertiden foretages ekstra 
omskrivninger for at finde korrektionsfaktoren ε(s. 415 i [16]). 
 
2)  For det andet vil metoden over for større problemer kræve stor regnekraft, som ikke 
var tilgængelige den gang, og det er også uklart, hvad metoden kræver i dag.  
 
Man kan finde senere forsøg på at overkomme disse indvendinger. Thompson[37] prøvede i 
1990 at omskrive problem A’ på en form, der svarer til det, der i dag kaldes det ’slækkede 
transportproblem’ hvor problemet løses ved hjælp af basis B i tableauet med n+m-1 celler. 
Denne basis benyttes til at finde de løsende multiplikatorer ved at anvende Kantorovichs 
observation, at man skal finde λh og λk, således, at λhα i,k = λkα i,k. På basis af dette forsøgte 
Thompson at konstruere en mere generel løsningsmetode, der bestod af dels en algoritme til at 
finde multiplikatorerne, dels en algoritme til beregning af hi,k-værdierne. Metoden virkede for 
Plywood Trustproblemet, og forfatteren lover i artiklen at arbejde videre med metoden til 
større problemer. Vi har imidlertid ikke kunnet finde nogen publikation om dette. 
 
Det må altså konkluderes, at det ikke har været muligt for os at afgøre metodens skalerbarhed 
ud fra litteraturen. En anden måde ville selvfølgelig være selv at undersøge et konkret 
problem med Kantorovichs metode. Det ligger imidlertid uden for dette projekts rammer. Her 
ligger der opgaver for opfølgende projekter. 
 
 
4.2.2 Er 1939-metoden anvendt i praksis? 
Man kan gøre sig spekulationer over, hvorfor Kantorovichs arbejde fra 1939 tilsyneladende 
ikke bliver kendt i Vesten før i halvtredserne. Kunne en årsag måske være, at hans arbejde 
ikke var praktisk anvendeligt, at det derfor kun havde interesse for matematik ’nørder’ eller at 
problemstillingerne var så indviklede og beregningerne så besværlige, at det i sig selv lagde 
hindringer i vejen for metodernes udbredelse? Vi satte os for at undersøge, om der fandtes 
kilder, der kunne bevidne, at Kantorovichs arbejde rent faktisk havde resulteret i praktisk 
anvendelse af teorien i ’real life’ i Rusland. Her stødte vi på en tidligere student hos 
Kantorovich, A. M. Vershik, senere professor ved Skt. Petersborg Statsuniversitet, der i en 
erindringsartikel ’Om L. V. Kantorovich og om lineær programmering’ i januar 2001 skriver 
en del informationer, som vi kunne have glæde af i den forbindelse. (Det følgende er hentet 
derfra i omskrevet form. De fremhævede ord er på vores foranledning). 
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4.2.2.1 En tidligere elev, A. M. Vershik, fortæller 
L. V. Kantorovichs nærmeste hjælpere i den økonomiske aktivitet i de første år var hans 
elever: V. A. Zalgaller, M. K. Gavurin, G. Sh. Rubinshtejn og Judin (der døde under krigen). 
De beskæftigede sig med at udvikle teorien for lineær programmering. Det berømte værk om 
transportproblemet, som blev skrevet af L. V. Kantorovich og M. K. Gavurin før krigen, blev 
først publiceret i 1949. I 1951 skrev de en bog (’Raschset ratsional n`ogo raskroya 
promyshlennyh materialov’ / ’Beregning af rationel tilskæring af industrimaterialer’). Og V. 
A. Zalgaller indførte ’tilskæringen’ i Egorovs togvognsfabrik i Leningrad. Fabrikken 
eksisterede under det såkaldte ’regime’, under hvilket alt var nøje kontrolleret og overvåget: 
ankomst, afgang, hvem man var - og der var vagter. Men da denne fabrik arbejdede under 
friere forhold, var det svært at få arbejde på fabrikken, hvis man f.eks. havde en tvivlsom 
fortid. Somme tider førte det til at fabrikkens professionelle niveau var højere end 
gennemsnittet. G. Sh. Rubinshtejn fik ansættelse (på L. V. Kantorovichs anbefaling) på 
Kirovs fabrik. Han prøvede at indføre optimeringsmetoder og  fornuftige indledninger til 
lokale planlægningsproblemer. Der var flere forsøg på at indføre metoderne f.eks. på 
’Skorohod’ fabrikken, Lianozovs vognfabrik, der var en lokomotivfabrik i Kolomensk, og 
andre steder. Men disse forsøg fik mere modstand end andre tiltag. Spørgsmålet var, hvorfor 
der ikke var nogen, der ville bakke det op. !! 
 
Og først i midten af 1956 begyndte Kantorovich at propagandere emnet meget aktivt, da han  
holdt adskillige foredrag på Leningrads Statsuniversitet og andre højere anstalter. Han fortalte 
om indholdet af sin bog fra 1939, omhandlende løsningsmultiplikatorer, forskellige problemer 
og modeller. Da emnet førhen havde været forbudt kom det til at virke som en ny opdagelse. 
For de fleste lyttere var disse emner helt eller næsten nye. Genoptagelsen af emnet var 
forbundet med de nye håb, der fremkom efter Stalins død. Og L. V. Kantorovich fik et ny håb 
om at han kunne forklare og indføre sine matematisk-økonomiske ideer og klare den 
sovjetiske dogmatisme. 
 
A. M. Vershik siger i artiklen:  
 
’Når man siger, at videnskab (ikke al men matematikken) under sovjettiden  udviklede 
sig og opnåede sit højeste niveau, vil jeg ikke modsige det.  Men vi kan ikke glemme de 
mange historier om ideologisk pres, CV-udvalg osv. Dette kunne aldrig give talenter, 
der udvikler sig fuldstændigt.’    
 
I denne periode (slutningen af 50-erne og begyndelsen af 60-erne) udvidede Kantorovich sin 
aktivitet drastisk.  
 
’Hans talrige engagerede foredrag og hans  talent kunne tænde enhver. Jeg husker 
hans grundige intellektuelle løsning (i 1959) vedrørende taxapriser. Denne 
udarbejdelse var en given opgave fra en eller anden ledelse. Han organiserede 
arbejdet hos femten- tyve matematikere, der hver fik sin egen opgave’.    
 
I løbet af en uge skulle de gennemgå en bunke detaljeret dataanalyse og opgaven blev udført. 
L. V. Kantorovichs anbefalinger vedrørende taxaprissystemet (for eksempel en ide om 
startbetaling) blev indført i 1961 og brugt derefter. 
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Den vigtigste økonomiske teori var direkte økonomisk tolkning af dualitetsproblemer, der 
blev formuleret af Kantorovich. Den økonomiske analog af variable af dualitetsproblemet 
(løsningsmultiplikatorer), som senere blev kaldt for ’objektiv betinget karakterer’, var groft 
sagt en nøjagtig matematisk ækvivalent til prisbegrebet. 
 
 
4.2.2.2 Supplerende bemærkninger 
Det er tydeligt at mærke i artiklen, at Kantorovich har været et forbillede for A. M. Vershik – 
eller at han i artiklen har ønsket at hædre Kantorovich og personkredsen omkring ham. Men 
mange af informationerne stemmer overens med mange andre af de kilder, vi har været i 
berøring med, så de mere faktuelle informationer i artiklen er der ingen grund til at betvivle. 
Således får vi først og fremmest at vide, at Kantorovichs arbejde med modellerne rent faktisk 
har dannet baggrund for ’anvendt matematik’ – men kun i USSR. Og anvendelsen har 
tilsyneladende været af mere sporadisk karakter; en pladeudskæringsfabrik hist, en 
lokomotivfabrik her, et finerudskæringslaboratorium der… Kantorovich har nok ment, at hans 
modeller kunne udbredes mere universelt og omfattende, hvilket bl.a. hans og Gavurins 
arbejde med optimering af transportproblemer i forbindelse med godstransport indikerer. 
 
Vi får også bekræftet nogle af de begrundelser, som Kantorovich (i lidt forsigtige vendinger) 
på et tidligere tidspunkt giver i sin bog ’My Journey in Science’ som årsag til, at hans arbejder 
ikke bliver kendt i Vesten før sent i halvtredserne – krigen samt sikkerhedsaspekter (egne 
såvel som statens). Således nævnes emnet at være forbudt (her hentydes formentlig til det 
problem, at optimeringsindsats nemt i omtale kunne kamme over i en profit tolkning – og det 
var ikke velset i datidens USSR – eller til statens sikkerhed). Vagter ved fabrikkerne og 
mulige konsekvenser, hvis ens ’CV’ ikke var i orden - og i det hele taget hele den politiske 
stemning gjorde, at der blev sat grænser for kreativiteten og udfoldelsesmulighederne.  
 
Vershik skriver sin artikel i 2001. På dette tidspunkt er den politiske situation som bekendt 
radikalt ændret, og han kan skrive sine tanker og synspunkter helt anderledes frit, uden 
omsvøb og formentlig uden frygt for repressalier. Der kan derfor være god grund til at have 
hans artikel i baghovedet, når andre udsagn fra krigenes tid – den varme og den kolde – skal 
analyseres og tolkes. 
 
 
4.2.3 Hvordan ser det ud i dag 
Vi har hidtil brugt begreberne ’operationsanalyse’, optimeringsmetode’, ’lineær 
programmering’ og ’LP’ lidt i flæng. Men det, det egentligt har handlet om hele tiden i denne 
rapport er Lineær Programmering, som regel forkortet LP. Optimering og operationsanalyse 
har man beskæftiget sig med i flere hundrede år; differentialregningen, der specielt kan 
tilskrives Leibniz (1646-1716) og Newton (1642-1727), er blot et eksempel på en metode til 
at opnå optimeringer på. Men i perioden omkring ’LP-ens fædre’ tænkte man lineært, og det 
der var i fokus var at få beskrevet problemer som en række af lineære sammenhænge – 
ligninger eller uligheder – og så finde en optimal løsning af disse mange ligninger med mange 
ubekendte. ’Programmering’ knytter sig til at i årene omkring 2. Verdenskrig begyndte 
regnemaskiner at blive mere sofistikerede og datamaskiner holdt så småt deres indtog og dette 
gav signaler om, at regneoperationer, som man tidligere opgav på forhånd, fordi de ville være 
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for tidkrævende at gennemføre, nu begyndte at komme inden for det realistiskes rækkevidde. 
Sådanne datamaskiner skulle kodes (programmeres) med algoritmer eller algoritmisk 
opbyggede strukturer, og det var et naturligt beskæftigelsesområde for mange matematikere at 
tage del i dette udviklingsarbejde18.  
 
Begrebet Lineær Programmering, LP, dækker kun over et specialtilfælde af det arbejde, der 
foregår omkring programmerbare optimeringsmetoder; de øvrige går under fællesbetegnelsen 
Ikke-lineær Programmering, der således dækker over en myriade af beslægtede eller andre 
optimeringsmetoder eller –principper (f.eks. kvadratisk-, heltals-, chance-constrained-, 
kvasikonvex-, hyperbolsk-, polynomial programmering for blot i flæng at nævne nogle få) 
som er blevet gjort mulige at få noget ud af i kraft af datamaskinernes eksponentielt forøgede 
kapacitet over tid. (Man siger generelt inden for datateknologien, at maskinernes kapacitet på 
alle områder fordobles hvert 1,6 år – et tal der siden 1980 og frem til i dag med god 
tilnærmelse har holdt stik). Men lad os i det følgende se på, hvordan en lærebog[32] i LP og 
Simplex metoden fremstillede et LP-problem få år efter at Simplex metoden var blevet 
almindelig udbredt som tilgængeligt lærebogsstof.  
 
 
4.2.3.1 Det generelle LP-problem 
Forud for definitionen af et decideret LP-problem gives først en generel beskrivelse af et 
optimeringsproblem. 
 
Lad x = {x1, x2, …, xn} være n variable i modellen, valgt således at et sæt på n talværdier 
for disse variable repræsenterer en handling eller beslutning. 
Lad f(x) = f(x1, x2, …, xn) være den dertil svarende nytte – altså en funktion, der til det 
givne n-sæt at talværdier fastlægger et reelt tal, der er mål for nytten. 
Lad endvidere g1(x), g2(x), …, gm(x) være de begrænsningsfunktioner som på forskellig vis 
begrænser mængden af mulige handlinger – altså funktioner, der til det givne n-sæt af 
talværdier fastlægger reelle tal, 
- og lad b1, b2, …, bm være de til begrænsningsfunktionerne svarende m reelle udtryk 
for begrænsningen som begrænsningsfunktionerne skal relateres til med en 
relationsoperator. 
Da kan det generelle matematiske programmeringsproblem (optimeringsmodellen) 
udtrykkes ved: 
f(x) = z(max eller min) 
 
gi(x)   [ ≤, =, ≥ ]   bi,    i = 1,…m 
 
Den grundlæggende optimeringsmodel udtrykker altså det egentlige programmeringsproblem:  
Find blandt alle mulige løsninger den løsning der tillige maksimerer (eller minimerer) f(x), der 
kaldes objektfunktionen.  
 
                                                 
18
 Kantorovich har også beskæftiget sig med dette område. Det falder dog uden for denne rapports område at gå 
nærmere ind på dette felt.  
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Modellen for Lineær Programmering (LP-modellen) er et specialtilfælde af ovenstående 
generelle model, idet såvel objektfunktionen, f(x), som begrænsningsfunktionerne, gi(x), skal 
være lineære udtryk.  
 
Modellen for et LP-problem kan derfor mere præcist specificeres til at skulle opfylde følgende 
form: 
f(x)   =  c1x1 + c2x2 + … + cnxn 
 
gi(x) =  ai1x1 + ai2x2 + … + ainxn  [ ≤, =, ≥ ]   bi,    i = 1,…m 
 
- hvor alt andet end x1, …, xn er givne konstanter. 
 
At løse et LP problem svarer altså til at løse m førstegradsligninger med n ubekendte. 
Problemet kan angribes såvel grafisk som numerisk. 
 
Ifølge Pruzan og Krarup[32] anfører man ofte et LP-problem i den såkaldte standardform, idet 
den er hensigtsmæssig at betragte, hvis man skal arbejde med problemstillingen i forbindelse 
med anvendelsen af en løsningsmetode (Simplex metoden). (I det følgende er anvendt den 
notation, som forfatterne til bogen har benyttet). 
 
Objektfunktionen f 
(max)
1
zxc
n
i
ii =
=
 
skal maksimeres under opfyldelse af begrænsningerne 
Ligning 4-1 
mnnmmm
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x1 ≥ 0; x2 ≥ 0; …; xn ≥ 0; 
 
Eller det kan være praktisk at opføre standardformen i den mere kompakte matrix-vektor 
notation: 
Ligning 4-2 
	


	


≥
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Bemærk at ulighedstegnene i standardformen (Ligning 4-1) alle steder er erstattet af 
lighedstegn, hvilket kan synes overraskende, idet begrænsningerne som oftest ses som 
uligheder af formen 
Ligning 4-3 
ai,1 x1 + ai,2 x2 + ... + ai,n xn  ≤  bi 
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eller 
Ligning 4-4 
aj,1 x1 + aj,2 x2 + ... + aj,n xn  ≥  bj  
 
Denne omskrivning kan lade sig gøre, fordi enhver af ulighederne kan omformes til ligninger 
ved indførsel af ikke-negative ’slackvariable’ ui og uj i hhv. Ligning 4-3 og Ligning 4-4, der 
således kan omskrives til 
 
ai,1 x1 + ai,2 x2 + ... + ai,n xn +  ui  =  bi 
og 
aj,1 x1 + aj,2 x2 + ... + aj,n xn  –  uj  =  bj  
 
Omskrivningen er praktisk, fordi det derved gøres muligt at udarbejde algoritmer til 
datamaskine programmer, der kan konvergere mod eksakte værdier (0). 
Men kan man også tillade sig at gøre det! Ændrer det resultatet af den optimering af 
objektfunktionen f som ønskes foretaget? 
 
Svaret er nej, fordi ligninger af formen  ai,1 x1 + ai,2 x2 + ... + ai,n xn  =  bi  geometrisk kan 
opfattes som ligningen for en ’hyperplan’ i det n-dimensionale rum. Definitionsmængden for 
objektfunktionen f bliver en punktmængde begrænset af sådanne planer (illustreret ved Figur 
4-1). Man kan vise, at hvis f har et globalt ekstremum, må det indtræffe i en ’hjørnespids’ af 
denne definitionsmængden – altså at ekstremum skal findes på randen af denne 
definitionsmængde.  
 
Eller sagt på en anden måde: Da de partielle afledede i
i
c
dx
df
=  ikke alle er nul, har f 
ingen stationære punkter, dvs. eventuelle globale ekstrema må altid findes på randen. 
 
Simplex-metoden bygger netop på, at man ved hjælp af passende valgkriterier bevæger sig fra 
en ’hjørnespids’ til en ’nabohjørnespids’, indtil det globale ekstremumspunkt er fundet. Ved 
hjælp af dette princip og ved anvendelse af standard-edb-programmer klares i dag problemer 
med mange tusinde variable og begrænsninger. Simplex-metoden bliver ikke gennemgået i 
vores rapport, vi vil nøjes med at illustrere problemstillingen ved et eksempel, hvor det er 
muligt at finde løsningen geometrisk (se bilag 7.5). 
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Figur 4-1: En ’simplex’, afgrænset af hyperplaner 
 
 
 
4.2.4 Potentiale-transportproblemet fra 1942 og dets praktiske muligheder 
Kantorovichs arbejde med potentiale-modellen, der egentlig startede med den bortkomne 
artikel i 1940, men som der altså kan findes udredninger af i artiklen fra 1942[15a] og videre i 
Kantorovich/Gavurin artiklen fra 1949[20] har ikke været forgæves. Deres foreslåede potential 
metode og dens generalisering anvendes stadig udbredt i økonomisk praksis i dag. Op 
igennem tiden har den eksempelvis været anvendt[26] til styring og beregning af transportruter 
inden for jernbanetransport, landevejstransport, transport ad søvejen og flytransport. I 
løsningerne af transportproblemerne fremtræder Kantorovichs løsningsmultiplikatorer som 
potentialer[26]. Se i øvrigt under konklusionen i kapitel 5.   
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5 Konklusioner 
5.1 Kantorovichs matematiske teori fra 1939 og 1942. 
Kantorovich arbejdede med optimeringsproblemer i perioden fra 1937 til 1943, hvor krigen 
afbrød det normale arbejde, idet instituttet blev evakueret. I denne periode udviklede han to 
metoder til løsning af forskellige industrielle og samfundsrelevante økonomiske problemer:  
 
1)  Metoden til løsning af en lang række problemer løsende multiplikatorer (”Lagrange”-
multiplikatorer), og  
2)  Løsning af problemet med at finde den optimale tranportplan ved hjælp af 
potentialmetoden. Metoderne blev ikke færdigudviklet, inden en kombination af 
krigen og modstand mod hans tanker satte en stopper for arbejdet med økonomisk 
relevante optimeringsproblemer. 
 
Kantorovich beskrev i 1939-monografien[16] en helt ny metode til løsning af 
optimeringsproblemer. Metoden var solidt teoretisk, matematisk funderet, idet han udnyttede 
sin viden om funktionalanalyse[14], hvorfra han hentede inspiration. Metoden kunne anvendes 
inden for en lang række produktionsmetoder, transportproblemer og problemer med at finde 
den bedste udnyttelse af ressourcer. 
 
At metoden anvender ’Lagrange’-multiplikatorer er en tilsnigelse. Analogien ligger alene i, at 
man løser et problem ved at variere multiplikatorer. Matematisk er de to typer problemer dog 
ikke i familie med hinanden, og navnet kommer givet af, at Lagrange-optimering var 
standardmetoden på det tidspunkt. Og at det derfor ville give læserne en fornemmelse af, hvad 
der skulle ske. 
 
Transportplansproblemet blev løst med en helt anden angrebsvinkel. Her tog Kantorovich 
udgang i Monges transportproblem fra 1781, som han løste på en original måde[15a]. 
Løsningen blev anvendt til at finde optimale transportplaner for godstransport i det russiske 
jernbanesystem[20] og oprindeligt søgt publiceret som én samlet artikel. Publiceringen blev 
imidlertid forsinket, og manuskriptet bortkom, for så senere at udkomme i to forskellige 
udgaver, som vi har anvendt dem her ([20] og [15a]), og i mere summarisk form. Den 
’praktiske’ udgave[20] er så vidt vides ikke oversat, og vi er nogle af de første i Vesten, der har 
haft mulighed for at studere den og analysere metoderne. Vi havde oprindeligt det håb, at det 
ville vise sig, at de to metoder ville ende med at vise matematiske lighedspunkter, idet 
Kutaladze[26] skrev, at potentialerne kunne betragtes som multiplikatorer. Vi har imidlertid 
ikke kunnet indse dette. 
 
Efter krigen genoptog Kantorovich programmeringsarbejdet, men med forsigtighed, pga. de 
problemer det gav ham i Sovjetsystemet. Det var først efter Stalins død den 5. marts 1953, at 
systemet gav mulighed for friere forskning, og først i 1956 var Kantorovich igen optaget af 
dette arbejde på et niveau som før krigen. Det betød selvfølgelig en forsinkelse af udviklingen 
og nu var Sovjet i mellemtiden overhalet af Dantzig, Ward og Fulkersons udvikling af 
Simplex-metoden (med støtte af Neumans teoretiske indsigt og Koopmans erfaringer fra 
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krigen). Måske derfor har Kantorovich aldrig genoptaget arbejdet med finpudsningen af 
løsningsmetoderne. 
 
 
5.2 Er hans metoder praktisk anvendelige – og er de blevet anvendt 
Dette spørgsmål er kun delvist besvaret. Vi har grundlag for at tro, at hans 
optimeringsmetoder er blevet anvendt. Multiplikatormetoden er med stor sandsynlighed 
anvendt i Egorov-fabrikken og andre fabrikker; men den fik aldrig nogen udbredt anvendelse 
på grund af de forhold, vi allerede har diskuteret. Potentialemetoden er anvendt til flytrafik, 
landevejs- og søtransport samt jernbanetransport, især efter 1953 og herefter langt op i tiden. 
Multiplikatormetoden er sikkert den mindst anvendelige, som den står i dag, da den mangler 
algoritmer mm, men spørgsmålet er, hvor langt Kantorovich VILLE have nået, hvis ikke krig, 
bureaukrati, ideologi og mangel på regnekraft havde sinket hans arbejde. Han var selv klar 
over prisimplikationerne i sin metode, men havde ikke indsigt i dualitetsprincipperne samt 
sammenhængen med den almindelige spilteori; i hvert fald ikke før krigen[18][brev til Koopmans 31.12 
1960]
. Men for en senere tid er det nemt at udvide hans teorier til netop at indgå i denne store 
sammenhæng[1, 12 og 37]. 
 
 
5.3 Hvordan trænger Kantorovichs ideer igennem til det omgivende 
samfund? 
Kantorovich udvikler sine grundlæggende teorier inden for lineær programmering 
(operationsanalyse) lige omkring krigsudbruddet for 2. verdenskrig. Monografien med hans 
optimeringsmodel I udsendes med det samme, mens hans transportplanlægningsmodel, model 
II, udsendes i to omgange, i 1942 og 1949. Herefter er der nogle år med lav aktivitet inden for 
økonomisk teori, indtil Stalin dør i 1953, og Kantorovich kan tage fat for alvor med det 
arbejde, der slutteligt indbringer ham det svenske akademis ærespris i økonomi (Nobelprisen) 
i 1975. I Vesten kommer Kantorovichs arbejde først til kendskab i en bredere kreds, da først 
’On the Translocation of Masses’ udsendes på engelsk i 1958[15b], og senere for alvor i 1960, 
da monografien oversættes og publiceres i Management Science[16]. Samtidigt er hans 
’lærebog’[39] (i den russiske udgave) blevet anmeldt af Benjamin Ward i Journal of Political 
Economys december 1960-udgave19. Man kan derfor sige, at Kantorovich arbejde udbredes i 
to omgange. Først trænger han igennem til det sovjetiske samfund efter Stalins død, og 
derefter får vestlige operationsanalytikere og økonomer øje på hans arbejde, der nu hastigt 
udbredes i Sovjet, og bringer det til kendskab for kredsene omkring Koopmans, der får det 
publiceret. I Sovjetunuionen drejer problemerne omkring arbejdet med at gøre det anvendeligt 
for en overordnet planlægning[36],[38], mens det i Vesten er den matematiske natur og dens 
lighed/forskelle med vestlig lineær programmering, der er på dagsordenen. Koopmans meget 
begejstrede promovering i Management Science[23] og delvise overdrivelse af Kantorovichs 
monografi får provokeret Charnes og Cooper, der selv arbejdede seriøst med udnyttelse og 
udbredelse af mulighederne for Simplex-metoden og dens varianter[03] til at skrive en 
bemærkelsesværdig modartikel[02], der i første omgang er uspiselig for Management Science, 
men som selv i den redigerede form er et usædvanligt hårdt, næsten personligt, angreb på 
                                                 
19
 Ward, Benjamin; 1960; Kantorovich on Economic Calculation, Journal of Political Economy, 68, 6, 545-56. 
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Koopmans og Kantorovich. Det provokerer især Charnes og Cooper, at Koopmans tillægger 
Kantorovich en meget stor del af æren for at udvikle lineær programmering på en lang række 
af de områder, som von Neuman og Dantzigs gruppe retteligt har stået for. Denne diskussion 
varede langt op i 70’erne og er ikke afsluttet, da Brentjes skriver sin afhandling i 1976[01], se 
også bilag 7.3)
. Først efter murens fald er der kommet så meget koldsindighed ind i debatten, at 
man nu kan tillægge Kantorovich en stor del af æren for at have udviklet operationsanalysen i 
USSR uafhængigt af Dantzig og von Neuman, men at det er disse, der har stået for den 
grundlæggende dannelse af den retning, vi normalt kalder lineær programmering. Med 
Gardners ord[12] har Kantorovich været matematikkens Columbus: Han opdagede et land, han 
ikke betrådte, ikke vidste, hvad hed eller hvor lå, men han var dog alligevel den første i 
området. 
 
Kantorovichs betydning skal især ses i lyset af, at han arbejdede næsten uafhængigt af andres 
indflydelse (med sine nære medarbejdere), og på trods af et uvenligt samfunds modarbejdelse, 
at han stædigt blev ved og klogt manøvrerede uden om farlige skær (mange matematikere og 
økonomer blev udrenset i denne periode, og det var ikke nemmere for en jøde[36], og så til 
sidst fik så stor opbakning, at han fik etableret et miljø omkring sig, der kunne gå i gang med 
at implementere ideerne i samfundet. Han fik derved en hel generation af russiske økonomer 
sporet ind på sine ideer. Forudsætningen for dette var, at han var en accepteret 
matematiker[36],[38], og at han i sit arbejde hele tiden anvendte matematikken som banebryder 
for sine økonomiske teorier. Det gav en afvæbning over for omgivelserne, da de mulige 
kontroversielle konklusioner logisk fulgte af forudsætninger, man ikke kunne benægte[38]. 
Kantorovich er dermed et eksempel på en matematiker, der udvikler abstrakt matematik for at 
få lov at benytte anvendt matemaik.  
 
Samtidigt havde hans øvrige arbejde betydning for den sovjetiske krigsforskning[36], hvilket 
gav ham en vis immunitet mod forfølgelse. 
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7 Bilag  
7.1 Bilag 1. Koopmans biografi 
 
Tjalling C. Koopmans blev født i en idyllisk by, Graveland, i 
Nederlandene i en lærerfamilie, hvor uddannelse havde høj 
prioritet, så Koopmans fik som sine 2 brødre en højere 
uddannelse ved hjælp af et stipendium. 
Det betød, at han som 17-årig kunne begynde at studere 
matematik på Utrechts Universitet. Det lå i luften, at man 
derudover satte sig ind i bredere emner, så Koopmans studerede 
i sin fritid Albert Schweitzers ’Geschichte der Leben Jesu 
Forschung’, hvilket til hans forældres fortvivlelse medførte, at 
han nægtede at gå ind i den protestantiske kirke. 
Ud over matematik studerede Koopmans psykologi og psykiatri, 
inden han skiftede over til teoretisk fysik hos en af Hollands 
førende teoretikere, Hans Kramers, hvilket førte til en 
publikation i kvantemekanik. 
 
Krisen i 30’erne fik Koopmans til at tænke over den kapitalistiske økonomis ustabilitet og 
usikkerhed og, frem for alt, dens skamløse uretfærdighed, hvilket bragte ham i kontakt med en 
gruppe socialistiske studenter og til studiet af Das Kapital. Dette - og venskabet med den 
marxistiske historiker, Professor Jan Romein - gav Koopmans en livslang interesse i 
økonomisk teori, som kan formuleres uafhængigt af samfundets institutionsform, og for 
skrøbeligheden i sociale og politiske institutioners demokratiske former. 
Koopmans kom igennem venner i kontakt med den hollandske leder af det nye område, der 
dannedes i disse år, det matematisk-økonomiske, hvilket gav Koopmans mulighed for at følge 
en oprindelig plan om at beskæftige sig med noget af direkte betydning for mennesker. 
Omkring 1933 flyttede Koopmans derfor til Amsterdam for at studere hos Tinbergen og 
studerede der matematisk økonomisk teori, økonometri og statistik. 
Kramer var flyttet til Leiden, men indvilgede i at tage Koopmans afgangsafhandling op til 
forsvar, hvorfor Koopmans dimitterede fra Leiden Universitet i 1936. 
Fra 1936-38 vikarierede Koopmans for Tinbergen i Amsterdam, mens denne var i USA, og 
overtog stillingen fast i 1938. 
Da krigen brød ud, flyttede Koopmans med familien til Princeton, takket være Samuel Wilks, 
og fik arbejde som statistiker hos British Merchant Shipping Mission i Washington. Her 
begyndte Koopmans at få interesse i organisering af transport og optimeringen af denne samt 
de dermed forbundne ”skyggepriser”. Dette var imidlertid et afbræk i Koopmans 
videnskabelige karriere, der først kom på sporet igen, da Koopmans via Jacob Marschak kom 
ind i ’the Cowles Commission for Research in Economics’, der var tilknyttet Universitetet i 
Chicago. Arbejdet med transportmodeller gav Koopmans kontakt med George B. Dantzig i 
1947, og de havde herefter en årelang jævnlig kontakt under tiden - også i samvær med Albert 
W. Tucker fra Princeton, som skubbede til Koopmans forståelse af dualitetsbegrebets 
matematiske struktur.  
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Koopmans blev direktør for Cowles-institutet i 1948. I 1955 flyttede Cowles-familien støtten 
til Yale, hvortil Koopmans og en del af hans stab flyttede - nu med James Tobin over sig som 
direktør. 
I Yale perioden studerede Koopmans optimal allokering over tid, mest alene, men han var 
også direktør der i 1961-1967, og havde et fælles projekt med Yale-kollegaen J. Michael 
Montias om beskrivelse og sammenligning af økonomiske systemer, der blev udført igennem 
et år i Californien. 
Arbejdet om aktivitetsanalyse og optimal økonomisk vækst er beskrevet i 
Nobelforelæsningerne. 
  
I andet halvår 1974, efterfulgte Koopmans George Dantzig i Methodologiprojektet ved 
IIASA. 
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7.2 Bilag 2: ”On some works of Kantorovich, Koopmans and Others” 
7.2.1 Gennemgang af Charnes og Coopers artikel – en forklarende indledning 
Charnes og Coopers artikel er provokeret af Kantorovich monografi og især Koopmans 
præambel til Management Sciences publikation af den engelske version af Kantorovichs 
1939-monografi. I en fodnote til artiklen skriver forfatterne først at de har omarbejdet artiklen 
på foranledning af R.M. Thrall, der gjorde forfatterne opmærksomme på, at ’…apparently the 
tone of that paper was susceptible to misunderstanding’. Endvidere har Ibell og Marlow, hvis 
’forbedrede’ oversættelse af en Kantorovich-artikel også behandles (Læs; køres gennem 
grovhakkeren) af Charnes og Cooper, hjulpet ved at ’straighten out certain points of interest’. 
I redaktørens fodnote fortælles, at Koopmans og Kantorovich blev inviteret til at kommentere 
manuskriptet, der i sin foreliggende form er et resultat af denne invitation. 
 
Med andre ord bærer denne artikel af Charnes og Coopers præg af en voldsom strid om 
betydningen og originaliteten af Kantorovichs 1939-monografi,  om det berettigede i 
Koopmans promovering af den, samt betydningen af andet på engelsk foreliggende arbejde 
inden for LP! Især synes Charnes og Coopers at mene, at Kantorovichs arbejde slet ikke står 
mål med Dantzigs! Og flere gange i løbet af artiklen kommer der små hip om Kantorovichs 
mangler inden for LP. I det følgende vil der blive givet en kort gennemgang af de områder 
Charnes og Coopers analyserer uden at nævne deres små udspark yderligere. 
 
Charnes og Coopers s artikel er et relativt stort 17-siders værk i 8 kapitler. Her refereret i 
forkortet form på dansk: 
1. Indledning 
2. Det generelle lineære programmeringsproblem 
3. Beregningsmetoder 
4. Aktivitetsanalysemodeller og Effektivitetspriser (skyggepriser) 
5. Nogle indledende bemærkninger om senere arbejder af Kantorovich 
6. Kantorovich-Isbell-Marlow-teoremerne 
7. Generalisering og bevis af  Kantorovich-Isbell-Marlow-teoremerne 
8. Konklusion 
 
 
7.2.2 Charnes og Coopers s kapitel 1 og 2. 
Kapitel 1 går især på at beklage, at Koopmans har udtrykt sig kortfattet i sin præambel til 
Kantorovichs monografi, og motiverer dermed den følgende kritik. 
 
Kapitel 2 drejer sig om Koopmans påstand om, at problem C i 1939-monografien er ’det 
generelle Lineære programmeringsproblem’ i en lidt særlig formulering og Charnes og 
Cooper analyserer det såkaldte bevis i Koopmans fodnote til denne påstand, hvor han citerer 
Scharf for, efter en ide af Kantorovich, at have trukket en sammenhæng (’a direct route’) 
mellem ethvert lineært programmeringsproblem og matrixspilproblemet og derved specielt at 
vise, at problem C passer ind i denne sammenhæng. Charnes og Cooper anvender deres egen 
formulering af lineær programmering (se nedenfor), til at vise, at hvis Kantorovichs problem 
C skulle passe ind i matrixspilproblemet, skulle han have inddraget elementer fra legemer af 
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ikke-arkimedisk orden (dvs. legemer, hvor man ikke kan finde et større element til et givet 
element fra gruppen) 
 
 
 
De henviser til en bog (deres egen! A. Charnes And W.W. Cooper: Management Models and 
Industrial Applications of Linear Programming, New York: John Wiley and Sons Inc.; 1961), 
hvori der er angivet en direkte sammenhæng mellem matrixspilproblemet og det lineære 
programmeringsproblem. Og de anfører, at under forfatningen af ”Management Models....” 
gennemgik de litteraturen grundigt UDEN at finde antydninger af, at andre før dem har 
angivet denne sammenhæng, hvorfor Kantorovich og Koopmans, efter Charnes og Coopers 
mening HELLER ikke har kendt den. Og da den mangler i Scharfs påståede bevis og der i 
såvel beviset som i Kantorovichs arbejde ikke findes angivelser af den efterspurgte udvidelse 
til legemer af ikke-arkimedisk orden ved at anvende det, der i vestlig litteratur kaldes 
’regularisering’, hvori indgår store skalarer (large scalars) af typen M, M2, U. U2, , 2 osv. 
mener de, at Koopmans burde have inddraget dem eksplicit i sin indledende artikel for at have 
ret i sin påstand om den direkte sammenhæng. Hvis man ikke skal anvende udvidelse til ikke-
arkimediske legemer, skal man anvende Gale-Kuhn-Tuckers spilteori, hvor der anvendes 
dualitetsbegrebet. 
 
Dette begreb findes efter Charnes &Coopers mening heller ikke i Kantorovichs arbejde, og de 
finder, at Koopmans lægger for meget af dualitetsbegrebet i Kantorovichs løsende 
multiplikatorer (resolving multipliers).  
 
Efter Koopmans mening kan man betragte disse multiplikatorer som ’skyggepriser’, men 
ifølge Charnes og Cooper skal man skelne mellem prissættende evaluatorer fra 
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a) De ’evaluatorer’ som stammer fra en optimal løsning til det duale problem. 
b) Formuleringen af et anderledes problem i nye separate variable som er duale til et 
hvilket som helst lineært programmeringsproblem. 
 
For at man kan påstå, som Koopmans synes at gøre, at Kantorovich var fuldt ud klar over 
dualitetsbegrebet, skal man analysere hans multiplikatorer i forhold til såvel a) som b). 
Charnes og Cooper mener, at Kantorovich klart IKKE kan krediteres for b) ovenfor, og at det 
er tvivlsomt, om hans multiplikatorer stemmer overens med kravene til a). I Kantorovichs 
monografi synes multiplikatorerne UDELUKKENDE at tjene som løsningen til det, der i 
60’erne var kendt som det ’primale problem’. Også Kantorovichs 1942-artikel (On the 
Translocation of Masses) nævnes her, men selv om Charnes og Cooper finder dualiteten 
nærmere beskrevet, synes det ikke at være klart for Kantorovich i denne artikel heller (selv 
om hans tidligere ’strålende’ arbejde har været i relaterede områder!!(spark-spark)). Heller 
ikke i sektion 10 i Appendiks 1 i monografien er der efter Charnes og Cooper tale om dualitet, 
selv om Koopmans antyder det. Der er snarere tale om såkaldt ’sensitivitetsanalyse’. 
 
Charnes og Cooper slutter kapitlet med at understrege, at det er Gale-Kuhn-Tucker, der skal 
krediteres for dualitetsbegrebet, der iflg. Charnes og Cooper trækker vigtige forbindelser 
mellem vidt forskellige discipliner (spilteori, programmering m.m.), og at det er ærgerligt, at 
Kantorovichs (brillante, sic!) arbejde ikke blev kendt længe før, hvilket gør, man kan have 
sympati (!) for Koopmans forsøg på at reparere skaden (!). 
 
 
7.2.3 Charnes og Coopers kapitel 3 
I kapitel 3 behandles sidste del af beviset i fodnoten i Koopmans præambel til 1939-
monografien, idet forfatterne anfører, at man skal også behandle ”hvis”-vejen FRA problem C 
TIL et generelt lineært programmeringsproblem, hvis Koopmans skal have ret i, at problem C 
kan betragtes sådan. 
 
Imidlertid, siger de, behandler Scharfs påståede bevis kun den ene vej ”kun hvis”-delen og 
Koopmans afslutter fodnoten med at konkludere:  
 
’Conversely, problem ’C’ kan itself readily be put in linear programming form’.  
 
Charnes og Cooper går derfor nærmere ind i problem C, for at undersøge, om det virkelig kan 
sætte på lineær programmeringsform. De kigger derfor på løsningsmetoden for at se, om den 
holder op til Koopmans bemærkning om, at Kantorovichs metode er på højde med Dantzigs 
Simplex-metode. Og konklusionen er, at Kantorovichs metode ikke er en nøje defineret 
algoritme, men er en ad hoc-metode, selv om man lader tvivlen komme ham til gode (sic!), 
idet hans problemer involverer løsninger af uligheder af typen ”lineær-programmering” o.l. i 
simple tilfælde, hvor der ikke er taget højde for (bevist) løsninger og omstændigheder over for 
alle mulige problemer (løselige-ikkeløselige, degenererede-ikkedegenererede osv.). 
 
De nævner, at nu er der muligheder for at forbedre Kantorovichs metode, idet der er kommet 
så meget ny viden om lineær programmering siden det såkaldte Wiener-kolloqium i 30’erne, 
hvorfra der er flydt så meget inspiration (!) fra vestens udvikling efter krigen. 
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7.2.4 Charnes og Coopers kapitel 4 
I kapitel 4 tages Kantorovichs skyggepriser, ’efficiency prices’, under behandling, og der er 
en lang matematisk gennemgang, der viser, at selv ineffektive z-værdier giver en 
tilsyneladende god løsning. Dette kapitel giver en grundig matematisk vurdering og fortjener 
en indgående særbehandling i forbindelse med arbejdet med Kantorovichs løsningsmetoder. 
 
 
7.2.5 Charnes og Coopers kapitel 5, 6 og 7 
I den sidste del af artiklen behandles Isbell og Marlows forbedrede oversættelse af et senere 
arbejde af Kantorovich: Isbell, J.R.; Marlow, W.H., 1961; On an Industrial Programming 
Problem of Kantorovich; Management Science; 8, 13-17. Dette fortjener også særskilt 
behandling. 
 
 
 
7.3 Bilag 3: Gennemgang af Sonja Brentjes artikel 
7.3.1 Der Beitrag der sowjetischen Wissenschaftler zur Entwicklung der Theorie der 
linearen Optimierung[41] 
 
Artiklen er en gennemgang af Sovjetunionens videnskabelige bidrag til udviklingen af lineær 
programmering (Brentjes: LO) især i forhold til det delvist parallelle arbejde i USA, der jo 
resulterede i en udbredt løsningsmetode, Simplexalgoritmen. Brentjes diskuterer specielt, om 
det russiske bidrag er en del af forhistorien til LO eller en del af udviklingen. 
 
Hun indleder med, at beskrive den tidlige forhistorie, og nævner, at man begyndte at 
interessere sig for optimeringsopgaver i det 18. århundrede dog uden at erkende den specielle 
matematiske struktur. Jean Baptiste Joseph Fourier er den første til at give en generel 
beskrivelse af LO, og han har en 3-dimensional Simplexlignende geometrisk løsningsmetode, 
hvormed han var den første til at formulere et LO-problem. 
 
Sovjetunionen begyndte at interessere sig for optimeringsproblemer i 30’erne, hvor en gruppe 
økonomer under ledelse af A. N. Tolstoi arbejder med transportproblemer formuleret i en 
netværksudgave. De arbejder empirisk med skridtvise forbedringer af planer (i rummet) ikke 
køreplaner). 
 
Brentjes beskriver en række andre økonomers arbejde i 30’erne, 40’erne og 50’erne, inden 
hun når frem til Kantorovichs arbejde i 30’erne. I 1938 fik Kantorovich til opgave af en stor 
industrivirksomhed (’The Plywood Trust’) i Leningrad, hvor Kantorovich jo arbejdede på 
Leningrads Statsuniversitet, at optimere et praktisk problem med at reducere maskinernes 
belastningsgrad. Dette problem kunne dog ikke løses i det konkrete tilfælde, men det 
igangsatte en række andre analyser, der resulterede i  beskrivelse af en række matematisk 
formulerede optimeringsproblemer, hvilket bestyrkede Kantorovich i troen på, at det 
oprindelige, uløste problem ikke var enestående for denne virksomhed, og at det var motivet 
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til at arbejde mere indgående med løsningsmetoder til sådanne problemer. Han formulerede 
en geometrisk metode, som blev præsenteret på G. Herzen-instituttet i Leningrad i 1938, men 
som ikke blev publiceret. Dette arbejde var en forløber for den artikel, vi kender som 
’Mathematical methods of organizing and planning production’, og som var en forbedret 
udgave af den første upublicerede analyse. ’Mathematical methods of organizing and 
planning production’ blev præsenteret ved et foredrag på Leningrads Universitet den 13/5-
1939 og blev stenograferet, hvilket dannede grundlaget for den senere publikation. (Og som jo 
altså først blev oversat til engelsk i 1959-60). 
 
1939-arbejdets betydning er iflg. Brentjes, at der her præsenteres de mest forskelligartede 
økonomiske problemer på en form, der kan beskrives vha. LO  på en måde, der fører til en 
formulering af den matematiske struktur. 
Brentjes beskriver de forskellige vurderinger af denne artikel i den vestlige og østlige verden 
(i 1975). Amerikanerne finder Kantorovichs model mangelfuld, idet der mangler: 
 
-  Løsningsmetode (algoritme)  
-  Fuldstændig beskrivelse af LO-problemet i den nutidige udgave 
-  Eksplicit formulering af dualitetsideen i LO (Brentjes fremfører, at Kantorovich ikke i 
følge amerikanerne var fuldt klar over denne side af LO) 
 
Og derfor mener Brentjes, at amerikanerne har klassificeret Kantorovichs arbejde som et 
forarbejde til LO og ikke som en udvikling af LO, som så er fundet sted i USA lige efter 
krigen. 
 
Russerne ser iflg. Brentjes anderledes på den sag. De mener, at Kantorovich grundlægger LO 
med sin 1939-monografi. Og det samme mener Brentjes efter at have studeret Kantorovichs 
arbejde: På trods af det korrekte i ovenstående indvendinger kan man ikke forvente, at en teori 
er moden i den første formulering. 
 
 
Brentjes giver følgende grunde til, at Kantorovichs 1939-monografi skal betragtes som 
begyndelsen på LO-teorien: 
1. Der er formuleret 3 forskellige problemer på en facon, der er væsentlig for en LO-
teori, nemlig: matematisk formulering af maksimeringen af en lineær funktion under 
bibetingelser. Denne struktur karakteriseres iflg. Brentjes som repræsentanter for en 
stor gruppe problemer 
2. At klassisk matematik ikke slog til, og der skulle formuleres ny teori. 
3. Der angives en løsningsmetode på basis af denne nye matematik, om end 
utilstrækkelig, idet der mangler en regel for at finde første basisløsning, hvilket 
erkendes af Kantorovich. 
4. Anvendelse af en Minkowski-sætning om adskillelse (’Trennung’) af konvekse 
mængder, kan angives som bevis for eksistens af de søgte multiplikatorer. 
5. Der angives muligheden af at anvende disse principper i en lang række økonomiske 
problemer. 
 
Dette sidste går Kantorovich iflg. Brentjes aktivt ind i og bidrager hermed til udbredelse af sin 
matematik til økonomer. 
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Kantorovich fulgte dette arbejde op med analyse af transportproblemer inspireret af et arbejde 
af Monge fra 1781, og fortsatte denne tråd med Gavurin. Herudover bidrog Kantorovichs 
student Abram Isakovic Judin med at udarbejde løsningsmetoder for problemerne i 
monografien, og i 40’erne gik A. F. Mets ind i problemet med at finde og anvende opløsende 
multiplikatorer i et konkret problem. Krigen afbrød dette arbejde, der først blev genoptaget 
senere. De første publikationer kom efter Dantzig havde publiceret, men iflg. Brentjes er 
arbejdet pågået kontinuert. 
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7.4 Bilag 4: Løsning af et Problem A eksempel ved hjælp af multiplikatorer20 
7.4.1 Et overskueligt eksempel på anvendelse af multiplikatorerne  
Dette eksempel er taget i monografiens appendiks A afsnit 4, p. 396ff. Der anvendes som 
model for beregningsmetoden eksempel 3, p 377-8 om udgravningsproblemet med 3 
gravemaskiner og 3 arbejdsmetoder, dvs. i = 1, 2, 3 og k = 1, 2, 3.  
i,k værdierne er angivet i Tabel 7-1. Totalproduktionerne for hvert produkt og 0kλ  er angivet i 
sidste to kolonner i Tabel 7-1.  
 
 
Maskintyper i  = 1 2 3  Totalproduktion 
af emne ’k’ 
 
 
Arbejdsgang 
  1,k 2,k 3,k  
 
 
 
 
k  =       
   
1 i,1 105 107 64 276 3,62 
2 i,2 56 66 38 160 6,25 
3 i,3 56 83 53 192 5,21 
Tabel 7-1: Produktionskapacitet for 3 gravemaskiner (fra eks 3 i [16]). 
 
Maksimeringen foregår efter følgende metode: 
 
a. Først skal startværdierne for multiplikatorerne, ko, findes. Der skal findes en fælles 
værdi, som karakteriserer produkterne, og Kantorovich vælger en slags normering. 
Dette gøres ved at tage den inverse til totalproduktionen og multiplicere med et tal, der 
gør størrelsen ’pæn’. I dette tilfælde således: 
 
   

=
i
ki
k
P
,
0
α
λ
  
   hvor P kan være et hvilket som helst tal, her er P = 1000.   
 
b. Der dannes produktet mellem multiplikatorerne og produktionskapaciteten, ki,k, som 
ses indsat i Tabel 7-2.  
 
c. I hver søjle udvælges den højeste værdi, det vil sige den maskine med størst værdi af 
ki,k. Disse værdier er angivet med fed i Tabel 7-2. For disse maskiner sættes hi,k til 1, 
mens resten sættes til 0, som angivet i kolonne 4, 5 og 6 i tabellen.  
 
d. zko udregnes for hvert emne, og det ses, at de ikke er ens. Det samlede resultat er på z1o 
+ z2
o
 + z3
o
 = 105 + 0 + 136 = 241 enheder.  
Men det er altså ikke løsningen, da min zko = z2o = 0, og derfor skal z2o øges.  
                                                 
20
 [16] p. 393-9 

i
ki,α
0
kλ

i
ki ,
1000
α
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e. Vi finder den ki,k i z2 rækken (anden række), der er relativt tættest på maksimum-
værdien (der er mærket med fed) i dens søjle. De tre maksima er 381 i første søjle, 
432 i anden og 276 i tredje (se Tabel 7-2). Vi inspicerer anden række og ser, at i 2. 
søjle har vi værdien 412, og det er den værdi, der er tættest på maksimum-værdien 
(432) i pågældende søjle. Vi vil derfor øge 2 for at bringe 22,2 op på 
maksimumværdien 432.  
 
 
ki,k i,khi,k zk 
Maskine 1 Maskine 2 Maskine  3 Maskine 1 Maskine 2 Maskine  3  
Startværdier 
381 388 231 105 * 1 107 * 0 64 *0 105 
350 412 238 56 * 0 66 * 0 38 *0 0 
292 432 276 56 * 0 83 * 1 53 * 1 136 
Første approksimation 
381 388 231 105 * 1 107 * 0 64 *0 105 
365 432 249 56 * 0 66 * 0,915 38 *0 60,390 
292 432 276 56 * 0 83 * 0,085 53 * 1 60,055 
Anden approksimation 
365 372 222 105 * 0,67 107 * 0 64 * 0 70,8 
365 432 249 56 * 0,33 66 * 0,785 38 * 0 70,8 
292 432 276 56 * 0 83 * 0,215 53 * 1 70,8 
Tabel 7-2: Løsning af udgravningsproblemet. 
 
f. Vi forøger derfor 2 med korrektionsfaktoren 2’/2o = 432/412 = 1,05. Anden række 
ganges derpå igennem med korrektionsfaktoren. Resultatet giver 365, 432 og 249, se 
Tabel 7-2.  
 
g. Vi mærker maksimumsværdierne op i hver række, og ser at i anden søjle har vi 432 i 
såvel række 2 som 3. Det er altså for disse to værdier, vi skal bestemme hi,k, dvs. h2,2 
og h2,3. I alle andre celler er hi,k sat til enten 0 eller 1. Specielt er h2,1 = 0, og derfor er 
h2,2 + h2,3 = 1.  
 
h. Bestemmelse af h2,2 og h2,3 i første approksimation:  
Hvis vi sætter h2,2 = u, har vi h2,3 = 1-u.  
Da det er en betingelse, at z2 = z3 har vi, at: 
 
  56*h2,1 + 66u = 83(1-u) + 53*h3,3  ⇔ 
  66u = 83(1-u) + 53.  
 
Således er u = 0,915, hvorved vi finder h2,2 = 0,915 og h2,3 = 0,085.  
Disse værdier indsættes i tabellen. 
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i. Derved har vi gennemført første approksimation, og fundet, at z1 = 105, z2 = 60,39 og  
z3 = 60,055. Vi kan enten hæve 2 og 3, eller sænke 1.  
 
j. Da det kun er forholdene mellem lambdaerne, der betyder noget, sænker vi 1 ved at 
indføre en korrektionsfaktor mindre end 1. Vi skal altså sænke ki,k værdierne i første 
række. Det gør vi ved at finde maksimumværdien i pågældende række og finde den 
ki,k i række 2 og 3 i pågældende søjle (søjle 1), der kommer tættest på. Det er 365 i 
søjle 1, række 2. Vi korrigerer derfor 1 med korrektionsfaktoren 1’’/1’ = 365/381 = 
0,958. 
 
k. Række 1 multipliceres med korrektionsfaktoren 0,958, og maksimumværdierne i hver 
række fremhæves med fed.  
Vi ser, at der nu er to søjler, hvor der optræder ens værdier, 365 i søjle 1, og 432 i 
søjle 2, og derfor skal hi,k svarende til disse 4 celler, dvs. h1,1 = x og h1,2 = 1-x, samt 
h2,2 = y og h2,3 = 1-y bestemmes under hensyn til betingelsen z = z1, ..., zm. 
 
l. Bestemmelse af hi,k i anden approksimation:  
Vi har, at z1 = 105x, z2 = 56(1-x) + 66y, og z3 = 83(1-y) + 53.   
Vi finder derved h1,1 = 0,67 og h1,2 = 0,33, samt h2,2 = 0,785 og h2,3 = 0,215. 
Værdierne indsættes i tabellen, og z-værdierne udregnes. 
 
 
Vi har nu alle z’er ens, og løsningen er opnået, da vi hele tiden har bevæget os på kanterne af 
løsningsmængden og maksimeret min zk. 
 
Den herved fremkomne løsning er 14% bedre end en løsning, hvor maskinerne også arbejder 
på fuld tid, men hvor der ikke er foretaget en optimal fordeling af arbejdet. 
 
 
 Korrektionsværdier 
 
Startværdier 
Første tilnærmelse Anden tilnærmelse 
Slutværdier 
1 3,62 1 0,98 3,45 
2 6,25 1,05 1 6,56 
3 5,21 1 1 5,21 
Tabel 7-3: Løsning af udgravningsproblemet. Der er angivet startværdierne for 
multiplikatorerne, korrektionerne samt slutværdierne. 
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7.5 Bilag 5: Eksempel på geometrisk tolkning og løsning af et LP-problem 
En fabrik fremstiller i en produktion to slutprodukter A og B, som kan sælges med 
nettofortjenester på henholdsvis 80 kr./ton og 180 kr./ton. Både A og B skal passere de 2 
maskiner. Opholdstid og maksimal driftstid er angivet i følgende skema.  
 
 1 ton A s` 
opholdstid i hver 
maskine 
1 ton B s` 
opholdstid i hver 
maskine 
Største totale antal 
driftstimer pr. uge 
for hver maskine 
Maskine 1 1 6 36 
Maskine 2 1 1 11 
 
Der skal planlægges produktion, så der opnås det størst mulige overskud.  
 
Løsning  
Lad x og y betegne det antal ton, der produceres pr. uge af henholdsvis A og B. 
Optimeringsproblemet kan nu formuleres 
 
Søg  max f(x,y), hvor 
  
(x,y) ∈ S 
f(x,y) = 80x + 180y   (fortjeneste) 
 
og definitionsmængden S er givet ved begrænsningerne 
 
x + 6y ≤ 36 (maskine 1 højst 36 timer/uge) 
x +  y ≤ 11 (maskine 2 højst 11 timer/uge) 
x ≥ 0, y ≥ 0.  
 
 
 
Figur 7-1: Begrænsninger og niveaukurver i lineært programmeringsproblem 
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Punktmængden S er skraveret på Figur 7-1. Endvidere er der indtegnet tre niveaukurver (rette 
linier ) for f. Heraf ses, at f(x,y) bliver større, jo større niveauliniens afstand er fra (0,0). Det 
globale maksimumspunkt ses at ligge i punktet (6,5), og maksimumsværdien er f(6,5) = 1380.  
 
