For microarray based cancer classification, feature selection is a common method for improving classifier generalisation. Most wrapper methods use cross validation methods to evaluate feature sets. For small sample problems like microarray, however, cross validation methods may overfit the data. In this paper, we propose a Structural Risk Minimisation (SRM) based method for gene selection in cancer classification. SRM principle allows for reducing the probable bound on generalisation error and thus avoids overfitting problems. The experimental results show that the proposed method produces significantly better performance than general wrapper methods that use cross validations.
Introduction
One of the major efforts in the field of Bioinformatics is the use of machine learning methods for classification of tissue samples based on gene expression profiling. For cancer classification, this typically involves differentiating cancerous tissue from healthy tissue, one type of cancer from another, or predicting a cancer's treatment outcome. Perfecting classification methods may greatly improve the ability of scientists to diagnose cancers and other diseases. Additionally, these methods may be applied to the identification of genes (biomarkers) that play a role in diseases, as well as to the development of treatments for these diseases.
Microarray data provide several challenges for cancer classification due to their high-dimensionality and typically small number of samples. Out of the tens of thousands of genes, only a small subset of them will have a direct correlation with a particular type of cancer. If a machine learning method is considering all of the genes, it may adapt to discovered patterns among genes which have no real biological connection to the cancer type. These patterns may emerge simply due to noise and may seem more prominent due to the small number of samples. Therefore, overfitting may cause the machine learning method to adapt closely to patterns in the training data, which are not present in the testing data. In this case, the machine learning method may be able to perfectly classify the training data, but unable to classify the testing data with a high accuracy. This serves to decrease generalisation, the ability of a classifier to differentiate previously unseen data.
Feature selection is a common method for improving classifier generalisation by counteracting the effects of overfitting. The general idea is to reduce the dimensionality of the dataset before classification is performed. There have been many approaches to feature selection for microarray data. Generally, these fall into two categories: filter and wrapper approaches. Filter approaches select feature subsets based on properties of the data, independent of the machine learning method (Bo and Jonassan, 2002; Chen et al., 2005; Chow et al., 2001; Kerr et al., 2000; Long et al., 2001; Newton et al., 2001; Yu and Chen, 2005) . Wrapper approaches use the machine learning method combined with a search algorithm to select a feature subset (Kohavi and John, 1997) . Filter methods can come from a variety of approaches, such as statistical methods, information theory and others. Statistical filter methods such as the T-test and Fisher measures assign scores to features based on how their means vary between two classes, relative to their variances (Furey et al., 2000; Pavlidis et al., 2001 ). In Pavlidis et al. (2001) , the authors compare several feature selection methods, including the Fisher measure. They point out that a weakness of the Fisher measure is that it examines each feature in isolation, ignoring the possibility that groups of features may have a combined effect which does not necessarily follow from the individual performance of features in the group. This is a common issue with statistical methods such as the T-test, which examine each feature in isolation. Information theory is also commonly used for feature selection. In Ben-Dor et al. (2000) and Xing (2003) , the authors describe how information gain can be used to rank features in microarray data. In Xing (2003) , the authors describe information gain as a way to approximate a conditional distribution for classification. Information gain draws from the concept of conditional entropy and offers a measurement for how much a given feature serves to distinguish two classes. Liu et al. (2002) conducted a comparative study on various feature selection methods for gene expression-based classification.
Wrapper methods, on the other hand, wrap around a particular learning algorithm which is used to assess the selected feature subsets in terms of the estimated classification errors and to build the final classifier (Kohavi and John, 1997) . Inza et al. (2002) use a wrapper method with a greedy search algorithm called sequential forward selection and various supervised learning machines to find expressed genes and showed that with a notably reduced number of genes, the classification accuracy is improved significantly. Li et al. (2001a Li et al. ( , 2001b apply k Nearest Neighbour (kNN) with k = 3 both to evaluate the fitness of selected genes and to classify samples; a Genetic Algorithm (GA) was employed for gene subset search. The proposed GA/kNN algorithm has been shown to be capable of selecting a subset of predictive genes for sample classification. Guyon et al. (2002) use Support Vector Machine (SVM) training error as the criterion function to evaluate feature subsets. Xing (2003) describes feature subset selection using kNN as the criterion function.
In typical wrapper methods, subsets of features are evaluated in terms of classification rates for training data based on Leave-One-Out Validation (LOOV) or k-fold cross validation (i.e., training data are further split between fixed training and validation sets) (Monari and Dreyfus, 2000; Rivals and Personnaz, 2003) . If there are sufficiently many samples, methods based on cross validation may work well. For small sample problems, however, using classification error as a criterion function to evaluate features is problematic. This is because learning methods may overfit and produce biased predictions, as shown in several references (John et al., 1994; Kohavi and Sommerfield, 1995; Reunanen, 2003; Scheffer and Herbrich, 1997) . Our research will address this issue by introducing new criterion functions that take generalisation into consideration.
In this paper, a SRM based method is proposed for feature evaluation. SRM allows for reducing the probable bound on generalisation error (Burges, 1998; Vapnik, 1998) and thus is less susceptible to overfitting. A further difficulty with feature selection for microarray classification is that the high-dimensionality makes the task of searching for feature subsets computationally expensive. In the worst case, (deterministic) brute force methods that search for all the possible combinations of feature subsets have an exponential computational complexity. Sub-optimal deterministic search methods such as forward selection are easily trapped in local optimum. Therefore, more efficient methods are used, at the expense of completeness. In this paper, we develop a GA based search algorithm. GAs have several properties which make them well-suited for searching large feature spaces (Goldberg, 1989 ). Namely, they are able to construct diverse feature groups, they have a mechanism to help avoid local minima and they have reasonable time complexity (Goldberg, 1989) .
Methods
The proposed method consists of two components: a SRM based scoring function for feature evaluation and a GA based search algorithm to find the optimal feature sets that optimise the scoring function.
Feature evaluation: Structural Risk Minimisation (SRM)
In this paper, we propose a SRM based feature selection method for microarray data analysis. Risk is the likelihood that an error occurs during classification. The risk that an error will occur when classifying training data is known as the empirical risk. That is to say, if the empirical risk is greater than zero, then the decision function can not completely separate the training data. Empirical risk is denoted as (Burges, 1998) :
This is essentially the average proportion of misclassifications that occur during training (with l samples), i.e., when the actual class y i does not equal the output of the decision
Expected risk is the likelihood that an error will occur when classifying the testing data. The assumption is that both the training and testing data are arranged according to some probability distribution P(x, y). The expected risk is therefore denoted as (Burges, 1998) :
The expected risk is found by integrating a function representing the discrepancy between class prediction and true class membership with respect to the probability distribution P(x, y).
The issue of generalisation can be seen as the correlation between a function's empirical and expected risk. Unfortunately, empirical risk on its own is not enough to accurately determine what the expected risk will be, as is demonstrated by the issue of overfitting. Vapnik has shown, however, that it is possible to compute the bounds of expected risk, using a measure called the Vapnik-Chervonekis (VC) dimension (Burges, 1998; Vapnik, 1998) . In addition to the empirical risk, the VC dimension can therefore serve as a guide in selecting classifier functions.
The VC dimension is a measure of the capacity or complexity of a learning machine, i.e., its ability to accurately learn a training set. A learning machine with too high of a capacity will tend to overfit the training set, while a learning machine with too low of a capacity will fail to learn some of the underlying patterns in the training set. Either way, poorly optimised capacity can lead to poor generalisation.
Vapnik showed that the bounds of expected risk can be related to the VC dimension in the following way (Burges, 1998; Vapnik, 1998) :
Here, the expected risk is bounded by the empirical risk added with a term dependent on the VC dimension, where l is the total number of training samples and h is the VC dimension. This bound is considered to hold with probability1 -η.
For a given empirical risk, the higher the VC dimension, the higher the bound on the expected risk. Therefore, to minimise the expected risk, a function should not only minimise the empirical risk, but the VC dimension as well. This can be achieved using SRM.
SRM is a technique to improve generalisation by lowering the VC dimension and therefore the bound of the expected error, by reducing the complexity of the SVM (Burges, 1998; Schölkopf and Smola, 2002; Vapnik, 1998) . Specifically, the function's complexity can be reduced by minimising the number of support vectors (Vapnik, 1998) . We thus use the number of support vectors to evaluate the quality of feature subsets besides the classification errors. This is justified by the fact that minimising the number of support vectors is another way to implement the SRM principle and thus, lead to good generalisation capability. For details, refer to Vapnik (1998) . In microarray data analysis, due to the overfitting problems associated with high-dimensional data and low numbers of samples, the SVM function can typically classify close to 100% of the training samples correctly. Consequently, there exist many feature subsets that lead to minimum empirical risk (training errors). SRM can therefore guide us in selecting SVM classifiers with the GA fitness function by adding the constraint that not only should the training errors be minimised, but the number of support vectors used by the SVM function should be minimised as well. The general idea is to find a set of SVM functions with a minimal empirical risk for different subsets of features and select the function which has the lowest number of support vectors and therefore the lowest capacity (and complexity). The feature set that is associated with the selected function consists of the features that optimise SRM. This serves to minimise the bound on the expected risk according to Vapnik's formulation. Further, the idea makes intuitive sense, keeping in mind that the support vectors are the training samples that lie closest to the decision boundary for the SVM classifier. If more support vectors are used by the SVM function, the function is more likely to overfit the data.
Next, we discuss a GA based search method to identify the feature subsets that minimise structural risks.
Searching for subsets of features that optimise Structural Risk Minimisation (SRM)
To identify the feature set that optimises SRM, we develop a GA (Goldberg, 1989) based search method. This search algorithm implements several unique features such as chromosome synchronisation, as we detail next. We first discuss some operations used in the search algorithm:
• Representation. The GA is designed specifically for representation of high-dimensional data in a compact format. Specifically, the chromosomes do not use the typical GA bit-string representation. As doing so, microarray data would require GA chromosomes with tens of thousands of bits, which would constitute extremely sparse arrays. Instead, the chromosomes use arrays of feature indices. This is a new representation of chromosomes for microarray data analysis. Therefore, if the GA is searching for a feature set of size n, then each chromosome contains an array of only n feature indices.
• Population. As GAs model biological breeding processes, they are composed of a population of chromosomes, each of which represents a potential solution.
For feature selection problems, the population of chromosomes represents the current solutions that have survived the selection criteria up to a given point. Before the GA starts, the population is initialised with randomly-selected solutions. With feature selection, each solution is a set of features, so to initialise the population; the GA initialisation process randomly picks sets of features of a given size from the entire pool of features.
• Breeding. The breeding process uses various operators to combine and manipulate chromosomes. Essentially, changed versions of the existing population are added to the population as offspring. A probabilistic model is used to determine which chromosomes breed with each other and to determine which operators are used. The breeding routine starts with a population of size n and breeds the population until it reaches size 2n. The mutation and crossover operators are used to change and combine chromosomes during the breeding process.
Probabilistic mutation. Mutation is a technique to avoid becoming stuck in local minima by introducing features at random from the general feature pool. The first phase in breeding is to mutate all of the chromosomes with some probability. The GA does a pass over the entire population at the beginning of each generation and adds a mutant of each chromosome to the population with a certain probability. If a chromosome is selected for mutation, then one of its features is chosen at random. This feature is then replaced by a random feature chosen from the general feature pool.
Crossover. Crossover operators are used to breed two chromosomes together and produce offspring. Aside from recombining the chromosomes, the crossover operators must ensure that there is no duplication of features within offspring. Three operators are single point, n-point and uniform crossover.
• Single-point crossover. Single-point crossover randomly selects a position within two chromosomes, splits each chromosome at that position and then switches the tails of the two chromosomes. This produces two offspring that each have half of the features of each parent.
• N-point crossover. N-point crossover is an extension of single-point crossover, where n positions are chosen to split each chromosome. The tails are then iteratively swapped.
• Uniform crossover. Uniform crossover randomly selects individual features from each chromosome and uses them to construct offspring. In contrast to n-point crossover, uniform crossover does not necessarily preserve consecutive features within each chromosome.
• Chromosome synchronisation. In order to use the feature index chromosome representation described earlier, we develop a new procedure in crossover called synchronisation to ensure that duplicate features do not occur in offspring.
The synchronisation operation finds common features in each chromosome and places them at the same feature positions. Consider chromosomes A = {3, 5, 7} and B = {1, 2, 3}. With their present feature orderings, performing a crossover operation would result in duplicates for feature three in chromosome A. The synchronisation operation transforms the chromosomes to the following orderings before performing the crossover: A' = {3, 5, 7} and B' = {3, 2, 1}. Now, the crossover operation will not result in duplicates for feature three.
• Selection. During the selection routine, the GA uses the fitness function to first evaluate and rank each chromosome. It then uses this ranking to select the chromosomes that will survive for the next generation. This selection process uses a combination of elitism and a rank-based roulette wheel mechanism. This pares the population down the target size before the beginning of the next generation. The first step in the selection routine employs a simple type of elitism (Eiben and Smith, 2003) . Here, the top n chromosomes by rank are always selected. Next, the remaining survivors are chosen using a simple roulette wheel mechanism based on their ranking by fitness function (Eiben and Smith, 2003) . Ranking is assigned from 1 to n, where 1 is the top rank and n is the total number of chromosomes in the population. The idea behind the roulette wheel is that each chromosome is assigned a probability of survival in proportion to its rank. The probability of survival for a chromosome with rank i is:
This selection mechanism gives a higher weight to higher-ranked chromosomes and provides some chance that the lower-ranked chromosomes will survive. This helps to encourage more diversity in the population and can possibly help the GA avoid local minima.
• Fitness function. The fitness function assigns a score, reflecting the chromosome's quality as a solution. This score is later used to determine whether the chromosome survives a generation. For classification feature selection problems, the fitness function typically attempts to classify the training set using only the features designated by the chromosome. The focus of this paper is to evaluate a SRM based fitness function. Specifically, for each feature subset, we construct a SVM classifier with a minimal empirical risk. Each feature subset will then be evaluated in terms of the number of support vectors, as detailed in previous section. We also develop a second fitness function to provide a point of comparison with the above function, where a fitness score for a chromosome is simply the LOOV training accuracy. i.e., for each feature subset, we conduct LOOV experiments and the averaged errors for validation data are used to evaluate the goodness of this feature subset.
The GA runs for a certain number of generations, each of which consists of a breeding routine and a selection routine. This mimics the mechanism of natural selection observed in biological evolution. Before breeding, each chromosome is synchronised using the 'chromosome synchronisation' operator. During the breeding routine, the populations of chromosomes mutate and breed with each other, all according to certain probabilities (probabilistic mutation and three types of crossover). This continues until the population reaches a certain size due to the addition of offspring. Next, the selection routine begins. Here, the entire population is evaluated using a fitness function and only some of the population survives. Those that survive become the population for the next generation and the process begins again. The process stops after a certain number of generations.
Extending the method for multi-class problems
Aside from the basic two-class case, the proposed method of minimising support vectors can also be applied to multi-class datasets. Feature selection for multi-class classification problems has drawn increasing interest due to its practical applications (Chai and Domeniconi, 2004; Chen et al., 2006; Li et al., 2004) . For the multi-class case, we use the software developed by Hsu et al. (2001) , Libsvm, which performs multi-class SVM classification using a one-against-one approach. SVM optimisation is performed using each pair of classes. Libsvm then uses a voting scheme to determine class membership. The number of support vectors is computed by summing the number of support vectors found for all classes. Training accuracy is again computed as the percent correctly classified among all of the classes.
Experimental results

Microarray datasets
Five two-class and two multi-class microarray datasets are used here to evaluate the proposed methods. Table 1 shows the details for each 2-class dataset (Golub et al., 1999; van 't Veer et al., 2002; Alon et al., 1999; Gordon et al., 2002; Singh et al., 2002) , including the number of features (genes) for each sample, the number of training samples for each class, the number of testing samples for each class and the reference. Table 2 shows the details for the two multi-class datasets (Yeoh et al., 2002; Armstrong et al., 2002) . For AML-ALL, Breast, Lung and Prostate datasets, we use the training and testing sets provided by the authors. For Colon, the authors provided only one dataset, which was also used for clustering experiments. We split this dataset into sets of 31 training and testing samples. The general criterion in the training/testing splits is to have at least 30 training and testing samples, if possible. Two multi-class datasets are used in this paper. The ALL dataset contains seven classes, but we use only the three largest classes: Hyperdiploid > 50, T-ALL and TEL-AML1. MLL contains ALL, MLL and AML leukemias. The MLL testing set was originally too small, so we split the data into training and test sets of 36 samples each.
Overview
As shown in Tables 1 and 2 , the microarray datasets used in this paper have as many as 24,000 features. It is ideal to start with a smaller, higher quality set of features at the outset, since many features do not contribute to differentiation between classes in the dataset.
To limit the search space to a smaller group of higher-quality features, we filtered the feature set using a simple T-test. For each feature, the variance of the difference between the two class means is computed as: σ is the variance and n i is the number of samples for class i. The T-value is then computed as:
where i x is the sample mean of class i. The genes corresponding to 3000 highest T-values for all the two-class datasets except colon cancer were chosen as the feature pool. The Colon dataset only had 2000 features to start with. For multi-class datasets, we started with the original features. Some statistical tests could be used to reduce the number of features first. We chose not to do so in multi-class datasets, as the filtering procedure may lose some useful information (e.g., genes that are not important to distinguish between classes 1 and 2, but may be useful to distinguish between classes 1 and 3).
For all the datasets, the final number of features to use is 20. It is important to note that the choice of feature sets of size 20 was somewhat arbitrary. For different datasets, the optimal feature set size may vary. In papers relating to these datasets, authors used feature set sizes ranging from 4-70 (van 't Veer et al., 2002; Yeoh et al., 2002; Armstrong et al., 2002) . Determining an optimal feature set size for a given dataset is a research topic by itself and therefore is beyond the scope of this paper.
For each GA run, we used a population of 100, running for 50 generations. While more generations and a larger population could give better results, these parameters were chosen largely because of the consideration of computation time. The other GA parameters were set as follows. The mutation probability was 10%. For crossover, the following probabilities were used: 40% for single point; 30% for n-point (n = 2); and 30% for uniform.
For all the cases, all the other model parameters are decided by using training data only. Once the parameters are selected (thus the model is fixed), test samples are used to evaluate the methods. The classifiers used in this paper are SVMs. The classification results reported here are for test samples.
Results for two class datasets Zero training error (LOOV error) may not be a good criterion for feature evaluation
First, we demonstrate that training accuracy obtained from LOOV methods is not necessarily an indicator of classifier quality and of feature selection in wrapper methods. Figure 1 shows testing accuracy for 200 subsets of 20 features taken from the AML-ALL dataset. Each subset has a training accuracy of 100% with LOOV methods. Clearly, there is no strong correlation between training accuracy and testing accuracy for this dataset. Even though all 200 sets of 20 features from Figure 1 have 100% training accuracy, testing accuracy ranges from 56% to100%. This shows that, while using LOOV methods to evaluate feature subsets may find some good feature sets, it is also highly likely that this method will find many poor feature sets as well. Similar results were observed in machine learning community (John et al., 1994; Kohavi and Sommerfield, 1995; Scheffer and Herbrich, 1997; Reunanen, 2003) .
Feature sets that optimise SRM
We compare the proposed SRM based feature selection method to the LOOV classification accuracy based method. Both methods will yield more than one optimal solution. The box plot in Figure 2 shows that the classifiers chosen by the proposed SRM based method (i.e., minimising the number of support vectors, while maintaining a large training accuracy) are better on average than those chosen by maximising LOOV accuracy. Additionally, the range of testing accuracies is smaller and consistently better for the SRM based method. The SRM based method resulted in a standard deviation of 4.65%, while maximising LOOV accuracy resulted in a standard deviation of 14.85%. 
Effect of reducing the number of support vectors
We now demonstrate the effect of minimising the number of support vectors on test classification accuracies for the AML-ALL dataset for sets of 20 features. Figure 3 shows the average test accuracy vs. number of support vectors. In all the cases, the training accuracy is 100%. As can be seen, average testing accuracy improves for the classifiers as the number of support vectors decreases. The average testing and training accuracy fluctuates more for higher numbers of support vectors, but for lower numbers of support vectors, the trend is obvious for higher average testing accuracy. This clearly demonstrates the advantages of the proposed method, i.e., minimising the number of support vectors, while maintaining a large training accuracy, can alleviate overfitting problems. 
Number of features vs. classification accuracies
While deciding on the number of features to use is an open problem, we compare the performance of the proposed method to the LOOV method for feature evaluation on different numbers of features. As can be seen in Figure 4 for SRM based method, these testing results for the proposed method range from 85.29% to 94.12%. In contrast, maximising LOOV training accuracy alone performed consistently worse, ranging from 73.53 to 80.88%. In all cases, minimising the number of support vectors resulted in a higher testing accuracy than by using LOOV methods. 
Comparison of all two-class datasets
For LOOV based feature selection methods, there exist more than one subset of features that produce the best performance. For the proposed RSM based method, we find a unique subset of features that optimises SRM for two datasets (Colon and Prostate) and more than one subset for the other datasets. Table 3 lists the average classification results and standard deviations for all of the two-class datasets. For each dataset, the proposed SRM based fitness function has better average generalisation than the LOOV based fitness function. Further, in cases where more than one feature set was found that satisfied the fitness criteria, minimising the number of support vectors consistently resulted in a lower standard deviation for the testing results. Figure 2 . Finally, as can be observed for both colon and prostate datasets, the variations for the proposed method are zeros. This is because the SRM based feature selection method finds a unique feature set that is optimal. While in LOOV based methods, more than one set of features are always found for minimising LOOV errors.
Results for multi-class datasets
The SRM based feature selection method can be readily applied to multi-class datasets. Table 4 shows the average test results for both SRM based and LOOV based fitness functions for the multi-class datasets. As with the two-class datasets, the proposed fitness function has better average generalisation than the LOOV based fitness function. The SRM based method is capable of finding one unique subset of features that optimises SRM. As with the two-class datasets, the average testing results from LOOV based methods are much worse than the results from the proposed method. The large standard deviations found by LOOV methods reflect the same pattern for the multi-class datasets as shown in the box plot for the ALL-AML dataset in Figure 2 . Table 4 Test accuracies (multi-class) for the SRM based and LOOV based methods
ALL (%) MLL (%)
SRM based 100 ± 0 91.7 ± 0 LOOV based 90.6 ± 6.1 76.2 ± 13.6
Conclusion
In most wrapper methods, the classification accuracy obtained from training data and LOOV methods is typically used to evaluate feature subsets. When applied to microarray datasets, which are typically high dimensional and have a small sample size, the training accuracy may not be a good criterion to evaluate features due to overfitting problems. This is demonstrated in our experimental results. Similar conclusions are also drawn in others' work (John et al., 1994; Kohavi and Sommerfield, 1995; Scheffer and Herbrich, 1997; Reunanen, 2003) . In this paper, we introduce a new criterion for feature evaluation. This criterion is based on SRM principle, which allows for reducing the probable bound on generalisation error without using validation sets. Furthermore, we develop a GA based search algorithm to effectively identify feature subset that optimises SRM. Finally, we extend this method to multi-class problems. Based on the experimental results, the described method offers a clear advantage over relying on training accuracy alone. While training accuracy can be misleading due to overfitting, minimising the structural risk enables the search to select feature sets that lead to higher generalisation. Additionally, those feature sets that are selected tend to have smaller variation in generalisation, compared with those selected by LOOV methods. Overall, these results indicate that SRM can be an effective way of evaluating the quality of feature sets for microarray cancer classification.
Additionally, these results agree with Vapnik's idea of being able to control expected risk using SRM and show a strong correlation between minimising expected risk and structural risk. Ultimately, these principles seem to hold promise for developing applications for gene selection from microarray cancer data.
