The iterative inversion of neural networks has been used in solving problems of adaptive control due to its good performance of information processing. In this paper an iterative inversion neural network with L 2 penalty term has been presented trained by using the classical gradient descent method. We mainly focus on the theoretical analysis of this proposed algorithm such as monotonicity of error function, boundedness of input sequences and weak (strong) convergence behavior. For bounded property of inputs, we rigorously proved that the feasible solutions of input are restricted in a measurable field. The weak convergence means that the gradient of error function with respect to input tends to zero as the iterations go to infinity while the strong convergence stands for the iterative sequence of input vectors convergence to a fixed optimal point.
Introduction
Artificial neural networks have been widely used in cognitive science, computational intelligence and intelligent information processing [1, 2] . Feedforward neural networks are some of the most popular networks whose learning modes and theoretical properties are studied in numerous reports [3] [4] [5] . Backpropagation (BP) algorithm is the most broadly applied technique to train the feedforward neural networks. For BP networks, there are one or more hidden layers, in which the adjacent layer are fully connected with weights. Gradient descent methods are often employed to find the optimal solutions by charging weights in the descent direction of objective function. Generally speaking, there are three main drawbacks of this classical BP networks: slow convergence, poor generalization and local optimal solution.To overcome these obstacles, many training improvements for BP networks have been suggested such as adding penalty terms (regularization), adaptive adjustment of learning rate and introducing momentum terms [6] [7] [8] [9] [10] . Actually, it is a common strategy to improve the generalization and prune more redundant weights through regularization method.
Inverse problem is one of the most important mathematical problems which tells us about parameters that cannot be directly observed [11, 12] . It is the inverse of a forward problem which deals with the results and then compute the input. Contrary to the feedforword neural networks which correspond to the forward problem, the inverse problem results in iterative inversion of neural networks.
For BP algorithm, the output error is propagated backward through the network and the error is computed by the weights. Conversely, an iterative inversion algorithm has been proposed in [13] , where the weights learning is replaced by inputs learning. In this approach, errors in the network output are described with the network inputs. In addition, this iterative inversion algorithm trains by the gradient descent method. In order to solve the optimization problem of electromagnetic mechanism, a novel inverse network has been designed which effectively avoids the local minimum problem [14] . Similar to the Bonhoeffer-Van der Pol (BVP) model, an inverse function delayed network is presented by the use of anti-delay function model. It demonstrates that this proposed network can quickly converge to the optimal solution of combinatorial optimization problems. In [18] , a real-time inversion of neural network has been described by combining the particle swarm method. The reconfigurable implementation of network inversion effectively reduced the computation time to near real-time levels.
For trained neural networks, over-fitting is a common problem which leads to poor generalization. To overcome this problem, a typical technique is to employ the regularization method, that is, introduce the penalty term [12] [13] [14] [15] [16] [17] . We note that 2 L norm of the parameters is one of the most often used penalty terms. There are many researches on 2 L regularization which demonstrate the it can produce smooth solution and effectively control the magnitude of the parameters [14, 15, 16, 18] .
As we know, the iterative inversion of neural networks has been widely used in real applications. However, it is necessary to pay attention to its theoretical analysis. In [19] , an iterative inversion algorithm of neural networks with momentum has been designed and its convergence results are proved in detail. However, the boundedness of inputs can not be guaranteed which may lead to a very large solution.
In this paper, we focus on the iterative inversion algorithm of neural networks with L 2 penalty term. The monotonicity of error function has been proved which shows that the objective functions of input are decreasing along with the iterations. More importantly, the boundedness of the inputs are rigorously proved through introducing the L 2 penalty term. Furthermore, both the week and strong convergence results are obtained, that is, the gradient of error function with respect to input vector approaches zero and the iterative input sequence converges to a fixed optimal point as the iterations go to infinity.
The rest of the paper is organized as follows: in Section 2, the iterative version algorithm with L 2 penalty is presented. In Section 3, the proofs of the theoretical results are demonstrated in detail. Finally, we conclude the paper with some useful remarks in Section 4.
Inverse iterative algorithms with L penalty
Let us begin with an introduction of an inverse iterative algorithms for neural network with three layers. The numbers of neurons for the input, hidden and output layers are 
connecting the hidden and the output layers is denoted by 1 2 ( , , , )
g  R R be given activation functions for the hidden and output layers. For convenience, we introduce the following vector valued function
For any given input
, the output of the hidden neurons is ) (Vx G , and the final actual output is
The error function with 2
The purpose of inverse iterative algorithms is for the given output O  R , input x makes error function   E x to achieve its minimal value. To simplify the writing, we do the following transformation
The gradient of the error function with respect to x is given by
, inverse iterative algorithms with 2 L penalty updates the inputs iteratively by the formula
where 0   is the learning rate.
For convenience, we introduce the following notations:
3 Main results and proofs Hence let x is a derivative point of  
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Using the integral Taylor expansion, we deduce that (1 ) 
According to (6) , (7), we can deduce that
It follows from (19) and (20) that
we have that,
The proof of the monotonicity theorem is completed. According to (6) ; (7), we can deduce that
Let K   , we can deduce that   
