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I. INTRODUCTION
further studies. I furthermore demonstrate how the presented framework can be used to 48 pre-calculate tuning frequencies for each string, which allows achieving a defined overall 49 tuning with single adjustments at each string. 50 The acoustic behaviour of a vibrating string on a vibrato system guitar is mainly governed 52 by three laws or principles from physics. Mersenne's law (or, more precisely, one of several 53 M.'s laws) 8 relates the string's vibration frequency (denoted f ) to the string's length, L 0 , 54 the stretching force F acting on it, and a material-specific constant, µ, that corresponds to 55 the string's mass per unit length:
The force F can be factorised using Young's modulus in the following way 1 :
Here, E is Young's modulus (modulus of elasticity) and A is the string's cross sectional 58 area. If the string is extended by length l beyond its original length L 0 , the stretching force 59 F results.
60
This is an approximation, but describes a guitar string well. Hence, stretching a string 61 further (using a machine head) by a factor a, so thatl = a l, will increase its vibration 62 frequency by √ a, if the vibrating length is kept constant (e.g. by the 'nut' or by fretting 63 the string at a fixed position).
64
The distinguishing feature of a guitar with vibrato system is its movable bridge, which 65 is not fixed, but rather under tension by a coiled spring that counteracts the string's ten-66 sion. The force exerted by this spring, F spring , scales with its extension x and a constant k 67 according to Hooke's law 6, 13 :
FIG. 1. Scheme illustrating the Bigsby vibrato system (color online). The image is taken from its patent application, with orange markings added to indicate movements. The arm can be moved vertically (i.e. in the direction normal to the soundboard), which turns the cylinder around which strings are wound, thereby changing their tensions.
This relation has the same form as Eq. 2, a force that increases linearly with extension.
69
In this model, back-and forth movements of the bridge are only permitted along the same 70 direction as the string. This is probably a good representation of a system such as the 71 relatively simple 'Bigsby vibrato tailpiece' 2 ( Fig. 1 ), but many other vibrato system designs 72 exist (see Conclusions).
73

III. THE FORCE BALANCE
76
Let us adapt the facts above to a guitar with n strings (n > 1). Numbering the strings 77 and assuming their vibrating lengths the same (L from nut to bridge viz. vibrato system),
78
Eq. 1 becomes
and Eq. 2 becomes
Note that L corresponds to the vibrating length only, while the L j denote the total original 81 (unextended) string lengths. To simplify things, I now collect the constants in Eq. 5 into 82 single constants k j := E j A j L j , which capture the physical characteristics of each string that 83 contribute to the pitch and frequency content aside from the tensions they are under. Thus,
84
Eq. 5 and Eq. 4 become
and
respectively.
The combined forces of the strings and the spring coil of the tremolo balance each other:
which, following Eq. 3, further becomes 90 n j=1 k j l j = kx.
IV. PERTURBING THE SYSTEM 91 How will this system of balanced forces change if a string's tuning of the vibrato system guitar is changed? Let us assume we start with a situation where at least one l j > 0 and we want to change the pitch of string i by adjusting l i . Such a change will alter the combined string force and will thus move the bridge's position, which in turn alters tension of the strings, and so forth.
Let ∆l be the change in l i and ∆x the resulting change in x, the spring coil's extension ( Figure 2 ). The new vibrato system force,F spring , will becomē while the combined new string forces will become n j=1F
The maximum function guarantees that a string's contribution to the total force disappears 92 once it is relaxed to its original length. We skip the maximum function for the 'i' term and 93 require ∆l > ∆x − l i , as we are not interested in a complete detuning of string i.
94
Since strings and coiled spring must balance each other (Eq. 8), we get
from Eq. 13 and 15. Here, ∆x > −x, since the left hand side is strictly positive. This 96 expression can be used to calculate ∆x and thus the new balance of forces as a function of 97 ∆l. Before I do that, I make the following changes to the underlying assumptions to allow 98 for a more powerful model: 99 1. Let us number the strings in order of length of the l j , so that l j ≤ l k if j < k. 100 2. Let us permit some strings to be detuned even beyond complete relaxation. This means 101 that the original lengths of the strings are significantly longer than the vibrating part, 102 L j L, which is true in practice.
might make one or more other relaxed strings gain tension. The negative l j then 'remember' 109 when these strings will start contributing.
110
The assumptions require the following modification of Eq. 16:
∆x is a function of ∆l (and of the remaining string parameters, which I will not write down 112 explicitly since adjusting ∆l will not change these). Before I derive this function explicitly,
The converse would happen if we decreased ∆x instead of increasing it, yielding ∆x < is greater than 0 and less than 1 (both strictly). This requires the distinction of many 147 relatively complex cases (shown in the Appendix), which would successively apply if ∆l was 148 changed continuously.
149
VI. CHANGES IN VIBRATION FREQUENCIES
150 I now study how the vibration frequencies of all strings will change upon altering string 151 i's tuning. Following Eq. 7, we get
Lemma 2.f i is a strictly monotonic function of ∆l.
153
Proof. According to Lemma 1, ∆l and ∆x have the same sign, and |∆l| > |∆x| if ∆l = 0, 154 which, together with the form of h(∆l), proves thatf i is a strictly monotonically increasing 155 function in an interval where ∆x < L (and ∆l − ∆x > −l i , as before).
156
The singularity off i at ∆x = L corresponds to the exploding frequency predicted by and the length ∆l it needs to be adjusted by to achieve this tuning.
We can thus define a function g(∆l) = |f * i −f i | = d, that yields the distance d of 164 the string's vibration frequency to a desired target frequency f * i , and its inverse function 165 g −1 (d) = ∆l. Sincef i depends on ∆x and ∆x implicitly depends on the other strings' 166 parameters, so will g and g −1 .
167 VII. TUNING ALGORITHM
168
The above information can be combined into an algorithm (Figure 3 ) that mirrors the 169 tuning procedure of a guitar with vibration system in practice: each string is successively 170 tuned to its target pitch and, once the last string is tuned, the cycle restarts with the first 171 string. This procedure is repeated for as many cycles as necessary until the instrument 172 is perceived as fully tuned. The algorithm corresponds to a multi-step, multidimensional 173 fixed-point iteration over the n independent variables l j , and x (or L). Questions relating 174 to its convergence properties appear non-trivial.
175
I implemented this algorithm in Mathematica 11. The code numerically calculates the 176 required machine head adjustments through ∆l = g −1 (0) and reorders the strings internally 177 at each step so that function h(∆l) can be used in accordance with its definition. 3 178 × 10 9 1.5 × 10 −7 1.1 × 10 −3 G 0.017 4.32 × 10 −4 4 62 × 10 9 3.6 × 10 −7 2.3 × 10 −3 D 0.026 6.6 × 10 −4 5 42 × 10 9 6.8 × 10 −7 4.3 × 10 −3 A 0.036 9.14 × 10 −4 6 33 × 10 9 1.10 × 10 −6 7.0 × 10 −3 E 0.046 11.7 × 10 −4 (ii) tuning the low E string of a guitar in standard E tuning down by one whole tone to D, 186 known as 'Drop D tuning'; (iii) tuning a guitar to standard E tuning after restringing, i.e.
187
starting with no tension on the strings (all tunings are equal temperament). The guitar I 188 used was a 'Jackson Kelly Standard', which is equipped with a 'Floyd Rose' vibrato system.
189
The latter has a more complex geometry than the model is based on, but I assumed it As the third test scenario, I detuned the guitar so that all strings were completely re-221 laxed, and applied the tuning algorithm to re-establish standard E tuning (two independent 222 experiments; strings were tuned from high to low in each cycle as before). This simulates 223 the common situation of restringing the instrument. Again, I obtained the value for x based 224 on which x yielded the best fit of the algorithm's output to the data. Agreement between 225 the tuning algorithm's predictions and the experimental data is good again ( Figure 6 ) but 226 worse than with scenarios 1 & 2. This is probably due to the non-linear behaviour of strings 227 and vibration system at very low tensions. Interestingly, convergence was achieved much 228 faster in this situation ( Figure 6 ).
229
These results demonstrate that the algorithm captures properties of a real instrument 230 well. While its predictions are somewhat less precise at very low tension forces, it yields 231 excellent fits when the bridge is close to its centre position. Hz from its target frequency.
240
The tuning algorithm predicts that the specifics of the situation determines which strategy 241 is sensible; both strategies perform equally for the D tuning scenario, while restringing is 242 quicker when adjustments are made from low to high string in each cycle. I also tested 243 a strategy where adjustments are performed in random order in each cycle. In 100 trials each, the average random strategy takes longer than both 'ordered' strategies in the D tuning setting, but slightly outperforms the slower high-to-low strategy in the restringing 246 case (Figure 7a ).
247
Finally, an optimal tuning strategy can be devised. Letting the algorithm run to conver-248 gence yields the final machine head settingsl j for a desired tuning. This allows calculating 249 the frequency each string needs to be tuned to in each step of a single cycle, if the order 250 of string adjustments is decided on in advance. In other words, for each tuning step, ∆l 251 can be calculated from ∆l =l i − l i , which in turn yields ∆x = h(∆l). ∆l and ∆x can 252 then be inserted into Eq. 18 to obtain the frequencyf i the string needs to be tuned to. I 253 used this procedure to pre-calculate frequencies each string needs to be tuned to if using 254 the high-to-low tuning order for the D tuning scenario (Figure 7b ). The predicted string 255 frequencies at each step are shown in Figure 7c , theoretically achieving the target tuning in 256 a single cycle.
257
To test this in practice, I applied the exact tuning strategy based on these figures to the 258 guitar and measured the final frequency of each string at the end. The results demonstrate 259 that this strategy indeed achieves the desired tuning in a single cycle, with only minor 260 deviations from the target frequencies remaining (Figure 7d ). The presented framework can be used to find optimal tuning strategies as demonstrated 269 and could be helpful in the design of future instruments. This paper can also serve as a starting point for further work in this direction; many different designs for vibrato systems exist and frequently have more complex geometries than the one assumed here; often, the 272 bridge does not move in a linear, one-dimensional fashion, but rather pivots, leading also to 273 minor vertical movements of the strings' endpoints, as it is the case for the guitar used in If i ≥ m, Eq. 17 becomes:
which further becomes: 288 k i l i +k i ∆l−k i ∆x+ n j=m, j =i k j l j − n j=m, j =i k j ∆x = n j=1 k j max(l j , 0)+ ∆x x n j=1 k j max(l j , 0).
289
We can collect the ∆x terms and rearrange this to get:
.
Similarly, if i < m, Eq. 17 becomes:
which further becomes: 293 k i l i +k i ∆l −k i ∆x+ n j=m k j l j − n j=m k j ∆x = n j=1 k j max(l j , 0)+ ∆x x n j=1 k j max(l j , 0).
294
Collecting the ∆x terms and rearranging yields:
296
Given the premise, both of these expressions for ∆x hold if l m > ∆x ≥ l m−1 . Both sides of 297 this inequality can be rearranged for both, i ≥ m and i < m, to yield boundaries for ∆l,
The expressions for ∆x can further be inserted into the additional assumption of ∆l > 306 ∆x − l i , which adds another condition for ∆l for each case. Finally, the following cases for 307 ∆x = h(∆l) result (I treat i = 1 and m = n + 1 as separate, boundary cases):
308 Case 1.
309
If i = 1, and ∆l > x n j=1 k j min(l j , 0) − l 1 n j=1 k j [x + max(l j , 0)] n j=1 k j [x + max(l j , 0)] − xk 1 , and ∆l < l 1 [x n j=2 k j + n j=1 k j max(l j , 0)] + xk 1 max(l 1 , 0) − x n j=2 k j min(l j , 0) xk 1 , then ∆x = x[k 1 ∆l + n j=1 k j min(l j , 0)] n j=1 k j [x + max(l j , 0)]
Let m ∈ {2, ..., n}.
If i ≥ m, and ∆l > x[ n j=m k j min(l j , 0) − m−1 j=1 k j max(l j , 0)] − l i [x n j=m k j + n j=1 k j max(l j , 0)] x n j=m k j + n j=1 k j max(l j , 0) − xk i , and ∆l ≥ l m−1 [x n j=m k j + n j=1 k j max(l j , 0)] + x m−1 j=1 k j max(l j , 0) − x n j=m k j min(l j , 0) xk i , and ∆l < l m [x n j=m k j + n j=1 k j max(l j , 0)] + x m−1 j=1 k j max(l j , 0) − x n j=m k j min(l j , 0) xk i , then ∆x = x[k i ∆l − m−1 j=1 k j max(l j , 0) + n j=m k j min(l j , 0)] x n j=m k j + n j=1 k j max(l j , 0)
. Case(s) 3.
313
If i < m, and ∆l > x[ n j=m k j min(l j , 0) − m−1 j=1 k j max(l j , 0)] − l i [x n j=m k j + n j=1 k j max(l j , 0)] x n j=m k j + n j=1 k j max(l j , 0)
, and ∆l ≥ l m−1 [xk i + x n j=m k j + n j=1 k j max(l j , 0)] + x m−1 j=1 k j max(l j , 0) xk i −
x n j=m k j min(l j , 0) + xk i l i xk i , and ∆l < l m [xk i + x n j=m k j + n j=1 k j max(l j , 0)] + x m−1 j=1 k j max(l j , 0) xk i , − x n j=m k j min(l j , 0) + xk i l i xk i , then ∆x = x[k i ∆l + k i l i − m−1 j=1 k j max(l j , 0) + n j=m k j min(l j , 0)] xk i + x n j=m k j + n j=1 k j max(l j , 0)
If ∆l > −x − l i , and ∆l ≥ l n [xk i + xk n + n j=1 k j max(l j , 0)] + x n−1 j=1 k j max(l j , 0) − xk n min(l n , 0) − xk i l i xk i , then ∆x = x[k i ∆l + k i l i − n j=1 k j max(l j , 0)] xk i + n j=1 k j max(l j , 0)
315
This completes the function definition for ∆x = h(∆l).
