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1. INTRODUCTION 
This paper is concerned with the mathematical foundation of the optimal 
control of linear dynamical systems, the motion of which may be described by 
a set of first-order linear differential equations. The optimization problem 
that is to be considered in this paper is that of finding an optimal control 
which minimizes a given generalized quadratic performance index that is 
expressed in terms of the system behavior and its input. 
The class of the optimization problems under consideration has been 
dealt with by several authors [l-8]. Letov [l] considered the problem using 
the classical calculus of variations. Kalman [2], Wonham [3], and Chang [4] 
used Pontryagin’s maximum principle for solving the problem. Slightly 
different approaches have been developed by applying the method of func- 
tional analysis [S-8]. Balakrishnan [5] formulated a class of optimization 
problems in the context of linear operators over a Hilbert space and presented 
a computational solution using the method of steepest descent in a Hilbert 
space. Sakawa [8] treated the problem which is identical with the problem of 
this paper. Sakawa, in his paper [8], used generalized Kuhn-Tucker theorem 
in nonlinear programming to derive a necessary and sufficient condition for a 
control to be optimal, and he derived a system of nonlinear integral equations 
which are satisfied by the optimal control, and also showed the existence and 
the uniqueness of the solution under a fairly strong condition. 
In this paper, the optimization problem will be formulated as a quadratic 
programming problem in a Hilbert space as in [5, 6, 81, and the existence and 
the uniqueness of the solution will be demonstrated without any extra 
conditions. Moreover, a necessary and sufficient condition for a control to be 
optimal will be given in a simple form and an iterative solution method, 
which is readily programable for a computer execution, will be supplied with 
an illustrative example. 
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2. FORMULATION OF THE PROBLEM 
It is assumed in this paper that the linear control system can be character- 
ized by the vector differential equation 
2(t) = A(t) x(t) + B(t) u(t), P-1) 
where x(t) is an n-dimensional (column) state vector for each t, u(t) is an 
r-dimensional (column) control vector for each t, A(t) is an n x n continuous 
matrix, and B(t) is an ?z x r continuous matrix. The control u will be called 
an admissible control if every component ui of the vector function u is a 
Lebesgue-measurable function of t and satisfies the amplitude constraint 
I u’(t) I < 1 (i = l,..., r) (2.2) 
for any time instant t E [0, T]. The set of all admissible controls will be 
denoted by Cl. 
For the purpose of formulating the problem in Hilbert spaces, let H, 
be the space of m-dimensional real-valued Lebesgue-measurable functions 
square integrable over the time interval [0, T]: 
,p EL,[O, T] (k = l,..., m) (2.3) 
where addition and scalar multiplication are defined as in the ordinary sense. 
The inner product, denoted by (u, zi),, , of any pair of elements u and ‘u of 
the linear space H, is now defined as follows: 
(u, $n = ,: G(t) w(t) dt = f 1’ G(t) G(t) dt, (2.4) 
I;=1 0 
where the superscript T means transpose. As is easily seen, the inner 
product defined above satisfies the following axioms of inner product 
[9, lo]: (i) (u, u)~ > 0 for any u E H,, (ii) (u, u), = 0 implies u = 0, 
(iii) (u, vL, = (a, u), , and (iv) (ql + +p2 , v) = q(ul , v) + a2(u2, 0) 
for any real numbers c+ and (~a . Therefore, defining the norm of any element 
UEH, by 
(2.5) 
the space H, may be considered as a Pre-Hilbert space [9, lo]. It is easy 
to see that the completeness of the space H,,, , in the sense of the convergence 
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in the metric introduced by the norm d(x, y) = ]I x - y ]I,,, , follows from 
the completeness of the every coordinate space L,[O, T]. Thus, the space H,,, 
is a Hilbert space [9, lo]. 
It is clear that the set of admissible controls U is convex, that is, for any 
uEU,vEUandO<0<1points(l -0)u+0valsobelongtothesetU. 
Also it is easy to see that the set U is bounded in the Hilbert space H,; in 
fact, u E U implies 11 u ]I,.< d/rT. Furthermore, it is readily seen that the 
set U is strongly closed in the Hilbert space H, , that is, U is a closed set for 
the strong topology introduced into the space H, by the metric 
d(u, v) = II u - v II7 . According to the above, the set of admissible controls U 
is a strongly closed, bounded and convex set in the Hilbert space H, . 
The solution of the differential equations (2.1) with the initial value x(0) is 
given by 
x(t) = G(t) x(O) + D(t) ,: Q-‘(T) B(T) U(T) dr, (2.6) 
where a(t), the n x n fundamental matrix, is the solution of the following 
matrix differential equation, 
c&t) = A(t) CD(t), O(O) = I (n x n identity matrix). (2.7) 
For notational simplicity, a matrix W(t, T), which is sometimes called the 
impulse response matrix, is introduced here: 
@(t) Q-‘(T) f?(T), 
w(t, T) = o 
1, 
if T<t 
if otherwise. 
Then, the solution (2.6) may be rewritten as follows: 
X(t) = @(t) X(0) + j: w(t, T) U(T) dT. 
(2.8) 
(2.9) 
Since matrices D(t), @-l(t) and B(t) are continuous with respect to the 
time variable t, the impulse response W(t, T) is also bounded in the region 
0 < t < T and 0 < 7 < T. Hence it follows for the (i, j) element Wit of 
the matrix w(t, T) 
1 w;(t, T) I2 dt dT < K2 < co. (2.10) 
The matrix @p(t) is continuous, and hence the first term on the right-hand 
side of equation (2.9) defines a vector function of t E [0, T] which belongs to 
the Hilbert space H, . The second term also gives a vector function of 
t E [0, T] which belongs to the same space H,, . To see this, applying Schwarz 
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inequality to the ith component of the second term CL=i J’t Wki(t, T) ~~(7) dr, 
there holds 
1 j’ Wki(t, T) U”(T) dT 1’ < jr 1 wki(t, T) 1’ dT jr / U”(T) 1’ dT. 
0 0 
Integrating both sides with respect to the variable t over [0, T] it follows 
where (/ I/ denotes the usual norm in L,[O, T]. This means the ith component 
c;=l s,’ f’bTki(t, T) u”(T) d . 7 is square integrable over [0, T] and 
Therefore, the second term under consideration belongs to the space H, and 
= dnrK 11 24 /I). (2.11) 
Thus, it is realized that the transformation under consideration from H, 
into H,, is bounded. Obviously, this transformation is additive and homo- 
geneous, and hence the transformation defines a linear bounded operator L 
from H, into H,,: 
(h) (t) = j: w(t, T) U(T) dr for UEH,. (2.12) 
Since both of the first term and the second term on the right-hand side of 
equation (2.9) belong to the Hilbert space H, , the state trajectory x(t) itself 
is an element of the same space. 
In the optimization to be considered in this paper, a desired state trajectory 
xd(t) is preassigned. The desired trajectory xd is assumed to be the vector 
function defined on [0, T] which belongs to the space H,, . Then, the error 
vector e(t) may be formulated as follows: 
where 
e(t) = xa(t) - x(t) = g(t) - Lu(t) E H,, , (2.13) 
g(t) = x&) - B(t) x(O) E H, . (2.14) 
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The so-called generalized quadratic performance index /[u] is defined in the 
following way: 
JM = ~:V(t) Q(t) 40 + uT(t) Cu(t)} dt, (2.15) 
where Q(t) is an n x n continuous matrix and is non-negative definite sym- 
metric for every t E [0, T], and where C is an Y x Y positive-definite symmetric 
matrix with constant elements. 
Since Q(t) is a continuous matrix, the vector function Q(t)y(t), for any 
y E H, , belongs to the space H, . Furthermore, it is easy to see that the 
operator 
(Qr) (t> = QWW for any t E LO, Tl (2.16) 
is a linear bounded operator. It is clear from the symmetry of the matrix Q(t) 
that 
(rl, QYS) = (Q’YI 9 YZ) = (QYI t ra) (2.17) 
for any yi E H,, and ya E H,, . Therefore, the operator Q is also symmetric 
[9, lo]. From the nonnegative definiteness of the matrix Q(t) it easily follows 
~‘,QY) 20 (2.18) 
for any y E H, . Such an operator is called positive [9, lo], and hence the 
operator Q is symmetric, positive, linear bounded operator from H, into H, . 
The line of reasoning as same as above applies to the matrix C. Thus the 
operator 
(Cu) (t) = cqt) for t E 10, Tl (2.19) 
defines the symmetric, positive, linear bounded operator from H, into H, . 
In the case, however, a stronger statement holds, that is, the strict positiveness 
of the operator C: There exists a positive constant M > 0 such that 
@, W, 3 Mb 4r = M II u II: (2.20) 
for any II E H, . To see this, let M be the smallest eigenvalue of the positive 
definite matrix C [lo]. Then, as is easily seen 
u=(t) G(t) > M i {uk(t)}2, 
k=l 
from which it follows 
j%(t) Cu(t) dt > M j-* i (uk(t)}2 dt = M 11 u 11r2. 
0 0 k-l 
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Now, the performance index to be minimized may be written as follows: 
/[ul = (e, Qe), + (u, Cu>, . (2.21) 
Substitution of the relation (2.13) into above yields the following: 
.ml = (g -L% !a - wn + b4 WT. (2.22) 
Now letL* be the adjoint operator of L, so that L* is a linear bounded operator 
which maps H, into H, [lo] : 
(L*x) (t) = ,; wT(T, t) x(7) dT (2.23) 
for any x E H, , and 
(x, Lu), = (L*x, u), (2.24) 
foranyxEH,,anduEH,. 
By using the adjoint L* it follows 
(g - Lu, Qk - W), = (is Q&z - k, QW, - (J% Q&n + (Lu, QL4n 
= k, Q&n - W*Qg, u>r + (u, L*QW, . 
Now by defining 
a= k, Q&a 9 (2.25) 
and 
there follows 
h= -2L*QgEH,, (2.26) 
R=L*QL+C, (2.27) 
I[4 = (Ru, u)r + (h, 4 + 01. (2.28) 
It is easy to see that the operator R is symmetric and strictly positive: 
R* =R (2.29) 
and 
(Ru, 4r 2 M II u II,“. (2.30) 
The first statement follows from (L*QL)* =L*Q*(L*)* =L*QL and 
C* = C, and the second one follows from the relation 
(Ru, 4 = (Q-h W, + (Cu, 4 > (Cu, u)t 2 ~4 II u II,‘, 
which is valid for any u E H, . 
(2.31) 
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The minimization problem which is to be considered is to find u* E U 
for which 
JF*l = c; Jo4 (2.32) 
A solution II* to the problem will be called an optimal control. In the fol- 
lowing section, it will be shown that there exists one and only one optimal 
control. 
3. EXISTENCE AND UNIQUENESS OF THE OPTIMAL CONTROL 
According to the discussion in the preceding section, the problem has 
been reduced to a quadratic programming problem in the Hilbert space, in 
which the constraint set U is a bounded, convex, strongly closed set. In 
this section, it is demonstrated that the problem has a unique solution on a 
more general constraint set. 
THEOREM 1. Let Sa be a convex, strongly closed set in the Hilbert space H, 
and J[u] be a quadratic functional on the space H, : 
Jkl = (QG -gg),Lu -g)n + (Cu, 4, (3-l) 
where L is a linear operator on H,. into H,, , Q is a positive operator on H, into 
H, , C is a strictly positive operator on H, into H,. , and g is a fixed element in 
H VZ- Then, there exists one and only one element u* such that 
J[u*l = $$j J[4 
PROOF. First of all, the following equation which are valid for arbitrarily 
chosen elements u and v of H, are introduced: 
(C(u - v), f.4 - v), + (C(u + v), u + v>r = 2{(Cu, 4, + (Cv, v),) (3.2) 
( ( QL y-g)J 2 u+e, -g), + [QL*+,Ly)n 
= 3 :(Q(Lu - g>, Lu - g>,, + (Q&v - g), Lv - g>n>. (3.3) 
These equalities can be verified by an obvious calculation. Combining these 
equalities it follows 
(QW - v), W - v)), + (W - v), u - a), = 2( Jb] + /[VI) - 4 J rq] 
(3.4) 
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for u E H, and v E H,. According to the relation (2.31), the following 
inequality holds: 
(QW - v), Lb - v)), + (0 - ‘u), u - a), >, (C(u - v), u - v)r 
3 M (I u -- v )I72 (3.5) 
foruEH,andvEH,, where M is a positive constant. Since j[u] 3 0 for 
any u E H, , the existence of the infimum of J[u] on the set Sz is evident. Then, 
there is a sequence {un} of elements in Q such that 
(3.6) 
The following inequality is almost self-evident because of the convexity of Q, 
(3.7) 
Now using the relations (3.4), (3.5) and (3.7), 
Letting m and n tend to infinity, the right-hand side of the above inequality 
tends to zero, and hence )I u, - u, ]I7 -+ 0 for m, n -+ co. Then the complete- 
ness of the space H,. implies that the sequence (un} converges strongly to an 
element u* E H,. . But, since Q is assumed to be a strongly closed set, u* 
must belong to 52. Thus, it is readily seen that 
The uniqueness of the optimal point u * follows because of the convexity of 
the set 9 and strictly convexity of the functional J[u]. To show this, suppose 
that there are two distinct optimal points u* and u** in Q. Since C is a strictly 
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positive operator, it is easy to see that for any real number 6’ lying between 
zero and unity (0 < 0 < 1) 
-mu* + (1 - e) .**I < eJ[u*l + (1 - 0) J[u**] = J[u*] = Fi. 1~~1 
which is the desired contradiction. 
4. A NECESSARY AND SUFFICIENT CONDITION FOR OPTIMALITY 
In the preceding section, the existence and the uniqueness of the optimal 
control have been established. It is the purpose of this section to derive a 
necessary and sufficient condition for a control to be optimal. 
As has been discussed in the Section 2 the quadratic functional (2.22) may 
he rewritten in the form (2.28). S ince the last term 01 of the right-hand side of 
(2.28) is a constant, minimizing (2.28) is equivalent to minimizing 
I[4 = J[ul - 01 = (Ru, 4, + (h, 47 , (4.1) 
where R is a strictly positive operator as is given by (2.27) and h is the fixed 
element as given by (2.26). 
The functional I[u] to be minimized is quadratic, and hence the Taylor’s 
expansion is of the form 
I[v] = I[u] + (2Ru + h, u - 4, + (R(w - 4, -c - u)T , (4.2) 
where the element 2Ru + h E H, is the first strong derivative of the functional 
I at the point u E H, [lo]. Since the operator R is positive, the third term on 
the right-hand side of the equation (4.2) is non-negative, and therefore 
I[v] - I[u] > (2Ru + h, v - u), . (4.3) 
Introduced herein is the necessary and sufficient condition for a control to 
be optimal where the constraint set may be more general than the set U. 
THEOREM 2. Let Q be a bounded, convex and strongly closed set in H,. 
and I[u] be a quadratic functional on H, given by (4.1). Then an element u* 
in Q is optimal, i.e., 
I[uu*] = MillI[u] (4.4) 
if and only if the following inequality holds for any u E 8: 
(2Ru* + h, u*), < (2Ru* + h, u)r . (4.5) 
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PROOF. To prove the necessity, suppose that there is an element u’ E Q 
such that 
(2Ru* + h, u’)r < (2Ru* + h, u*), . (4.6) 
By using the formula (4.2) it follows for 0 (0 < 0 < 1) 
Z[8U + (1 -~ e> u*] = Z[u* + 8(u’ - u*)] 
= z[u*] + e(2Ru* + h, 24’ - u*)r 
+ B”(R(u’ - u*), 24’ - u*), . (4.7) 
Since the set Sz is bounded and R is a bounded operator, there exists a positive 
number K > 0 such that 
(R(u’ - u*), u’ - u*), I=, (1 R 11 // u’ - u* \I2 < K. (4.8) 
Due to the relations (4.6) and (4.8) th e value of the right-hand side of the 
relation (4.7) may be made smaller than the first term Z[u*] by choosing the 
value of 6’ sufficiently small. Since the set D is convex, the element 
8u’ + (1 - 0) u* belongs to Q, which is a desired contradiction. 
The sufficiency is almost self-evident if the use is made of the inequality 
(4.3) as follows: 
Z[u] - Z[u*] > (2Ru* + h, u - u*), > 0, 
and hence Z[u] > Z[u*] for any u E Q. 
5. ITERATIVE ALGORITHM FOR FINDING THE OPTIMAL CONTROL 
If the functional to be minimized is linear, an optimal solution can be 
easily obtained in a closed-form. To show this, let F[u] be the linear func- 
tional defined by 
01 = (4 47 3 (5.1) 
where d is a fixed element in H, [9, lo]. Then according to the definition (2.4) 
of the inner product in H, , it is obvious that an optimal solution u* E Lr 
is given by 
Gus = - sgn [dL(t)] for O<t<T (k = 1, 2,... r), (5.2) 
and hence the optimal value is 
@,] = $;F[u] = - i j-= ) dk(t) dt, 
k=1 0 
(5.3) 
where sgn [dk] = 1 if d” > 0, - 1 if dk < 0, and 0 if otherwise. 
396 FUJISAWA AND YASUDA 
The discussion in the above paragraph demonstrates that any linear 
functional can be easily minimized on the set of admissible controls U. The 
iterative algorithm in this section makes full use of this advantage. 
The iterative procedure given below generates a sequence of elements (un} 
in U which strongly converges to the uniquely determined optimal element u*. 
A starting point u,, E U can be chosen arbitrarily at the outset of the itera- 
tion. One cycle of the iteration is as follows: At the Kth cycle uk E U is given. 
STEP 1. Compute the first strong derivative at the point, 2Ruk + h where 
h and R are given by (2.26) and (2.27), respectively. 
If 2Ru, + h = 0, then the optimality condition of Theorem 2 is automati- 
cally satisfied for U* = Us . Hence, let u], = U* and the iteration terminates. 
If otherwise go to Step 2. 
STEP 2. Find an element vk E U such that 
(2% + h, vk), = 92 (2% + h, 4. 
If the following equation holds: 
(5.4) 
W4, + k udr = Wh + k vJ+ , (5.5) 
then the condition (4.5) of Theorem 2 is satisfied by putting u* = uk . 
Hence, let uk = u* and the iteration ceases here. If otherwise, go to Step 3. 
STEP 3. Find ok (0 < 9, < 1) such that 
w - ok) Uk + ekvkl = ,yg, I[(1 - e> uk + evki 
. . 
(5.6) 
and calculate r&f1 = (1 - 8,) #k + &nk . Go back to the Step 1 of the follow- 
ing cycle. 
Now the convergence of the procedure is demonstrated. For this purpose 
it suffices to prove l[uk] + I[u*] and I( u* - uk II+ 0 as 12 -+ co, provided 
that the iteration does not terminate in a finite number of cycles. First shown 
is the monotoneness of the sequence {I[uk]}, that is I[uk+r] < I[uk] for any k. 
It is clear that the following inequality holds for 0 < 0 < 1: 
z[“k+li < ml - e, Ilk + evk] = @k + e(vk - uk,)i 
= @k] + o(2Ruk + h, Ok - uk)T 
+ fwVk - uk)2 vk - uk,)T, (5.7) 
where the use was made of the formula (4.2). As the iteration does not 
terminate at the Kth cycle, the following inequality is valid, 
(2RUk + h, vk - Uk) < 0. (5.8) 
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Moreover, since the set U is bounded and the operator R is bounded, the 
value of the right-hand side of (5.7) can be made less than the value of the 
first term I[+] by choosing the value of 8 sufficiently small as in the proof of 
the relation (4.5). 
Next shown is the convergence of {I[uJ} to the minimum I[u*]. Using the 
relations (4.3) and (5.4), it is easy to see that 
I[u,] - I[u*] < (2Ru, + h, uk - u*), 
< (2Ru, + h, uk - 4. (5.9) 
Now assume that there is a positive number 6 such that 
I[Uk] - I[u*] > 6 > 0 for any k. (5.10) 
Due to the boundedness of the set U and positive boundedness of the oper- 
ator R there is a positive number K such that 
WV, - %), VL. - %)r < tj R 11 11 vk - Uk /I2 < K. (5.11) 
Then, using the relations (5.7), and (5.9) N (5.11) it follows 
(5.12) 
Therefore choosing 0 = B,, = Min (6/2K, l), it is readily seen 
I[uJ - I[z+++.r] > 8, Min [+ , K) > 0. (5.13) 
The constant 8, Min (S/2, K) is an absolute constant independent of k, and 
therefore, the above inequality implies l[uk] -+ - co as k --+ oc), which is the 
desired contradiction. Thus, the convergence of {I[+]} to the minimum has 
been demonstrated. 
It is quite easy to see that I[uJ + I[u*] implies 11 II* - ur. /I + 0. According 
to the relations (4.2) and (4.5) 
I[uk] - I[u*] 3 (R(u, - u*), uli - u*),. > M /I u* - uk l/,2. (5.14) 
This completes the proof of convergence. 
It has to be noted that the error I[uk] - I[u*] is not greater than the dif- 
ference (2Ru, + h, uk - uk)r due to the inequality (5.9) when truncating the 
iterative procedure at the kth cycle. It is easily realized that this quantity 
(2Ru, + h, uk - ~3,. converges to zero for otherwise the contradiction as 
same as above appears. Therefore, the iteration can be designed so that the 
iteration terminates as soon as the quantity is less than the preassigned accu- 
racy. 
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6. ILLUSTRATIVE EXAMPLE 
As an illustrative example, the following system is considered. The system 
is characterized by the first-order differential equation 
dx 
z= 
- x + u(t). (6.1) 
Given an initial state, x(0) = 0, terminal time, T = 1, and the desired output, 
xd( t) = 1,O < t < 1, it is required to choose the control u(t) so as to minimize 
the performance index, 
Jbl = s: VW + U2(tN & (6.2) 
subject to the constraint 1 u(t) 1 < 1 for 0 < t < 1. For the system (6.1), 
the actual state can be easily computed as follows: 
x0) = 1: e-teru(T) dT. (6.3) 
According to Eqs. (2.25)-(2.28), the performance index is of the form 
Jbl = P, 4r + (k 4, + a, 
TABLE 1 
RESULTS OFITERATIONS" 
No. of cycles JM 
0 1.000000 0.735752 
1 0.883752 0.276939 
2 0.866150 0.127346 
3 0.861765 0.071727 
4 0.860182 0.043551 
5 0.859595 0.028827 
6 0.859316 0.019764 
7 0.859193 0.013500 
8 0.859132 0.010062 
9 0.859099 0.007670 
10 0.859080 0.006102 
11 0.859069 0.004609 
‘The starting point 4) = 0 (0 < t < 1). Controls u,(t), u,(t), us(t), t(&), and 
u,,(t) are plotted in Fig. 1. 
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where 
Ru = 1: e-hef [j: e-tleTU(7) dT] dt, + @), 
h=--2 l 
s 
e-7et d7 = 2(et-’ - l), and CL = 1. 
t 
The computational results obtained with the aid of a digital computer are 
shown in Table 1 and Fig. 1. Table 1 lists the value of the performance index 
J[ul and (2Ru, + h, up - dr , which indicates the minimum value 
J[u] = 0.859069 and the error J[Q] - J[u*] < 0.004609 after 11 iterations. 
Some of the derived sequence of controls uk(t) are plotted in Fig. 1. 
1. 
2. 
3. 
4. 
5. 
t- ,“I 
I 
0 0.5 1.0 
FIG. 1. The approximation sequence u,(t). 
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