We describe a general technique for improving the precision of fixed-point implementations of signal processing algorithms (such as filters, transforms, etc.) relying on the use of "common factors". Such factors are applied to groups of real constants in the algorithms (e.g. filter coefficients), turning them into quantities that can be more accurately approximated by dyadic rational numbers. We show that the problem of optimal design of such approximations is related to the classic Diophantine approximation problem, and explain how it can be solved and used for improving practical designs.
INTRODUCTION
One of the most basic tasks in the design of fixed-point signal processing algorithms [1] is that of approximating a given set of real (and possibly irrational) constants θ 1 , . . . , θ m , (m 2) by a set of rational numbers with a common dyadic denominator:
where p 1 , . . . , p m , and k are integers. This way the numbers θ 1 , . . . , θ m can be approximately represented in computer's memory by integers p 1 , . . . , p m , which, in turn, can be used for execution of basic arithmetic operations. For example, multiplications of an input variable x by θ 1 , . . . , θ m can be conveniently mapped into integer instructions as follows:
. . , m)
where * and denote integer multiplication and bit-wise right shift operations correspondingly.
The key parameter that influences the complexity of algorithms using dyadic rational approximations (1) is the number of "precision bits" k. In software designs, this parameter * On leave from Qualcomm Inc., 5775 Morehouse Dr., San Diego, CA.
is often constrained by the width of registers (e.g. 8, 16 or 32), and failure to meet such a constraint can possibly result in doubling (or in some cases -quadrupling) of the execution time. In hardware designs parameter k directly affects the number of gates needed to implement adders and multipliers.
The precision of approximations (1) also depends on the parameter k. Thus, given k and θ i , the best choice of p i yields
which means, that minimum worst case magnitude of error
is also bounded by
In simple terms, this means, that on average, each bit of precision in dyadic approximations (1) reduces their worst case error at least by half. This last observation is crucial for understanding precision-complexity tradeoffs in conventional fixed-point designs. It also underscores the importance of finding more efficient (with faster decaying errors) techniques for "importing" of real (and in particular, irrational) numbers into fixed-point algorithms.
In this paper, we study one such possible technique, involving the use of a "common factor". The main idea of this technique is to introduce an additional parameter ξ and use it for minimization of errors in approximations:
where p 1 , . . . , p m , and k are integers. We note, that in many practical situations, the uniform scale of the original values θ 1 , . . . , θ m by ξ can be either ignored (e.g. when it has no effect on the output), or "neutralized" by applying the inverse factor 1/ξ to constants in adjacent stages of the algorithm. In other words, we assume that the use of our modified approximations (4) instead of direct ones (1) will be feasible in practical designs.
We show, that for infinitely many k, by carefully choosing the value of a common factor ξ the equivalent (scaled by 1/ξ) worst case error of approximations (4):
can be made as small as
In other words, we show that common-factor-based approximations can be significantly more precise than direct ones. We note that the magnitude of the achievable gain is particularly striking for small m. For example, when m = 2, the right side in (6) turns into 2 −2k , which implies, that the use of a common-factor might reduce the number of required precision bits by half! The rest of this paper is organized as follows. Section 2 contains analysis of common-factor-based approximations and formulation of our main results. Practical examples of using this technique are given in Section 3.
PRECISION OF APPROXIMATIONS WITH COMMON FACTORS

Minimizing errors of pairs of approximations.
Consider first a special case when m = 2. By δ 1 (ξ) and δ 2 (ξ) we denote individual errors of approximations (4):
and our first task would be to see if max {|δ 1 (ξ)| , |δ 2 (ξ)|} can be minimized by adjusting ξ. We claim the following. 
These values are:
Proof. Condition θ 1 θ 2 > 0 implies that both δ 1 (ξ) and δ 2 (ξ) are non-constant and have the same direction of growth with ξ. If δ 1 (ξ) and δ 2 (ξ) intersect 0 at the same location, then there exists point ξ * such that δ 1 (ξ
which is a special case of (8). If δ 1 (ξ) and δ 2 (ξ) intersect 0 at different locations, then there exists ξ * such that (see Fig. 1 ):
Moreover, since both δ 1 (ξ) and δ 2 (ξ) have same direction of growth, moving ξ away from ξ * will lead to asymmetric changes in absolute values of δ 1 (ξ) or δ 2 (ξ). That is, one of them will increase. Therefore, ξ * is the point of minimum of max {|δ 1 (ξ)| , |δ 2 (ξ)|}.
By solving (10) with respect to ξ * we arrive at formula (8), and by plugging (8) in (7), and using (10) we arrive at (9).
Associated Diophantine approximation
Let us now further assume that p 1 , p 2 have same signs as θ 1 , and θ 2 . Then, by denoting p = p 1 , q = p 1 + p 2 , and
we observe that both parts of (9) turn into
By further de-scaling this quantity by ξ * we arrive at
which means, that by plugging ξ = ξ * , the problem of finding minimum of the worst case error of a pair of scaled dyadic rational approximations
becomes equivalent to the problem of finding rational approximations of a single number θ *
Furthermore, if θ * is irrational, then (13) turns into a classic Diophantine approximation problem [2] .
The following result from Diophantine approximation theory (cf. [2, p. 11, Theorem V]) will be useful in our context.
Fact 1. Let θ be irrational. Then there exist infinitely many integers q and p such that
where:
(15)
Main result for approximations of pairs of constants
We state the following. 
Proof. We use the following construction. By assuming that ξ = ξ * , and solving the associated Diophantine approximation problem (13), we find integers p, q satisfying precision constraint (14) of Fact 1. This also gives us integer factors p 1 = p and p 2 = q − p for our dyadic approximations. In order to select k, we can use some additional constraints. For example, we can require
which is satisfied by choosing k = log 2 (q/(θ 1 + θ 2 )) . Then, by plugging Diophantine precision bound (14) in (12), using lower bound for ξ * from (17), and some simple algebra, we arrive at expression (16) claimed by the theorem.
Extension of analysis to m-ary case
We now turn our attention to a problem of finding dyadic rational approximations for larger (m > 2) sets of numbers:
For simplicity, we assume that all numbers θ 1 , . . . , θ m and p 1 , . . . , p m are either positive or negative. From Lemma 1, we know that for any pair of numbers θ i , θ j , i = j, we can compute factor
which will "symmetrize" errors of approximations:
and which will turn them into a Diophantine approximation:
where p ij = p i , q ij = p i + p j , and
By applying ξ * ij to the remaining constants {θ k , k = i, j}, we note that their approximations also turn into Diophantines
where, however, the resulting constants
and errors of their approximations are different. This means that by using factor ξ * ij we can reduce the problem of finding m dyadic rational approximations (18) to one of finding m − 1 simultaneous Diophantine approximations:
The relevant result from Diophantine approximation theory is given below (cf. [ 
We are now ready to formulate and prove our main result. 
Proof. We use the following construction. We scan all m 2 pairs of indices i, j, and find a pair, for which the normalized (by 1/ξ * ij ) worst case error: Then, by applying Fact 2, using (19) to replace q ij with 2 k and ξ * ij , and subsequently, bounds 1/2 < ξ * ij 1 (which is attainable by choice of k), and |θ i + θ j | min ij {|θ i + θ j |}, we arrive at estimate (26) claimed by the theorem. 
