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En 1999, Edmonds introduit un mode`le tre`s ge´ne´ral de taˆches qui traversent diffe´rentes phases ayant diffe´rentes quan-
tite´s de travail et capacite´s a` eˆtre paralle´lise´es. La force du mode`le d’Edmonds est qu’il de´montra que meˆme si l’or-
donnanceur ne connaıˆt strictement rien des caracte´ristiques des taˆches qu’il est en train d’ordonnancer et est seulement
informe´ de leur arrive´e a` leur arrive´e et de leur comple´tion a` leur comple´tion, EQUI, qui partage de manie`re e´gale
les processeurs entre les taˆches actives, re´ussit a` eˆtre compe´titif avec l’ordonnancement optimal hors-line clairvoyant,
pour peu qu’EQUI dispose d’un peu plus de deux fois plus de ressources que l’optimum. Ceci signifie que l’or-
donnanceur EQUI supporte sans diverger toute charge infe´rieure a` 50%. Nous [SODA’08] avons par la suite e´tendu
l’analyse d’Edmonds au cas ou` les taˆches sont compose´es d’un DAG de processus traversant des phases arbitraires et
de´montre´ que l’algorithme non-clairvoyant EQUI ◦EQUI supporte dans ce cas e´galement toute charge infe´rieure a`
50%. En 2009, Edmonds et Pruhs ont propose´ une nouvelle famille d’algorithmes LAPSβ qui partagent de manie`re
e´gale les processeurs entre les taˆches de la proportion β des taˆches actives arrive´es les plus re´cemment, et ont de´montre´
que ces algorithmes sont (1+ β + ε)-speed
4(1+β+ε)
βε
-compe´titif, c.-a`-d. supportent une charge arbitrairement proche
de 1(< 1− β) sans diverger. A` l’aide des meˆmes outils que ceux que nous avions de´veloppe´s pour la preuve de la
compe´titivite´ de EQUI ◦EQUI en pre´sence de de´pendances, nous montrons ici que l’algorithme LAPSβ ◦EQUI,
composition naturelle de LAPSβ et d’EQUI, est (1+β+ε)-speed
(k+1)(1+β+ε)
βε
-compe´titif, ou` k est la taille maximale
d’une anti-chaıˆne d’une taˆche.
1 Introduction
Dans un centre de calcul, les taˆches a` exe´cuter sont constitue´es de plusieurs processus, de´pendants les
uns des autres. Ces processus doivent eˆtre ordonnance´s en-ligne, c.-a`-d. au fur et a` mesure des requeˆte pour
l’exe´cution de taˆches, et sans connaissance sur les requeˆtes futures. Par ailleurs, dans la plupart des syste`mes
actuels, les caracte´ristiques des taˆches ne sont pas connues : il faudra donc les ordonnancer ’a` l’aveuglette’,
sans connaissance de leurs temps d’exe´cution, paralle´lisme, de´pendances entre les processus, etc.
Nous mode´lisons ce proble`me de la manie`re suivante. Des taˆches arrivent au cours du temps et sont
constitue´es d’un DAG (directed acyclic graph) de processus qui doivent eˆtre ordonnance´s sur p processeurs.
Nous utilisons le mode`le introduit par Edmonds [1] pour mode´liser des processus re´alistes, dont la capacite´
a` tirer parti des processeurs qui leurs sont alloue´s varie au cours du temps. On conside`re le mode`le en-ligne,
dans lequel les dates d’arrive´e des taˆches ne sont pas connues a` l’avance, et non-clairvoyant, dans lequel
les caracte´ristiques des taˆches et des processus sont inconnues de l’ordonnanceur pendant l’exe´cution.
Les taˆches. Une instance du proble`me est un ensemble J1, . . . ,Jn de n taˆches. Chaque taˆche Ji, relaˆche´e au
temps ri est constitue´e d’un graphe oriente´ acyclique (DAG) ({Ji1, . . .Jimi ,≺}) demi processus ; le processus
Ji j est active´ de`s que tous les processus Jik tels que Jik ≺ Ji j sont termine´s. La taˆche Ji est termine´e lorsque
tous ses processus le sont ; entre le moment ri et la comple´tion de la taˆche Ji, celle-ci sera dite active.
†Ce travail a e´te´ partiellement finance´ par l’ANR ALADDIN.
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Les processus. Les processus sont ceux du mode`le introduit par Edmonds [1]. Chaque processus Ji j
passe par une se´rie de phases : J1i j, . . . ,J
qi j
i j , consistant chacune en une quantite´ de travail w
k
i j et un profil
d’acce´le´ration Γki j : R
+ → R+. Au temps t, un processus Ji j qui est dans sa k-e`me phase et recevant ρ
processeurs progresse a` vitesse Γki j(ρ), c.-a`-d. pendant un temps dt, il effectue un travail dw = Γ
k
i j(ρ)dt.
Les diffe´rentes phases, quantite´s de travail et profils d’acce´le´ration sont inconnus de l’ordonnanceur.
Les fonctions Γ naturellement conside´re´es sont suppose´es croissantes : Γ(ρ) ≤ Γ(ρ′) si ρ ≤ ρ′, c.-a`-d.
qu’augmenter le nombre de processeurs d’un processus ne peut qu’acce´le´rer son exe´cution et sous-line´aires
Γ(ρ)
ρ ≥
Γ(ρ′)
ρ′ si ρ≤ ρ
′, c.-a`-d. qu’un processus ne peut pas tirer parti plus efficacement des processeurs quand
on augmente leur nombre. Dans la suite, on verra que dans le cadre de l’analyse, seulement deux profils
d’acce´le´ration, extreˆmes selon ces contraintes, seront a` conside´rer : les phases totalement paralle`les, note´es
PAR qui progressent a` vitesse Γ(ρ) = ρ ;et les phases se´quentielles, note´es SEQ qui progressent a` vitesse
constante quel que soit le nombre de processeurs qui leur est alloue´ : Γ(ρ) = 1,∀ρ ≥ 0.
Ordonnancement. Un ordonnancement Sp sur p processeurs est un ensemble de fonctions positives,
constantes par morceaux ρi j : t→ ρ
t
i j, ou` ρ
t
i j est la quantite´ de processeurs alloue´e au processus Ji j au temps
t, et tel que ∑i j ρ
t
i j ≤ p. Il est donc possible d’allouer une fraction arbitraire de processeur a` un processus,
ce qui, en pratique, est re´alise´ par ’time multiplexing’. Un ordonnancement est valide si tous les processus
se terminent en un temps fini, et si, pour tous i, j,k,
R cki j
rki j
Γki j(ρ
t
i j)dt = w
k
i j, ou` r
k
i j est l’instant auquel la k-e`me
phase Jki j du processus Ji j est active´e, et c
k
i j l’instant auquel elle termine.
Fonction objective. L’objectif est de minimiser le temps de flot (e´quivalent au temps moyen d’attente),
de´fini par Flowtime(Sp) = ∑
n
i=1 ci− ri. Un ordonnancement minimisant cette valeur sera note´ OPTp.
Un algorithme A est dit c-compe´titif s’il calcule un ordonnancement Sp dont le temps de flot est au
plus a` un facteur c de l’optimum, Flowtime(Sp) ≤ c · Flowtime(OPTp). Edmonds [1] a de´montre´ qu’au-
cun algorithme en-ligne non-clairvoyant ne peut avoir un facteur de compe´titivite´ constant. Pour palier
ce proble`me et pouvoir comparer les algorithmes entre eux, comme [1, 2], nous utilisons la technique
d’augmentation de ressources, qui consiste a` favoriser l’algorithme que l’on e´tudie en lui attribuant plus de
processeurs qu’a` l’optimum. Ainsi, un algorithme A est dit s-speed c-compe´titif s’il calcule un ordonnance-
ment Ssp sur sp processeurs dont le temps de flot est au plus a` un facteur c de l’optimum sur p processeurs :
Flowtime(Ssp)≤ c ·Flowtime(OPTp). Dans la suite, sans perte de ge´ne´ralite´, on prendra p = 1.
L’algorithme LAPSβ ◦EQUI. Nous nous inte´ressons a` une famille particulie`re d’ordonnanceurs, qui
sont la composition d’un ordonnanceur de taˆches et d’un ordonnanceur de processus. L’ordonnanceur de
taˆches attribue des processeurs aux taˆches actives qui sont ensuite re´partis entre les processus actifs de
la taˆche par l’ordonnanceur de processus. L’algorithme LAPSβ ◦ EQUI est la composition de LAPSβ
comme ordonnanceur de taˆches et d’EQUI comme ordonnanceur de processus. L’algorithme LAPSβ,
FIGURE 1: Exe´cution de l’algorithme LAPSβ ◦EQUI. Les structures des
taˆches ne sont pas repre´sente´es. Les processus sont ordonnance´s par EQUI.
FIGURE 2: Exe´cution d’EQUI, sur le
job rouge de l’exemple ci-contre.
repre´sente´ sur la figure 1 attribue e´quitablement les processeurs a` la fraction β des taˆches arrive´es le plus
re´cemment : soient J1, . . .Jnt les nt taˆches actives a` l’instant t, classe´es par date d’arrive´e croissante ; chacune
des ⌈βnt⌉ taˆches Ji, i ≥ (nt −⌈βnt⌉), rec¸oit
1
⌈βnt⌉
processeurs. Ces processeurs rec¸us sont alors partage´s
e´quitablement par EQUI entre les processus actifs de chaque taˆche (cf. figure 2) : pour tout i≥ (nt−⌈βnt⌉),
chaque processus Ji j rec¸oit alors
1
nit⌈βnt⌉
, ou` nit est le nombre de processus actifs de la taˆche Ji.
Pour tout s ≥ 1+ β + ε, Edmonds et Pruhs [2] de´montrent que l’algorithme LAPSβ est s-speed
4s
βε -
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compe´titif en l’absence de de´pendances ; [3], de´montre que LAPSβ est en fait s-speed
2s
βε -compe´titif.
2 Analyse de LAPSβ ◦EQUI
Dans cette section, nous montrons que l’algorithme LAPSβ ◦EQUI est compe´titif sur s fois plus de
processeurs que l’optimum, avec s≥ 1+β+ ε. L’introduction de de´pendances ne de´te´riore donc la qualite´
de service que d’un facteur constant, et la charge qu’il est possible de soutenir est la meˆme en pre´sence
de de´pendances. Pour l’analyse d’un ordonnanceur As, de meˆme que dans [3], on montre que les instances
les plus difficiles sont constitue´es uniquement de travail PAR et SEQ, et que As est toujours en retard par
rapport a` OPT sur le travail PAR. La preuve ne´cessite un peu plus de pre´cautions que dans [3], puisque les
processus ne sont plus active´s aux meˆmes moment dans OPT et dans As, mais on montre par induction sur
le DAG que les phases PAR sont en fait active´es plus tard dans As que dans OPT.
En l’absence de de´pendances, [2, 3] re´ussisent a` borner Flowtime(LAPSβ) par la quantite´ totale de
travail SEQ des taˆches,
R ∞
0 ℓtdt ou` ℓt est le nombre de taˆches dans une phase SEQ au temps t. Cette quantite´
est clairement un minorant de Flowtime(OPT), puisque OPT ne peut pas acce´le´rer les phases SEQ.
En pre´sence de de´pendances, pour de´finir le parame`tre ℓt , nous transformons l’ordonnancement renvoye´
par LAPSβ ◦ EQUI sans modifier son temps de flot, de fac¸on a` n’avoir, a` chaque instant, qu’un seul
type de phases ordonnance´es dans chaque taˆche ; ℓt sera alors le nombre de taˆches dont le type de phases
ordonnance´es au temps t est SEQ. Graˆce a` ce parame`tre, on obtient, pour Flowtime(LAPSβ ◦EQUI), la
meˆme borne que [3], Flowtime(LAPSβ ◦EQUI)≤
2s
βε
R ∞
0 ℓtdt.
La principale difficulte´ est alors de relier OPT a`
R ∞
0 ℓtdt. En effet, comme l’illustre la figure 3, les choix
de l’ordonnanceur de processus peuvent mener a` de´rouler le DAG de fac¸on a` e´taler beaucoup plus le travail
SEQ que OPT, et
R ∞
0 ℓtdt ne sera plus un minorant trivial de OPT.
s/α s/α
. . .
s/α
. . .
w
. . .
Seq . . .
EQUI
s
FlowTime(EQUI
s
) = α
(α− 1) fois
(α− 1) fois
Par
s/α
. . .
s/α
. . .
s/α
. . .
. . .
...
DAG de la taˆche Par-Seq
. . .
. . .
. . .
FlowTime(OPT) = s− s/α + 1
OPT
s− s/α
FIGURE 3: Dans EQUIs, les phases SEQ sont e´tale´es d’un facteur
α
s par rapport a` OPT
Pour faire cette minoration, on introduit naturellement la notion de gaˆchis, correspondant a` la proportion
de processeurs gaˆche´s sur les phases SEQ :
De´finition (Gaˆchis). Le gaˆchis d’un ordonnanceur de processus A est l’inte´grale sur le temps de la pro-
portion de processeurs attribue´s a` des processus dans une phase SEQ (cf. figure 4) : soit wti la quantite´ de
processeurs qui ne sont pas attribue´s a` des phases PAR au temps t dans une taˆche Ji : w
t
i = ρ
t
i − pi
t
i , ou`
piti = ∑ j∈PARti ρ
t
i j, PAR
t
i = { j : Ji j est actif et dans une phase PAR au temps t}.
On note gaˆchis(A,ρ,Ji) =
R ∞
0
wti
ρti
dt, ou` ρti la quantite´ de processeurs attribue´s a` A pour Ji par l’ordonnan-
ceur de taˆches.
FIGURE 4: Illustration du gaˆchis sur une exe´cution d’EQUI. Ici, gaˆchis = 5.5 ·1/3+2 ·1/2+2 ·1 = 5.833
Pour se ramener a` l’analyse sans de´pendance, on construit, a` partir d’un ordonnancement A(Ji), un nou-
vel ordonnancement A(Ji)
′ de meˆme gaˆchis, et tel qu’a` tout instant, exactement un processus est exe´cute´.
L’ide´e est de : de´couper le temps en intervalles suffisamment courts pendant lesquels aucun processus ne
change de phase et ou` l’allocation de processeurs ρ ne varie pas ; puis dans chacun de ces intervalles,
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ordonnancer le travail SEQ au de´but, c.-a`-d. de´placer le PAR vers
la droite, comme repre´sente´ sur la figure ci-contre.
On peut alors voir une taˆche Ji dans l’ordonnancement ainsi
obtenu comme une phase de travail paralle`le total e´gal a` la somme
des travaux paralle`les des processus de Ji et de travail se´quentiel
total e´gal a` gaˆchis(A,ρ,Ji). Il s’agit a` pre´sent de relier le gaˆchis
au travail SEQ dans chaque taˆche et plus pre´cise´ment a` la plus longue chaıˆne de travail SEQ d’une taˆche Ji,
note´e SEQ(Ji), qui est une borne infe´rieure sur le temps d’activite´ de Ji dans OPT. Ceci nous permettra alors
de relier
R ∞
0 ℓtdt et Flowtime(OPT). Un algorithme sera dit α-scatterer si le gaˆchis ne de´passe pas SEQ(Ji)
de plus d’un facteur α.
De´finition (α-scatterer). On note SEQ(Ji j) = ∑k:Jki j est une phase SEQw
k
i j la quantite´ de travail SEQ d’un
processus Ji j, et SEQ(Ji) la plus grande quantite´ de SEQ le long d’une chaıˆne de Ji : SEQ(Ji) =
maxJii1≺Jii2≺...≺Jiiq ∑ j SEQ(Jii j). Un α-scatterer est un ordonnanceur de processus A tel que pour toute allo-
cation de processeur ρ : R+ → R+ et pour toute taˆche Ji, gaˆchis(A,ρ,Ji)≤ αSEQ(Ji).
Deux processus Ji j et Jik d’une taˆche Ji sont dits inde´pendants si Ji j ⊀
∗ Jik et Jik ⊀
∗ Ji j, ou` ⊀
∗ est la
cloˆture transitive de ≺. Une anti-chaıˆne d’une taˆche Ji est un ensemble de processus de Ji deux a` deux
inde´pendants.
Proposition 1. L’ordonnanceur de processus EQUI est un k+1
2
-scatterer, pour tout majorant k de la lon-
gueur maximale d’une anti-chaıˆne d’une taˆche.
De´monstration. Soit Ji une taˆche ayant une anti-chaıˆne de taille k, et ρi une allocation de processeurs pour
Ji. Soit νt le nombre total de processus de Ji actifs au temps t et λt le nombre de processus actifs dans
une phase SEQ. Par de´finition d’EQUI, les processus dans une phase SEQ rec¸oivent λtνt ρ
t
i processeurs au
temps t, d’ou` gaˆchis(EQUI,ρi,Ji) =
R ∞
0 (
λt
νt
· ρti) ·
1
ρti
dt =
R ∞
0
λt
νt
dt. D’apre`s le the`ore`me de Dilworth, on
peut partitionner les processus de Ji en au plus k chaıˆnes disjointes, ξ1, . . .ξk. Comme EQUI ordonnance
chaque processus de`s qu’il est actif, on peut supposer sans perte de ge´ne´ralite´ que ξ1 contient un processus
actif a` tout moment jusqu’a` ce que Ji termine. Soit 1ξ j(t) = 1 s’il y a un processus actif de ξ j dans une
phase SEQ au temps t, et 1ξ j(t) = 0 sinon. Comme les k chaıˆnes couvrent tous les processus, on peut
re´crire gaˆchis(EQUI,ρ,Ji) =
R ∞
0
∑kj=1 1ξ j
(t)
ν(t) dt = ∑
k
j=1
R ∞
0
1ξ j
(t)
ν(t) dt ≤
R ∞
0 1ξ1(t)dt + ∑
k
j=2
R ∞
0
1ξ j
(t)
2
dt puisque
toute chaıˆne ξ j, j > 2 est exe´cute´e avec au moins un processus de ξ1. On a alors gaˆchis(EQUI,ρ,Ji) ≤
SEQ(ξ1)+
k−1
2
max{SEQ(ξ2), . . .SEQ(ξk)} ≤
k+1
2
SEQ(Ji) par de´finition de SEQ(Ji).
The´ore`me 1. Pour tout α-scatterer A, l’algorithme LAPSβ ◦ A est s-speed
2sα
βε -compe´titif pour tout
s≥ 1+β+ ε.
De´monstration. Conside´rons l’ordonnancement obtenu apre`s avoir effectue´ le de´placement du PAR vers la
droite pour toutes les taˆches. LAPSβ ◦A reste en retard sur OPT, et le travail SEQ est au plus augmente´
d’un facteur α. On conclut en faisant les meˆmes calculs que [3], et en minorant α · Flowtime(OPT) parR ∞
0 ℓtdt.
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