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Abstract
Huge analyses on firms data selected from public available databases accom-
plished the task to describe the size and growth of firms through interpo-
lating functions. The structure and internal firms organization that lead to
the optimal profit is a main matter of business studies and must take care-
fully into account internal work distribution and the subsequent productivity.
Moreover factors external to firms, like as the evolution of markets and the
availability of new technologies show their immediate bias on the wealth of
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the firms. In this paper a model is developed for a set of firms producing a
single commodity. The shape of the productivity that leads to profit opti-
mization is drawn and discussed. Furthermore the optimal time for the firm
to renew its technology is established and consequences on the productivity
are examined.
Keyword and Phrases: Equilibrium model, Technology renewal, Ag-
gregate productivity, Firms size.
JEL Classification Numbers: C68, O14, O47.
1 Introduction
Internal firms organization plays a key role in productivity and efficiency, due
to many causes that must take into account wide variety of factors ranging
from social dynamics of employers to the supposed managerial ability in the
economy to the availability and cost of the instruments and commodities
necessary for the job.
Theories driven by complex systems have shown that a hierarchical struc-
ture tree-like matches with data public available about firms [2] and that is
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able to absorb operational risk. Among the many factors that can improve
efficiency and productivity we choose to focus on technology. The role of
technology in firms is continuously growing. Competitive small as well as
big firms must adequate their technology in order to survive on the mar-
ket, independently on their size. An evident example is about the speed of
the need of renewal of technology connected to the computer science: also
small firms need the use of at least a computer and the use of new software
requires the renewal of hardware. Even jobs based on human skills that im-
prove through time, like law matter, can’t avoid the retrieval of information
through fast computer, fast database, and fast communication systems. In
this paper we take into account firms that produce a single commodity and
we explore the effects of the update of technology, looking for the optimal
time for the renewal. Although the theory of Schumpeter on the importance
of technological discontinuities in economic history we want to describe the
effects that rise globally due to the spread of the technology through the
whole set of firms, and the presence of many components makes the descrip-
tion through a single jump less suited to the problem. We rely on literature
results about the distribution of the size of firms and of the distribution of
the technology across firms. The first step is thus to model such features.
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External factors like as the occurrence of extreme or catastrophic events, like
as hurricanes, earthquakes of or wars are not taken in account. The next
section reviews empirical results available through the literature. In section
3 we set up the model and we draw the productivity function that leads to
the optimal profit.in section 4 we determine the optimality solution w.r.t.
the time and give some structural results.
2 Previous literature results
The following sections resume some results due to the analysis of raw data.
2.1 Distribution of firms depending on their size and
growth rate
Several studies have been made about the detection of skew distribution of
firms size and about the validity of Gibrat’s law of proportionate effect for
growth rate to explain the empirically observed distribution of firms. This
law states that the expected increment to the firm size in each period is
proportional to the current size of the firm, i.e. firm growth rates are uncor-
related and independent of size, and this leads to a growth rate log-normally
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distributed and thus highly right skewed. Thus small numbers of large firms
coexist alongside larger numbers of smaller firms.
The studies about size and growth rate of firms differ for the hypotheses
tested and for the data sets that were used. Most data were got from Census
and COMPUSTAT data bases. Census data give more information about
small firms. Although the position of individual firms in a size distribu-
tion does depend on the definition of size, the shape of the distribution does
not and firms sizes in industrial countries are highly skew, such that small
numbers of large firms coexist alongside larger numbers of smaller firms. De-
pending on the data set skewness has been shown either to be robust over
time [4] or to grow during growing phases of the economy and to decrease
during recessions [24], thus being an indicator of such economic cycles. A
model is also proposed which offers a candidate explanation for the power-
law relation between firm size and the variance of growth rates [52].
The detection of the distribution is important also for explaining differences
of reaction of the market to external shocks: as an example in simulations
[17] in the case of log-normally distributed data shocks are absorbed, whilst
in the case of Pareto distribution shocks conduce to strong oscillations.
While in older studies [27, 28] the log-normal hypothesis received the most
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attention in recent papers the mainstream results indicates power law for firm
size and laplace law for firms growth rates [17]. It can be shown that the
logarithm of a power-law distributed variable obeys a laplace distribution,
thus the laplace law for firms growth rate should be a consequence of power
law for firm size and not succeed from log-normal one, thus invalidating the
Gibrat hypotheses. However the weak form of Gibrat’s law has been shown
to be compatible with power law under further hypotheses. As an example
the first model is the Simon’s model [17] where the Gibrat’s law is combined
with an entry process to obtain a Levy distribution for firm’s size. Particular
assumptions like the one of the validity of the detailed balance, that states
the time-reversal symmetry for the growth rate show that Gibrat’s law and
Pareto-Zipf’s law hold for firms bigger than a fixed thresholds [23]. This
property is not valid in general [31], but the behavior of biggest companies
is important because determines the most part of economy.
The power law behavior seems to be common also to parameters that involve
the most heavy countries. The results reported in [21] can be interpreted as
the existence of a significant range of the world GDP distribution where
countries share a common, size-independent average growth rate. Also par-
ticular hypotheses like entry and exit of companies from the market give
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results that contradicts the Gibrat’s law. As an example in [2, 3, 49] the ex-
ponential distribution for the growth rate of firms has been found to hold for
the 20 years 1974-1993 of COMPUSTAT publicy-traded United States man-
ufacturing firms, whilst the variance of the growth rate should grow with the
size of the firm. The fit of the log-normal distribution to size data is good
close to the mean, but it performs less on the tails. In order to develop our
model we need to fix a function for the distribution of firms depending on
their size. We use the family of functions that include as a particular case
the log-normal and that takes into account a power-law decay of tails in the
general case [25], [26].
P (lnS) =
1√
2piσ
e−
|lnS−µ|2
2σ2 f(lnS) (1)
where µ and σ are the mean and standard deviation of ln(S) and f(x) is
given by:
f(x) =

1 if | x |≤ xc
exp{−( |x|−xc
k
)β} if | x |> xc
(2)
where xc is some cut-off value where the switch of the regime starts. The
constants k and β can be detected in order to get the best fit to data. Through
Central Limit Theorem all distribution must approach to normal distribution.
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For log-normal distribution to approach normal distribution for larger steps,
we should have β = 2.
2.2 The role of technology in productivity
The analyses performed along the literature involve several different measure
[8], [36] for innovation technology, examine data about firms operating in dif-
ferent sectors of economy and belonging to several different countries. Tech-
nology diffusion patterns are not the same across the surveyed technologies
[9], [12]. The reaction to innovation technology depends also on countries [9],
[18], [19], [20], [38], [47], and the causality is explored through linear model
or log regression models [35]. Whilst the data are widely inhomogeneous the
result that emerges through all these papers is that there is a positive corre-
lation between the adoption of a new technology and productivity [35]. As
a matter of the fact establishments using advanced technologies exhibit high
productivity [35]. However the direction of causality between productivity
growth and the use of advanced technology was not completely explored, in
fact the positive correlations could reflect either the independent effects of
technology on performance, or the contributions of good managers who tend
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to adopt the best practices [7], [10], [46]. The comprehension of such cause
could give strong indications about social policies. For example, policies
to improve education and training might be relatively more important than
those for supporting applied research and developement [13], [35], [38], [45]
if the dominant source of enhanced performance is good management and a
skilled workforce. In other cases to guarantee access to new technology could
be enough. The age of technology is not connected to the age of the firm
adopting it: as an example new firms can not keep buying new technology
in their first years because of budget constraints [40].
Information technology plays a crucial role across the whole system. Analy-
ses of productivity performance show that the industries that got the largest
productivity acceleration in the late 1990s were the producers and most in-
tensive users of information technology [51].
2.3 Costs of renewal of technology
In order to model the costs of renewal we follow the approach purposed in
[15]. The marginal cost at period t, free from renewal of technology, is given
by Cαt. Let R(t) be the output rate. The parameter 0 ≤ α ≤ 1 measures
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the learning rate, thus the production costs over a single period without
any innovation technology are given by R(t)Cαt. If the firms switch to new
technology in period T, there is a switching cost to pay that is assumed to
be
K(T ) = k + sC(αT − (αγ)T ), (3)
where k is the fixed portion of the switching cost, s is the parameter relating
per unit cost savings to the market price for technology, αγ is a parameter
indicating how well the marketplace reduces the manifacturing costs (αγ <
α), The costs after the innovation at time T are given byK(t) = RCαγTαt−T .
The costs evolution before and after the innovation can be resumed by
K(t) =

R(t)Cαt t ≤ T,
R(t)C(αγ)Tαt−T t > T.
(4)
The above function can be smoothed by using the sigmoidal function:
ΘT (t) =
T
1 + e−δ(t−T )
The δ parameter regulates the approximation of the sigmoidal function to
the step function. Thus the cost function becomes:
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K(t) = R(t)CαtγΘT (t). (5)
3 The Model
In this section we set up the basic features of a model that takes into account
a single commodity produced by a set of industries that experience innovation
technology. The market size is defined by the exogenous parameter M(t).
Let us assume a linear demand function with slope σ. The output is sold at
the market clearing price. The price per unit obtainable with an output rate
of R(t) is thus
M(t)− σR(t).
The gross revenue Y (t) resulting from this production is:
Y (R(t)) = R(t)(M(t)− σR(t)).
The profit is given by the gross revenue minus the costs of the renewal of the
technology K(t):
Π(R(t), t) = Y (R(t))−K(t). (6)
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The model looks for the maximum of profit with respect to the time in which
the innovation is spread across the firms.
max
t
Π(R(t), t) = max
t
(Y (R(t))−K(t)). (7)
In order to proceed we need to specify the production rate, the costs of
renewal and hence the profit.
3.1 The rate of output
The rate of output R(t) depends on the number of production units f(·) with
technology actually used at time t and by the productivity of these units
A(·). We want to model that quantities by functions that rely on empirical
results available through the literature. In particular we use the family of
density functions (1) that describes the size of the firm as a proxy for the
number of production units with fixed age [14]. In order to insert a measure
of the age of the units we take into account that even if for big firms it is
easier to adopt new technology also small firm can get the newest technology
restricted to one sector. Moreover we assume that the innovation arises in
an interval of time that is short if compared to the whole period, and that
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all the firms start to use the new technology and discard the old one. Also
firms whose members improve their skills with the age, like law firms, must
keep on with the technology. Thus as a first approximation we can assume
that the innovation spreads across firms independently from their size and
thus the number of production units can be obtained simply by integrating
the density of firms’size. A function that takes into account these features is
given by the density f(S) := P (lnS).
In order to model the productivity we assume that it depends on the size of
the firm and on the age of the technology through two separate functions.
The literature results allow to keep the distribution of the size of the firms
independent from the time [2], [3], [49]. We explore the productivity function
depending on the size of the firms and the status of the technology that
depends on the time t: A(t, S). They are combined together in order to give
the aggregate output
R(t) := ζ
∫ ∞
0
[
A(t, S) · f(S)
]
dS. (8)
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3.2 The profit
Now it is possible to define better the functions entering the problem:
max
R(t)
Π(R(t), t) = max
t
(R(t)M(t)− σR2(t)−R(t)CαtγΘT (t)), (9)
R(t) := ζ
∫ ∞
0
[
A(t, S) · f(S)
]
dS. (10)
Let us proceed in two steps. At each time t we calculate the maximum profit
Π∗ with respect to R(t) and we use the first order conditions in order to get
the maximal output rate R∗(t), ∀t. Then we use the optimal profit with
respect to R in order to calculate the maximum over time.
The maximal output rate at time t is R∗(t), such that
φ(t) := Π(R∗(t), t). (11)
By the first order condition we find the stationary point. We denote it as
R0(t). We obtain
R0(t) =
M(t)− CαtγΘT (t)
2σ
.
The second order condition is equivalent to
d
dt
R0(t) > 0,
that means
− C
2σ
αtγΘT (t)
[
ln(α) + δT ln(γ)
e−δ(t−T )
(1 + e−δ(t−T ))2
]
> 0,
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that is always satisfied, since α, γ ∈ (0, 1). Then R0(t) = R∗(t).
This allows for the detection of the optimal productivity functions. Thus
ζ
∫ +∞
0
[
A(t, S) · f(S)
]
dS =
M(t)− CαtγΘT (t)
2σ
. (12)
This equation defines in an implicit way the optimal productivity function.
We can use this equation in order to give a characterization of the optimal
productivity. Let us consider the integral (12) truncated at the size s. We
get
Rs(t) := ζ
∫ s
0
A(t, S)f(S)dS. (13)
It is easy to prove that
lim
s→+∞
Rs(t) = R(t). (14)
Moreover, for each t > 0, we have
ζ
∫ s
0
(
A(t, S)f(S)− M(t)− Cα
tγΘT (t)
2σs
)
dS = 0, (15)
and so
A(t, S)f(S)− M(t)− Cα
tγΘT (t)
2σs
= 0 , ∀S ∈ (0, s). (16)
The optimal productivity function over finite period is thus given by:
A(t, S) =
M(t)− CαtγΘT (t)
2σf(S)s
, 0 ≤ S ≤ s, t > 0. (17)
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Productivity can exhibit a wide variety of patterns depending on firms sec-
tors. It is not always connected to the size of the firms because some man-
agement policies can drive companies to to grow in size without a following
growth in productivity. In some situations the target of maximal growth in
size not accompanied by the target of optimizing productivity led firms on
the collapse.
In this model we experience a set of companies for which the productivity is
maximal for smallest firms describing well situations of locally concentrated
firms with a small number of employers or at least none.
When allowing s → +∞, then productivity grows again becoming maximal
for huge firms that can rely over unlimited resources.
The worse productivity situation is experienced by middle size firms, that
can bear the cost of non productive units that delay their growth.
4 Optimal profit
In this section we look for the optimal time for the switch to a new tech-
nology. It can be found by maximizing Π∗(T ) over the time. It takes into
account a discount rate βt and the discontinuity at the time T of the re-
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newal of technology that gives the costs of the renewal. Getting continuous
time, introducing the smoothing function there is not the need any more to
keep separate summations and also by substituting K(T ) given by (3), Φ(t)
becomes:
Φ(T ) =
∫ ∞
0
φ(t)βtdt−K(T )βT , (18)
i.e.
Φ(T ) =
∫ ∞
0
(M(t)− Cαtγ
T
1+e−δ(t−T ) )2
4σ
βtdt− [k + sCαT (1− γT )]βT . (19)
We need to study the region of the parameters entering the function for
which the switch of technology produces a positive profit and for which it is
concave, and admits a maximum point.
Remark 1 We remark that in the limit δ →∞ and for discrete times Φ(T )
reduces to the function
Φ(T ) =
T∑
t=0
(M(t)− Cαt)2
4σ
βt + βT
∞∑
t=T
(M(t)− CγTαt)2
4σ
βt −K(T )βT , (20)
proposed in [14], which our model results an extension of.
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4.1 Structural results
The behavior of this function depends on the parameters. First of all, f or
the model to have economic sense 0 ≤ αγ ≤ α ≤ 1 and β ≤ 1.
Theorem 2 Assume that there exists T ∗ > 0 such that the following condi-
tions hold.
M(t) = Cαtγ
T∗
1+e−δ(t−T∗) ; (21)
sCαT
∗
[−ln(αβ) + γT ∗ ln(αβγ)]− klnβ = 0; (22)
δ <
2
T
; (23)
and, for T 6= T ∗,
M(t) > Cαtγ
T
1+e−δ(t−T ) ; (24)
αT [ln2(αβ)− γT [ln2(αβ) + lnαlnβ + 2lnγlnβ + ln2γ] + k
Cs
ln2β > 0. (25)
Then it results
Φ(T ∗) = max
T>0
Φ(T ). (26)
Proof. By assumptions (21)-(25), by imposing the first and second order
conditions, we get the thesis.
Remark 3 Theorem 2 states that, under a calibration on the parameters
related to costs and productivity, the optimal profit can be reached.
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5 Conclusions
In this paper we started from empirical results given by the analysis of raw
data performed through the literature in order to fix an economic model
that allows to stand the condition for the optimal productivity function over
the single period. The introduction of a smooth function of the optimal
switch time to a more advanced technology allows to get a more tractable
mathematical function that keeps the results of [14] as a particular case. Our
purpose as a future work is to analyze the sensitivity to the skewness of the
firm distribution and to change the truncation of the normal distribution
following the approach of [17] instead of the one of [25]. Moreover some
hypotheses over a hierarchical structure of firms can be introduced in order to
get more information over the optimal productivity function. Multiperiodal
model and the number of renewal optimal times as function of the parameters
of the considered economy are also going to be analyzed.
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