Abstract-Queries posed to database systems often involve Universal Quantification. Such queries are typically expensive to evaluate. Although they can be handled by basic access methods, for selection, grouping, and so forth, new access methods specifically tailored to evaluate universal quantification can greatly decrease the computational cost. In this paper, we study the efficient evaluation of universal quantification in an XML database. Specifically, we develop a small taxonomy of universal quantification types and define a family of algorithms suitable for handling each. We experimentally demonstrate the performance benefits of the new family of algorithms.
Example 1. "Retrieve books that have the affiliation of every
author equal to the University of Michigan." When evaluating such a query, all authors of a book need to be checked for the affiliation with the University of Michigan. Only when all authors of a book satisfy the affiliation condition does this book become part of the query result.
Evaluating a query with Universal Quantification can be very costly. The straightforward way to evaluate the query in Example 1 is to check the authors one by one for each book. If the last author of each book is the one not affiliated with the University of Michigan, then the book has to be eliminated from the result after a great deal of work has been performed. Our goal in this paper is to devise a more efficient evaluation strategy for such queries.
In previous work, new algorithms have been proposed to handle Universal Quantification in relational databases. In the context of XML, some relational techniques can be used and others cannot. The reasons for that are as follows:
. The difference between flat relational tuples and structured XML trees. An XML document is a tree and therefore requires tree-specific algorithms to handle queries imposed on it. . The nesting property that often occurs in XML documents complicates matters even more. In XML, an element of a specific type can be nested in another element of the same type. This property requires recursion-aware access methods that can handle nesting. Our interest in this paper is on the universal quantification queries on XML documents stored in a database. The XQuery statement in Fig. 1 formally states the English language query of Example 1. Given a query similar to this, we would like to evaluate it efficiently. In Section 2, we develop a small taxonomy of universal quantification. We show that one type of universal quantification can readily be handled by the suitable adaptation of well-known relational techniques. Efficiently evaluating the other types will occupy us for the bulk of this paper.
The rest of the paper is organized as follows: In Section 3, we introduce our proposed algorithms for processing different flavors of Universal Quantification. An analysis of the proposed algorithms follows in Section 4. The experiments we performed to evaluate our techniques are described in Section 5. We follow that with an examination of previous work done in evaluating Universal Quantification in Section 6. Finally, we conclude this paper in Section 7.
In Fig. 2 , we show a fraction of an XML document in tree format on which we will base our examples throughout this paper.
FLAVORS OF UNIVERSAL QUANTIFICATION
Queries with Universal Quantification differ depending on where the word every occurs. There are four locations in a Universal Quantification query where the word every can go: after a predicate, before a simple predicate, before a complex predicate, and before a correlational predicate. In this section, we will discuss each flavor and introduce an algorithm to handle one of them then we extend this algorithm to handle the rest. In the following, we formally define each flavor of Universal Quantification, each followed by an example.
Definition 1: Simple predicate. A simple predicate is a predicate of the form "A Operator C," where A is a node, Operator is one of f¼; 6 ¼; <; ; . . .g, and C is a constant. If the Operator is equality or inequality, we have a Simple Equality Predicate. Example 1 belongs to this category of predicates.
Definition 2: Complex predicate. A complex predicate has the same form as a simple predicate, except that C needs to be computed instead of being a constant. We define Complex Equality Predicate similar to Definition 1.
Example 2. "Retrieve books that have the affiliation of every author equal to a university that has more than 25,000 students."
Definition 3: Correlational predicate. A correlational predicate has the same form as a simple predicate, except that C has to be computed, and its value is a function of the specific instance of left side node A. Correlational Equality Predicate is defined similarly as in previous definitions.
Example 3. "Retrieve books that have the affiliation of every author equal to the affiliation of his/her advisor."
In all the above examples, every quantifies "//book/ author," although we are retrieving "book" nodes.
After a Predicate
When the word every occurs after a predicate in a Universal Quantification query, the query sounds like: Find all object1 that are associated with every object2. The predicate is underlined and the every is in italic (the same for all remaining flavors). The predicate can be simple, complex, or correlational.
Example 4. "Retrieve books that have an affiliation of an
author which is equal to every university in the state of Michigan." When evaluating such a query, we need to first get the set of all universities in the state of Michigan. Then, the authors of a book need to be checked for the affiliation with the established set. Only when at least one author of a book satisfies the affiliation condition does this book become part of the query result.
This case is handled efficiently by relational databases, and the techniques used to evaluate it are discussed in [1] , in which multiple algorithms are compared against each other. The winner is a hash-division algorithm that places all universities into a hash table and uses a bitmap with each author to find out whether or not the author is affiliated with all universities. For this class of queries, the relational technique carries over to XML in a straightforward way, and we have little new information to add. Hence, we will not further discuss this type of universal quantification or techniques used to evaluate it.
Before a Simple Predicate
When the word every occurs before a simple predicate in a Universal Quantification query, the query sounds like: Find all object1 that have every subobject2 satisfying a simple predicate. Example 1 discussed earlier belongs to this category. We begin with a description of known relational techniques.
Traditional Techniques
Logically, a Universal Quantification query can be converted into a set difference with negated condition. Continuing with Example 1, the query can be evaluated by performing a set difference between all books and books with at least one author not affiliated with the University of Michigan. This is different from the original query in that the Universal Quantification has been converted into Existential Quantification, which is more natural and easier to support using existing access methods. Another way of evaluating Universal Quantification is using aggregation and counting. The idea is to count all the authors of a book (without considering their affiliation) and compare the count with that of all authors of the same book that have an affiliation with the University of Michigan. If the two counts are equal, the book is part of the query result. Fig. 3a shows the set difference plan, whereas Fig. 3b shows the aggregation and counting plan.
The set difference plan may be efficient if the number of authors not affiliated with the University of Michigan is very small compared to the total number of authors. However, in our example, this is not likely to be the case. We believe that most of the time, the Universal Quantification query would have a condition that is very selective. Therefore, the negation of that condition will be true for most objects in the database, which renders the plan 3 . Two plans that can be used to evaluate Universal Quantification query in Fig. 1. (a) A set difference plan, whereas (b) is a grouping by and counting plan.
inefficient. The aggregation and counting plan is obviously inefficient. In addition to performing two group by's and two pattern matches, it performs a value join to make sure that the counts of the same book are equal.
Both techniques described above can be easily adjusted to deal with XML (and, indeed, we do this to provide a baseline for our experiments later on). However, some characteristics of XML data make the problem more challenging. For example, XML data is in a tree form with complex relationships. In consequence, data materialization costs are higher than for relational tuples, and computing set difference becomes more expensive. Another issue present in XML is the possibility of nesting, in which elements can be nested in other elements of the same type. For example, in XML, a department element may be nested under another department element. This complicates matters because we need to consider both (or may be more) elements. As indicated in Section 5, performance of the two techniques is usually not very good on XML data, leaving us to seek a better method. We will discuss proposed algorithms for this case in Section 3.2.
Before a Complex Predicate
When the word every occurs before a complex predicate in a Universal Quantification query, the query sounds like: Find all object1 that have every subobject2 satisfying complex predicate involving object3. This predicate is considered complex because of the association with another object in the database. This object might be a result of another query.
We consider the example query 2, where every author of a book has to be checked to see if he/she is affiliated with a university that has the population subelement greater than 25,000. The university might be a result of another query that finds the names of universities with more than 25,000 students. Traditionally, this query, just like the previous flavor, can be answered by either using set difference or grouping and counting. The complex predicate in a query can be reduced to a simple predicate through full materialization, a prequery step.
To evaluate a query such as the one in Example 2, we can materialize the set of universities with more than 25,000 students and compare each author's affiliation with the list. An author with an affiliation belonging to this list passes. Hashing can be used to speed up things. This becomes similar to the second flavor, and the algorithm used there can be easily extended to include a hash table instead of a constant value. This will be discussed and evaluated in more detail later in the paper. This step can be performed either before the run of the query, where results are saved somewhere (similar as in Section 3.3), or it can be performed as the very first thing to be done when running the query (similar as in Section 3.4). In this paper, we will deal only with the case where the full materialization is done as the first step of the query run. Details of proposed algorithms for this flavor are presented in Sections 3.3 and 3.4.
Before a Correlational Predicate
When the word every occurs before a correlational predicate in a Universal Quantification query, the query sounds like: Find all object1 that have every subobject2 satisfying correlational predicate involving object3. This predicate is considered correlational because of the association with another object in the database that cannot be precomputed. It has to be figured out during the run of this query.
We now examine Example 3, where we need to find the advisor of the author, then make sure that their affiliations are equal. Again, this kind of query can be evaluated using traditional plans that contain set difference or grouping and counting. The plans are even more complicated and more time consuming than the ones used to evaluate complex predicate queries, because precomputation is no longer an option. This kind of query has a multicondition value join feel to it. The correlation condition has to be evaluated afresh for every candidate. We discuss the proposed algorithm for this flavor of universal quantification in Section 3.5.
ALGORITHMS FOR UNIVERSAL QUANTIFICATION
In this section, we discuss various algorithms for different flavors of Universal Quantification queries for XML data. First, however, we introduce some necessary background on XML query processing. In particular, we introduce how to determine parent-child or ancestor-descendent containment relationships in an XML document.
Background on Node Labeling
In many XML database systems (for example, Niagara [2] and Timber [3] ), each node in the database is labeled with a numeric start and end key (called "label" in Timber). This pair of keys defines an interval, which strictly includes the intervals of all descendants of the node. This enables identification of ancestor-descendant relationship between nodes. If every node is also labeled with its level, which indicates the nested depth of the node in the document, we can also find parent-child relationship. We can decide the relationship between two nodes according to the following formulas [4] :
(S 1 and S 2 are the start keys, E 1 and E 2 are end keys, and L 1 and L 2 are level labels in the above formulas.)
The Basic Algorithm XML-Univ-Quant-Simple
In this section, we describe the algorithm to handle the flavor where the every comes before a simple condition (that is, queries similar to the one in Example 1). We also discuss an improvement to it that involves a specialized index.
Description
To evaluate Universal Quantification, we devised a stackbased algorithm that follows along the steps of the structural joins introduced in [5] . In Fig. 4 , we present the pseudocode of this algorithm. It takes as inputs, a list of nodes that are potentially query results, a chain pattern, a condition, and a relationship. We use Example 1 to explain the inputs. The list of nodes is the list of books in the database. They could have passed some condition or pattern or they were simply read from an index. The pattern consists of two nodes, author and affiliation, where author is the root, and affiliation is the leaf of the pattern. The condition is that the value of affiliation is equal to "University of Michigan." Finally, the relationship between book and author is ancestor descendant. Note that with the iterator model [6] , we actually pass iterators to lists of books, authors, and affiliations as arguments, with which we can fetch corresponding items in an ascending order of the start key when necessary (all from index scans). Therefore, essentially, the algorithm takes three lists of nodes as input. The algorithm goes through each list of nodes and compares the start key of the first node on each list. By comparing the start and end keys, we can effectively discover ancestor-descendant or parent-child relationships between two nodes (as in Section 3.1). The node with the smallest start key is put in the corresponding stack. If the book has the smallest start key, it is placed in the book stack. If the author or affiliation comes first, the algorithm gets the next element from the list of the node with the smallest start key. It checks again for smallest start key. Assume that the author has the smallest start key now (and it does not pop any element), the algorithm checks the book stack. If the book stack has at least one element, the algorithm places the author in the author stack. Otherwise, it gets the next author since the current one is not a descendant of any book in the list. It checks again which node has the smallest start key. Assume that it is affiliation this time. The algorithm checks first if it has the value "University of Michigan." If it does, it marks elements in the book stack as potential results.
Otherwise, it has found an author with an affiliation that is not the "University of Michigan," and the algorithm immediately ignores all nodes in all stacks because they cannot be part of the output. In Fig. 4 , the relation between two nodes could be ancestor descendant or parent child, and the relation is checked using the formula in Section 3.1.
In the algorithm in Fig. 4 , we use a procedure popstacks shown in Fig. 5 . The procedure can pop all stacks (given argument À1), or all nodes that are not an ancestor of the node with the smallest start key. If popped nodes are potential results (for example, book nodes that satisfy all conditions so far), they are added to the result.
Improved Algorithm
The algorithm proposed can run more efficiently if we have an index jointly built on the element tag and start key. The index enables more efficient processing of input lists in the sense that some nodes are skipped even before checking the start key or putting in the stack. To be more specific, once we decide that a book is not part of the result, we can skip all authors and affiliations (from input lists) that belong to it and start with authors and affiliations that actually belong to the next book by using its start key as an input to the index scan along with the author or affiliation tag. The index has been originally proposed in [7] to speed up structural joins. The use of such an index entails a slight modification to the algorithm. In line 15, after the stack is popped, a new node from RList is read and nodes read from the pattern are skipped based on the start key of the new node. Only nodes that are potential descendants of the new node are read. We save here because we are not reading all the input nodes in the pattern anymore. Instead, we are reading only potential matches. Also, if a node is not part of the output, we need not worry about reading its descendants.
Full Materialization for Complex Predicates
We now turn to the case where we have the every before a complex condition. The straightforward solution is to materialize the set in the condition beforehand. To achieve this, a few changes are required to the algorithm in Fig. 4 .
1.
C is no longer a simple condition consisting of an operation (equal, less than, and so forth) and a constant value. Instead, it is a subquery that will return a set of nodes in the XML document. In Example 2, C should be a query that returns universities with more than 25,000 students. 
2.
Materialization is the first step, in which the condition C is used to establish a set of nodes s. 3. The second step should be the hash of the set s based on the value to be compared against. For example, if we are checking for affiliation, then the name of the organization is the value we hash on. Note that this step can be merged with the previous so we can hash as we get results. The result of this step is a hash table T. The first two steps are added before the first line of the algorithm in Fig. 4 . 4. In line 11, satisfies-condition routine should take in an extra parameter T. Now, there are three cases. In the first and usual case, the result of the condition C is a set of nodes, and the universally quantified relation is equality. In such a case, hashing can be used to advantage. Instead of checking min against a constant value in the condition C, the hashing function is applied to min to get matching entries in T. If a match is found, satisfies-condition returns true. Otherwise, it returns false. In the second case, the precomputed condition just generates a single value and one could check equality or inequality relation with this value without using hashing. In the last case, the precomputed condition retrieves multiple values, and the universally quantified relation is inequality.
Hashing cannot be used in this case, and we need to compare with values from C until we find that the relation is satisfied.
Progressive Evaluation for Complex Predicates
Sometimes, the size of the precomputed set of results of the subquery may be too large for the precomputation technique described above to be practical. In such a case and also in the case of correlational predicates that we will consider later, it is necessary to evaluate the complex predicate as we go. To implement this, the function satisfies-condition in the algorithm in Fig. 4 has to be extended from a simple predicate check to the procedure in Fig. 6 . Here, C is an independent subquery returning a set of nodes from the XML document. In Example 2, C would be a query that returns universities with more than 25,000 students. This is an independent query. Note that we require the results of this query to be returned in an ascending order of the value to be compared to min. Sorting is thus necessary as a preprocessing step if the results do not satisfy this condition. The first time the function satisfiescondition is evoked, the first result of C is read. With the iterator model, we only produce and read an item when needed. Later runs check for matches of min in the hashing table. If a match is found in the table, we are done, and min satisfies the complex predicate. If no match is found, we continue to produce and read results of the subquery C as long as these results are smaller than min. Each of these results is stored in the hash table to be compared against future mins. Once a match is found, we return true. If we reach a result that is greater than min, we stop and return false. Next time, min will be checked against the hash table first, then against curr, and so on. Compared to full materialization, the progressive evaluation algorithm not only saves temporary storage but also avoids computing some results for the condition query. In Example 2, instead of precomputing all universities with more than 25,000 students and saving the results, we only fetch on-demand universities with which the author of min is affiliated.
Evaluating Correlational Predicates
This extension is used to handle the cases where the every is before a correlational condition. To implement this extension, we redefine in Fig. 7 the function satisfies-condition.
Again, C is more complex than in the original algorithm. It is still a subquery. However, in this extension, it is NOT an independent query. C has a reference to a node in the original query. In Example 3, C would be a query returning affiliations of advisors of an author A. This author is part of the original query. In the function in Fig. 7 , this author is min-ancs and his affiliation is min. The main idea in this extension is to evaluate the subquery for a node at most once. We do that by saving a hashing table LT that maps a node to a bit identifying whether or not it satisfied the subquery. The first step in this method is to check whether we encountered this node before. If we have, then we get the result and exit. If This routine is used in the algorithm to evaluate correlational predicates.
this is the first time we encounter min-ancs, we submit it to the query C and get the results of the query one by one. Once we find a match to min, we insert min-ancs and true in LT. If we do not find a match, we insert min-ancs and false. Therefore, next time the same min-ancs comes, we need not evaluate the potentially expensive query C. Instead, we look it up in LT. min-ancs is passed from the original algorithm by getting the member of the stack-holding nodes that are referenced in the subquery. In our example, minancs is the node in the stack-holding authors. Our algorithm considers the case where there is no nesting in the node referenced by the subquery. If there is nesting (for example, there is another author nested under an author), query results vary according to the specification of the query. One could require all or some nested authors to satisfy the subquery, and this gives totally different query results. Suppose we have at most n nodes under a node, then we could have Oðn 2 Þ different specifications for query results. Hence, we provide a base algorithm here and leave the users to specify what the query should return.
Multiple Quantifiers
Up until now, we have been discussing techniques to deal with one universal quantifier per query. In this section, we consider what to do when there are multiple universal quantifiers within a single query expression. There are two cases that are handled in quite distinct ways: the first is when one quantifier occurs "below" another, the second is when this is not the case. We call the former a chain pattern and the latter a twig pattern.
Chain Pattern
We consider the following example.
Example 5. Find books that have every chapter have every section have every paragraph contain the word "XML."
Now, we need to make sure that for a section, all paragraphs have the word "XML," and then, for each chapter, we need to make sure that all sections pass the paragraph condition. Then, for each book, all chapters should pass the section condition. This is easily accomplished by having three Universal Quantification access methods placed right after each other in the query evaluation plan.
Indeed, this simple chaining of access methods is sufficient for such chain patterns of universal quantifiers.
However, there is scope for optimization, if the schema is known. In the example here, suppose that the only way in which a paragraph node can be a descendant node of a book element is through chapter and section. In that case, the chain can be collapsed to the last node. A single universal quantification over paragraph descendants of book is equivalent to the chain of quantifications specified. Thus, we could write the example query as Find books that have every paragraph contain the word "XML." This is a simple query with a single universal quantification and can be evaluated using techniques previously described.
Twig Pattern
The universal quantifiers may not occur in a nested chain pattern. Instead, they could occur in "sibling" locations (possibly at different levels), creating a twig pattern. Here, is an example: Example 6. Find books with every author having first name "John" and every chapter having five sections.
A way of dealing with this is to treat the two conditions as two separate Universal Quantification operators and then intersect the results. In other words, independently find books satisfying the condition on author and books satisfying the condition on chapter and then the return books in common between these two lists. This sort of computation strategy is reasonable for index-based selection conditions that are inexpensive to evaluate. However, for expensive quantifier-based conditions, a great deal of work in creating these two lists can be avoided if both conditions were evaluated jointly.
This suggests modifying our algorithm in Fig. 4 to deal with multiple every clauses breadthwise. Our algorithm assumes that we do not have nested nodes (for example, book/book) in the document and wild card (for example, book/*/) in the query at the same time. The following is a step-by-step explanation of how the modified algorithm works.
1.
Instead of having a chain of stacks, the algorithm will have a chain of stacks followed by a branching and multiple chains of stacks. This is needed to accommodate the branching in the actual pattern.
We will use Example 6 to explain this point. The main chain of stacks consists of one stack that holds books. Then, a branching occurs and two parallel chains of stacks are needed. One holds authors and first names and the other holds chapters. 2. We keep reading in nodes from the lists and keep them in their prospective stacks. Note that popping a node from a stack in a branch does not affect the stack in the other branch, but it may affect the stack in the main chain. Popping a node from a main chain stack does not make any branch empty its stacks. To continue with our example, as we read in nodes, if an author pops another author, the chapter's stack is not affected. If the author pops nodes from the book stack, the chapter stack stays intact. Nodes from a stack is popped through the procedure pop-stacks. 3. If a leaf node is read, then it is checked against the condition. If it returns true, the nodes in the root stack are marked as potential output for this particular branch. If it returns false, the root stack is popped and nodes in it are not output. This behavior is exactly like the behavior of the algorithm in Fig. 4 except that in the original algorithm, we had one flag. In the modified version, we have a flag for each branch. Only if all the flags were true, then the root node is considered output. In our example, if a first name (it is a leaf) is encountered, it is checked to see if it is equal to "John." If it is not, then all the books in the root stack are immediately discarded. If it turns out that the first name is actually equal to "John," then the author flag in all the books in the root stack is turned on. 4. Just like in the original algorithm, when it is time to pop the root stack, the flags of each node are checked. If all are true, this node is part of the output. Otherwise, the node is discarded. In our example, when it is time to pop a specific book, the author flag and the chapter flag are checked. If both are true, this book is in the output. Otherwise, it is not in the output. The pseudocode of this algorithms is shown in Fig. 8 . Procedure pop-stacks is updated and shown in Fig. 9 .
Complex Patterns
In general, in a large XQuery expression, there could be several universal quantifiers, bearing various relationships to one another. Any pair of quantifiers must either form a chain pattern or twig pattern. Therefore, we can solve the entire complex expression through this simple algorithm:
1. Form a pattern tree from the quantifiers of the query.
This pattern tree should have at least one quantifier in each of its paths. 2. Label each node as root, every, sec-every, or none.
Only the root of the pattern is labeled root. every is the label given to the nodes in the pattern that are preceded in the query by every. If we have two everys in a row, the deeper one is labeled sec-every. The rest of the nodes in the pattern are not labeled. 3. Apply the recursive algorithm in Fig. 10 to the labeled pattern tree starting from its root. The algorithm will build a universal quantification evaluation tree that is a part of the evaluation tree of the whole query. It starts from the root and handles the pattern tree node by node in a left-toright depth-first manner. For each node, it checks to see if it is a leaf, a node in a path, or a branching. If it is a leaf (lines 2 and 3), the current node is returned. If it is a node a path (lines 4-6), then it is one of four cases; if it is the root of the whole tree, it is labeled sec-every, it is labeled every, or it is not labeled. If it is one of the two first cases (lines 5-6), then the algorithm handles the child of this node and feeds it to a chain quantifier (our proposed algorithm in Section 3.2 or any of its extensions) that is added to the plan. If it is one of the two last cases (lines 7 and 8), the algorithm handles the child (passes the child to the algorithm) and returns the result. If the node is a branching (lines 9-12), then the algorithm handles each of the children (by passing them to the same algorithm) and feeds the results to a twig quantifier (proposed in the previous section). 4 . Feed the output universal quantification evaluation plan tree to the appropriate access method in the . Routine pop-stacks used in the algorithm in Fig. 8 . Fig. 10 . Algorithm that builds a universal quantification evaluation tree based on the multiple quantifiers in the query.
original evaluation plan (that contains both quantifiers and nonquantifiers).
To explain how the algorithm in Fig. 10 works, consider the following query:
Example 7. Find books where every chapter that has every section with at least five paragraphs and every author has the first name "John." These books should also have every appendix's text containing the word "XML."
We first convert the quantifier part of our query into the labeled pattern tree in Fig. 11a . Now, we start from book node and feed it to the algorithm. It has three children. This means that we pass each of them to the algorithm. After we get their results, we pass them to a twig quantifier node in our evaluation plan. We first pass, the first child, chapter. It has one child, which is also labeled every. This means its child, section, is passed to the algorithm. section is labeled sec-every, and it has one child. This means that we pass its child to the algorithm, and the result is fed into a chain quantifier. The child is a leaf node and thus we return. Now, we handle the second child of book and so on. The resulting evaluation plan is in Fig. 11b . In this figure, intermediate nodes of the evaluation tree are universal quantifiers, tree edges are entities, and leaf nodes are conditions.
ANALYSIS OF THE PROPOSED ALGORITHMS
In this section, we analytically study the performance of the proposed algorithms. We begin with the analysis of the XML-Univ-Quant-Simple.
Basic Algorithm

Time Complexity
Given as input lists of nodes sorted by their start key, the algorithm examines each node from a list exactly once. Denote cardinality of input and output as jInputListsj and jOutputListj, respectively. Also denote the length of the chain pattern as jP j. In the pseudocode in Fig. 4 , each node is put in the stack at most once and gets popped once and, therefore, the cost of all nodes push and pop is OðjInputListsj þ jOutputListjÞ. We now examine cost of other operations. Finding min from multiple input lists (line 5) can be done in constant time after the first time if we keep the order of top nodes from each list. Checking whether the stacks are empty (lines 8 and 12) needs at most jP j units of time, and it is performed for OjInputListsj times in the worst case. Each line of the rest of the code takes constant time, except line 13. If the nodes to be returned (for example, books in Example 1) has no nesting in the document, this line has constant complexity since there is at most one node in stack 0 . If there is nesting, it appears that the time complexity of line 13 depends on the nesting and the selectivity of lines 11-12. A clever implementation of line 13 operates stack 0 as an entity, meaning that we mark the status of the whole stack instead of individual nodes, which gives constant time complexity. It is apparent from the pseudocode that this implementation does not change the algorithm. Thus, the worst-case time complexity is OðjP j Â jInputListsj þ jOutputListjÞ.
I/O Complexity
Each input list is read once, and the result is the output after being computed. Similar as that in [5] , it is reasonable to assume that stacks fits in the memory at all times. The expected I/O cost is Oð
Þ, where B is the blocking factor.
Algorithms for Complex Predicates
The difference between algorithms for complex predicates and simple predicates is the cost of computing and preprocessing the results of the subquery. We assume the time cost of computing query C to be T C and the cardinality of its result to be jCj. If the results are already sorted in the required order (as in Section 3.3), the total time cost is OðjP j Â jInputListsj þ jOutputListj þ T C ). Otherwise, the cost is
where the last item is the time for sorting (we assume inmemory sorting for the sake of simplicity). Assume the I/O cost of the subquery to be IO C . The total I/O now is Oð
þ IO C Þ, where B is the blocking factor.
Algorithms for Correlational Predicates
The only difference with the basic algorithm is in the function satisfies-condition, which no longer takes constant time. Note that this function is called only for the last node in the pattern chain (for example, "affiliation" in Example 3). We continue to use the notations in Fig. 7 here. In the worst case, we compute query C for every min-ancs once. Denote the average time and I/O cost for this computation as T C and P C , respectively. If the cardinality of node min-ancs is jmin À ancsj, the additional time and I/O cost compared to the basic algorithm is OðT C Â jmin À ancsjÞ and OðP C Â jmin À ancsjÞ, respectively.
Algorithms for Multiple Quantifiers
Chain Pattern
It is easy to analyze the straightforward algorithm of applying consecutive universal quantification operators. For each operator, the cost is the same as the basic algorithm (Section 4.1), except that we do not need to output intermediate results. 
Twig Pattern
The difference between twig pattern and the simple predicate is that now we have one main chain pattern and multiple branch patterns to manage. The cost of managing twig pattern can be analyzed in a similar way as in the case of simple predicate. We denote the length of the main chain pattern to be L main and the cardinality of its input lists as jInputLists main j. We assume there are n branches. For branch i ði ¼ 1; 2; . . . ; nÞ, we denote its pattern length to be L i and cardinality of its input lists to be jInputLists i j. The total time complexity is thus the sum of time cost for each individual chain and output. As shown in Section 4.1, the worst-case time complexity for the simple case is OðjP j Â jInputListsj þ jOutputListjÞ. Adding the cost for all branches, we have
The I/O complexity is the same as the basic algorithm, which is Oð
EXPERIMENTAL EVALUATION
We experimentally evaluated the techniques that we developed. We split the experiments into three groups: simple predicate queries, complex predicate queries, and correlational predicate queries. In each group, we ran multiple queries and evaluated the new techniques versus the two traditional ways of evaluating the query, namely, set difference and counting (recall Section 2.2.1, where these techniques were outlined).
Experimental Testbed and Workload
We ran the experiments using TIMBER [3] . Experiments were run on a 1.6-GHz Centrino machine with 1 Gbyte of RAM running WindowsXP. Coding was done using Microsoft Visual C++ .NET. Each experiment was run five times. The lowest and highest readings were ignored, and the remaining three were averaged.
Our primary workload consisted of three data sets:
. . We selectively ran some queries on these two data sets to show that our algorithms scale gracefully with file size.
The groups of queries we ran are presented in the Appendix.
Simple Predicate Queries
We compared the two traditional approaches to the new algorithm we developed, XML-Univ-Quant-Simple. Plan 1 represents the set difference approach, whereas Plan 2 represents the grouping by and counting approach. We also compared the new algorithm to the extension that uses a tag-ID index. We present the results in Table 1 , where we show time (in seconds) measuring the performance of the new algorithm (XML-Univ-Quant-Simple) versus using set difference (Plan 1) versus using group by and counting (Plan 2). Also, the Tag-ID extension time is measured.
We ran seven simple predicate queries on the two primary data sets mentioned above. Query S4 is also run on the two additional XMark data sets for scalability test. The queries were written to cover a range of (intermediate and final result) selectivities.
Generally, the new algorithm savings are between 47 percent and 59 percent over the two traditional plans (the two traditional plans had very similar performance, with the counting-based plan consistently worse than the set difference plan, but by a very small amount). The first three queries have three different selectivities. S1 returns around 5 percent of the total articles in the database, whereas S2 and S3 return 2 percent and 0.1 percent, respectively. Given that the universal quantification queries are selective by nature and the structure of the SIGMOD data set, S1 is considered of low selectivity, S2 is of medium selectivity, and S3 is considered of high selectivity. As the query becomes more selective (returns less results), the savings of universal quantification plan steadily increase.
Even though query S4 has a low selectivity at 30 percent and S5 has a high selectivity at 0.6 percent, we notice that unlike the behavior of the first three queries, S5 performs slightly worse than S4. The reason for this is the long chain in query S5 (look for the exact query in the Appendix). S5 specifies a long path of three nodes that needs to be evaluated, whereas S4 has a single node path. For queries S6 and S7, the new algorithm performs around 100 times better than the two traditional approaches. The reason for this is the small size of the output and large size of the input. S6 and S7 are extremely selective at 0.03 percent and 0.3 percent, respectively. Plans 1 and 2 perform all the work and produce the small result, whereas the new algorithm skips lots of intermediate results once they are known to be not part of the final result.
The last column in the table shows the performance of the Universal Quantification using the tag-ID index. This index will allow the algorithm to even skip scanning intermediate results once we know that they are not part of the result (the original XML-Univ-Quant-Simple needs to scan and discard the intermediate results to reach the following set of results, whereas the tag-ID index allows direct access to the following set of results). The savings of the tag-ID extension over the new algorithm (XML-UnivQuant-Simple) range between 11 percent and 21 percent (in the last two queries, S6 and S7, the runtime is too small (less than half a second total) for these savings to be apparent-constant time overheads probably dominate).
The performance on query S4 over data sets of different sizes shows that our algorithm scales up and down gracefully.
Complex Predicate Queries
To evaluate the two extensions developed to handle complex predicate queries, we ran a set of five queries on the XMark data set, as listed in the Appendix. The SIGMOD data set has too simple a schema to admit believable complex predicate queries and, hence, was not used in these experiments. In Table 2 , we show the time (in seconds) measuring the performance of the two approaches to handling complex predicate queries (Full Materialization and Progressive Evaluation) versus using set difference (Plan 1) versus using group by and counting (Plan 2). In general, the full materialization plan performs better than Plans 1 and 2 by 73 percent to 89 percent. The reason for these big savings is that the new technique not only speeds up the structural join part of the query (by skipping unnecessary intermediate results) but also speeds up the value join part (where a join is performed between the Universal Quantification part and the complex predicate part of the query). The progressive evaluation plan speeds up things even more. The reason for this is that the later results of the right query side may be skipped by this plan and, therefore, it performs slightly better than the full materialization (it evaluates the whole right side). The savings of the progressive evaluation approach range between 3 percent and 26 percent over the full materialization. Although the savings of the same approach over Plans 1 and 2 range between 75 percent to 92 percent. In these five queries, we covered a wide range of selectivities. The first two queries, C1 and C2, asked for items, whereas the last three queries asked for open auctions. C1 has a selectivity of around 9 percent, whereas C2 has a selectivity of 1 percent. The reason for C2 to be performing worse than C1 even though it produces less results is that C2 searches for the word "condition" under all text elements under category elements. C1, on the other hand, searches for the word "good" under a single text element under description of a category. C3, C4, and C5 have selectivities of 60 percent, 35 percent, and 11 percent, respectively. In general, C3, C4, and C5 perform better than C1 and C2 because the total number of open auctions is about half the total number of items.
Correlational Predicate Queries
To evaluate the extension developed to handle correlational predicate queries, we ran three queries on the XMark data set. We could not run more because the data set would not support more Universal Quantification correlational predicate queries. Moreover, again, the SIGMOD data set does not provide enough structure to run such queries. We compared the performance of the extension against the two traditional techniques, set difference (Plan 1) and grouping by and counting (Plan 2), and show the results in Table 3 . The correlational extension plan performs better than Plans 1 and 2 by 30 percent to 42 percent. The reasons for these savings are the skipping of the nodes that have one false and the avoidance of redundant evaluation of the right-side query by keeping track of whether or not a node has previously passed the condition. Selectivities of R1, R2, and R3 are 2.6 percent, 0.5 percent, and 0.03 percent. Because of the nature of the correlational predicate queries, these selectivities are considered low, medium, and high, respectively.
Twig Pattern Queries
We run three queries (T1, T2, and T3) on the XMark data set for Twig pattern queries. T2 is run on XMark S and XMark L data sets for scalability test. The results are shown in Table 4 . Query T2 has a lower selectivity than T1. T3 contains a twig pattern and a correlational predicate. Our proposed algorithms achieve much better time performance than the other two plans. Table 4 shows our algorithm is both efficient and scalable.
Chain Pattern Queries
We run four chain pattern queries (P1, P2, P3, and P4) on the Book data set with increasing pattern length (see Table 5 ). All queries try to find books with every paragraphs having the word "ACM." All four queries in fact return the same set of results. P1 is the most efficient way to query the database if one knows the schema. P2, P3, and P4 each added universal quantification to upper levels of the document tree. As suggested in Section 4.4, we could directly push down the quantification to the lowest level ("paragraph" in this case) if we are aware of the schema. We consider this optimization future work, since there is much room to develop. Here, we use the simple approach of cascading the quantifiers and show the performance. We could see that time cost increases with the length of the chain, and indeed, there is much room to improve. Nonetheless, our algorithm still performs better than the baselines.
RELATED WORK
In relational databases, the problem of evaluating Universal Quantification has been addressed. The earliest work done in this field is probably proposed in [10] . In this paper, the problem is addressed indirectly through optimizing general relational expressions. A naive algorithm that uses Cartesian product is proposed. Then, Carlis [11] proposes a relational algebra extension to evaluate Universal Quantification but does not discuss how the query engine would handle it. Rantzau et al. [12] surveys related algorithms and introduced methods for classifying input data and identifying the most efficient algorithm for such data. SQL extensions to express Universal Quantification are proposed in [13] , [14] .
For evaluating universally quantified queries in objectoriented and object-relational databases, Claussen et al. [15] adopt various evaluation plans from relational databases, including division, set difference, grouping with count aggregation, and antisemijoin. Antisemijoin, which is not discussed in this paper, is similar to set difference, but it requires that the attribute(s) in the universally quantified condition to be a (super) key of the object to be returned. In an object-oriented database (OODB) context, this is satisfied when the attribute(s) constitutes the object identifier. In general, this is often not true and, hence, we do not consider this plan. For relational databases, Bry [16] proposes rewriting rules for relational algebra to better evaluate quantified queries. Graefe and Cole [1] gives an overview of all techniques proposed to evaluate Universal Quantification and compares them to each other. The techniques used in [1] range from a naive sort-based algorithm to the use of aggregation (both hash-based and sorting-based) and counting to a more efficient hash-division algorithm. Our work differs from previous papers since we need different techniques and algorithms to efficiently handle the tree structure of XML documents.
CONCLUSION
In this paper, we proposed a family of algorithms to handle time-consuming Universal Quantification queries. The algorithm XML-Univ-Quant-Simple is tailored to evaluate Universal Quantification queries with simple predicates imposed on XML documents. It uses stacks to keep track of structure. The proposed algorithm saves time by skipping intermediate results that would be otherwise computed if traditional access methods were used. We developed two extensions to the XML-Univ-Quant-Simple to handle Universal Quantification queries with complex predicates. One of these extensions materializes the complex condition result, and the other evaluates it as it goes. Both use hash tables to keep right side results. We developed a third extension to deal with Universal Quantification queries with correlational predicate. In this extension, we kept track of previous results to avoid redundant evaluations.
We also discussed different combinations of multiple every clauses in the query. We developed an algorithm to deal with multiple quantifiers breadthwise in a query. Also, to deal with multiple quantifiers in one query, we presented an algorithm to produce a partial evaluation plan that incorporates different chain and twig quantifiers.
We compared the performance of the proposed algorithms against that of previous proposals and found that the new algorithms out perform the old techniques by up to 100 times.
APPENDIX A
In this Appendix, we list the wording and the XQuery expressions of all the queries we ran in Section 5.
A.1 Simple Predicate Queries
. S1. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
