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For many problems with low values of n (3 or 4) this procedure 
worked well and quickly gave the correct optimum solution, the actual 
lowest order product being checked against that found by the standard 
constrained counter method of Chapter 4. However in some cases the run 
times were 10 or 100 times longer than for other similar optimisations. 
This turned out to be due to the very large number of steps necessary 
until an optimum was reached when each coefficient was changed in unit 
steps. This large number of steps resulted from the very high product 
order of the initial solution, initial product orders of 10^ were not 
uncommon, A method for extrapolating where the next minimum would occur 
as zero expressions were added to a sub-optimal result, without 
laborious step by step optimisation, was therefore essential. 
Consideration of the two frequency optimisation in fig. 5-1 shows 
tlmt the minimum order product occurs close to the values tA^re 
coefficients of the current equation solution change sign with 
increasing value of the current zero coefficient being optimised, (t^ 
in fig. 5-1). By induction this will also occur in the general n 
frequency situation, the current sub-optimum being close to one of 
points of inflexion of the equation coefficients. ]^i an n frequency 
case there are n points of inflexion their position may be easily 
calculated. If the product order at tl^ current sub-optimum point ar^ 
at the next points of inflexion is found, a jump may be made directly 
to such a point if it results in an improvement in product order. This 
can save considerable optimisation time. 
Two further problems were found when using the simple alternating 
zero coefficient optimisation. 
1 - In some cases the final optimum reached was close to, but not equal 
to, the actual minimum order solution because the path to the 
minimum was not in the direction of either zero coefficient and the 
order increased rapidly in other directions. This is illustrated in 
the example of fig. 5-6. In such cases the solution was to test 
all 2^^ possible directions when the final optimum had assumed to 
have been reached. 
2 - Furthermore, in some problems when n was greater than 3, the path Chapter 5 - IM ANALYSIS BY OPTIMISATION TECHNIQUES 109 
to the minimum order product involved a route where a number of 
solution points had the same product order, rather than the usual 
decreasing order. Thus when the tests in 2^ directions were 
carried out the next step would be to any point if the same order 
if no lower order product was found. Only if all z" adjacent 
points had orders greater than that of the current point was the 
optimisation process terminated. 
Although not implemented in the author's program, the general 
solution would therefore need to retain details of all the points of 
equal order investigated in case there was a choice of direction for 
the optimisation to proceed in. 
5.7 Results of Optimsation Investigations 
Measurement of the performance of the optimisation algorithm was a 
very time consuming and frustrating experience. Although it was found 
to be relativly easy to achieve a correct calculation of the lowest 
order intermod for three and sometimes four input signal frequencies, 
above this number the results were often unreliable. 
Initial measurements were made by comparison against the results 
predicted by the constrained counter algorithm, in a similar way to 
that used to test the algorithms of Chapter 4. Fifty sets of random 
signal and intermod frequencies were each analysed by the constrained 
counter algorithm, and the lowest order products found. Then the zero 
expressions were generated using the fastest IM analysis algorithm 
available, and the initial expression, generated by Bradley's Algorithm 
(see section 2.5-c) was optimised until an optimal result was obtained. 
This result was then compared with the result of the constrained 
counter algorithm analysis. 
The problems arose with more than three frequency analyses. 
Although correct results would usually be obtained with three signal 
frequencies, the optimisation process would occasionally yield a 
suboptimal result with four or five signals. With three signals it was 
easy to plot a map of the product order space around a suboptimal 
result, of the form of figs. 5-2 or 5-3, and find where the analysis Chapter 5 - IM ANALYSIS BY OPTIMISATION TECHNIQUES 111 
had gone astray. With four or more signals it was difficult to 
visualise what was happening and the increased run times experienced 
hindered fault finding. Futhermore, minor changes to the optimisation 
algorithm to cure problems for five frequency analyses would sometimes 
spoil the operation for four and even three frequency problems. 
Analysis times were found to be very long, very unpredictable and to 
increase rapidly with a small increase in the number of input signal 
frequencies. The results of fig. 5-7 are considered representative of 
the performance achieved by the optimisation methods described above. 
They used the HF frequency sets, see Appendix 5 for an explanation, but 
the performance is unlikely to affected by the range of the signal 
input frequencies. These results may be compared with those achieved by 
the other algorithms, shown in figs. 4-l4a, 4-15a, 6-3a emd 6-4a, but 
note the different horizontal scale in fig. 5-7. 
The author's experience with these techniques enable the f^JAowing 
conclusions to be proposed. 
1 - The unreliable performance of the optimisation process in finding 
the global minimum implies that despite the precautions taken, the 
product order functions have false minima and regions of constant 
order value. This must be because of the use of minimum order zero 
expressions, rather than zero expressions which satisfy the 
requirements of E5-9. It seems that the relationship between the 
requirement of E5-9 and the approximation of E5-10, only may be 
used with three or four signal frequencies. The general problem of 
finding the correct zero expressions therefore is still unsolved. 
2 - The long run times experienced would be expected to increase with 
linearly with the number of signal frequencies, but analysis above 
six frequencies has been found to be impractically time consuming. 
The reason for this sudden increase in time is not known for 
certain, but is probably a manifestation of the use of incorrect 
zero expressions as discussed above. 
3 - With three or four frequencies, the occasional long analysis times 
are due to laborious step by step optimisation of the zero 
coefficients from very high product orders. This is reduced by the Chapter 5 - IM ANALYSIS BY OPTIMISATION TECHNIQUES 112 
testing of inflexion points, described in section 5.4, but large 
amounts of time spent optimising one coefficient are still not 
uncommon. One possible solution to this is dynamically decrease the 
step size from a relativly high value as the optimisation proceeds 
towards a minimum. This was not investigated because of 
insufficient time, and because at that stage it had become clear 
that the choice of zeroes expressions were still incorrect. 
In conclusion, whilst the present performance of the optimisation 
algorithm may easily be improved upon, it is essential that the zero 
expressions are correctly chosen, and the solution to this problem, 
although defined, has not yet been found. 
5.8 Summary 
The authors investigations have revealed the reasons for the 
failure of previous simplistic attempts at optimisation of the solution 
of the Diophantine Equation. A criterion for the choice of zero 
expressions has been found which gives reliable three frequency 
performance and a number of problem areas in the resulting optimisation 
have been resolved. The technique however still remains impractical 
for IM frequency evaluation because a method of generating zero 
expressions which exactly satisfy the minimum separation criterion has 
not been found. If a solution is forthcoming, it should be relativly 
easy to improve the optimisation speeds enough to make optimisation a 
useful analysis tool. 113 
CHAPTER 6 
OTHER IM ANALYSIS TECHNIQUES 
This chapter describes the remaining IM analysis techniques 
investigated by the author. These complement those already described 
in Chapters 4 and 5. 
6.1 Analysis by Simultaneous Solution 
In the algorithms previously described, it has been shown that it 
is possible to determine if a frequency is qualified as a possible 
intermod frequency relativly simply, but the determination of the 
actual product order has always involved the determination of the input 
signal frequency coefficients. It occured to the author that a 
technique which also determined whether or not given order products 
were possible on a qualified intermod frequency could enable an 
exhaustive search procedure to obtain a rapid overview of the intermod 
distribution. In nwmy oases a simple yes/no type of solution at 
each order would provide all the information required, and the sets of 
IM coefficients would not be necessary. 
To find such a solution, the proposed analysis technique must make 
use of the Diophantine equation describing the IM on the qualified 
frequency and the desired product order. Using this information, it 
must then give a logical answer indicating if the product order is or 
is not qualified. If the product order is qualified, it should then be 
possible, at the expense of extra computation time, to find the input 
frequency coefficients of the qualified intermod or intermods at the 
specified order. 
The most suitable method of finding such a solution, discovered so 
far by the author, consists of the following stages 
1 - Obtain a general solution of the form of E2-20 for the n frequency 
Diophantine equation being investigated. The solution consists of n 
equations describing the n coefficients, (a , i=1,n)_, each in terms Chapter 6 - OTHER IM ANALYSIS TECHNIQUES 118 
With this geometrical interpretation in mind, the interpretation of 
the proposed method of simultaneous solution should n^w be clear. Each 
of the eight equations which must be tested corresponds to testing if 
the solution plane intersects one of the eight faces of surface of 
constant order, at an integer point, in the specified octant of 
coefficient space. T%e effect of increasing the maximum product order 
is then to ,increase the distance from the origin where intersection 
with the solution plane is significant, and the addition of constraints 
on the IM frequency limit the area in each octant where intersections 
are considered significant. 
This Interpretation also emphasises tim inefficiency of tk^ 
analysis techniques discussed previously, because it indicates ttmt !Mi 
algorithm could be devised whose computation txune increases linearly, 
rather t±an exponentially, product order. Since experience in the 
testing of simple number crunching algorithms revealed that the average 
lowest order product decreased in order with increasing numbers of 
signal frequencies, (see fig. A5-6), there i^re indications that the 
performance of the algorithms described in Chapter 4 can be 
considerably improved upon. 
6.1-b Limitations of simultaneous solution method 
The major limitation of the techniques proposed above lie in the 
difficulty of th^ evaluation of t^ie sets of simultaneous inequalities. 
Whilst when n equals 3 or 4 the sets may be quickly solved by trial and 
error methods, the general n frequency case requires the solution of n 
integer inequalities in n-2 unknowns. Efficient solution is essential 
in all cases to quickly eliminate unqualified product orders. "Hie 
author has not yet been able to find a procedure for systematically 
solving these larger sets of inequalities. 
An additional problem is the critical dependence of the amount of 
computation required cm lUne number of frequencies, n. In rough terms 
the verification of all products up to order, P , for an n frequency 
max 
problem is proportional to the value of P , tmt depends as 2 on lUhe 
max 
number of frequencies, n since each combination of signs must be 
investigated. (Strictly as as the case t^ith all negative Chapter 6 - OTHER IM ANALYSIS TECHNIQUES 119 
frequency coefficients is equivalent to that with all positive 
coefficients) 
6.2 Integer Programming Techniques 
The optimisation procedures described in Chapter 5 are reminiscent 
of the techniques used for the solution of linear programming problems. 
In fact the solution for minimum order of the intermod equation is a 
single constraint integer programming problem belonging to the class of 
Integer programs called knapsack problems. 
The author briefly investigated the common strategies for the 
solution of integer programming problems but could see little possible 
advantage over the trial and error enumeration techniques of Chapter 5. 
This conclusion has been confirmed by Salkin and Morito (ref. 6-1), who 
used the MPSX integer programming package running on an IBM 370 
mainframe computer to attempt iW^e solution of a three frequency ]04 
problem. after ftmr minutes of processor tijne ;&n optimal solution 
had not been found, an abysmal performance compared to even the crudest 
of the methods described in Chapter 4. 
The reason for this lack of success is because the solution of the 
integer programming problem is largely based on the corresponding 
linear programming problem for finding the miniumum product order. When 
real values for the coefficients are allowed, the optimal, lowest 
order, solution is simply (f. /f ) where f is the largest of the 
im max max 
input frequencies. For most problems, this value is much smaller than 
the true result when integer constraints are applied. 
For this reason, the author abandoned his investigations into 
integer programming techniques and looked at other the other techniques 
previously described. However the group of researchers at Case Western 
Reserve University were more persistent and developed a search 
enumeration algorithm based on a 'backtrack' algorithm (ref. 6-1). This 
work is of major significance, and although only published recently the 
author has been able to investigate the techniques used and compare 
them which the other algorithms previously described. Unfortunately, 
due to the number of typographical errors in this paper, the algorithms Chapter 6 - OTHER IM ANALYSIS TECHNIQUES 
as published do not function correctly and for this reason a full 
description is necessary. They published performance measurements 
in ref. 6-4, but the results do not contain comparisons with other 
algorithms and only show the backtrack algorithms working under optimum 
conditions. 
6.3 Backtrack Algorithms 
The class of backtrack algorithms first described formally by 
Golomb and Baumert (ref. 6-2) describes algorithms which find solutions 
to specific problems not by following fixed rules of computation but by 
trail and error. They differ from crude number crunching techniques 
such as described in sections 4.2 and 4.3, in that they use their 
intermediate results to rule out parts of the possible solution space 
from further evaluation. This means that a good backtrack algorithm 
will implicitly evaluate n^my of the possible solution candidates but 
explicitly evaluate cmly a Furthermore, as its nsmie implies, a 
backtrack algorithm pass back through intermediate results vdiic^ 
have already been passed in its search for the optimal result. 
The result of the application of such a technique is to break the 
problem into a number of simple subtasks tdiioh Ccm then be simply 
processed. Often the subtasks involved are related by a tree-like 
structure, making the process best solved recursive methods (ref. 
6-3) 
Salkin zmd Morito published details of two such algorithms which 
they describe as primal and dual backtrack algorithms, each of which is 
described in the following sections. 
6.3-a Primal Backtrack Algorithm 
The primal backtrack algorithm is basically a classical search 
enumeration, or number crunching, algorithm such as described in 
Chapter 4. However the algorithm is much more efficient than those 
already described because it discards large parts of the possible 
solution space by tests performed at each step of its operation. 
Given an initial upper limit on the product order the algorithm Chapter 6 - OTHER IM ANALYSIS TECHNIQUES 121 
searches for lower order qualified products upon the specified 
qualified intermod frequency until t^ie lowest order product has been 
found. The algorithm performs a tree-structured search on the 
solutions of the given IM equation by progressivly fixing values for 
more of the IM coefficients whilst checking the possibility of a valid 
solution T^lth the remaining coefficients undefined. ]By keeping the 
current value of the lowest value of the product order reached so far, 
the algorithm can constrain the order of subsequent sets of IM 
coefficients to be tested in a manner similar to that used by the 
constrained counter algorithm of Chapter 4, but dynamically decreasing 
the value of P as the algorithm executes. When all but one one 
max 
coefficient has been chosen, the last coefficient can be found by 
division, since for a solution to exist this coefficient must be an 
integer. 
The primal backtrack algorithm as published had three errors, two 
of which tw:re probably typographical, l^it none were mentioned when 
contact tKis made %d.th the authors. Tlie third error tms imore 
fundamental, in tl^it the algorithm would correctly handle problems 
where the CCD of all the signal frequencies was less than that of a 
subset of only some of the frequencies. 
These errors were all found and the corrected algorithm is 
described iMg. 6-1a. illustration of its operation is shown in 
]fig. 6-lb. Although tt^ coefficients of the signal input frequencies 
are most conveniently selected a nested loop structure, this is not 
suitable for an algorithm which must handle different numbers of 
frequencies. Since the FORTRAN programming language does not support 
recursion, the implementation of the algorithm tested stores the value 
of the calculation level, L, which defines how many out of the n 
coefficients have had their values fixed. At each level, L, the 
coefficients a....a, . are fixed and the coefficient a. is iterativly 
1 L—1 L 
set to 0, +1, -1, +2, -2 up to a limit determined by the current value 
of lowest order or 'best' product found so far. The level is increased 
when the currently fixed coefficients have a product order below the 
current 'best' order reached so far, and is decreased when it is clear 
that further values of the coefficient a^ will cause the product order 
to exceed the current 'best' solution. Chapter 6 - OTHER IM ANALYSIS TECHNIQUES 126 
absolute value left after the assignment of coefficients a^...a^. This 
means that at level L, the upper and lower limits on the possible 
intermod frequency, f , which can be generated by the current set of 
coefficients are 
L L 
f. > "Tf-x. - f, ...(E6-12a) 
im — Z_ 1 1 L+1Z_l il 
i=1 i=1 
f. < + f, ,1^1 a. I ...(E6-12b) 
im — Z__ 11 L+1 /_ I 11 
i=1 i=1 
It may now be seen that if E6-12a is not satisfied the fixed 
coefficients a^ ... a are currently too small to yield an in-band 
product and so one of the fixed coefficients must be freed by taking a 
backward step. Similarly, if E6-12b is not satisfied, the fixed 
coefficients too large bo enable in band products and backward 
steps must be taken. In both cases, the premature backward steps caused 
by these tests have the effect of implicitly checking many coefficient 
sets which would otherwise have to be laboriously generated and 
tested. It is this simple test, correctly applied to a standard 
algorithm which we tdJLl see gives such a dramatic improvement in 
performance over the algorithms described in Chapter 4. Further such 
implicit enumeration tests are obviously possible, the trade off being 
between the time used for performing the tests against the time saved, 
but no other such tests have been investigated by the author to date. 
The dual backtrack algorithm as published had two errors which 
prevented it functioning correctly. Salkin and Morito eventually sent 
the author a listing of their FORTRAN implementation, and with this the 
errors were evident. The flowchart for the corrected algorithm is shown 
in fig. 6-2a and its operation is illustrated in fig. 6-2b. Remember 
that for the implicit enumeration in this algorithm to work correctly, 
the frequencies f . ..f must be presented to the algorithm with equal 
or descending values, f^ being the largest. 
One possible modification to this algorithm, proposed by Salkin and 
Morito (ref. 6-4) is to allow a limit to be placed on the number of 128 
Input Frequencies : f^ = 11, fg = 9 and fj = 6 
Output Frequency Range of Interest = 24.5 to 25.5 
Current Product Order Being Examined = 5 
Step  ^1  02  °3  ^im 
1  -4  0  0  —44 
2  0  -4  0  -36 
3  0  1  -3  -9 
4  0  1  3  27 
5  0  2  -2  6 
6  0  2  2  30 
7  0  3  -1  21 
8  0  3  1  33 
9  1  -3  0  -16 
10  1  0  -3  -7 
11  1  0  3  29 
12  1  1  -2  8 
13  1  1  2  32 
14  1  2  -1  23 
15  1  2  1  35 
16  2  -2  0  4 
17  2  0  -2  10 
18  2  0  2  34 
19  2  1  -1  25 IN-I 
20  2  1  1  37 
21  3  -1  0  24 
Coefficient sets 
actually tested 
against band limits 
IN-BAND PRODUCT 
Step 
1 
a^  (^2  <^3 
-4  0  0  -44 
-3  0  0  -33 
-2  0  0  -22 
-1  0  0  -11 
0  0  0  0 
0  -4  0  -36 
Intermediate results 
> eliminated from further tests 
by implicit en numeration 
Fig. 6—2b Numerical Example of the Dual Backtrack Algorithm Chapter 6 - OTHER IM ANALYSIS TECHNIQUES I29 
concurrent signal frequencies active at any one time. In some practical 
situations the probability of many input signals being active is small, 
and such a constraint can substantially reduce computation time. This 
constraint was not investigated by the author because the other 
algorithms investigated did not have this facility and results for the 
performance improvement for the dual backtrack algorithm were already 
published in ref. 6-4. 
6.4 Performance of the Backtrack Algorithms 
Care must be taken in comparing the performance of the two 
backtrack algorithms directly because of their different modes of 
operation. The dual algorithm evaluates products at a given product 
order, and is usually used to search from order one up to the lowest 
order product or an upper order limit, the run time being directly 
related to whichever upper limit is used. The primal algorithm 
searches from a specified starting order downwards, continuously 
revising the current lowest order product. For a lowest order analysis 
the performance of the primal algorithm depends on the upper limit on 
the product order initially specified, lower t^iis value, the 
faster the analysis. 
For these reasons, the run times to find a lowest order product 
were measured using different limits on the upper value of the product 
order. The dual algorithm performed an analysis from order one up until 
a lowest order product was found, whereas the primal algorithm started 
from an upper order limit, known to be above the lowest product order. 
Starting the analysis at the lowest order itself would obviously have 
improved the performance but would have preassumed the result. The 
correct selection of this order limit, usually as the highest order 
product of interest, is therefore important if the optimum performance 
of the primal algorithm is to be achieved. These order limits were the 
same as those used by the reference algorithm and are given in Appendix 
5. However, when measuring the algorithm's performance when analysing 
to a fixed product order, the primal algorithm's upper product 
order limit was set to P . Under these conditions the dual algorithm 
max 
calculated all products up to order but the primal algorithm only 
gave the lowest order oroduct below P 
max 135 
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