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Summary
➢ Shapelet learning is a process of discovering
those Shapelets which contain the most
informative features of the time series signal.

➢ We have used a total of 358 time series examples
of three different types of fault to perform this
analysis.

classifier.
➢ The process repeats this until convergence.

Results

➢ This work proposes a generalized Shapelet
learning method for unsupervised multivariate
time series clustering.

The proposed method shows successful clustering
performance of 3 faults (Quench 100ms, Equench
and Microphonics) using 3 signals with average
value of a precision of 0.732, recall of 0.717, Fscore of 0.732, a rand index (RI) score of 0.812 and
normalize mutual information (NMI) of 0.56 with
overall less than 3% standard deviation in a five-fold
cross validation evaluation. Figure 2 presents the
2D view of the clustering results. The method
shown
promising
results
for
multiclass

➢ The proposed method is evaluated using an inhouse multivariate time series dataset on
detection of faults in the Jefferson Labs (JLab)
Continuous Beam Accelerator Facility (CEBAF).

Background and Motivation
➢ The CEBAF in the JLab has two linear
accelerators that consist of 25 cryomodules
each containing eight cavities.

classification.

➢ There is a very strong coupling between cavity to
cavity. When one cavity trips off, the remaining
seven cavities is likely to trip.
➢ The proposed generalized multivariate clustering
approach is expected to develop a tool for
automated fault identification and unsupervised
data analytics for fault discovery.

Data set description
➢ Each cryomodule in CEBAF has 8 cavities and
every cavity generates 17 signals which are 8192
points long. Figure 1 presents the example of the
input signals (cropped).
➢ The recorded data are arranged approximately
94% before the faults and 6% after the
occurrence of the faults.

Methodology
➢ The distances of the multivariate shapelets and
multivariate time series are calculated.
➢ The original multivariate time series data are
mapped into the shapelet-based space.

➢ In shapelet-space, shapelet learning method
learns the pseudo-class labels and a pseudo
classifier using spectral analysis and regularized
least-squares minimization [1].
➢ The multivariate shapelet is updated with the
new learned pseudo-class labels and the pseudo
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