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ABSTRACT 
We present new methodologies to generate rational function approximations of 
broadband electromagnetic responses of linear and passive networks of high-speed 
interconnects, and to construct SPICE-compatible, equivalent circuit representations 
of the generated rational functions. These new methodologies are driven by the desire 
to improve the computational efficiency of the rational function fitting process, and to 
ensure enhanced accuracy of the generated rational function interpolation and its 
equivalent circuit representation.   
Toward this goal, we propose two new methodologies for rational function 
approximation of high-speed interconnect network responses. The first one relies on 
the use of both time-domain and frequency-domain data, obtained either through 
measurement or numerical simulation, to generate a rational function representation 
that extrapolates the input, early-time transient response data to late-time response 
while at the same time providing a means to both interpolate and extrapolate the used 
frequency-domain data.  
The aforementioned hybrid methodology can be considered as a generalization of 
the frequency-domain rational function fitting utilizing frequency-domain response 
data only, and the time-domain rational function fitting utilizing transient response 
data only. In this context, a guideline is proposed for estimating the order of the 
rational function approximation from transient data. The availability of such an 
estimate expedites the time-domain rational function fitting process.   
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The second approach relies on the extraction of the delay associated with causal 
electromagnetic responses of interconnect systems to provide for a more stable 
rational function process utilizing a lower-order rational function interpolation. A 
distinctive feature of the proposed methodology is its utilization of scattering 
parameters.  
For both methodologies, the approach of fitting the electromagnetic network matrix 
one element at a time is applied. It is shown that, with regard to the computational cost 
of the rational function fitting process, such an element-by-element rational function 
fitting is more advantageous than full matrix fitting for systems with a large number of 
ports. Despite the disadvantage that different sets of poles are used in the rational 
function of different elements in the network matrix, such an approach provides for 
improved accuracy in the fitting of network matrices of systems characterized by both 
strongly coupled and weakly coupled ports.   
Finally, in order to provide a means for enforcing passivity in the adopted element-
by-element rational function fitting approach, the methodology for passivity 
enforcement via quadratic programming is modified appropriately for this purpose and 
demonstrated in the context of element-by-element rational function fitting of the 
admittance matrix of an electromagnetic multiport.   
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CHAPTER 1  
INTRODUCTION 
1.1 High-Speed Interconnect Modeling 
The term “high speed” or “high frequency” is used to describe electronic systems in 
which clock frequencies exceed 100 MHz or signal switching times are less than about 
1 ns. As the effective frequency bandwidth of operation of very large-scale integration 
(VLSI) extends to the microwave (high-frequency)  realm, as switching times dip 
down to a few tens of picoseconds, and as interconnect packaging density increases, 
the wire interconnects at both the chip and the package level are no longer 
“electrically transparent” to signals. When signals go through interconnects, their 
integrity is affected by distributed electromagnetic (EM) effects such as attenuation, 
reflection, interference, radiation, and delay.  Consequently, accurate modeling 
methods and efficient simulation techniques are needed to predict the distortion of 
signals in order to enable noise-aware design of interconnects in the high-speed 
regime.  
Modeling refers to an electrical representation that a simulator can interpret and use 
to predict voltage and current waveforms; hence, the development of modeling is 
closely tied to that of the simulator. There are two types of electrical simulators: EM 
simulators, which solve Maxwell’s equations and evaluate the electric and magnetic 
fields at any location in the time or frequency domain, and circuit simulators, which 
solve for voltage and currents governed by Kirchhoff’s circuit laws. In the serial 
procedure of modeling and simulation of high-speed interconnects, two major issues 
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are involved [1]. One is that, while the linear electromagnetic behavior of 
interconnects can be represented in terms of frequency-domain models, nonlinear 
devices of the driver and receiver electronics can only be described in the time 
domain. Hence, numerical analysis of the overall interconnect network requires 
solving the mixed frequency/time problem, which a traditional circuit simulator like 
SPICE (Simulation Program with Integrated Circuit Emphasis) cannot handle 
efficiently. The other issue is the high CPU (central processing unit) cost associated 
with the simulation of large interconnect networks for the time-domain analysis. 
Modeling methods and simulation techniques for such networks have been driven by 
the desire to overcome these problems, thereby enhancing the computational 
efficiency and accuracy of computer-aided analysis and design [2].  
Circuit simulators governed by Kirchhoff’s circuit laws, the approximated form of 
Maxwell’s equations in the absence of electromagnetic retardation, are much faster 
and less complicated than EM simulators; thus, they are the most extensively used 
simulators when the wavelengths of operating signals are sufficiently larger than the 
circuit elements. However, these circuit simulators lack the accuracy needed for 
predicting the parasitic EM effects associated with signal distortion in high-speed 
interconnects. Hence, EM simulators solving Maxwell’s equations are inevitable for 
such analysis. Over the past 20 years, significant effort has been devoted to the 
advancement of methodologies for modeling and simulation of a interconnect system 
with nonlinear elements with electromagnetic accuracy. Despite significant advances, 
the current state of the art lacks the robustness, ease of modeling, and computational 
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efficiency necessary for routine use [3]. For these reasons, hybrid approaches that rely 
on the representation of the linear interconnect network in terms of models compatible 
with transient, nonlinear circuit simulators such as SPICE have been advanced and are 
currently favored for noise-aware CAD.  
The methods of incorporating models of linear interconnect structures into circuit 
simulators can be broadly classified into three approaches. One approach relies on 
transmission-line modeling of interconnects [4-8]. Another is to interpret the 
interconnect structure electromagnetic model in terms of a circuit, utilizing an integral 
equation formalism of Maxwell’s equations and solving it using the partial element 
equivalent circuit (PEEC) method [9-12]. The third approach has been motivated by 
the need to tackle the complexity associated with the circuit models resulting from 
using either transmission line or PEEC models for interconnect structures of high 
complexity. The large dimensions of these models make the SPICE-based nonlinear 
system numerical solution computationally demanding if not prohibitive. To tackle 
this complexity, model order reduction (or macromodeling) techniques have been 
pursued [13-32]. Interconnect macromodels are usually obtained in two ways. One 
way is through model-order reduction (MOR) [13-21] of the generated model. The 
second approach relies on utilizing the responses of the interconnect structure under 
known excitations to deduce from them equivalent circuit representations that 
reproduce the electromagnetic response of the structure with acceptable accuracy over 
the bandwidth of interest. We will refer to this class of methods as black-box modeling 
[22-32].  
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In this dissertation, we focus on black-box modeling. From now on, we will refer to 
black-box modeling simply as macromodeling. Macromodeling methods rely on the 
fact that the interconnect system is passive and linear. Thus, its frequency-dependent 
EM behavior is completely captured in terms of the frequency-domain response of the 
multiport device under test (DUT), represented in terms of a network matrix 
(impedance, admittance, or scattering matrix). A common representation of the 
frequency dependence of the elements of the network matrices is in terms of rational 
functions. Rational function approximation methods are most attractive in that they 
capture the behavior of the system especially around response resonances and provide 
for their convenient and expedient incorporation into commonly used nonlinear circuit 
simulators, either in terms of direct synthesis of equivalent circuits or through easily 
deduced state-space representations. Numerous methodologies have been proposed for 
the development of such rational function approximations of EM transfer functions. 
Most of the proposed methods to date utilize either frequency-domain data or time-
domain data, obtained through numerical simulation or measurement, as input to the 
rational function fitting algorithm. From these two classes of methods, we focus on the 
frequency-domain vector fitting (VF) process [22], [23] and its time-domain 
counterpart, time-domain vector fitting (TDVF) [24], and propose ways in which they 
can be advanced or combined to improve their accuracy, efficiency and ease of use. 
Our research objectives are discussed in more detail next.  
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1.2 Research Objectives 
The focus of this dissertation is the advancement of new methodologies for the 
construction of rational function models of broadband electromagnetic responses of 
linear networks, and their subsequent description in terms of SPICE-compatible 
equivalent circuits with the goal of improved accuracy of the generated macromodel 
and enhanced computational efficiency both in the numerical process of its generation 
and in its subsequent use in a circuit simulation environment. The first objective 
toward meeting this goal concerns the rational function approximation, utilizing 
electromagnetic response data from both time and frequency domains, combining the 
VF and its time-domain counterpart, TDVF, toward the synthesis of mathematical 
models for broadband electromagnetic responses. The resulting rational fitting 
algorithm will be referred to as CRAFT (Combined Rational Approximation from 
Frequency-Domain and Time-Domain Data) in the following [30-31]. Its development 
was prompted by the principle that early-time transient response data and low-
frequency frequency-domain response data hold most of the necessary information to 
describe the broadband response of a linear system [32]. Since numerical frequency-
domain analysis tends to be most computationally efficient at lower and moderate 
frequencies (for which the electrical length of the characteristic dimensions of the 
DUT is roughly of the same order as the wavelength), while time-domain numerical 
analysis through marching-on-in-time algorithms quickly generates an early-time 
response of the DUT that is rich in high-frequency content, combining results from 
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such analyses promises to yield more robust and accurate fitting of the DUT response 
over a broad frequency bandwidth.  
Our second objective concerns the estimation of the order of the rational function 
needed for the accurate fitting of the DUT response using TDVF. The proper choice of 
the order for the fit is important both in terms of achieving accuracy and in ensuring 
robustness of the fitting algorithm. While several techniques are available for 
predicting the rational function order in the context of frequency-domain vector fitting, 
the topic has not been explored in the case of TDVF. We address this void in this 
thesis.  
Our third objective concerns the advancement of methods for extracting the 
transport lag (interconnect-induced delay) prior to generating the rational function 
approximation of system transfer function response. Transport delay extraction 
provides significant reduction in the order of the rational function fit and facilitates the 
task of generating causal and more accurate modeling representations [7, 8, 28, 29]. 
Our approach relies on the use of scattering parameter transport delay extraction. 
Scattering parameters, or S parameters, are natural candidates for being fitted as the 
product of a rational function with a transport delay function exp(−Ts), where T is the 
interconnect-induced delay, because they are ratios of transmitted (or reflected) and 
incident waves at the ports of the DUT, with the ports terminated at properly selected 
reference impedances. In the following, we will refer to such rational function fits with 
transport delay as “delayed rational fits.”  
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The fourth objective of our research concerns the passivity enforcement of the 
generated rational function approximation. This is motivated by the fact that, even 
though we restrict our attention to rational function fitting of passive systems, the 
passivity of rational function approximations generated via VF and TDVF cannot be 
guaranteed in the fitting process unless a passivity enforcement method is used in 
conjunction with the rational function fitting algorithm. In this work the emphasis is 
on passivity enforcement algorithms for element-by-element rational function fitting 
of multiport networks matrices.  
The fifth objective concerns the synthesis of SPICE-compatible equivalent circuits 
to represent the delayed rational fits for the S parameters [33]. Special attention is paid 
to the development of the synthesis approach in a manner such that the resulting 
equivalent circuit representation is readily compatible with the port voltage/current 
variable framework used in SPICE and other, related, general-purpose, nonlinear, 
transient circuit simulation tools.  
1.3 Thesis Organization 
The thesis is organized as follows. In Chapter 2, we discuss the requirements that a 
linear, time-invariant macromodel should satisfy, to ensure its stability, causality and 
passivity. Also we review frequency- and time-domain vector fitting and present a 
variation where these methods are applied to an element-by-element rational function 
fitting of the network matrix of a multiport linear system.  
The WT rule for the estimation of the order of the rational function fit using time-
domain data via the TDVF algorithm is presented in Chapter 3. In Chapter 4, the 
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hybrid, frequency-domain and time-domain data based rational function fitting 
algorithm CRAFT is described in detail and the WT rule of Chapter 3 is reinterpreted 
for use in the context of CRAFT.  
In Chapter 5, the methodology for delayed rational function approximation 
including a means for delay estimation is presented, and its effectiveness in reducing 
the order of the rational function fit is examined.  
In Chapter 6, we briefly review the various passivity enforcement methods and 
demonstrate that the passivity enforcement method via quadratic programming can be 
applied to the element-by-element rational function fit method we have adapted.  
In Chapter 7, we review various SPICE-equivalent circuit synthesis methods and 
then present our approach for the synthesis of SPICE-compatible delayed rational fits 
for S parameters.  
The dissertation concludes with a summary of our contribution and ideas for future 
work in Chapter 8.  
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CHAPTER 2   
BACKGROUND 
A macromodel is a mathematical representation of a device under test (DUT), 
which is obtained by projecting the measured/simulated (tabulated) frequency-domain 
or time-domain data onto a functional space of suitable basis functions. Such a 
projection or approximation (interpolation) is called macromodeling. A rational 
function, which is defined as a quotient of polynomials, is most suitable for capturing 
the behavior of the system response in the vicinity of the peaks of its resonances, and 
it has been widely used for macromodeling [13-31].    
We are interested in macromodeling methods of systems that are passive, linear and 
time-invariant; thus, their frequency-dependent responses are completely described in 
terms of frequency data of the admittance, impedance, and scattering matrix 
representations. The attributes of the system impose specific requirements for the 
generated macromodel. These requirements are real coefficients, stability, causality, 
and passivity [33-38].  
It is known that rational function approximation methods have several main 
difficulties. First, they suffer from the problem of ill-conditioning in capturing the 
broadband frequency spectrum of the response; second, the rational function 
approximation cannot ensure the causality of the response, especially for systems with 
electromagnetic delay due to its using a finite order [28]; and third, passivity of the 
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resulting macromodel is not guaranteed but needs to be enforced though appropriate 
constraints during the synthesis process.  
As has been demonstrated in the pertinent literature, one of the advantages of the 
vector fitting (VF) method is that it effectively tackles the ill-conditioning problem 
[39]. To facilitate the preservation of the causality of the numerically generated 
macromodel, one may choose to synthesize a function, obtained by extracting the 
transport delay from the response. With regard to the issue of passivity from a variety 
of approaches proposed for its enforcement, we adopted the passivity enforcement 
method via quadratic programming (PEQP) [40]. PEQP has mostly been used for 
matrix rational function fitting, where enforcement of passivity is applied to the entire 
system response through its transfer function matrix representation. For our purposes 
we exploit and demonstrate its usage for the element-by-element rational function 
fitting of the admittance matrix. This is presented in Chapter 6.  
In this chapter, the physical concepts of realness, stability, causality, and passivity 
are reviewed first. Then we turn our attention to the review and discussion of the 
specific macromodeling methods of VF and time-domain vector fitting (TDVF).  
2.1 Physical Requirements of Linear, Time-Invariant, Passive 
Networks 
The system under consideration is a linear, time-invariant, electrical pN − port 
network, which can be characterized by an pN  x pN  impulse response matrix ( ).th  
Thus, given an pN  input vector, ( ),tx  the response at port i due to the input at port j is 
given by 
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                               { ( )} { ( )} ( ) ( ) ( ) ,ij j ij jt t ij t t d
+∞
−∞
= ∗ = −∫y h x h xτ τ τ  (2.1) 
where ∗  denotes the convolution operator [41], and , 1,2,..., .pi j N=  
In s domain (Laplace domain), the system response can be represented in terms of a 
rational function approximation as 
                                     { } ,
1
( )( ) ,( )
Nij
ij n ij
ij ijij j nn
Y s R
s d seX s s q
=
= = + +
−
∑Η  (2.2) 
where ( )H s  represents the matrix transfer function in Laplace domain, and { }( )Η ijs  
denotes the (i,j) element with input at port j, ( ),jX s  and output at port i, ( ).ijY s  ( )H s  
can be either the scattering matrix ( ( )jX s being an incident wave, and ( )ijY s being a 
reflected wave), the admittance matrix ( ( )jX s being a port voltage, and ( )ijY s  being a 
port current), or the impedance matrix ( ( )jX s being a port current, and ( )ijY s  being a 
port voltage).  
The relation between ( )H s  and ( )th  is defined through the (bilateral) Laplace 
transform as 
                                            ( ) ( ) ,sts t e dt+∞ −
−∞
=∫H h  (2.3) 
where s j= +σ ω  ∈  ROC (region of convergence) [42]. Fourier transformation is the 
form of the Laplace transform defined on the imaginary axis in the s  domain; hence, 
the Fourier transformation is defined as  
                           ( ) ( ) ( ) .j t
s j ROCj s t e dt
+∞
−
= ∈
−∞
= = ∫H H h
ω
ω
ω  (2.4) 
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2.1.1 Realness 
Since ( )th  is the impulse response of a physical system and ( )th  is real, some 
constraints are imposed on the coefficients of the rational function fit of ( ).sH
 
From 
the definition of the Fourier transformation, since ( )ijh t  is real, we obtain 
              ( ) ( ) ( ) ( )h h H H+∞ +∞−
−∞ −∞
= = = −∫ ∫
j t j tt t j e d j e dω ωω ω ω ω . (2.5) 
Therefore, ( )H jω = ( )H − jω  where ‘ ’ denotes complex conjugation. There are 
sufficient and necessary conditions for the matrix transfer function representation of 
(2.3) to satisfy ( )H jω = ( )H − jω : the constant term and the linear term must be real, 
residues for real poles must be real, and the residues for complex conjugate pair poles 
need to be a complex conjugate pair. Hence, (2.2) can be rewritten as  
                   { }
, ,
, , ,
, , ,1 1
( ) ( )) ,
N Nr ij c ij
r ij c ij c ij
ij ijij
r ij c ij c ijr c
R R R
s d se
s p s p s p
= =
= + + + +
− − −
∑ ∑Η  (2.6) 
where
,
,r ijp  , ,r ijR  1,2,..., rr N=  are real poles and residues, and , ,c ijp  , ,c ijR  1,2,..., cc N=  
are complex poles and residues. For the realness of ( )th , the enforcement is also 
carried out in the VF formulation [22].  
2.1.2 Causality 
Causality means that the output value of a system at a specific point in time 
depends only on current and past values of the inputs. This implies that when 1( )x t  
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and 2 ( )x t  are inputs and 1( )y t  and 2 ( )y t are the respective outputs of the system, if 
1 2( ) ( )x t x t=  for 0t t≤ , then 1 2( ) ( )y t y t=  for 0t t≤ .  
All physical systems are causal. Hence, causality is a necessary property of all 
models intended to be used in any simulator that has a concept of time. For a linear 
time-invariant (LTI) system to be causal, ( )h t  is required to satisfy the constraint:  
         ( ) 0h t =  ,                   for 0t < . (2.7) 
Hence, the impulse response is right-sided and the ROC associated with the system is 
half-plane open on the right, i.e., 0Re{ }s >σ  for some real value of 0σ .  
When a discrete system is considered, causality of its impulse sequence [ ]h n  
implies unique relationships between the real and imaginary parts of the Fourier 
transform providing real and imaginary part sufficiency of the Fourier transform [37]. 
Any discrete signal can be decomposed into an even part and an odd part as 
                                              ( ) ( ) ( )e oh n h n h n= +  (2.8) 
where  
                        
[ ] [ ][ ] 2e
h n h nh n + −= , and   [ ] [ ][ ] 2o
h n h nh n − −= . (2.9) 
Because the system is causal, [ ] 0,h n = 0,n<  then  
                                  
[ ] 2 [ ] [ ] [0] [ ]
[ ] 2 [ ] [ ] [0] [ ]
e e
o o
h n h n u n h n
h n h n u n h n
= −
= +
δ
δ  (2.10) 
where [ ]u n  is a unit step sequence, and [ ]nδ  is a discrete-time impulse. Equation 
(2.10) implies [ ]h n  can be recovered from [ ]eh n  or [ ].oh n  When the Fourier 
transform of [ ]h n  exists, which is denoted as   
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                                  ( ) ( ) ( )i i iR IH e H e jH e= +ω ω ω  (2.11) 
and [ ]h n  is real, ( )iH e ω  is the discrete-time Fourier transform of [ ]h n , and  
( )iRH e ω  and ( )iIH e ω  are respectively the discrete-time Fourier tansform of [ ]eh n  
and [ ]oh n . Thus for a real stable and causal system, we obtain relationships between 
the real and imaginary parts of the transfer function as  
                     
1( ) [0] ( ) cot2 2
1( ) ( ) cot ,2 2
i i
R I
i i
I R
H e h H e d
H e H e d
−
−
− 
= +  
 
− 
= −  
 
∫
∫
piω ω
pi
piω ω
pi
ω θΡ θ
pi
ω θΡ θ
pi
 (2.12) 
where P denotes the Cauchy principal value. The equations in (2.12) imply that the 
real and imaginary parts of the transfer function are related by Hilbert transform [37].   
2.1.3 Stability 
Stability implies that the system response stays bounded for all times. The well-
known bounded-input bounded-output (BIBO) definition of stability is as follows 
[42]: A system is stable if the output ( )y t  is bounded for any bounded input ( )tx . 
This BIBO stability implies that LTI systems are stable if and only if ( )h t  is 
absolutely integrable, i.e., if  
                                                  ( ) ,h t dt+∞
−∞
< +∞∫  (2.13) 
which gives the condition for the Fourier transform of ( )h t  to converge and exist in 
(2.4). It also means that an LTI system is stable if and only if the ROC of ( )H s  
includes the jω-axis in the s-plane.  
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When an LTI system is causal, its ROC is open toward the right half-plane. Hence, 
a causal system is stable if and only if all the poles of ( )H s lie in the left half-plane in 
the s-plane so that its ROC includes the jω-axis. In the context of VF, the stability of a 
macromodel is ensured by flipping any right half-plane poles generated using the 
process onto the left half-plane [34].  
2.1.4 Passivity 
Passivity implies that the system cannot generate more energy than it absorbs. In 
this dissertation, our emphasis is on passive systems only. Therefore, generated 
models must be passive. However, the passivity of rational function approximations 
generated via VF and TDVF is not guaranteed, and a passivity enforcement method is 
required as a pre- or postprocess of the macromodeling exercise. Passivity is a very 
important property because even stable, but nonpassive macromodels are known to 
produce spurious, nonphysical oscillations in the time-domain analysis even when 
connected to passive terminations [43].  
For these reasons, we need to review the definition of passivity for a circuit or 
macromodel. Passivity is defined as follows [44]: An pN -port network is said to be 
passive if 
                                               ( ) ( ) 0v i
−∞
≥∫
t T dτ τ τ  (2.14) 
for all t and all the port voltages ( )v t  and currents ( )i t , when the superscript T  
denotes vector/matrix transposition. For the case of scattering parameters, the 
passivity definition is  
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                                 [ ( ) ( ) ( ) ( )] 0,t T T d
−∞
− ≥∫ a a b bτ τ τ τ τ  (2.15) 
where ( )ta  and ( )tb are, respectively, the incident and reflected power wave vector at 
ports. Integrals in (2.14) and (2.15) imply that the net energy absorbed by the system 
is nonnegative. In view of the above requirements for passivity, the following 
statements can be made for the system matrix of a passive system.  
For the case of admittance or impedance matrix, the system is passive [42] if and 
only if: 
(1) Each element of ( )H s  is defined and analytic in Re( ) 0s > . 
(2) ( ) ( ).s s=H H  
(3) ( )H s is a positive real matrix, and [ ( ) ( )] 0H H s s+ ≥x H H x  for all complex 
values of s with Re( ) 0s >  and any arbitrary vector ,x  where the superscript H 
denotes the transpose conjugate.  
For the case of the scattering parameter matrix, the system is passive [42] if and 
only if: 
(1) Each element of ( )H s  is analytic in Re( ) 0s > .  
(2) ( ) ( ).s s=H H  
(3) ( )H s is a unitary bounded matrix, and [ ( ) ( )] 0H H s s− ≥x I H H x for all 
complex values of s with Re( ) 0s >  and any arbitrary vector .x  This is equivalent to 
the condition that the largest singular value of ( )H s  is not larger than 1 in the right 
half-plane.  
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2.2 Vector Fitting 
It is assumed that the DUT is a passive pN -port system represented by its matrix 
transfer function ( ).sH
 
VF is one of the methods used to project the transfer function 
onto the rational function space in a manner of a least squares approximation. After 
projection, the (i,j) element of ( )fit sH  is represented as 
  { } { } ,
0 0 1
( ) ( )( ) ( ) ,( ) ( )
M N N
ij n ijn n
fit n n ij ijij ijj nn n n
Y s rB s
s s b s a s d seX s A s s q
= = =
= ≈ = = = + +
−
∑ ∑ ∑Η Η  (2.16) 
where 
,
{ }n ijr  and { }nq  denote, respectively, the residues and poles, both of which are 
complex, in general, while the terms { }ijd  and { }ije  are real constants,  i, j = 1, 2, …, 
pN . It is noted in (2.16) that the same set of poles is shared by all elements of the 
matrix transfer function. The VF process consists of two steps. The first step is to 
identify poles using a scalar weight function ( )sσ
 
as  
                      
1 1 1
( ) 1 ( ) ( ) ,
N NN
n
n n
nn n n
r
s s z s q
s q
= = =
= + = − −
−
∑ ∏ ∏ɶ ɶɶ
ɶ
σ  (2.17) 
where { }ɶnq  are initial estimates for the poles and { }ɶnr  are unknown, but the zeros 
{ }ɶnz  of (s)σ are enforced to be poles { }nq  of ( )fit sH . Hence, the following 
approximation holds:  
                                
,
1
( ) { ( )} .
N
n ij
fit ij ij ij
nn
r
s s d se
s q
=
′
′ ′⋅ ≈ + +
−
∑H
ɶ
σ  (2.18) 
Substituting (2.17) into (2.18) and reorganizing yields 
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,
1 1
{ ( )} { ( )} .
N N
n ij n
ij ij ij ij
n nn n
r rd se s s
s q s q
= =
′   
′ ′+ + − ⋅ =      
− −   
∑ ∑
ɶ
ɶ ɶ
H H  (2.19) 
The term { }ɶnq  makes (2.19) linear because of cancellation between zeros of ( )sσ  and 
poles { }nq  of ( )fit sH . This method is called pole relocation, which opens the way to 
estimate and improve the poles { }nq  by replacing the initial poles iteratively with the 
newly obtained zeros{ }ɶnz . 
First, the elements of ( )sH for fitting are staked into a single column and they are 
represented by kH  (1 ).k K≤ ≤  Then, the indices of i and j are replaced  by k in (2.19). 
Equation (2.19) constitutes a linear equation for  fM  samples of ( )kH s  in compact 
form as 
                                                         
,f f⋅ =A u b    (2.20) 
where  
,1
,2
,
1 1
1
1 1 1 1 1 1
,
1 1
1
,
( ) ( )1 1 1
, ,
1 1 ( ) ( )1
[ ] ,
f f
f ff
f f K
k k
N N
f f k
k M k Mf fM f
M M Nf f M M Nf f
T T T T
K
k
H s H s
s
s q s q s q s q
H s H s
s
s q s q s q s q
 
 
=  
 
 
  
− −  
 
− − − − 
 = = 
 
− − 
  
− −  
− −    
=
=
Ω Ω
Ω ΩA
Ω Ω
Ω Ω
u u u u
u
⋱ ⋮
⋯ ⋯
ɶ ɶ ɶ ɶ
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
⋯ ⋯ɶ ɶ ɶ ɶ
ɶ⋯
[ ]1, , 1
,1 , , 1
, ,
[ ] , ( ) ( ) , 1, 2, , .
T T
k N k k k N
TT T T
f f f K f k k k M f
r r d e r r
H s H s k K
  =
′ ′ ′ ′ 
 
= = =  
u
b b b b
ɶ ɶ ɶ⋯ ⋯
⋯ ⋯ …
(2.21) 
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Equation (2.21) is formulated without consideration for the realness of the fit. The 
residues of a complex pole pair must also be a conjugate pair. Because only positive 
frequencies are used in the fitting process, the linear problem representation of the 
least squares problem was formulated to be real to preserve the conjugacy property 
[22]. Therefore, when (2.21) is modified as [22] considering the realness of the fit and 
the values in the least squares problem, the modification doubles the number columns 
when the number of complex poles is dominant [22]. 
Solving the least squares problem of (2.20), the coefficients of ( )sσ  and 
( ) { ( )}fit ijs sσ ⋅ H  are obtained, and the zeros of  ( )sσ  are calculated from u .  From 
the equations of ( )sσ  and ( ) { ( )}fit ijs sσ ⋅ H , we obtain  
   
1 1
, ,
1 1 1
1 1 1
( )/ ( ) ( )( ( ) ) ( ){ ( )} ( )
( )/ ( ) ( )
N N N
ij n ij n n ij
fit ij n n nfit ij ijN N N
n n n
n n n
e s z s q s z
s H s
s e
s
s z s q s z
+ +
= = =
= = =
′
− − −
⋅
′= = =
− − −
∏ ∏ ∏
∏ ∏ ∏
H
ɶ
ɶɶ ɶ
σ
σ
. (2.22) 
As mentioned before, Equation (2.22) shows that poles of ( )fit sH  are equal to the 
zeros of ( )sσ , which are calculated as the eigenvalues of the matrix  
                                                              ,
T
= − ⋅K A b uɶ   (2.23) 
where A is a diagonal matrix containing the starting poles, b is a column vector of 
ones and  Tuɶ  is a row-vector containing the residues for ( ).sσ  
The second step is the calculation of the residues of ( ).fit sH  In principle, ( )fit sH  
can be directly obtained from (2.22); instead, (2.16) is solved with the obtained zeros 
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of ( )sσ , which again constitutes a least squares problem to improve accuracy, and  
the residues of ( )fit sH  are computed. An iterative process is used to enhance 
accuracy, and ( )fit sH  converges to an optimized rational function fit.  
2.3 Time-Domain Vector Fitting of Network Transfer Functions 
The TDVF is a time-domain formulation of the VF. In time domain, (2.16) can be 
expressed as 
                                       
1( ) [ ( )] ( ),ij ij jy t L H s x t−= ∗  (2.24) 
where 1L−  is the inverse Laplace transform operator and ∗  the convolution operator. 
Multiplication of (2.19) on the right by the Laplace transform of the input ( )jX s  
followed by an inverse Laplace transform yields  
                 
, , ,
1 1
( ) ( ) ( ) ( ),
N N
ij n ij n j ij j n n ij
n n
y t r x t d x t r y t
= =
′ ′≈ ⋅ + ⋅ − ⋅∑ ∑ ɶ  (2.25) 
where, with ( )ijY s  denoting the output quantity resulting from the operation of the 
right-hand side of (2.19) on ( ),jX s  the following time-dependent quantities have been 
introduced: 
                                   
( )1
, 0
( )( ) ( )tj q tnn j
n
X s
x t L e x d
s q
−−
 
= = 
− 
∫
ɶ
ɶ
τ τ τ
                          (2.26) 
                                  
( )1
, 0
( )( ) ( )tij q tnn ij ij
n
Y s
y t L e y d
s q
−−
 
= = 
− 
∫
ɶ
ɶ
τ τ τ .                    (2.27) 
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Because ( )jx t  and ( )ijy t  are not continuous but sampled with a time step t∆ , a linear 
interpolation method is utilized to calculate the convolution integrals of (2.26) and 
(2.27), and this convolution method is called recursive convolution [45]. This leads to 
the following equations:  
                
, 1 , ,1 1 ,2( ) ( ) ( ) ( )+ += + +n j m n n j m n j m n j mx t x t x t x tµ ν ν  (2.28) 
                
, 1 , ,1 1 ,2( ) ( ) ( ) ( )+ += + +n ij m n n ij m n ij m n ij my t y t y t y tµ ν ν  (2.29) 
where 
                        
,1 2
, 2 2
1
, , and
1 ( 1)
.
q tnq t nn
n n
n
q tn
n
n
n
q t e
e
q t
q t e
q t
µ ν
ν
∆
∆
∆
− − ∆ +
= =
∆
+ ∆ −
=
∆
ɶ
ɶ
ɶ
ɶ
ɶ
ɶ
ɶ
 (2.30) 
Hence, in matrix form we write 
                                                         A u b⋅ =t t ,                                                     (2.31)        
  
[ ]
,1
,2
,
1, 1 , 11 1 1
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1 , ,
1
1, , 1
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( ) ( )( ) ( ) 1 0
, ,
( ) ( ) 1 0 ( ) ( )
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   
− −   
=
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=
Ω Ω
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Ω Ω
y yx x
Ω Ω
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u u u u
u u
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⋱ ⋮
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⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
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,1 , , 1] , ( ) ( ) , 1, 2, , ,
TT T T
t K t k k k Mtt t k K = = b b y y⋯ ⋯ …
             (2.32) 
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where the port responses, ( )ijy t  (1 , pi j N≤ ≤ ), are staked into a single column to be 
represented by ( )ky t  (1 k K≤ ≤ ) as we did for the formulation of VF. When only the 
upper triangular part of ( )sH  is considered, K = pN ( pN +1)/2. For the generated 
rational fit to satisfy the realness in Section 2.1.1 and for the values in the linear 
problem of (2.32) to be real, (2.32) is modified as in the case of VF [22]. The 
modification almost doubles the number columns in the matrix statement of the 
problem when the number of complex poles is dominant. 
From (2.31), the poles of the transfer function can be obtained. As in the case of VF, 
the residues are computed after the poles have been obtained. Also, through an 
iterative process of the algorithm, the values of the poles and residues are refined.  
2.3.1 Data preparation 
The TDVF constructs ( )fit sH  using the system input ( )jx t  and the exited output 
response ( )ijy t . Because ( )fi t sH  is obtained as a ratio of  ( )ijy t  and ( )jx t  in Laplace 
domain, ( )jx t  may be taken to be an arbitrary function, provided that it is broadband 
enough to cover the frequency range of interest. Hence, we use a Gaussian pulse with 
60 dB bandwidth at the upper frequency limit of interest, W, as the excitation ( )jx t   
                                           
20
0
1( ) ,
t t
jx t U e
− 
− 
 
=
α
α pi
                                     (2.33) 
where α  is used to set the frequency bandwidth, while turn-on delay 0t  is chosen 
such that ( ) 0jx t ≈  for 0t < . In the frequency domain, the spectrum is   
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2[( ) 2 ]00( ) .f j ftjX f U e− pi α + pi=                                      (2.34) 
The transient responses, ( )ijy t , are recorded at the output ports until the waveform is 
time-limited to 0( )T t+  in a sense that  
                            
| ( ) |( )
max(| ( ) |)
ij
ij
ij
y t
y t
y t
= < ε
   for 0( ),t T t> +                         (2.35) 
where ε  is a small positive number, such that it ensures that the response is practically 
over. The recorded ( )ijy t  are utilized by the TDVF process. This representation of 
( )ijy t  is reasonable in a passive system because the output responses decay due to the 
internal loss. In this dissertation, the choice 210ε −=  has proven to be satisfactory for 
the example cases considered. However, it is understood that the choice of ε  must be 
guided by the attributes of the response of the DUT. For example, when there are 
strong resonances that dominate the response of the DUT, even reflected waves of 
small magnitude may not be negligible, and ε  should be properly chosen to account 
for their impact.  
2.4 Element-by-Element Matrix Rational Function Approximation 
Despite the desire to simultaneously fit all elements of the network matrix of a 
passive electromagnetic multiport using matrix rational function fitting employing a 
single set of poles, this option may not be feasible when the number of ports is large 
and the system frequency response spans several tens of GHz while at the same time 
exhibiting a rich resonant content.  For such cases, which are often encountered in the 
context of signal and power integrity analysis of packaged electronic systems, an 
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alternative to the matrix rational fitting is to apply an element-by-element fitting of the 
network matrix using, for example, VF [22,23].  
When we look into the structure of fA  in (2.21), it is a block triangular form [46]. 
The whole matrix fA  is sparse, but the blocks of ,f kΩ  and fΩ  are dense. Because 
the least squares problem is overdetermined, the blocks are all rectangular. The 
variables ku  corresponding to the block fΩ  are only coupled to the variables uɶ . 
Thus the block triangular form of fA  can be substructured or dissected, which 
provides efficiency in both solution time and storage requirements. We call this 
dissection element-by-element fitting.  
The element-by-element handling casts Equation (2.21) in the form   
                                                 
, ,f k k f k⋅ =A u b                                               (2.36) 
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where 1 k K≤ ≤ . For the computation of (2.36),  it is noted that in addition to the fact 
that these computations can be done in parallel, the computations result in a different 
set of the coefficients of ( )sσ for each element of the network matrix, which means 
the element-by-element fitting has a different set of poles for each element in the 
matrix.  
When a passive pN − port system represented by its matrix transfer function is 
considered and it is approximated with an element-by-element rational function 
approximation, the generalized mathematical representation of each element (i, j) of 
H(s) can be written as  
                             
,
,1
{ ( )} .
Nij
m ij
fi t ij i j i j
m ijm
r
s d se
s q
=
= + +
−
∑H                                (2.38) 
In the above equation, ijN  is the order of the rational function fit for the element (i, j) 
of H(s), and ijd , ije , ,m ijq  and ,m ijr  are constants generated by the rational fitting 
process. In contrast to the matrix fitter process [23], which is presented in (2.16), all 
the elements of the matrix H(s) are not sharing a common set of poles, so the order of 
the rational fit can be different for different elements in (2.36).   
2.4.1 Comparison between the VF and the element-by-element VF 
The matrix fitting of VF with fM  samples, N poles for a passive pN -port system 
involves the following operations:  
• Calculation of poles from starting poles  
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1) Calculation of coefficient of ( )sσ by solving the least squares problem 
⋅ =A u b , where A  is a sparse matrix of dimension (2 )fM K x 
( ( 2)N K N+ + ).  
2)  Calculation of zeros (new poles) by calculating eigenvalues of a matrix 
of dimension N x N.  
• Calculation of residues with the new poles by solving the least squares 
problem ⋅ =A u b  where A  has dimension ( 2 fM K ) x ( ( 2)N K+ ), where 
K is the number of the fitting elements.  
  On the other hand, the element-by-element fitting with fM  samples, N poles for a 
passive pN -port system repeats the following operations K times: 
• Calculation of poles from starting poles: 
1) Calculation of coefficient of ( )sσ by solving the least squares problem 
⋅ =A u b , where A  is a dense matrix of  dimension ( 2 fM ) x ( 2 2N + ).   
2) Calculation of zeros (new poles) by calculating eigenvalues of a N-by-N 
matrix.  
• Calculation of residues with the new poles by solving the least squares 
problem ⋅ =A u b  where A  has dimension 2 fM  x ( 2N + ). 
First, we concern ourselves with the issue of the storage requirements. When the 
nonzero entries of A  at the first step in the calculation of poles are counted for storage 
requirements, the storage required for matrix fitting is at least K times larger than that 
for the element-by-element fitting. In this estimate the fact that only the nonzero 
27 
 
entries of A  are considered in the sparse matrix structure representation of A  in the 
MATLAB environment is taken into account. The data structure stores nonzero entries 
with their indices.  
Next, we examine the operation time at each step for the element-by-element fitting. 
For a m x n dense matrix A , the “\” operator in MATLAB solves the least squares 
problem making use of the householder method, and it requires about 2 32 2 /3mn n−  
flops. Hence, the calculation of the coefficients of ( )sσ  requires about  
2 316 16 / 3fM N N−  flops and the calculation of residues requires about 
2 34 2 / 3fM N N− flops. The former case is more expensive. For the eigenvalue 
calculation of an N x N matrix via Hessenberg reduction and QR iteration, it requires 
roughly 310N  flops, which is smaller value than 2 316 16 / 3fM N N−  because 
fM N≥ . Thus, the calculation of the coefficients of ( )sσ  is the most time-
consuming part of the overall process. Therefore, we are going to consider the 
computational cost for the calculation of the coefficients of ( )sσ  as the metric for 
comparison of the complexity of the matrix fitting and the element-by-element fitting.  
For the QR factorization in the calculation of coefficient of ( )sσ , the element-by-
element fitting requires 2 3(16 16 / 3)fM N N K−  flops because the process is repeated 
K  times, while the matrix fitting requires about 2 3 3(16 16 / 3)fM N N K−  flops 
assuming that the matrix  is a dense matrix. As the number of ports and the number of 
fitting elements increase, the operation time for the matrix fitting increases much more 
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rapidly than the element-by-element fitting. In general, since the upper triangular part 
of ( )sH  is only considered, K = pN ( pN +1)/2. In this context, the matrix fitting 
becomes much slower than the element-by-element as the number of port increases.   
However, the matrix fitting program of VF, which is available at [47], is 
implemented using sparse matrix storage and operations in MATLAB, which are 
different from those we used for the element-by-element fitting. This prevents us from 
doing a thorough comparison of the computational cost of the two approaches.  
However, for two reasons, we still reach the conclusion that the element-by-
element fitting is faster than the matrix fitting for a multiport system when the number 
of ports is large. The first reason is that the “\” operator is used in MATLAB is 
implemented for the general form of A  in order to limit matrix fill due to new 
nonzero elements generated during the sparse matrix operations [48]. The fill may 
incur additional operations because it may eventually be annihilated in order to obtain 
the triangular factors depending on their locations. On the other hand, the matrix A  in 
the dissected block of the element-by-element fitting is dense, and the element-by-
element fitting method does not introduce any additional fill. The second reason is that 
the operation time per flop for a sparse data structure is longer than that for a dense 
matrix [48]. Even if the “\” operator in MATLAB factorizes the sparse matrix A  
without generating any fill and it requires about the same flops as the element-by-
element fitting, the matrix fitting is much slower than the element-by-element fitting 
because of its slow flop speed.  
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It is known that the time-domain simulation for the element-by-element fitting is 
inefficient because the generated rational function fit involves large dimensions of 
state equation representations [49]. However, the inefficiency happens only when the 
state equation representation is used for the time-domain simulation. For the case of 
the SPICE-compatible equivalent circuit synthesis, element-by-element fitting does 
not increase complexity of the equivalent circuit or degrade computational efficiency 
because the circuits are synthesized for each partial term in each element in the 
network matrix of the rational function representation in (2.6) [23]. This will become 
clear in Chapter 7.  
Also for computational cost of enforcing passivity of the generated rational 
function fit, the passivity enforcement via quadratic programming, which is discussed 
in Chapter 6, shows the same computational efficiency both for the matrix rational 
fitting and the element-by-element fitting.  
Actually, the number of poles for the matrix fitting is larger than that of the 
element-by-element fitting because the common set of poles for the matrix fitting is 
determined in a manner such that the response attributes of all elements in the matrix 
are accurately fitted [50]. Finally, the element-by-element fitting is also more efficient 
than the matrix fitting in the context of passivity enforcement via quadratic 
programming because of the smaller order used in the fit of each element in the matrix 
response.  
For the purpose of providing a practical comparison of the two approaches to 
rational fitting, measured admittance matrix data of a 2-port interconnect structure 
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over the bandwidth 2 GHz < f < 50 GHz were used. The available spectra were 
sampled at 801 points over the aforementioned bandwidth. All computations are done 
using MATLAB in an IBM notebook computer with an Intel Pentium D processor (1.7 
GHz clock frequency) and 1.25 GB of RAM. The matrix entries are stored as double 
precision floating point values. For the matrix fitting with order 70 and with the 
constant term and the linear term included in the fit (see Equation (2.16)), the 
operation time was 20.34 s, the memory for the matrix A  was 8.19 MB, and the RMS 
error was 0.13253. For the element-by-element fitting with order 52 with same 
conditions as the matrix fitting except the order, the computation time was 2.33 s, the 
memory for the matrix A  was 1.36 MB, and the RMS error was 0.13006. The 
element-by-element rational function fitting is faster than the matrix fitting in this 
validation study. Also the element-by-element requires smaller order than the matrix 
fitting for generating the rational fit with about the same accuracy. The comparison of 
the element-by-element fitted admittances with the measured data is depicted in Figure 
2.1. Very good agreement is observed. This result clearly supports the discussion that 
the element-by-element fitting is more efficient in the operation time and storage 
requirement than the matrix fitting.  
2.5    State Equation Representation of Synthesized Linear Networks 
In matrix form, (2.16) and (2.38) can be written in a state equation form as follows: 
                              
1( ) ( ) .fit s s s−= − + +H C I A B D E                                     (2.39) 
The elements of A  and C  are either real or complex numbers which come in 
complex conjugate pairs. D  and E can be set to be zero. When E  is zero, (2.39) can  
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Figure 2.1      Comparisons of the measurement data and their approximations via the 
element-by-element VF.  
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be expressed in state-space form as               
                              
( ) ( ) ( )
( ) ( ) ( ),
t t t
t t t
= +
= +
z Az Bx
y Cz Dx
ɺ
                                             (2.40) 
where ( )tx  and ( )ty  are the input and the output of the system, and ( )tz  is the state 
vector.  
To fix ideas in terms of a specific simple example, consider a two-port system for 
which the matrix fitting results in a rational function of order 3. Then the matrices in 
(2.40) assume the explicit form,  
1,11 2,11 3,11 1,12 2,12 3,12
1,21 2,21 3,21 1,22 2,22 3,22
diag 1 2 3 1 2 3
11 12 11 12
21 22 21 22
1 1 1 0 0 0
( ) , ,
0 0 0 1 1 1
,
, .
Tp p p p p p
R R R R R R
R R R R R R
D D E E
D D E E
 
 = =
 
 
 
 =
 
 
   
   = =
   
   
A B
C
D E
          (2.41) 
On the other hand, an element-by-element fitting of the elements of the admittance 
matrix, assuming for simplicity and without loss of generality that the same order of 3 
is used for all four elements, yields, in the form of (2.40), the following matrices:  
1,11 2,11 3,11 1,12 2,12 3,12 1,21 2,21 3,21 1,22 2,22 3,22
1,11 2,11 3,11 1,12 2,12 3,12
1,21 2,21 3,21 1,2
diag( ) ,
1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
,
0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0
T
p p p p p p p p p p p p
R R R R R R
R R R R
=
 
 
 
 =
 
 
 
 
=
A
B
C
2 2,22 3,22
11 12 11 12
21 22 21 22
,
, .
R R
D D E E
D D E E
 
 
 
 
   
   = =
   
   
D E
(2.42) 
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 To avoid complex numbers in the matrices A  and C , we can express the 
matrices using only real numbers via a similarity transformation. In view of the 
realness of the system, the complex poles come in complex conjugate pairs,   
                                       ( ) ,r rH s
s p s p
= +
− −
                                                (2.43) 
where p jσ ω= +  and r jα β= + .  In a state-space realization of (2.40), the matrices 
are expressed as  
                    [ ]0 1, , .0 1
j j jj
+   
= = = + −   
−   
A b C
σ ω
α β α β
σ ω
           (2.44) 
When we apply a similar transformation using the matrix  
                                                      
1 1
,j j
 
=  
− 
J                                           (2.45) 
we obtain equivalent matrices as follows: 
   
1 12
' , ' , ' [ ].
0
− −
−   
= = = = = =   
   
A JAJ b Jb C CJσ ω α β
ω σ
                (2.46) 
The matrices in (2.40) have only real numbers.  
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CHAPTER 3  
ORDER ESTIMATION OF 
RATIONAL FUNCTION 
APPROXIMATION OF NETWORK 
TRANSFER FUNCTION 
 
TDVF is not as popular and widely used as VF for rational function fitting of linear 
network transfer functions, even though it is common for transient data to be available 
as a means of representation of the system response properties. One of the reasons for 
this is that, in contrast to VF [23, 51], there exist no robust guidelines for the 
estimation of the order of the rational function fit using TDVF.  
The main objective of this chapter is to propose a methodology for estimating the 
order of the rational function fitting needed for accurate macromodel generation using 
TDVF. This technique is based on the WT rule, which defines a relation between the 
order, N, of the rational function approximation, the time duration, T, of a signal in 
time and its frequency bandwidth W. The WT rule is derived from the 2WT theorem 
[52, 53], which is successfully applied to the macromodeling work pursued in Sarkar’s 
group [54, 55]. Their experience with the use of the 2WT theorem motivated our work. 
As will be shown next, the proposed WT rule can provide a guideline for determining 
the order of TDVF from system responses in TD, and thus facilitate automation of the 
fitting process.  
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In what follows our development is in the context of the element-by-element fitting 
of the system network matrix. In addition, we choose to work with the scattering-
parameter matrix because of the time-limited nature of their time-dependent 
transmission and reflection coefficients due to the use of resistive terminations at the 
ports for their calculation.  
3.1 WT Rule, Order Estimation for TDVF 
For simplicity and without loss of generality, a single-input single-output (SISO) 
passive system is considered. TDVF constructs rational function approximation 
( )fitH s  for the system transfer function using the input ( )x t  and the excited output 
response ( )y t  as explained in Chapter 2. The excitation input ( )x t  is set to be a 
Gaussian pulse with 60 dB bandwidth at the upper frequency limit of interest, W, as 
presented in Equation (2.33). Furthermore, it is assumed that ( )x t  and ( )y t , which are 
used as inputs to TDVF, are truncated in time at 0( )T t+ . Recall that  ( )y t  being time-
limited to 0( )T t+  is understood to mean that  
                                  
| ( ) |
max(| ( ) |)
y t
y t
ε<               for 0( )t T t> +                               (3.1)         
where ε  is set to be 0.01 (see Section 2.3.1 for the definition of T).  
In the frequency domain, the input and output relation is presented as  
                                     ( ) ( ) ( ) ( ) ( ),fitY s H s X s H s X s= ≈                                            (3.2) 
where ( )H s  is the transfer function, ( )X s  and ( )Y s  are, respectively, the Laplace 
transforms of ( )x t  and ( )y t . Because ( )X s  is band-limited to f = W, ( )Y s  is also band-
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limited to f = W, even if ( )H s  is not. It is worthwhile to note that in this work, the 
time-limited and band-limited attributes of the response are defined based on the 
absolute value of a signal relative to its maximum value as presented in (2.33) and 
(3.1) [54, 55], instead of being defined strictly according to [52, 53].  
From the 2WT theorem [53], a signal ( )y t  that is time-limited to 0( )T t+  and band-
limited to W, has a Fourier series description as  
                                      
0 1
0
( ) cos 2 sin 2 ,
,( )
n n n n
n
y t a f t b f t
nf
T t
∞ ∞
= +
=
+
∑ ∑pi pi
          (3.3) 
which is valid for 00 t T t< < + , and it can be rewritten as 
             
0 0
( ) exp( 2 ) exp( 2 )
2 2 2 2
n n n n
n n
a b a by t j f t j f tpi pi
∞ ∞
   
= + + − −   
   
∑ ∑ . (3.4) 
When the frequency interval of interest is W f W− ≤ ≤ , ( )y t  has about 
02 ( ) 1W T t+ +  nonzero terms in its frequency spectrum.   
The order of the rational function approximation is the number of poles, or 
equivalently, the dimension of the rational function space upon which the frequency 
data is projected. The projection is carried out in the context of VF through a least 
squares problem. Therefore, to solve the least squares problem, the order of the 
rational function approximation (which determines the number of columns of the 
matrix in the least squares problem) should be larger than or equal to the number of 
equations (which is the number of row of the matrix) which, in turn, is determined by 
the number of frequency data. In the fitting process used in VF, only positive 
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frequencies are used [22, 23]. Therefore, to solve the least squares problem, the 
number of frequency data, fN , should be larger than the order, which leads to  
                                                           ,y fN N≤               (3.5) 
where yN  is the order of rational function fit for ( )Y s .  
From the 2WT theorem, the time-limited signal ( )y t has 0( )W T t+  nonzero 
frequency terms in 0 f W≤ ≤ , and thus 
                                                      0( )y fN N W T t≤ ≈ + .  (3.6) 
However, TDVF is designed to macromodel the transfer function ( )H s  instead of 
( )Y s . Hence, the order for the fitting of ( )H s  should be derived from the order of 
( )Y s  using (3.2).   
From (3.2), the order of ( )Y s  can be presented in terms those for ( )X s  and ( )H s : 
                                             ( ) ( ) ( ),O Y O H O X≤ +                                            (3.7) 
where ( )O F  represents the order of a rational function representation of the function 
F . The validity of (3.6) can be simply justified as follows.   
Let ( )X s  and ( )H s  be represented in terms of rational functions as   
                                       
1
1
( )
( ) ,
Nx
xm
x x
xmm
N
m
mm
RX s D sE
s p
RH s D sE
s p
=
=
= + +
−
= + +
−
∑
∑
 (3.8) 
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where  xN  and N  are, respectively, the orders of the rational function fits for ( )X s  
and ( )H s . The two rational function approximations are multiplied as in (3.2), to yield 
( )Y s  as follows.  
          
1 1
( )
N Nx
xm m
x x
xm mm m
R RY s D sE D sE
s p s p
= =
  
= + + + +  
  
− −
  
∑ ∑  (3.9) 
         
1 2 1 2
1 2 1 2
( ) x x x x
x x
R R R RY s D sE D sE
s p s p s p s p
  
= + + + + + + + +  
− − − −  
⋯ ⋯ . 
When the obtained expression for ( )Y s  from (3.9) is decomposed into partial fractions, 
( )Y s  has at most all the poles of ( )X s  and ( )H s  in the form of union, and the order of 
( )Y s  satisfies the relation in (3.6).  
Upon further consideration, ( )X s  is a delayed Gaussian function that is smooth in 
magnitude and has variations in phase due to the delay. xN  is determined to present 
the variation of phase incurred by the turn-on delay, 0 ;t
 
hence, when the turn-on delay 
is subtracted from the time duration of ( )y t  in (3.6), Equation (3.6) is modified for  N 
                                                         .N TW≤      (3.10) 
Equation (3.10) informs the upper limit of the order for TDVF. The upper limit 
increases as the duration T  and bandwidth W  increase. Typically, N  is chosen to be  
                                                        .N WT≈                                                   (3.11) 
3.2 Validation Studies 
The validity the proposed WT rule is demonstrated using two interconnect systems 
providing a guideline to estimate the order for TDVF. For the time-domain data 
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computation, the Gaussian pulse in (2.33) was used. To check the accuracy of the 
generated rational function fit, the RMS (root mean square) error is used. The RMS 
error in TD is computed as the relative value to the peak value of the Gaussian pulse 
input.   
3.2.1 A four-port interconnect system 
 
 
 
 
 
 
Figure 3.1 A four-port interconnect system involving two cascaded sections of 
coupled transmission lines [56].  
 
The first numerical study concerns a four-port interconnect system characterized by 
S-parameter data up to 10 GHz. The system is shown in Figure 3.1. The two sections 
of multiconductor interconnects are identical, with per-unit-length (p.u.l.) inductance 
and capacitance matrices given by  
                                       
4.976 0.765 0
0.765 4.975 0.765 ,
0 0.765 4.975
 
 
=  
  
L  
                                    
1.082 0.197 0
0.197 1.124 0.197
0 0.197 1.082
− 
 
= − − 
 − 
C .  
Section A Section B 
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The p.u.l. conductance matrix is taken to be zero while a p.u.l. resistance of 3.448 
Ω/cm is assumed for each wire.  
For this validation study, we only fitted the reflection coefficient at port 1, 11,S  
over the frequency region up to 10 GHz ( 1010W = ). The 11S  was chosen as a 
representative element in the 4 x 4 scattering matrix of the interconnect system. The 
characteristic impedance for definition of the scattering matrix was 50 Ω.  
The time-domain data was obtained via HSPICE as follows. First, all ports except 
Port 1 were terminated with 50 Ω, and Port 1 was connected to a source that had a 
source resistor of 50 Ω. A Gaussian pulse with 60 dB bandwidth at 10 GHz, which 
had twice the value of (2.33) when 0 / 2U = α pi  and a turn-on delay of 0.6 ns, was 
assigned to the source. Due to this doubling, 1( )x t  had the exact value of the Gaussian 
pulse as described in (2.33). The pulse was sampled with the time step 5t∆ = ps, and 
the reflected voltage wave at port 1, 11( ),y t  was analyzed by HSPICE [33]. The 
obtained 11( )y t  is plotted in Figure 3.2(a) as a solid line.  
The transient data for 1( )x t  and 11( )y t  were truncated at 4t = ns. This is 
consistent with a value of 210ε −=  according to (3.1). From Figure 3.2(a), a choice of  
3.4T =  ns should be acceptable for choosing N according to the WT rule. Hence, with 
the predetermined value 1010 ,W =  and 3.4T =  ns, we obtain 34.N =  Thus, the 
truncated time-domain data were put into the TDVF process with the estimated order 
34.  
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(a) 
                             (b)                                                                    (c) 
 
Figure 3.2 Comparison of reference values and the data from the macromodel of 
TDVF. (a) Reflected voltage wave at port 1 (solid line: HSPICE reference solution; 
dots: TDVF interpolated/extrapolated response). (b) Magnitude and (c) phase of 11S  
(solid line: FD data from Fourier transform; bold dots: data from the TDVF rational 
approximation; dotted line: error). 
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Both time-domain and frequency-domain data obtained from the constructed 
macromodel of 11S  are presented as dotted lines in Figure 3.2 compared with reference  
values. The time-domain data, 11( ),y t  from the generated rational fit were 
extrapolated via recursive convolution and the reference values in the frequency 
domain were obtained from the Fourier transform of the time-domain data, 1( ),x t  and 
11( ),y t  which were truncated at 15t = ns. Very good agreement is observed. The 
RMS error is 51.083x10−  in the time domain and 0.0038 in the frequency domain. 
Next, RMS errors in the time domain and the frequency domain are plotted for 
various values of the order N and the time support T in gray scale in Figures 3.3 and 
3.4. In the figures, RMS errors show the tendency to decrease as the order N and the 
time support T increase. However, boundaries of N which support accurate 
macromodeling exist. Moreover, the boundary values of N in the time domain and 
frequency domain are different when the acceptable RMS error is smaller than 0.01. 
The time-domain region which covers acceptable RMS errors is larger than the 
frequency-domain region. It means that the accuracy of the generated macromodel in 
the time domain cannot guarantee the accuracy in the frequency domain even though, 
practically, we can check the accuracy only in the time domain. For example, when T 
is 5 ns, the order N 100 and the number of iterations 5, the RMS error is 63.0741x10−  
in TD and 7.0450 in FD. Even though the RMS error in the time domain is much 
smaller than 0.01, the error in the frequency domain is not acceptable.  
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Figure 3.3 RMS error in gray scale for time-domain data. 
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Figure 3.4 RMS error in gray scale for frequency-domain data. 
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To demonstrate the validity of the WT rule, we draw the line of WT  and minWT  
(=34) in Figure 3.4. The two lines almost correspond to the boundaries of the region of 
N which supports accurate construction of the macromodel via TDVF. This 
demonstrates that the WT rule in (3.10) can provide a guideline in (3.11) to determine 
the order of TDVF from the provided time-domain data supporting the accuracy of the 
macromodel. 
3.2.2 A SISO interconnect system 
The second numerical study concerns the SISO (single input/single output) 
interconnect circuit system depicted in Figure 3.5; the subcircuit, “sub_crt,” involves 
seven transmission lines. All lines are lossy with the same p.u.l. resistance of 0.1 Ω/cm 
and zero p.u.l. conductance. The p.u.l. capacitance, C, p.u.l. inductance L, and length l 
of the lines are as follows. For T1, C = 1 pF/cm, L = 0.6 nH/ cm, and l = 3 cm. For T2, 
C = 1 pF/cm, L = 1 nH/ cm, and l = 5 cm. For T3, C = 1.2 pF/cm, L = 0.6 nH/ cm, and 
l = 3 cm. For T4, C = 1 pF/cm, L = 0.6 nH/ cm, and l = 4 cm. For T5, C = 1.5 pF/cm, L 
= 1 nH/ cm, and l = 2 cm [56].  
The SISO interconnect system was analyzed using HSPICE to obtain the time-
domain data required for the rational function fitting up to 5 GHz. The Gaussian pulse 
with a 60 dB bandwidth at 5 GHz (W = 95x10 ), which was sampled every 5 ps, was 
assigned to Vin as an excitation. The turn-on delay, 0 ,t  of the Gaussian pulse was 1.5 
ns and 0U = α pi . The output voltage was recorded at the junction of the first and 
second subcircuits. The time response used for fitting was truncated at 8 ns (T = 6.5  
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Figure 3.5  SISO interconnect system. (a) Whole circuit and (b) subcircuit.   
 
 
ns). This was dictated by the criteria in (3.1) for a value of 210 .−=ε  With T taken to 
be 6.5 ns and W = 95x10 , the order for TDVF was taken to be 34WT ≈  according to 
the WT rule. 
 The plots in Figure 3.6 depict the accuracy achieved with this order of the rational 
fitting. The time-domain data from the generated rational fit were extrapolated via 
recursive convolution, and the values are presented as a dotted line in Figure 3.6(a). 
The reference time-domain data are obtained from HSPICE. Those for the frequency 
domain are from the Fourier transform of the transient response reached up to 40 ns. 
The reference values are plotted as dotted lines in the figure. Very good agreement is 
observed in both domains. The RMS error for the time-domain data is x 64.19 10− , and  
(a) 
(b) 
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(a) 
                              (b)                                                                     (c) 
Figure 3.6  Comparison of reference values and data from the macromodel of TDVF. 
(a) In the time domain (solid line: HSPICE reference solution; dots: TDVF 
interpolated/extrapolated response). (b) Magnitude and (c) phase in the frequency 
domain (solid line: frequency-domain data from Fourier transform; bold dots: 
frequency-domain data from the TDVF rational approximation). 
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for the frequency-domain data is x 45.65 10− . The observed accuracy demonstrate the 
effectiveness of the WT rule for order estimation. 
It is also worth noting that the phase of the reference value is noisy in the high-
frequency region while the phase from the macromodel is very smooth even though 
the shorter time support was used for the TDVF, which means that TDVF provides a 
reliable means for generating frequency-domain response data reducing the effect of 
Gibbs phenomenon associated with direct Fourier transformation. 
3.3 Summary 
In this chapter, we introduced the WT rule as a robust means for estimating the 
order of the rational function approximation using TDVF. The WT rule was the 
derivation which, motivated by the 2WT theorem, was shown to provide a reliable 
guideline for selecting the order to be used for accurate rational function 
approximation given the bandwidth, W, of the excitation and the duration, T, over 
which the response needs to be recorded in order to ensure that the output response has 
been subsided to negligible levels.   
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CHAPTER 4  
COMBINED RATIONAL 
APPROXIMATION FROM 
FREQUENCY-DOMAIN AND  
TIME-DOMAIN DATA (CRAFT) 
 
Rational function approximation of EM responses of interconnect structures 
provides for their convenient and expedient incorporation in commonly used nonlinear 
circuit simulators, in support of the quantification of interconnect-induced signal 
degradation and interference. The raw data used for the fitting can be obtained in 
terms of either finite-transient response recorded over a finite period or through a 
frequency-domain response over a finite frequency bandwidth. Time-domain 
modeling is most appropriate for capturing the high-frequency attributes of a device 
under test (DUT), while the late-time response, associated with the resonant behavior 
and lower-frequency attributes of the system, comes at the cost of longer simulation 
times. On the other hand, frequency-domain analysis is computationally most efficient 
and robust when done over the frequency bandwidth over which the electrical size of 
the DUT is of the order of the wavelength. However, extracting multiple-tens-of-GHz-
frequency response data is cumbersome and expensive.  
Hence, the concurrent use of time-domain (TD) and frequency-domain (FD) 
modeling techniques for the EM modeling of interconnect structures offers the 
possibility of exploiting their complementary attributes toward achieving an accurate 
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and very broadband extraction of the response [32]. The advantages of such a hybrid 
time-frequency characterization have prompted the exploitation of ways in which TD 
and FD data can be combined toward the synthesis of mathematical models for 
broadband EM responses.  
In this chapter, we present a new methodology for the rational function fitting of 
broadband EM responses of the DUT utilizing both TD and FD data. The basic idea is 
to hybridize vector fitting (VF) and time-domain vector fitting (TDVF) into a single 
algorithm which, through the enrichment of the early-time transient response (rich in 
high frequencies) of the DUT with low and moderate frequency-domain response data, 
provides for accurate and broadband rational function fitting of the DUT. The 
resulting rational fitting algorithm will be referred as CRAFT (Combined Rational 
Approximation from Frequency-Domain and Time-Domain Data) [30, 31] (see Figure 
4.1).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 CRAFT is the hybrid method of VF and TDVF. 
51 
 
This hybridization method of TD and FD data, CRAFT was inspired by Sarkar’s 
hybrid extrapolation methods (SHEM) [32, 54-55]. CRAFT and SHEM show 
similarities in that they construct a wideband macromodel for a DUT using early-time 
and low-frequency data; however, there are specific differences between CRAFT and 
SHEM that make a direct comparison of the two rather difficult. To address this issue, 
the original version of CRAFT presented in [30, 31] has been modified in such a way 
that a comparison between SHEM and CRAFT is possible.  
This chapter is organized as follows. First, the mathematical formulation of 
CRAFT is presented in Section 4.1, followed by an overview of SHEM and its relation 
to CRAFT in Section 4.2. In Section 4.3, the modified CRAFT algorithm is briefly 
introduced, followed by a discussion of data preparation for use of the modified 
CRAFT in Section 4.4.  In Section 4.5, the application of CRAFT to two interconnect 
systems is considered for validation study purposes. The chapter concludes with a 
summary of the ideas presented.  
4.1 Formulation of CRAFT 
It is assumed that the DUT is a passive pN − port system represented by its transfer 
function matrix, ( )H s . tM  denotes the recorded time-domain samples of the input 
and output signals and fM  the number of frequencies at which the transfer function 
matrix is computed in the frequency domain. The CRAFT algorithm is the hybrid-
formulation of VF and TDVF. Because the two fitting algorithms are formulated in a 
manner of linearized least squares problems as presented in (2.20) and (2.31), we 
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combine the linear equations of (2.20) from VF and (2.31) from TDVF, into one 
whole least squares problem using the time-domain data of ( )jx t  and ( )ijy t  and 
frequency-domain data of ( )ijH s as 
 
, ,
⋅ =
   
= =   
   
f f
t t
A u b
A b
A b
A b
 (4.1) 
where 1, , 1 ,
T
ij N ij ij ij Nr r d e r r′ ′ ′ ′ =  u ɶ ɶ⋯ ⋯  and 1 , .pi j N≤ ≤  The overall A  matrix 
is composed of the matrix fA  from VF and the matrix tA  from TDVF. Also, the 
overall forcing vector b  consists of fb  from VF and tb  from TDVF. The unknown 
vector u  consists of the coefficients of rational function approximation.  
Equation (4.1) is subsequently used to effect the fitting process described in 
Chapter 2 for the VF and the TDVF case.  
4.2 Comparison with Sarkar’s Hybrid Extrapolation Methods 
CRAFT as a hybridization method that uses time-domain and frequency-domain 
data was first suggested in Sarkar’s hybrid extrapolation method (SHEM) [32, 54, 55]. 
CRAFT and SHEM are similar in that they are constructing a wideband macromodel 
for DUT relying upon early-time and low-frequency data.  
However, they are basically different. CRAFT uses rational functions for basis, 
while SHEM uses Laguerre functions, Hermite functions, as well as other orthogonal 
fuctions [32, 54, 55]. An important advantage of the rational function fitting method, 
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CRAFT, is that it provides for the direct synthesis of a SPICE-compatible circuit 
representation from the generated rational function fit.  
The difference between SHEM and the CRAFT is not only in the basis functions, 
but also in the types of inputs used and the types of outputs generated. SHEM uses the 
early-time response of ( )ijy t  and the low-frequency data of ( )ijY s  to extrapolate those 
data in late-time and high-frequency regions. Actually SHEM constructs the 
macromodel of ( )ijY s , which is the product of ( )jX s  and ( ).ijH s  In contrast, CRAFT 
uses ( )jx t and ( )ijy t  for early-time data and ( )ijH s  for the low frequency data to 
generate a macromodel of ( )ijH s  that is valid over the broad frequency bandwidth. 
From the generated fit of ( )ijH s , late-time data of ( )ijy t  can be subsequently 
generated and also the system output for arbitrary inputs can be obtained via a 
recursive convolution process. The direct macromodeling of ( )ijH s  is another 
advantage of CRAFT over SHEM. In Figure 4.2, differences between the inputs and 
outputs used by the two methods are summarized in visual form 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 Input and output configurations.  
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In view of the aforementioned differences, in order to clearly compare CRAFT 
with SHEM, a modified CRAFT method will be presented that extrapolates ( )ijy t  to 
later time and ( )ijY s  to higher frequency as driven by SHEM.   
4.3 The Modified CRAFT 
To compare the performance of a hybrid rational function fitting method of 
CRAFT with SHEM, we modify CRAFT to extrapolate a system’s early-time 
response, ( )ijy t , to later times and low-frequency domain data, ( ),ijY s to higher 
frequencies. This modification means a change of the ( )jx t / ( )ijy t / ( )ijH s  framework 
of the original CRAFT to the ( )ijy t / ( )ijY s  framework used in SHEM.  
The framework change in the frequency domain is realized by replacing ( )ijH s  
with ( )ijY s  for the VF part in (2.19) as  
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1 1
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N N
n ij n
ij ij ij ij
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 (4.2) 
where ( ) ( ) ( )ij j ijY s X s H s= ⋅ . For the time-domain formulation, we take the inverse 
Laplace transform of both sides of (4.2) except for the first order term of s in the left 
side: 
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where ∗  represents the convolution operator which is numerically calculated using the 
recursive convolution as presented in Chapter 2, and ( )j tδ  is an impulse function. For 
the numerical implementation, the impulse function is evaluated as  
  
( ) 0
( ) 1/( )
j
j
t
t t
=
=
δ
δ ∆                 
when 0,
when 0,
t
t
≠
=
    (4.4) 
where t∆  is the sampling time.  
The formulation of the modified CRAFT is completed via (4.2) and (4.3) in the 
manner of a least squares problem using the early-time data of ( )ijy t  and the low-
frequency data of ( )ijY s  to extrapolate them in late-time and high-frequency regions, 
respectively.  
4.4 Data Preparation  
CRAFT is the hybridization of TDVF and VF. Hence, we excite the system with a 
Gaussian pulse as we did for the TDVF, utilizing the attributes of the Gaussian pulse 
that provide an effective way to set the frequency bandwidth of the response to an 
upper frequency limit. More specifically we use a Gaussian pulse with 60 dB 
bandwidth at  f = W for excitation input ( )jx t  as presented in Chapter 2.  
 
20
0
1( )
t t
jx t U e
− 
− 
 
=
α
α pi
 (4.5) 
where α  determines the frequency bandwidth, while the turn-on delay, 0,t  is used to 
make ( ) 0jx t ≈  for 0t < . In the frequency domain, the pulse spectrum is  
 
2[( ) 2 ]0( ) .f j ftjX f e− pi α + pi=  (4.6) 
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In order to set a duration for the early-time response, ( )ijy t  is truncated at time ET , 
according to the condition 
                               
| ( ) |
0.1
max(| ( ) |)
ij
ij
y t
y t
<
         for  0( ).Et T t> +  (4.7) 
To facilitate the use of the modified CRAFT, it is desirable to have in place 
guidelines for the estimation of the order N of the rational function fit to be generated. 
Following the line of thinking in Chapter 3, we would like to use the WT rule to 
provide an estimate for the order N as .N WT≈  With W defined in terms of the 
bandwidth of the Gaussian pulse used for the excitation, all that remains is the 
determination of T. For this purpose, the following approach is used. Through an 
inverse Fourier transform of the low-frequency data of ( )ijY s , a time-domain response 
( )ijy tɶ  is obtained. This response is used for the determination of T through (3.1). It 
should be noted that the value of T obtained from the low-frequency data though (3.1) 
is rather smaller than the actual time support of the low-frequency data.  
4.5 Validation Studies 
In this section, two interconnect systems are considered to demonstrate the 
performance of CRAFT, the modified CRAFT, and the validity of the WT rule for 
order estimation.  
4.5.1 A four-port interconnect system 
The first study concerns the four-port interconnect system characterized in terms of 
S-parameter data up to 10 GHz described in Chapter 3. The 11S  was chosen as a 
57 
 
representative element in the 4 x 4 scattering matrix of the interconnect system. The 
characteristic impedance used for the definition of the scattering matrix was 50 Ω.  
The time-domain and frequency-domain data used for the CRAFT fitting were 
obtained by analyzing the circuit with 50 Ω terminations in HSPICE. All the ports 
except Port 1 were terminated with 50 Ω, and Port 1 was connected to a source that 
had a source resistor of 50 Ω for obtaining the time-domain data for the scattering 
parameters.  
For time-domain data, the Gaussian pulse with 60 dB bandwidth at 10 GHz of the 
same parameters as in (2.33) ( 0 1,U =  118.336x10−=α  and the turn-on delay 
0 0.6t = ns), was assigned to the source. The pulse was sampled with the time step 
5t∆ = ps, and the reflected voltage wave at port 1, 11( ),y t  was recorded over the 
interval 0 ≤ t ≤ 6 ns, with sampling time step 25t∆ = ps.  
The frequency data were collected through a linear AC sweep from 1 Hz to 10 GHz. 
A total of 250 frequency-domain data were linearly collected with the sampling 
frequency step 40.04f∆ =  MHz. These time-domain and frequency-domain data were 
used both for the selection of the subset of data points used for the fitting and also for 
the reference values for testing the accuracy of the generated fit. In this study, the 
RMS error in the time domain is computed as the relative value to the peak value of 
the Gaussian pulse input to present the accuracy clearly.  
The frequency-domain data, 11( 2 )S s j f= pi  over 0 4f≤ ≤ GHz were used as the 
low-frequency data and are depicted in Figure 4.3(a). This amounted to fM =100, 
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frequency-domain data samples. Regarding the time-domain data, 11( )y t  over the time 
interval 0 ≤ t ≤ 2.475 ns was used for the fitting and is depicted in Figure 4.4. This 
amounted to tM  = 100 samples. 
For order estimation for CRAFT,  T  was estimated using the low-frequency data of 
11.S  The low-frequency data of 11Y 11( ( ) ( ))X s S s= ⋅  were inverse Fourier transformed 
to the TD data as shown in Figure 4.3(b). T  was estimated at 3.4 ns. The order was set 
to be 60, a value larger than the 34TW =  value suggested by the WT rule.  
The CRAFT with the order 60N =  using the early-time and the low-frequency 
data, generated the rational function fit of 11( )S s . From the generated rational function 
fit, we could obtain the reflected wave at port 1, 11( )y t  for the Gaussian input of 1( )x t  
via recursive convolution. The time-domain and frequency-domain data from the 
constructed macromodel of 11S  are presented as dotted lines in Figure 4.4 and are 
compared with reference values. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                             (a)                                                                     (b) 
Figure 4.3 (a) Low-frequency data and (b) estimated late-time response from the 
Fourier transform of the low-frequency data.  
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                                                                  (a) 
 
                                       (b)                                                                      (c) 
                                                                 
 
Figure 4.4 Comparison of reference values and data from the macromodel of 
CRAFT. (a) In the time domain (solid line: HSPICE reference solution; dots: CRAFT 
interpolated/extrapolated response). (b) Magnitude and (c) phase in the frequency 
domain (solid line: FD data from HSPICE; dash and dot: data from Fourier transform; 
dots: data from CRAFT). 
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More specifically, in Figure 4.4(a), the time-domain data of 11( )y t  obtained from 
the generated macromodel are compared with the reference values. Very good 
agreement is observed over both the early-time interval and the extrapolated, late-time 
response. The RMS error in the time domain was 41.6819x10 ,−  indicating a very 
accurate fit.  
The frequency-domain data are plotted in Figures 4.4(b) and (c). The macromodel 
shows good agreement with reference values in the low-frequency region of 
interpolation, and acceptable accuracy in the lower-frequency portion of the 
extrapolated higher-frequency range. However, at high frequencies the discrepancy is 
significant, indicating unacceptable accuracy of the fit at the highest frequencies.  
The inaccuracy in the high-frequency region may be attributed to the lower 
sampling rate involved in aliasing, which is plainly observed from the Fourier 
transformed data in Figure 4.4 (b) and (c). Another reason for the inaccuracy of the 
macromodel may be the limitation of CRAFT fitting the transfer function 11( )S s , 
which is not band-limited, instead of macromodeling the Gaussian windowed transfer 
function 11( ).Y s  
In order to examine these two possible sources of error, we are going to repeat the 
testing of the performance of CRAFT in two ways. One is to increase the sampling 
rate of the TD data and construct the macromodel via CRAFT. The other one is to 
construct the macromodel using the modified CRAFT without increasing the sampling 
rate. 
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First, we decreased the sampling time to 5t∆ = ps and used the same time support 
of the time-domain data ( 500)tM =  and the frequency-domain data ( 100)fM =  sets. 
The result is presented in Figure 4.5.  
In Figure 4.5, the data from the macromodel of CRAFT show excellent agreement 
with reference values in both the time domain and the frequency domain over the 
entire domains of interpolation and extrapolation. The difference is negligible. The 
RMS error in the time domain was 56.0311x10 .−  Similarly, the one in the frequency 
domain was 0.0092, where the frequency-domain data from the macromodel are 
compared with data obtained from the Fourier transformation of the time-domain data 
over the interval 0 ≤ t ≤ 14.995 ns. The accuracy of the frequency-domain data is 
greatly enhanced with the increased sampling rate of the time-domain data.  We can 
distinctly observe the accuracy in the high-frequency region of extrapolation, which 
implies that the CRAFT can construct the broadband macromodel accurately when 
both the early-time response and the low-frequency data characterize the system 
completely in a complementary manner. 
Next, the performance of the modified CRAFT is considered. The time-domain and 
the frequency-domain data sets in the first study of CRAFT were used, where the 
sampling time step was 25t∆ = ps and the order of the fit was 60N = . The only 
difference was that the early-time interval was extended to 3 ns and thus, the number 
of time samples was 120tM = .  
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(a) 
 
                                    (b)                                                                    (c) 
 
 
 
 Figure 4.5 Comparison of reference values from HSPICE and data from the 
macromodel of CRAFT. (a) In the time domain (solid line: HSPICE reference 
solution; dots: CRAFT interpolated/extrapolated response). (b) Magnitude and (c) 
phase in the frequency domain (solid line: FD ata from HSPICE; dash and dot: data 
from Fourier transform; dots: data from the CRAFT). 
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Figure 4.6 shows the fitting result of the modified CRAFT in both time domain and 
frequency domain. The result shows very good agreement with the reference values 
from HSPICE. The RMS error in the time domain was 42.2145x10−  and the RMS 
error in the frequency domain was 0.0026. As in [54], to evaluate the performance of 
the extrapolation, the normalized mean-squared errors (MSEs) in time domain and 
frequency domain are computed as  
                    
11 1111 11 2 2
11 112 2
ˆ
ˆ
,t fE E
−
−
= =
Y Yy y
y Y
 (4.8) 
where 2i  is the 
2L -norm of a vector, and 11yˆ  and 11ˆY  are the vectors of 
extrapolated data in the time domain and the frequency domain while 11y  and 11Y  are 
the vectors of reference values in the time-domain and frequency-domain 
extrapolation regions. In this validation test, tE  was 0.1345 and fE was 0.0080, 
demonstrating the accuracy of the modified CRAFT.  
   However, when the Gaussian window 1X  was extracted from the macromodel 11Y  to 
compute the scattering parameter 11S , the computed data of 11S  were quite different 
from reference values in the high-frequency region as depicted in Figure 4.7. The 
RMS error in the frequency domain was 0.2636, which implies that the macromodel of 
11Y  shown in fE  cannot guarantee accuracy in the calculation of 11S , and the 
performance of the modified CRAFT is also limited by the quality of the time-domain 
and frequency-domain data. The time-domain and frequency-domain data should 
complementarily represent the whole set of characteristics of a broadband system. 
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(a) 
 
                                   (b)                                                                    (c) 
 
Figure 4.6 Comparison of reference values from HSPICE and data from the 
macromodel of the modified CRAFT. (a) In the time domain (solid line: HSPICE 
reference solution; dots: modified CRAFT interpolated/extrapolated response). (b) 
Magnitude and (c) phase in the frequency domain (solid line: from HSPICE; dots: 
from the modified CRAFT). 
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                                    (a)                                                                    (b) 
 
Figure 4.7 Comparison of reference values from HSPICE and data from the 
macromodel of the modified CRAFT after the Gaussian window extraction. (a) 
Magnitude and (b) phase of 11S  in the frequency domain (solid line: from HSPICE; 
dots: from the modified CRAFT after the window extraction).  
 
 
To examine the usefulness of the guideline for the estimation of the order of the 
rational function fit generated by CRAFT, we calculated the RMS error of the fit for 
different values of N. The sampling time t∆  was 5 ps and the same time support of the 
time-domain data ( 500tM = ) and the frequency-domain data ( 100fM = ) were used. 
Because T  was estimated to be 3.4 ns and W = 10 GHz, we expect the lower limit of 
the order to be 34. The values of RMS error depending on the order N are plotted in 
Figure 4.8. As the order N increases, the RMS error decreases, reaching a minimum 
around 34N TW= = , and it starts to diverge around 120 for both time domain and 
frequency domain. We attribute this to numerical error on the solution of the least 
squares problem used for the generation of the rational function fit. We conclude that  
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                         (a)                                                                       (b) 
 
Figure 4.8 RMS error depending on the order N (a) in the time domain and (b) in 
the frequency domain.  
 
the WT rule provides a reliable and useful means for estimating the order of the 
rational function fit.   
4.5.2 A terminated coaxial cable  
The second example considered was a terminated air-filled coaxial cable, which 
was studied in [57]. The cable is 1 m long with inner radius 4 mm and outer radius 8 
mm, and terminated at the near end by a current source with a 5 Ω resistor in parallel 
and at the far end by a lumped circuit composed of a 100 pF capacitor in series with 
the parallel combination of a 10 nH inductor and another 5 Ω resistor.  The current 
excitation input was taken to be  
 
2 2
1 0 0 0( ) exp( ( ) / ) cos(2 ( )),wx t t t t f t t= − − −pi  (4.9) 
67 
 
where 0 0.3f = GHz, 0 05.0 /t f= , and 01.0 /wt f= . The current pulse 1( )x t  was 
sampled at every 0.02t∆ = ns. The output voltage at the port 1, 11( ),y t  was the 
measured output quantity. 
 The time-domain data of 11( )y t  was recorded over the interval 0 70t≤ ≤  ns. The 
frequency-domain data over the interval 2 500f≤ ≤  MHz were computed with a 
sampling of 2f∆ =  MHz via TDVF using the time-domain data over the interval 
0 59.98t≤ ≤ ns (N = 22, 3000tM = ). These time-domain and frequency-domain data 
were used both for the selection of the subset of data points used for the fitting and 
also for providing the reference solution for testing the accuracy of the generated fit.  
Regarding the input for CRAFT, the time-domain data over 0 ≤ t ≤ 27.98 ns 
( 1400tM = ) and the frequency-domain data over 2 280f≤ ≤  MHz ( 140fM = ) were 
used for CRAFT with an order of 22N = . The fitting results are presented in Figure 
4.9. The interpolated/extrapolated data in both time domain and frequency domain 
show very good agreement with the reference values. The RMS error in the time 
domain was 58.1671x10 (relative value to the maximum of 11( )y t  was 51.3513x10− ) 
and that in the frequency domain was  0.0011. Even though the shape of 1( )x t  was 
different from the Gaussian pulse presented before, the CRAFT constructed the 
macromodel very accurately. 
4.6 Summary 
In summary, we have introduced a new methodology for constructing the 
broadband rational function approximation using early-time response data and low-  
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                                                                 (a) 
 
 
 
 
 
 
 
 
 
                                  (b)                           (c) 
 
 
Figure 4.9 Comparison of reference values and data from the macromodel of the 
CRAFT. (a) In the time domain (solid line: reference solution; dots: CRAFT 
interpolated/extrapolated response). (b) Magnitude and (c) phase in the frequency 
domain (solid line: from the TDVF; dots: from the CRAFT). 
69 
 
frequency data in a complementary and concurrent manner. The proposed fitting 
methodology, CRAFT, is the hybridization of the frequency-domain rational fitting 
process, VF, and its time-domain counterpart, TDVF. 
The validity and accuracy of the method have been demonstrated through its 
application in the fitting of a four-port MIMO (multi-input multi-output) interconnect 
circuit, and a terminated coaxial cable. The modified CRAFT was demonstrated to 
extrapolate the time-domain and frequency-domain data successfully like Sarkar’s 
extrapolation methods, and the WT rule which was discussed in Chapter 2 was also 
successfully applied to the order estimation of CRAFT. 
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CHAPTER 5  
DELAYED RATIONAL FUNCTION 
APPROXIMATION 
 
Recent advances in modeling high-speed interconnects have demonstrated the 
benefits of extracting the transport delay from the frequency data prior to generating 
the rational function fit. The delay extraction reduces the order of the rational function 
fit, enhances the accuracy, and preserves the causality of a device under test (DUT).   
 There are three essentially different approaches to macromodeling with delay 
extraction. The first approach is based on the method of characteristics (MoC) [7], the 
second is based on the matrix rational function approximation (MRA) [8], and the 
third is based on the transfer function approximation [30, 31]. Unlike other approaches 
that have only been applied to single or coupled transmission lines with p.u.l 
parameters, the third approach, the transfer function approximation approach, can be 
applied to large portions of interconnects that have discontinuities and multiple 
cascaded transmission lines. Furthermore, the third approach can be applied to an 
arbitrary system that has frequency data representing the relation between input and 
output.  
In our approach, we employ the third approach to macromodel the S parameter 
(instead of the Y or the Z parameter) using the vector fitting (VF) after delay 
extraction; VF is done element by element, which results in a different set of poles for 
each element of the S parameter matrix.  
71 
 
There are several reasons why the S parameter, instead of the Y or the Z parameter, 
is used for macromodeling the high-speed interconnects. In measurement, it is very 
inconvenient and tedious to terminate a circuit with short/open in the microwave 
region for the Y/ Z parameters. In contrast, the S parameter is very easily measured 
from a device embedded in properly selected termination. Furthermore, high-
frequency characterization equipment such as the vector network analyzer (VNA) is 
elaborately developed to measure directly S parameters from as low as 300 kHz to 
greater than 100 GHz. In theory, S parameters are defined using traveling waves; 
hence, transport delay can be readily extracted from S parameters  representing 
transfer functions, and then the S parameters are fitted as the product of a rational 
function and the transcendental function exp(-Ts), where T is the transport delay. 
Consequently the macromodeling based on the S parameters requires relatively 
smaller order for the rational approximation. When the S parameters are computed or 
measured, a device under test (DUT) is terminated with resistors, thereby suppressing 
reflections at ports. For the Y/Z parameters, however, all the ports are short/open-
circuited, and internal reflections arise at the ports. Hence, more peaks appear in the 
frequency responses due to the internal reflections, and a higher order is demanded for 
macromodeling. For these reasons, our proposed method is based on S parameters. 
This chapter is organized as follows to present the delayed rational function 
approximation of the S parameters for a distributed system modeling method toward 
causality preservation, order reduction and accuracy enhancement. First, causality 
preservation in the modeling process via delay extraction will be discussed in Section 
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5.1, and the procedure of the delayed rational function approximation will be 
presented next. In Section 5.3, the amount of order reduction is derived from the 
consideration of lossless transmission lines, and in Section 5.4 the computation of the 
delay and the optimization procedure of the delayed rational function fitting are stated. 
Then the limitation of the fitting method will be discussed, and validation studies will 
follow. In the last section, we will conclude with a summary.  
5.1 Causality and Delay Extraction 
Causality becomes more demanding in high-speed interconnects because the delays 
are not negligible in distributed circuits and causality must be preserved to obtain the 
correct signaling in time. Causality must also be preserved to guarantee the passivity 
of the system.  
The rational function approximation is commonly used for modeling the distributed 
system, but it cannot model the causality of the DUT correctly. Delays are embedded 
in the data as exponential forms, and make the order of rational function fit infinite.  
Therefore, a rational function fit with a finite order cannot show delays correctly, and 
violates the causality [28].  
Therefore, we suggest that the delay extraction be considered as preprocessing of 
the rational function approximation. With the delay extraction, it is possible to obtain 
accurate time-domain responses and preserve causality even with the reduced order of 
rational function fit [28, 61]. 
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5.2 Rational Function Approximation with Delay Extraction 
It is assumed that the DUT is a passive PN -port system; hence, its network 
representation is in terms of an PN x PN  S parameter matrix, ( ).sS  We are interested 
in the development of the macromodel of a delayed rational fit for each one of the 
elements of the S-parameter matrix as 
                               { } ,
,1
( )
Nijjt s m ijij
ijij
m ijm
R
s e D
s p
−
=
 
 ≅ +
− 
 
∑S . (5.1) 
In the above equation, Nij  is the order of the rational fit, and ijD , ,m ijp , and ,m ijR  are 
constants obtained through the rational fit following the extraction of the time constant 
ijt , which is recognized as the transport delay between port i and port j, and 
, 1,2,..., Pi j N= . 
 For simplicity, a SISO system is considered and Equation (5.1) is written as 
                                 
1
( ) ( )d
Njt s m
mm
RH s e S s D
s p
=
= ≅ +
−
∑  (5.2) 
where the subscripts ij are dropped, and ijt  is replaced by dt . ( )H s  is the rational 
function part in the delayed rational fit of ( )S s . ( )H s  is obtained by multiplying ( )S s  
by the transcendental function of the delay, as shown in (5.2), which presents delay 
extraction. The modified frequency-domain data of ( )djt se S s  are put into VF, which 
was described before, and the rational function approximation ( )H s  can be obtained.  
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5.3 Rational Function Order Reduction Due to Delay Extraction 
In the context of delayed rational fits, the delay term is represented by djt se− , 
which is the transfer scattering parameter of a lossless transmission line (TL) when 
that is terminated with its characteristic impedance. So we are going to macromodel a 
lossless TL for examining the benefits of delay extraction and the order reduction.  
Two lossless TLs with 2.5L =  nH/cm, 1C =  pF/cm and different lengths, l = 10 
cm and 50 cm are considered. Figure 5.1 depicts the transfer scattering parameter for 
each case. The magnitude is constant value ‘1’ and only the phase is changing.  
 
 
 
 
 
 
 
 
 
 
 
 
                              (a)                                                                        (b) 
 
Figure 5.1 Magnitude and phase of 21S  for lossless TL of (a) 10 cm and (b) 50 cm 
length. 
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The frequency data are linearly sampled at 1000 points from 10 MHz to 10 GHz and 
the transport delay between two ports was computed by dividing the length by its 
phase velocity: 0.5 ns for the TL of 10 cm and 2.5 ns for that of 50 cm.  The frequency 
data were put into the VF process without delay extraction. The RMS error of the 
generated fit is plotted in Figure 5.2.  
 
 
 
 
 
 
 
                           (a)                                                                    (b) 
Figure 5.2 RMS error depending on the order N of the rational function 
approximation without delay extraction for lossless TL  (a) 10 cm and  (b) 50 cm long. 
 
When 1% RMS error is admitted, the minimum value of the order N is 14 for 10 
cm TL and 54 for 50 cm TL. In [22], N was determined to be about twice the number 
of peaks in the magnitude of the function, which is not applicable to a delayed system. 
Even though the magnitude 21S  of a lossless is constant, rational function 
approximation requires N more than 2. The minimum N is about twice the number of 
2π  phase shifts in the phase plot. Hence, not only peaks in magnitude but also 2π  
phase shifts should be counted for order determination.  
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When delay was extracted prior to rational function approximation, the RMS error 
of the delayed rational function approximation with N = 2 was 4.8941 x 10-16 for the 
10 cm TL, and was 1.1384 x 10-15 for the 50 cm TL. The RMS error decreased 
significantly with the considerably reduced order N. This result demonstrates order 
reduction and accuracy enhancement resulting from delay extraction. 
Next, we examine how much the transport delay term djt se−  contributes to increase 
the order N of a rational function fit in the frequency range of [0, maxf ], which is the 
amount of order reduction caused by delay extraction. Figure 5.3 depicts the phase of 
djt se− depending on the frequency. From Figure 5.3,  
                                       
max max
max
2 1 2 3
2 2d d
N Nf
t t
+ +
≤ <  (5.3) 
where maxN is the number of the 2π  phase shifts. When dN  is the order increment due 
to the delay,  
                                            max max2 2d dN N f t∼ ∼ , (5.4) 
based on the observation that a 2π  phase shift counts about 2 for the order of rational 
function fit for modeling lossless TL lines.  
The approximation in (5.4) states that dN , which is the amount of order reduction 
after delay extraction, is proportional to the maximum frequency of interest, max ,f and 
the transport delay dt . This estimation is supported by the lossless TL study above. 
For the 10 cm TL, this estimate is supported by the lossless TL studies above. For the 
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10 cm TL, max df t  and maxN were 5; dN  was 12, which is about max2N . For 50 cm 
TL, max df t and maxN were 25; dN  was 54, which is about max2N  also. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Phase of the exponential delay term −t sde . 
 
5.4 Computation of Transport Delay and Optimized Delayed 
Rational Fit 
The transport delay can be derived from the time responses, which are numerically 
obtained from time-domain field solvers or measured using TDR (time-domain 
reflectrometer), or from the frequency-domain data using characteristics of minimum 
phase or IFFT.  
In this dissertation, we use inverse fast Fourier transform (IFFT) to compute 
transport delays from frequency-domain data. First, IFFT converts the frequency-
domain data into the time-domain responses. After obtaining the time-domain 
responses via convolution of the obtained time-domain responses and a Gaussian pulse 
in (2.33), the peak-to-peak delays between ports are measured. A procedure of IFFT to 
ensure that the time-domain responses will be real is provided in the Appendix A.  
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However, the estimated delay via IFFT is only the approximate value, so the 
estimated delay can be larger or smaller than the actual transport delay in the system. 
When the delay is overestimated, the delay extracted frequency data become 
noncausal and have the djt se  term embedded in the delay extracted data. For the 
underestimated delay, the delay extracted data also have the djt se−  term inside, which 
prevents order reduction and accuracy enhancement of the delayed rational function 
approximation. Therefore, it is expected that the delayed rational function 
approximation can be optimized by changing the estimated delay.  
Next, we are going to address the accuracy of delayed rational function 
approximations depending on the estimated delay, and find out the optimized delayed 
rational function approximation based on the discussion checking the RMS error 
depending on the estimated delay.  
Figure 5.4 shows RMS error of the delayed rational function approximation with 
the order N = 2 as a function of the estimated transport delay, when only stable poles 
are used for the rational function fitting (kill = 2 in vecfit.m). In the figure, RMS error 
reaches the minimum value and the generated fit becomes most accurate when the 
estimated delay equals the ideal value of the actual transport delay.  
When we take a close look at the shape of the RMS error plots, the plots are 
symmetrical around the minimum value. However, the slopes around the minimum 
value for the 50 cm lossless TL are steeper than those for the 10 cm lossless TL. This 
implies that RMS error variation of the longer TL is more critical to the delay around 
the peak, which may be due to the shapes of the phase of the transfer scattering 
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parameter. For a long TL, the phase of the transfer function changes more rapidly, and 
the slope of the linear phase is larger. Hence, RMS error of the delayed rational 
function fit becomes more critical to the estimated value of the transport delay.   
 
 
 
 
 
 
 
 
 
 
                           
                            
                             (a)                                                                  (b) 
 
Figure 5.4 RMS errors depending on the extracted delay for the lossless TL of (a) 
10 cm, (b) 50 cm length when N = 2. The x-axis is rescaled to the ideal value of the 
time delay.  
 
 
Next, we extend the range of the time delay and plot the RMS errors depending on the 
transport delay. We computed the RMS errors of the delayed rational function 
approximation via VF, with N = 20 for the 10 cm TL, and N = 50 for the 50 cm TL. 
This time, the order N of the rational function fit was set to be large enough not to 
influence the accuracy of the macromodel in that time delay range. The computed 
RMS errors are plotted in Figure 5.5. The solid line depicts RMS error when only 
stable poles are used, and the dotted line shows when unstable poles are allowed. 
In Figure 5.5, the minimum RMS error was also obtained at the actual transport 
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                               (a)                                                                 (b) 
Figure 5.5 RMS error depending on the extracted delay for lossless TL (a) 10 cm 
and (b) 50 cm long. N was assigned 20 for the 10 cm TL, 50 for the 50 cm TL.  The x-
axis is rescaled to the ideal value of the time delay. Solid line: only stable poles are 
used; dots: unstable poles are allowed.  
 
delay; the plot is not symmetric when stability is enforced, and it increases 
significantly beyond the minimum point, while the plot is almost symmetric when the 
stability is not enforced. For the overestimated delay, VF with stability enforcement 
cannot approximate the delay extracted data accurately. This result suggests that the 
stable model of VF from the non-causal data becomes an ill-posed problem with 
negative impact on accuracy of the rational fit [34], which will be explained next.  
As mentioned in Chapter 2, the system is causal when the ROC is a half-plane open 
on the right, i.e., 0{ }Re s σ>  for some real value of 0σ , and the existence of the 
frequency data indicates the existence of the Fourier transform, which is the sufficient 
and necessary condition for a system to be BIBO (bounded input bounded output) 
81 
 
stable, and the stability indicates that the ROC includes the imaginary axis in the 
Laplace domain.  
Actually, when the frequency data are given, the ROC of a rational function 
approximation for a system function can be presented in three ways in accordance 
with the pole distribution as shown in Figure 5.6. The system poles are represented as 
crosses. The first one has all poles in the left half-plane, the second has poles in both 
planes, and the third has all poles in the right half-plane. Among the three ROCs, only 
the first one is causal because the ROC is a half-plane open on the right. It means that 
the rational function fitting of a non-causal system has poles in the right half-plane 
also.  
When transfer function data of a system are regarded as the system equivalently, 
the reason why the stable macromodel of VF from the data becomes an ill-posed 
problem can be explained by the previous discussion. If the delay is overestimated, 
delay-extracted data become non-causal and poles of the generated rational function fit 
begin to locate in the right half-plane as in (b) and (c). Hence, the VF algorithm with 
the poles in the left half-plane only for stability enforcement, which is used for the 
delayed rational function approximation, cannot accurately capture the noncausal data.  
Using this inaccuracy of VF with stability enforcement for approximating non-
causal data, the delayed rational function approximation can be optimized, preserving 
the causality of the system.  
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                                                                      (c) 
 
Figure 5.6 Three possible ROCs for an arbitrary frequency dataset: (a) causal, (b) 
and (c) non-causal. 
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5.5 Limitation of Delayed Rational Function Approximation 
In Section 5.3, we proved the benefits of the delay extraction using the lossless 
transmission line with matched terminations. However, not all types of transfer 
functions can benefit from the delay extraction in the accuracy and order reduction. 
Even after extracting the transcendental function of the delay from the transfer 
function, the other transcendental terms can still reside in frequency data.  
For example, consider the transmission coefficient, 21S , of a two-port cable which 
is characterized by p.u.l. parameters of R, L, C, and G, and is d m long,  
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The denominator of 21S  can be expanded using the Taylor expansion as  
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⋯γ γ γ
                          (5.7) 
where d is the length between the ports. Let jγ α β= +  and / pvβ ω=  when pv  is 
the phase velocity in the cable. Then, (5.7) can be represented as 
( / ) 2( / ) 4( / )2 2 2 4 4
21 (1 ) [1 ]
j d v j d v j d vd d dp p pS e e e e e eω ω ωα α α− − −− − −= −Γ +Γ +Γ +⋯ . (5.8) 
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Let j sω =  and / p dd v t= , where dt  is the transport delay.  
2 42 2 2 4 4
21
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(1 ) [1 ( ) ( ) ]
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t s t s t sd d dd d d
t s t sd d
S e e e e e e
S e F e
− − −− − −
− −
= − Γ + Γ + Γ +
=
⋯α α α
 (5.9)  
where 2 42 2 2 4 4( ) (1 ) [1 ( ) ( ) ],t s t sd d dd dF s e e e e eα α α− −− − −= − Γ + Γ + Γ +⋯ which is 
approximated with rational functions. Equation (5.9) shows that the proposed delayed 
extraction method prior to the rational function fitting is the one dominant delay 
extraction because the equation involves other transcendental functions of multiple 
delays. The one dominant delay extraction is valid when the second term in the 
bracket is negligible compared with 1, which means that the reflection coefficient, Γ , 
should be small enough, or the cable should be lossy enough for  reflected waves to 
decay out in the DUT when terms other than the first term represent the waves that are 
reflected at ports and travel inside of the cable physically.  
Next, we are going to consider mismatched conditions to provide a guideline to 
choose the delayed rational function approximation instead of VF.  21S  of a lossless 
TL with 2.5L =  nH/cm, 1C =  pF/cm and length l = 10 cm was analyzed [33] 
depending on the characteristic impedance of  50 Ω, 55 Ω and 300 Ω, and the values 
are plotted in magnitude (first row), phase (second row), and the delay-extracted phase 
(third) in Figure 5.7. The reflection coefficient Γ  was 0 for 50 Ω (matched), 0.048 for 
55 Ω, 0.71 for 300 Ω. The mismatched termination (the characteristic impedance of 
the TL and that of 21S  are different) develops reflected waves at ports.   
It is observed from the figure that as the reflecting coefficient is larger, the peak 
values of variation in the magnitude become larger, and that the phase still shows 2π  
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Figure 5.7 Plots of 21S . The first column is for matched termination, the second 
for 55 Ω termination, and the third for 300 Ω termination. The first row is for 
magnitude, the second for phase, and the third for delay extracted phase.  
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jumps but the straight line becomes curved. As the reflection becomes larger, the 
shapes of frequency data in magnitude and phase are perturbed from those of the 
lossless TL. After delay extraction, there are still ripples in phases because of 
reflections for both mismatched terminations even though the ripples are small for the 
55 Ω termination. From the graphical viewpoint of peak location and number [22], we 
can expect that one dominant-delay extraction cannot reduce the order of rational 
function fit to present ripples in phase and magnitude when the reflection is 
significance like the 300 Ω termination.  
We approximated the 21S  using VF and the delayed VF. Figure 5.8 plots the RMS 
errors of the macromodels. When 1% error is accepted, the order reduction via the 
delayed VF can be observed for the case of 55 Ω termination (N = 2 is good enough as 
the matched case), but for the case of 300 Ω termination the order reduction is not 
observed and even VF works better than the delayed VF. For the 55 Ω termination, 
magnitudes of reflecting waves are smaller than the error limit; the transfer function 
could be treated as a lossless transmission line, so delayed rational function was 
effective. However, the reflections from 300 Ω terminations are not negligible, 
resulting in significant ripples in phase and magnitude even after delay extraction, so 
the delayed rational function presenting one dominant delay term is not suitable. 
From this result, we can derive a guideline for the usage of the delayed rational 
function approximation. For effective modeling via the delayed VF, the magnitude 
should be smooth with negligible ripples (compared with error limit) and only the 
phase varies linearly with 2π jumps, like that of a lossy TL.  
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Figure 5.8 Plots of RMS errors of macromodes of 21S  with (a) 55 Ω terminations 
and (b) 300 Ω terminations.  
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5.6 Validation Studies 
In this section, two examples are considered to demonstrate the performance and 
accuracy of the delayed rational function approximation based on scattering 
parameters; we also consider the validity and the guidelines for using the 
approximation method.  
5.6.1 Coupled transmission lines 
Our first example concerns the two coupled transmission lines shown in Figure 5.9 
[8]. The transmission lines are 30 cm long and have the following parameters: 
                                     
1.24 0
0 1.24
 
=
  
R  Ω/cm 
                                                    
3.361 0.865
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− 
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C  pF/cm 
                                     0G =  S/cm. 
S parameters were analyzed in HSPICE [33] over the frequency range from 10 MHz 
to 20 GHz. The transport delays between ports were extracted using the IFFT. The 
obtained transport delay between the near end and the far end was 1.825 ns. Both the  
 
 
 
 
 
 
 
 
 
 
Figure 5.9 Coupled transmission line network. 
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frequency data and the delay were used for the delayed rational function 
approximation for the S-parameter matrix, element by element, using VF after delay 
extraction. 
Figure 5.10 shows the fitting result of 21S . In Figure 5.10, RMS errors of the 
rational function approximation, with and without delay extraction, are compared 
depending on the order N when stability of the fit was enforced. The solid line in 
Figure 5.10(a) shows the RMS error of the macromodeling without delay extraction, 
while Figure 5.10(b) plots the one with delay extraction. The dot line plots 5e-3 in log 
(which is the largest RMS error that makes the difference between the approximation 
and the input data insignificant for these lossless transmission lines). So when the 
value 5e-3 is admitted for the RMS error, 90 is required for the order of the 
macromodel of no delay extraction, while 20 is enough for the delay extracted 
macromodel. The order reduction is observed. 
 
 
 
 
 
 
 
 
 
 
                             
     
                                   (a)                                                                        (b) 
 
Figure 5.10 RMS error depending on the order N of the rational function 
approximation for coupled transmission lines: (a) without delay extraction, and (b) 
with delay extraction. Solid line: RMS error in log; dotted line: log(5e-3). 
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In Figure 5.11, the RMS error is plotted versus the estimated delay between ports 
of far-end and near-end when the order N is 170 for the elements of no delay 
extraction and 20 for the delay extracted elements. When the extracted delay is 1.825 
ns, the RMS error reaches the minimum value, and it rapidly increases beyond 1.825 
ns. Hence, the delayed rational function approximation could be optimized at the 
transport delay of 1.825 ns.  
 
 
 
 
 
 
 
 
 
 
Figure 5.11 RMS error depending on the estimated transport delay between ports of 
near-end and far-end.  
 
For the elements between the near-end and the far-end, 1.825 ns was extracted, and 
20 was assigned for the order N. For others without delays, 170 was assigned. The 
magnitudes and the phases of the elements from 11S  to 41S  are plotted in Figure 5.12. 
Very good agreement is observed between the data from the macromodel and 
reference values. The errors are plotted in log scale in Figure 5.13, which demonstrate 
the accuracy of the delayed rational function approximation method.  
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(a) 
 
Figure 5.12 Comparison between reference values and data from macromodel.  (a) 
Magnitudes (in dB), and (b) phases (in radians) of the S parameters from 11S  to 41S . 
Solid line: reference values; dots: values from the macromodel of the proposed 
method. 
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Figure 5.12 Continued.  
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Figure 5.13 Absolute values of the difference between reference values and data 
from macromodel in log scale.   
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5.6.2 Lossy transmission line 
The transporting scattering parameter data 21S which were measured from a lossy 
transmission line over the bandwidth 0 Hz < f < 50 GHz were used. The data were 
sampled at 2001 points over the bandwidth.  
The delay was estimated to be 0.45 ns in an optimized manner by computing the 
RMS error depending on the estimated value of the transport delay. Both VF and the 
delayed VF as proposed in this work were used for macromodeling. The RMS errors 
for the two fitting methods are plotted depending on the order of the rational function 
fit in Figure 5.14. When 1% error is accepted, about 20 is large enough for the delayed 
rational function fit while about 60 is necessary for VF.  
When we take a look at the 21S  in magnitude and phase, the magnitude is very 
smooth and the phase is changing linearly with 2π jumps because of the transport 
delay in Figure 5.15. Hence, even without the comparison of RMS errors, we could 
expect that the delayed rational function works better for this lossy TL based on the 
discussion in Section 5.5.  
 Figure 5.15 shows the fitting result of the delayed rational function approximation 
with N = 20  and estimated delay 0.45 ns. The fitting data show very good agreement 
with the reference values of the measurement data.  
5.7 Summary 
In this chapter, the delayed rational function approximation of S parameters of the 
passive DUT was proposed to facilitate causality preservation, and to enhance the  
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Figure 5.14 Plots of RMS errors vs. order N. 
 
 
 
 
 
 
 
 
 
 
  
                                  (a)                                                                     (b) 
Figure 5.15 Comparison between reference values (solid) and data from 
macromodel (dotted). (a) Magnitude and (b) phases of S21 .  
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fitting accuracy with reduced order.  Toward these goals, a dominant transport delay is 
first extracted from the given frequency data and VF is applied for rational function 
fitting. From the fitting results of lossless TLs, we could derive the amount of order 
reduction resulting from the delay extraction. Also, we presented the limitation of the 
one dominant delay extraction for modeling systems with multiple reflections via the 
proposed method.  From the discussion of the limitation, we could derive a guideline 
for the usage of the delayed VF. When the magnitude of frequency data are smooth 
and the phase is linearly changing with 2π jumps, the delayed rational function 
approximation shows its benefits in modeling.  
For validation study, two interconnect systems were considered. Their fitting 
results successfully demonstrated the performance of the delayed rational function 
approximation.  
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CHAPTER 6  
PASSIVITY ENFORCEMENT 
METHODS 
Passivity implies that the system cannot generate more energy than it absorbs. In 
this dissertation, developed modeling methods only focus on passive systems; 
therefore, generated models should be passive also. The violation of passivity incurs 
artificial oscillations even when the generated models are connected to other passive 
networks, thus prohibiting stable time-domain simulations. 
The passivity violation may occur at two points in the modeling process. First, the 
measured or the numerically obtained data from a passive system can be nonpassive 
due to measurement errors caused by improper measurement process or the presence 
of spurious noise, or computational errors in the numerical analysis.  Second, the 
passivity of the resultant macromodel cannot be guaranteed unless it is imposed as a 
constraint in the mathematical procedure used for macromodel generation, even when 
the original input data are passive.  
Hence, we need a passivity enforcement process to be used as part of the 
macromodel generation [36, 40, 58-61]. In this chapter, we focus mainly on methods 
that attempt to enforce passivity after the macromodel has been generated, and among 
various macromodeling methods, the element-by-element fitting method in Chapter 2 
is considered.  
The element-by-element rational function fitting method shows benefits in 
computational cost and efficiency. However, passivity enforcement techniques have 
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been developed for rational function approximations which share a common set of 
poles for the whole elements. Hence, we explored passivity enforcement algorithms 
for the element-by-element fitting method, and we realized that the quadratic 
programming method [40] is originally designed to admit rational function 
approximations with different sets of poles for each matrix element.   
The objective of this chapter is to demonstrate that the element-by-element fitting 
method can be rendered passive through the theory and application of the passivity 
enforcement via quadratic programming (PEQP) method. This chapter is organized as 
follows. In Section 6.1, various passivity enforcement techniques are reviewed, and 
the theory of PEQP is presented in Section 6.2. In Section 6.3, PEQP is demonstrated 
as a means for enforcing passivity of rational function fits of network matrices of 
passive multiports generated via an element-by-element rational function fitting.   
6.1 Background 
Passivity enforcement methods are aptly categorized into three approaches: passive 
filter approach, quadratic programming approach, and Hamiltonian matrix approach 
[62]. 
First, the passive filter approach is based on the macromodel of an admittance (or 
an impedance) matrix with a single set of poles used in the rational fitting of all 
elements. Then the rational function approximation for a single-port system can be 
written as   
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Equation (6.1) shows separately the terms with real poles and residues, rp , rR , and 
1,2,..., rr N= , and the terms with complex-conjugate poles and residues, cp , cR , and 
1,2,..., cc N= . When c c cp jσ ω= − +  and c c cR jα β= + ,  ( )0 2( )c c c c cγ α σ β ω= − , 
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where the matrices 0[ ]D , [ ]rR , ( )1[ ]cγ , and ( )0[ ]cγ  are xp pN N residue matrices for an 
pN -port system.  
Then, the passive filter approach makes each partial term matrix in (6.2) passive 
based on the passivity condition of  
 Re{ ( } 0s j= ≥Y ω  (6.3) 
for all ω .  
This approach guarantees the global passivity of the passivity enforced macromode 
in this manner, however, each partial term in (6.2) need not necessarily be passive for 
the entire macromodel to be passive. Accuracy of the macromodel may be impaired by 
excessively imposed passivity constraints [50].  
Second, the quadratic programming approach perturbs the residues of the rational 
approximations to make the real part of the admittance (or impedance) matrix positive 
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definite under the minimal perturbation via quadratic programming at the selected 
frequency points. The limitation of this method is that the passivity of the resultant 
macromodel depends on the fineness of the selected frequency points, and that cannot 
be guaranteed in the entire frequency domain. In other words, the possibility exists 
that the macromodel may still violate passivity at frequencies different from those 
used for passivity enforcement.  
Third, the Hamiltonian approach [60] is based on the characteristics of the 
Hamiltonian matrix for detecting the passivity-violating frequency band, and 
compensating for the violation via an iterative perturbation scheme.  
The Hamiltonian matrix is determined by the matrices of state-space 
representations in accordance with the type of the system matrix: admittance, 
impedance, hybrid, or scattering matrix. When a time-invariant multiport system is 
macromodeled as the rational function approximation of the system matrix, the state-
space representation is expressed as   
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 (6.4) 
where ( )tx  and ( )ty  are the system input and output variables, and ( )tz  is the state 
vector (see Section 2.5 for more information).  
Then, the Hamiltonian matrix H for the scattering matrix is defined as 
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where ( )T= −R D D I and ( )T= −S DD I . For the admittance (impedance, hybrid) 
matrix, the Hamiltonian matrix H is defined as 
 
1 1
1 1
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− −
− −
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− + − +
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. (6.6) 
From the defined Hamiltonian matrix of H, violation of passivity is detected if the 
matrix has any imaginary eigenvalue, 0jω . From the imaginary eigenvalue, we can 
obtain the radial frequency 0ω  which determines the boundary values of the passivity-
violating frequency bands. After the passivity-violating frequency band is determined, 
the matrix C  is modified for the system to be passive in an iterative scheme.  
6.2 Passivity Enforcement via Quadratic Programming for Element-
by-Element Rational Function Approximations 
The objective of this section is to provide a brief overview of PEQP and to show 
that it is originally designed for element-element rational function fitting, which has 
different sets of poles for each matrix element, even though, in the context of the VF 
applications, it has only been used for matrix rational function fitting.  
It is assumed that the system under consideration is a passive pN -port system; 
hence, its network representation is in terms of an pN  x pN   admittance matrix. 
When the element-by-element rational fitting is used, the generalized mathematical 
representation of each element (i, j) of Y(s) can be written as  
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where ijN  is the order of the rational function fit for the element (i, j) of Y(s), and ijD , 
ijE , ,m ijp  and ,m ijR  are constants obtained by the rational fitting process.  
As presented in Chapter 2, a system is passive if and only if its admittance matrix Y 
satisfies the following conditions [63]: 
 (1) Each element of ( )sY  is defined and analytic in Re( ) 0s > . 
 (2) ( ) ( )s s=Y Y , where  denotes complex conjugation.  
 (3) ( )sY  is positive real.  
Condition (3) may be expressed mathematically as [ ( ) ( )] 0H T s s+ ≥v Y Y v  for all 
complex values of s with Re( ) 0s >  and for any arbitrary vector ,v  where the 
superscript H denotes the transpose conjugate operation. Alternatively, this condition 
means that all eigenvalues of Re{ }=G Y must be positive for ∈ℝω  when s j= ω . 
The first two conditions are automatically ensured via the rational function fitting 
of each element with the stability constraint enforced. In order to enforce the third 
condition, PEQP [40] perturbs the residues of the rational approximations C and the 
constant terms D to make G positive definite under the minimal perturbation via 
quadratic programming. The reason for dropping E in the consideration of passivity is 
that the first order tern in (6.7) is purely imaginary for s j= ω .  
In the context of the element-by-element fitting of the admittance matrix, ( )sY  is 
first unfolded into a single vector fity , and the elements of  C and D into a single 
vector u . Then the relation between fity  and u  is 
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which is same as the one in [40]. In [40], the calculation of the matrix M  for a 
rational function fitting process which uses different poles for each one of the 
elements of the admittance matrix is also considered in one of the appendices. This 
means that the PEQP is more general than its specific application to enforcing 
passivity of a response matrix with all elements sharing a common set of poles. The 
more general form of approach, as depicted in (6.8), is the one we use for our purposes 
of enforcing passivity to element-by-element rational function fitting of response 
matrices.  
A perturbation of ucauses the change in fity , which can be expressed as an 
incremental relationship as  
                                                     fit∆ = ∆y M u  (6.9) 
When we take the real part of (6.9), 
                                   Re{ } Re{ }fit fit∆ = ∆ = ∆ = ∆g y M u P u , (6.10) 
where vector fitg  holds all the columns of .G  Via the perturbation theory of 
eigenvalues, the relationship between the change of the eigenvalues of G  and ∆u  can 
be derived as  
                                         .fit∆ = ∆ = ∆ = ∆λ Q g QP u R u   (6.11) 
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Then we can construct the constrained least squares approximation in order to force 
any negative eigenvalue of G  to be positive via the smallest perturbation of ∆u to the 
constructed rational function fit fity  as 
                                      
( ) ( ( ) ) 0,fi t
f it
s s− + →
= = = ≥ −
y y M u
Q g QP u R u
∆
∆λ ∆ ∆ ∆ λ  (6.12) 
for the negative eigenvalues. A least squares problem of (6.12) is solved via quadratic 
programming: Minimize 
                                           
T T
∆ ∆ ∆x W u f u1
2
−
 
                          subject to B u c∆ ≤ , where T T, .= =W A A f A b                 (6.13) 
6.3 Validation Study 
For the purpose of validating the proposed methodology for passivity enforcement 
of the element-by-element rational function fitting of the admittance matrix of a multi-
port, measured admittance matrix data  for an interconnect structure over the 
bandwidth 2 GHz < f < 50 GHz were used. The available spectra were sampled at 801 
points over the aforementioned bandwidth. Both matrix fitting and element-by-
element matrix fitting were used for macromodeling the admittance matrix.  
After constructing rational function fittings, the passivity of the constructed rational 
fit was checked and enforced in the frequency bandwidth of 10 Hz to 500 GHz. Figure 
6.1 shows the eigenvalues of G(s) for the case of both matrix fitting and element-by-
element fitting, before and after passivity enforcement. The figure shows the existence 
of the nonpositive eigenvalues in both fittings, which means that both constructed  
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Figure 6.1 Comparisons of the eigenvalues of the real part of the admittance 
matrix G from the rational function fit of (a) the original VF and (b) the element-by-
element VF before and after passivity enforcement.  
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rational fits are not passive. But after passive enforcement with PEQP, all eignvalues 
become larger than or equal to zero. PEQP successfully enforced not only the 
passivity of the matrix fitting, but also the passivity of the element-by-element fitting. 
Also, the perturbation of the passivity enforcement process was negligibly small such 
that the application increased the RMS error from 0.13253 to 0.1368 for matrix fitting 
and from 0.1167 to 0.12861 for the element-by-element fitting. Considering the 
maximum eigenvalue of the admittance matrix, the perturbed RMS errors are 
negligible.  
6.4 Summary 
In this chapter, we have demonstrated that the passivity enforcement via quadratic 
programming methodology of [40] can be used to enforce passivity of rational 
function approximations which are generated via an element-by-element fitting 
method and have different sets of poles for each matrix element of admittance 
matrices of passive multiport systems.  
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CHAPTER 7  
SPICE-COMPATIBLE EQUIVALENT  
CIRCUIT SYNTHESIS 
There are basically two ways to incorporate the macromodel of distributed 
interconnect structures into circuit simulators [64]: (1) synthesize the equivalent 
circuit using basic circuit elements of the circuit simulator, or (2) use recursive 
convolution [45]. In this chapter, we present the application of both techniques for 
interfacing rational function approximations of the Y parameter with SPICE. In 
addition, we introduce an equivalent circuit synthesis scheme for delayed rational 
function fitting of S parameters.  
7.1 Recursive Convolution 
In general, converting a frequency-domain representation to a time-domain model 
through convolution has a quadratic runtime cost [64]. However, the computational 
cost through the recursive convolution is constant irrespective of the time when the 
frequency-domain macromodels are represented with the rational function fit of the 
pole-residue form, which is obtained by VF [64].  
The recursive convolution is discussed in Chapter 2, in the context of TDVF. The 
recursive convolution method is based on the first order interpolation (piecewise 
linear) of time-domain data. At this time, a piecewise constant voltage waveform 
assumption is considered for the recursive convolution of the rational function 
approximation of the Y parameter.  
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For simplicity, consider a one-pole model of a SISO system as  
                                                     ( ) rY s
s p
=
−
. (7.1) 
In time domain, (7.1) can be expressed as  
                              
1 ( )
0
( ) [ ( )]* ( ) ( ) ,t p ti t L Y s v t re v d− −= = ∫ τ τ τ  (7.2) 
where ( )i t  and ( )v t  are the current and the voltage at the port.  
The current at time 1mt +  can be expressed as 
( ) ( )11 1
1 0
( ) ( )1 1
0
( ) ( ) ( )
( ) ( ) ,
t tp t p tm mm m
m t m
t tp t p tp t m mm m
t m
i t re v d re v d
e re v d re v d
− −++ +
+
− −+ +
= +
= +
∫ ∫
∫ ∫
τ τ
τ τ∆
τ τ τ τ
τ τ τ τ
 (7.3) 
when the time-interval is t∆ . Because a piecewise constant voltage waveform is 
assumed, 1( ) ( )mv t v t +=  for 1m mt t t +< ≤ . Then, we can obtain the following 
recursive form for 1( )mi t + : 
                      1 1
(1 )( ) ( ) ( ) .
p t
p t
m m m
r ei t e i t v t
p
∆
∆
+ +
−
= +                 (7.4) 
Equation (7.4) can be rewritten as  
                         1 1 1( ) ( ) ( ) ,m eq m m eqi t I t v t G+ + += +   (7.5) 
where 1( ) ( )
p t
eq m mI t e i t
∆
+ =  and 
(1 )p t
eq
r eG
p
∆
−
= .  
The basic concept for the recursive convolution and its time-domain model is 
presented for a SISO system. Extension to a MIMO system is discussed at length in 
[64-65].  
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7.2 Equivalent Circuit Synthesis of Rational Function Fit of  
Y Parameter 
Among various equivalent circuit synthesis methods [16, 23, 33, 38, 43, 66, 67], 
two methods in [38, 66] are presented in this section. In [23], the authors generated an 
equivalent circuit for each passive partial term in the rational function fit obtained. 
However, the partial terms in the rational function fit can be nonpassive even in a 
passive macromodel. The non-passive terms generate negative values for lumped 
elements in the equivalent circuit, which prevent the circuit from being executable in 
HSPICE.  
First, we present the circuit synthesis method in [38] which modifies nonpassive 
partial terms to make them passive by adding compensating terms. Second, the 
LAPLACE element serves as the alternative method without concerning the negative 
value of the lumped element [66].  
7.2.1 Lumped circuit realization 
It is assumed that the DUT is a passive pN − port system represented by rational 
function matrix ( )sY  of its admittance matrix. The generalized mathematical 
representation of the element (i, j) of ( )sY , considering different sets of poles for each 
element, can be written as  
  
1 1
( ) ( ) ( ) ( )
rij ci jN Nijm ijm ijm
i ij j ij ij j
ijm ijm ijmm m
B C C
I s Y s V s sE D V s
s p s q s q
= =
   
= = + + + +   
− − −   
∑ ∑ . (7.6) 
In Equation (7.6), the terms associated with real poles and residues, and i jmp  and i jmB , 
1, 2, . . . , ,
rijm N= and the terms associated with the pair of complex conjugate poles 
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and residues, i jm ijm ijmq j= − +σ ω  and ijm ijm ijmC jα β= + , 1, 2, . . . , ,cijm N=  with 
1 , pi j N≤ ≤ are shown separately.  When all the poles are forced to be stable, the 
following conditions hold: 
                                           
0, 1,2,. .. ,
0, 1,2,.. . , .
ijm r
ijm c
p m M
m Mσ
< =
> =
 (7.7) 
The circuit synthesis of (7.6) can be realized through the connection of dependent 
current sources at the ports for each partial term in (7.6) as shown in Figure 7.1(a).  
The first order term of s can be realized using a current-controlled current source, 
where the controlling current flows through a capacitor of | ijE | which is connected 
across a dependent voltage source ( )jV s  with amplitude sign( ijE ). Figure 7.1(b) 
shows the circuit for the first order term.  
The constant term in (7.6) can be considered as a linear current-controlled current 
source, where the controlling current is the current through a conductance of 1 Ω with 
the voltage ( )jV s  of amplitude i jD  connected across it. In Figure 7.1(c), the circuit 
realization of the constant term for admittance (7.6) is shown.  
Each real pole term in (7.6) can be synthesized in terms of a linear current 
controlled source, where the controlling current is the current flowing through an 
inductor of 1 H in series with a resistor of value mp−  Ω, with the voltage ( )jV s  with 
coefficient i jmB  connected across them. In view of the condition in (7.6), the resistor 
in this subcircuit is positive. The circuit realization for the real pole term is presented 
in Figure 7.1(c).  
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                 (a)                                            (b)                                              (c) 
 
 
 
 
 
 
               
                       (d)                                                                       (e)                                                  
 
 
Figure 7.1 Circuit realization of (a) current source at port i, (b) the first order term 
of s, (c) the constant term, (d) a real pole term, and (e) a complex-conjugate pole term 
for the admittance in (7.6).  
 
 
 
 
 
DijVj 
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Each pair of the complex conjugate poles in (7.6) can be written in the following 
form: 
         
( ) ( )
1 0
2 2 ( ) ( )2
1 0
2 2( )( ) ,
2
i jm ijm
ijm ijm ijm ijm ijm
ijm ijm ijm
ijm ijm
s sG s
s ss s q
+ − +
= =
+ ++ +
α α σ β ω γ γ
δ δα
 (7.8) 
where the following quantities have been introduced: 
       
( )
0 2( )ijm ijm ijm ijm ijmγ α σ β ω= − , ( )1 2ijm ijmγ α= , 2( )0ijm ijmqδ = , ( )1 2ijm ijmδ α= . (7.9) 
For ensuring all the lumped elements in the subcircuit positive in this text, ( )ijmG s  
should be a positive real function for s j= ω and it requires the following condition to 
be satisfied by the coefficient ( )1
i jmγ , ( )0i jmγ , and ( )1 i jmδ : 
                                            
( ) ( ) ( )
1 1 0 0
ijm ijm ijmγ δ γ≥ ≥ . (7.10) 
An alternative form of the above constraint equation can be obtained by utilizing 
(7.7) and (7.8) and making use of (7.6) and the fact that i jmω  is positive. The resulting 
constraint equation is as follows: 
                                                        .
i jm ijm
ijmijm
≥
α ω
σβ  (7.11) 
Therefore, the circuit realization of the pair of complex conjugate pole terms for 
admittance is given by 
                           2( ) ( ) (1 )
ijm ijm
ijm
ijm ijm ijm ijm ijm ijm ijm ijm
K sC
G s
L C s K L R C s R K
+
=
+ + + +
 (7.12) 
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2
( ) .
1
i jm
ijm ijm ijm
ijm
ijm ijm ijm ijm
ijm ijm ijm ijm ijm ijm
Ks
L C L
Y s
K R K R
s s
C L C L C L
+
=
   
+ + + +      
   
 
Hence, the circuit of Figure 7.1(e) provides for the circuit realization of (7.12) for the 
complex conjugate pole term in admittance rational function approximation. 
It is a matter of simple algebra to show that the values of the circuit elements are 
obtained in terms of the coefficients of the numerator and denominator polynomials of 
(7.8) as follows: 
                             
( ) ( ) ( )
1 1 0
( ) ( ) 2
1 1
( ) 3
1
( ) 2 ( ) ( ) ( ) ( ) ( )
1 0 1 1 0 0
( ) ( ) 2
0 1
( ) 2 ( ) ( ) ( ) ( ) ( )
1 0 1 1 0 0
1
, ( )
( )
( ) ( )
( )
( ) ( )
i jm ijm ijm
ijm ijmm m
ijm
ijm m m ijm ijm ijm ijm
ijm ijm
ijm ijm ijm ijm ijm ijm ijm
L R
C
K
−
= =
=
− −
=
− −
γ δ γ
γ γ
γ
γ δ γ δ γ γ
γ γ
γ δ γ δ γ γ
. (7.13) 
All four elements are nonnegative provided that (7.11) holds.  
Next the case when (7.11) is not positive real is considered. To show one possible 
way of dealing with such cases, let us rewrite (7.8) as follows: 
  
* *
( ) ( )( )
ˆ ( )( )
ijm ijm ijm ijm ijm ijm ijm ijm
ijm
ijm ijm ijm ijm
ijmijm
j j
G s
s q s q s q s q
G sG s
   + ∆ + + ∆ − ∆ ∆
= + − +   
− − − −      
∆

 

α β α β
.    (7.14) 
If i jm∆  is taken to be positive and of values such that  
                                               ,
ijm ijm ijm
ijmijm
+ ∆
≥
α ω
σβ  (7.15) 
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then, according to (7.11), the rational functions ˆ ( )ijmG s  and ( )ijmG s∆  in (7.14) are 
positive real for s j= ω , and they can be realized in terms of the circuit of Figure 
7.2(e) with all positive circuit element values.  In this program code, ijm∆  is chosen to 
be  
                                          2 i jmijm ijm ijm
ijm
 
∆ = −  
 
ω β α
σ
. (7.16) 
From Equation (7.5), all the currents which flow to the load in each subcircuit are 
attached to output ports via current-controlled current sources in Figure 7.1(a) and the 
synthesis of the circuit network can be completed as shown in Figure 7.2. It is 
important to notice that the polarization of the dependent current sources relating to 
( )ijmG s∆  should be reversed because of the minus sign in front of ( )ijmG s∆  in (7.14). 
 
 
 
Figure 7.2 Development of the SPICE netlist for the admittance matrix at port i, 
1 .i n≤ ≤  
 
iI  
iV
−
+
 
real complex  constant port i 
iii  iii  iii  
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7.2.2 LAPLACE element realization 
An arbitrary rational function representation of the admittance ( )ijY s  as  
                               
0 1
0 1
...( )
...
m m
ij ij ij
ij n n
ij ij ij
b b s b s
Y s
a a s a s
+ + +
=
+ + +
, (7.17) 
can be represented in HSPICE netlist as transconductance,  
 
0 1 0 1
, , ..., / , , ...,m nxxx ij ij ij ij ij ijG i i LAPLACE j j b b b a a a+ − + −  (7.18) 
where i +  and i −  are the positive and negative nodes of port i that the G element is 
connected to and from which the current flows; j +  and j −  are the positive and 
negative node of port j for the voltage input.  
Equation (7.17) is rewritten in the summation of pole-residue terms as 
                       
, , ,
, , ,1 1
( )
Nr Nc
r ij c ij c ij
ij ij
r ij c ij c ijr c
R R R
Y s D
s p s p s p
= =
 
= + + +  
− − −
 
∑ ∑  (7.19) 
where 1N Nr Nc= + + . Equation (7.19) shows separately the terms with real poles 
and residues, 
,r ijp , ,r ijR , and 1,2,..., rr N= , and the terms with complex-conjugate 
poles and residues, 
,c ijp , ,c ijR , and 1,2,..., cc N= . Each term in (7.19) is represented in 
terms of the LAPLACE element, and connected as the circuit shown in Figure 7.3. 
The constant term in (7.19) connected to port i is represented as 
                      xxx ijG i i LAPLACE j j D+ − + − . (7.20) 
The real term in (7.19) is 
             
, ,
/ 1xxx r ij r ijG i i LAPLACE j j R p+ − + − − . (7.21) 
And the complex pair is  
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2
, , , , , , , , ,
( )( )/| | ( ) 1xxx c ij c ij c ij c ij c ij c ij c ij c ij c ijG i i LAPLACE j j R P R P R R P P P+ − + − − + + − + .     (7.22) 
 
 
 
 
 
 
 
 
 
 
Figure 7.3 HSPICE compatible equivalent circuit representation at port i. 
 
7.3 Equivalent Circuit Synthesis of Delayed Rational Function Fit of 
S Parameter 
The macromodeling method of the delayed rational function approximation using 
the S parameter was presented in Chapter 5. In this section, a new methodology for the 
synthesis of SPICE-compatible, delayed rational function approximation of the S 
parameter is presented. When the equivalent circuit for a macromodel of the S 
parameter is synthesized, special attention should be paid to its development because 
SPICE and other transient circuit simulators use the port voltage/current variable 
framework, while the S parameter is the ratio of transmitted (or reflected) to incident 
waves at the ports of the DUT.  
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It is assumed that the DUT is a passive pN − port system; hence, its network 
representation is in terms of an pN x pN  S parameter matrix, ( )sS . We are interested 
in the development of a SPICE-compatible, equivalent circuit realization of a delayed 
rational approximation for each element of the S parameter matrix as 
                                
,
,1
( ) .
Njt s m ijij
ij ij
m ijm
R
S s e D
s p
−
=
 
= +  
−
 
∑  (7.23) 
In the above equation, N is the order of the rational approximation; ijD , ,m ijp , and 
,m ijR  are constants obtained through the rational fit following the extraction of the 
time constant ijt , which is recognized as the transport delay between port i and port j, 
and , 1,2,..., pi j N= . 
7.3.1 Circuit synthesis 
By definition, scattering parameters are ratios of outgoing and incident waves at the 
ports of the DUT. In Figure 7.4(a), two persons are looking at a mirror. When they can 
see each other in their positions, the self-image from the mirror explains the self 
scattering parameter, while the image of the other person explains the transfer 
scattering parameter. Our equivalent circuit synthesis is motivated by this concept. As 
the mirror reflects some portion of the incident light, the load is synthesized to reflect 
or transmit the incident wave with the portion of the scattering parameter. The 
admittance of the load is determined by 
                                                
0
0
iji
ij
ijj
G GVS G GV
−
+
−
= =
+
  (7.24) 
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                                    (a)                                                            (b)  
Figure 7.4 Mirror/mirror images (a) vs. load/S parameters (b).  
 
where jV
+
 is the incident wave at port j, iV −  is the transmitting or reflected voltage 
wave at port i, ijG is the admittance of a circuit for ijS  presented in Figure 7.4(b), and 
0G  is the characteristic admittance. When i = j, ijS  is called the reflection coefficient. 
When i ≠ j, ijS  is the transfer coefficient. 
Our equivalent circuit synthesis method is composed of two parts. One is to make 
the load on the basis of ijS  and the other is to make a circuit that connects the 
incident/reflected wave variable framework of the S parameter with the port 
voltage/current variable framework of SPICE.  
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7.3.1.1 Synthesis of directional coupler 
In the macromodel of the S parameter, traveling waves are used for variables; 
therefore, a circuit, like a directional coupler in measurement, is necessary to extract 
traveling waves from the port voltages and currents. The synthesis of the circuit, call it 
a directional coupler, is based on the definition of the port voltage and current in terms 
of the incident and reflecting waves, 
                                               
0( )/
i i i
i i i i i i
V V V
I I I V V Z
+ −
+ − + −
= +
= + = −
 (7.25)                                  
where iV , iI  are respectively the voltage and the current at port i. From Equation 
(7.25), the traveling voltage waves can be derived as 
                                  
0
0
( ) / 2
( ) / 2 .
i i i i i i
ii i i i i
V V Z I V V
V V Z I V V
+ −
+
−
= + = −
= − = −
 (7.26) 
The circuit representation of (7.26) is realized using controlled voltage sources in 
SPICE as shown in Figure 7.5.  
 
 
 
 
 
 
 
Figure 7.5 Circuit representation of a directional coupler. (a) Port voltages and 
currents, and (b) couplers. 
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7.3.1.2 Synthesis of the load 
ijS  is the ratio of the reflected wave at port i iV
−
 to the incident voltage wave at 
port j jV + . Hence Equation (7.24) can be rewritten as  
*
, , ,
*
, ,
,1 1 1 1 1
1 1 1 1 1
Np Np Np Nr Nct s r ij c ij c ijij
i ij ij j ij j
r ij c ij c ijj j j r c
Np NpNt Nt Ntt sij
i ijm j ijm j ijm
j m j m m
R R R
V V S V e D V
s p s p s p
V S V e S V V
−
− − + +
= = = = =
−
− + + −
= = = = =
  
  = = = + + +
− −  
−  
       
= = = =    
      
∑ ∑ ∑ ∑ ∑
∑ ∑ ∑ ∑ ∑ɶ
1
,
Np
j=
 

  
∑
(7.27) 
where 1Nt Nr Nc= + + . In the above, the rational function in (7.23) is rewritten to 
show separately the terms with real poles and residues, 
,r ijp , ,r ijR , 1,2,..., rr N= , and 
the terms with complex-conjugate poles and residues, 
,c ijp , ,c ijR , 1,2,..., cc N= . ijmS , 
1,2,..., tm N= , is the partial term in ijS , and ijmSɶ is the rational function part of ijmS . In 
this manner, ijmSɶ  is presented as the simple rational function, which means the real 
coefficient rational function with the smallest order. The form in (7.27) facilitates the 
synthesis of an equivalent circuit for the calculation of the reflected wave at its port, 
through the separate consideration of each “partial” reflection term .ijmS ijmS  is 
represented by the delay and the admittance of the load, ijmG . If ijS is directly put into 
(3.13), ijG  becomes too complicated to benefit from the rational function fit, which 
can be readily converted into a SPICE compatible circuit.  
The whole circuit is synthesized in two steps. First, a load is synthesized to reflect 
the incident wave jV
+
 to the amount of ijmV
−
 at port i with the ratio of ijmS . Then the 
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voltage source is connected to the load to assign jV
+
. The reflected waves of ijmV
−
 are 
summed for all j and m indices to make the whole supposed reflected wave at port i for 
ijS  using directional couplers, which were described in the previous section. In this 
chapter, one of those possible circuit configurations for ijmS is suggested in Figure 7.6. 
The delay term in ijmS  is realized using a lossless transmission line, and a load is 
synthesized to match the rational function part, ijmSɶ . The length of the lossless 
transmission line ijl  is  
                                                 
/ 2ij ij pl t v= ⋅            (7.28) 
with characteristic admittance 0iG . For simplicity and without loss of generality 0iG  
will be replaced by 0G , which means that all the characteristic admittances at ports 
are same. The load is represented by ijmG  from 
                                                   
0
0
ijm
ijm
ijm
G G
S G G
−
=
+
ɶ
. (7.29) 
 
 
 
 
 
 
 
Figure 7.6 Circuit representation to generate ijmV
−
 for ijmS . 
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For a constant term in ijmSɶ , ijmG  can be derived as  
                                    
0
0
ijm
ijm ij
ijm
G G
S D G G
−
= =
+
ɶ
, when m = 1                                   (7.30) 
                              0
1
1
ij
ijm
ij
D
G G constD
− +
= =
+
, when m = 1,                            (7.31) 
and represented in the HSPICE netlist as transconductance, 
                       
xxxG     i +    i-    LAPLACE    j+    j-    const,                          (7.32) 
where i+ and i- are the positive and the negative nodes on which the load of ijmG  is 
placed. For the real pole term in ijmSɶ , 
                                         
, ,
0
, ,
r ij r ij
ijm
r ij r ij
s R p
G G
s R p
− −
=
+ −
                                         (7.33) 
and its netlist is 
 xxxG     i+   i-   LAPLACE    j+   j-  , 0 , 0( )r ij r ijR G p G− − , 0Y  / , ,( )r ij r ijR p− , 1.    (7.34) 
Finally, for a complex pole pair, ijmG  is derived as 
                                         
2
0 1
02
0 1
ijm
k k s sG G
d d s s
+ +
=
+ +
                                           (7.35) 
where 
, , ,c ij c ij c ijp j=− +σ ω , , , ,c ij c ij c ijR j= +α β , 2 20 , , , , , ,2( )c ij c ij c ij c ij c ij c ijk = + − −ω σ α σ β ω , 
1 , ,2( )c ij c ijk = −σ α , 2 20 , , , , , ,2( )c ij c ij c ij c ij c ij c ijd = + − −ω σ α σ β ω , and 1 , ,2( )c ij c ijd = +σ α . 
Hence the netlist is 
   xxxG      i+      i-     LAPLACE      j+      j-    0 0k G , 1 0k G , 0G  / 0d , 1d , 1.   (7.36) 
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Figure 7.7 depicts how the voltage at port i is obtained as the sum of the incident 
voltage and all the partial reflected waves. jV
+
 is extracted using a directional coupler, 
doubled, and assigned to a voltage source with a source resistor 0Z , which is the 
characteristic impedance at port i. ijmV
−
 is obtained using the directional coupler. Then 
i jmV
−
 is summed for all j and m indices to give iV − , which is attached to port i with the 
incident wave jV
+
 shown in Figure 7.5. jV
+
 is doubled at a source for each load so 
that its value can be safely assigned to the load with the matched source impedance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7 Equivalent circuit representation for  the calculation of the voltage at 
port i. 
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7.4 Validation Studies 
In this section, two examples are considered to demonstrate the validity and 
accuracy of the proposed method 
7.4.1 Four-conductor stripline 
First, a four-conductor stripline characterized by S-parameter data over the 
frequency range from 10 MHz to 10 GHz was modeled. The cross-sectional geometry 
and the relevant dimensions of the stripline are shown in Figure 7.8; the unit of 
dimension is the micron. The length of the stripline is 20 cm. PEC (perfect electric 
conductor) is used for returning paths, and four conductors of copper are placed in a 
100 µm layer of dielectric, which has a relative permittivity of 3.9 and a loss tangent 
of zero.  
For evaluating frequency-domain data from the stripline, UIUC2D [68] was used to 
generate the SPICE-compatible per-unit-length equivalent circuit. UIUC2D, the 
extractor used, has the capability of synthesizing a SPICE-compatible equivalent  
 
 
 
 
 
 
 
Figure 7.8 Circuit configurations. (a) Cross-sectional geometry and the 
dimensions of a four-conductor stripline. All dimensions are in microns. The PEC 
grounds are placed up and down. The length is 20 cm.  
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circuit representation of the multiconductor interconnect system, which accurately 
captures frequency-dependent p.u.l. parameters over a prescribed frequency bandwidth. 
The scattering parameter values were obtained using the AC analysis of HSPICE. 
The number of frequency data which were linearly collected over the frequency range 
was 201. To obtain the transport delay, a Gaussian pulse with a 20 dB bandwidth at 10 
GHz was assigned to one port, and all the ports were terminated with the characteristic 
impedance of 50 Ω. Peak-to-peak delays were measured at other ports from the 
transient simulation of HSPICE. The delays between near-end (port 1,3,5,7) and far-
end (port 2,4,6,8) ports were computed as 1.265 ns. Both the frequency data and the 
delays were put into the delayed rational function approximation, which fitted the S 
parameter element by element to the rational function using VF after delay extraction. 
The order N of VF can be set differently for each element of the S parameter, but 60 
was assigned for all the elements at this time.  
From the generated delayed rational function approximation, the SPICE-compatible 
equivalent circuit via the proposed method was synthesized and simulated in HSPICE. 
The scattering parameters of the equivalent circuit obtained from the proposed method 
are plotted in Figure 7.9 and compared with the reference values which were obtained 
from UIUC2D and depicted as solid lines. In Figure 7.9(a), the magnitudes of the first 
column of the scattering matrix are plotted and they show very good agreement. The 
phases of 11S  and 16S  are only presented in Figure 7.9(b) for simplicity, and they 
show very good agreement also.  
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(a) 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
Figure 7.9 Comparison between reference values and data from the equivalent 
circuit generated via the proposed method. (a) Magnitudes of the S parameters from 
11S  to 61S  in dB, (b) phases of the S parameters 11S  and 61S . Solid line: reference 
values; dotted line: values form the equivalent circuit synthesized via the proposed 
method.  
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The generated equivalent circuit was terminated with resistors at the near ends and 
capacitors at the far ends as shown in Fig. 7.10(a). Unit pulse responses were obtained, 
when the rise time of the unit pulse that was assigned at port 1 was 0.1 ns. Voltages at 
ports 1 and 6 are plotted as dotted lines and compared with reference values in Figure 
7.10 (b) and (c), respectively. The reference values were also obtained from the 
equivalent circuit of UIUC2D and are depicted as solid lines. Once again, very good 
agreement is observed between the two sets of results. The two sets of results are 
almost indistinguishable.  
7.4.2 Coupled transmission lines 
An equivalent circuit for the delayed rational function fit of the coupled 
transmission line presented in Chapter 5 was generated by means of the proposed 
method.  
A frequency sweep (AC analysis) in SPICE was then used to calculate the S 
parameter of the generated equivalent circuit. For reference values, the frequency data 
used for the delayed rational function fitting were used for demonstrating the accuracy 
of the proposed method. The magnitude and phase of S parameter data are plotted in 
dotted lines in Figure 7.11(a) and (b), respectively, and compared with reference 
values. Very good agreements are observed.  
The transient analysis was executed using an input signal switching from 0 to 1 V 
in 0.1 ns when the circuit is terminated with resistors at the near-end ports and 
capacitors at the far-end ports as shown in Figure 7.12(a). For reference values, we  
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(a) 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
(c) 
 
Figure 7.10 (a) A circuit configuration for step response, and the comparison 
between step response from the equivalent circuit and the reference values (b) at port 1 
and (c) at port 6. Solid line: reference values; dotted line: values from the equivalent 
circuit synthesized via the proposed method.  
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(a) 
 
Figure 7.11 Comparison between reference values and data from the equivalent 
circuit. (a) Magnitudes (in log) and (b) phases (in radians) of the S parameters from 
11S  to 41S . Solid line: reference values; dotted line: values from the equivalent circuit 
synthesized via the proposed method.  
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(b) 
 
Figure 7.11 Continued. 
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(a) 
 
 
 
 
 
 
 
 
(b) 
    
 
 
 
 
 
 
 
 
 
 (c) 
 
Figure 7.12 (a) A circuit configuration for step response and comparison between 
step response from the equivalent circuit and the reference values (b) at port 2 and (c) 
at port 4. Solid line: reference values; dotted line: values from the equivalent circuit 
synthesized via the proposed method. 
length=30cm 
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utilized the W element in SPICE using per-unit-parameters presented in Section 5.6.1. 
The step responses at port 2 and port 4 from the generated equivalent circuit are 
plotted and compared with the reference values in Figure 7.12(b) and (c), respectively. 
Very good agreements are observed also. 
7.5 Summary 
In this chapter, a SPICE-compatible equivalent circuit synthesis method of delayed 
rational function approximation of S parameters of passive multiports was presented. 
The presented circuit synthesis method was demonstrated through its application to the 
equivalent circuit synthesis for multiconductor transmission line networks.  
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CHAPTER 8  
SUMMARY AND FUTURE WORK 
8.1 Summary 
The outcome of this research is a set of methodologies and their computer 
implementation for the computationally efficient generation of accurate rational 
function approximations of broadband electromagnetic responses of linear, passive, 
high-speed interconnect systems, and the subsequent interpretation of these rational 
functions in terms of SPICE-compatible equivalent circuits.  
One of the new methods concerns the generation of a rational function 
approximation utilizing both time-domain and frequency-domain data. This is 
accomplished by combining the frequency-domain vector fitting (VF) process and its 
time-domain counterpart, namely, the time-domain vector fitting (TDVF) process. The 
resulting, hybrid rational fitting process is named CRAFT (Combined Rational 
Approximation from Frequency-Domain and Time-Domain Data). One of the special 
attributes of CRAFT is that it provides for the complementary use of frequency-
domain data and time-domain response data, obtained either through measurement or 
through numerical simulation, to generate a rational function interpolation of the 
response of the interconnect system that amounts to both extrapolation of the early-
time, transient data used for the fitting to later-time response and extrapolation of the 
frequency-domain data used for the fitting to higher frequencies.  
As part of the development of CRAFT we also proposed and demonstrated a 
guideline for estimating the order for the rational function fit from using time-domain 
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data only via TDVF. While a variety of guidelines had been proposed in the literature 
for selecting the order for the rational function fit using frequency-domain data, this 
was not the case in the context of TDVF. Our contribution helped rectify this situation. 
Furthermore, we took advantage of this guideline to recommend a way to estimate the 
order of a rational function fit generated using CRAFT.  
We also proposed and demonstrated a scattering-parameter based rational function 
fitting scheme for causal electromagnetic responses that utilizes the extraction of the 
electromagnetic delay to reduce the order of the rational function fit and improve the 
accuracy of the generated delayed rational function interpolation. The delayed rational 
fit is generated from the measured or numerically obtained frequency data 
approximating the frequency data via VF after delay extraction. An important element 
of this contribution is our investigation of the importance of properly extracting the 
electromagnetic delay prior to the application of the rational function fitting, and the 
assessment of the reduction in the order of rational fit achieved through delay 
extraction. A methodology for the direct synthesis of a SPICE-compatible circuit 
representation of the fitted scattering parameters with delay extraction was also 
presented and validated.  
In this dissertation, emphasis was placed on the implementation of a rational fitting 
process where the elements of the multiport network matrix representing the high-
speed interconnect system are fitted one at a time. Despite the use of different sets of 
poles, one set per element, for such a fitting, this approach offers the advantage of 
improved numerical robustness of the rational fitting process and enhanced accuracy 
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in the generated rational fits for multiport systems that include both strongly coupled 
and weakly coupled ports. In order to provide for passivity enforcement, we modified 
the passivity enforcement method via quadratic programming in order to apply it to 
this element-by-element network matrix rational function fitting process.  
8.2 Future Work 
In Chapter 5, we demonstrated the benefits resulting from extracting the delay from 
the electromagnetic transfer function prior to rational function fitting.  However, if 
there are persistent multiple reflections in the response, the benefits from such delay 
extraction become questionable. Use of scattering parameters was motivated by the 
desire to make sure that the magnitude of multiple reflections is sufficiently low for 
the methodology to be applicable with acceptable accuracy. However, if this is not the 
case, the proposed methodology needs to be modified to explore ways in which 
multiple reflections can be accommodated in the context of rational function fitting. 
 Also, for the extraction of interconnect delay, we relied on the calculation of the 
inverse Fourier transform. Such an approach provides only a rough estimate of the 
delay, and that required the careful restriction of the delay to a value less than the 
actual delay to avoid deterioration of accuracy in the generation of the rational 
function fit. Therefore, a more accurate delay estimation method needs to be 
developed.  
Also, in the context of rational function fitting of scattering parameters with delay 
extraction, no method has been developed for passivity enforcement of the generated 
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delayed rational function. Development of such an approach is recommended for 
future work.  
Finally, we observe that the accuracy and robustness of any rational function fitting 
process is strongly dependent on the quality of the input data. More specifically, the 
causality and passivity of the data used are important in generating causal and passive 
rational fits. Future work should pursue ways to check both the causality and the 
passivity of the input data, as well as methodologies for noncausal and/or nonpassive 
data to be rendered causal and passive through data preprocessing. 
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APPENDIX A 
INVERSE FAST FOURIER 
TRANSFORM 
 
The procedure of IFFT to ensure that the time-domain responses will be real is 
presented as follows.    
 
1. The frequency data are given. The number of samples is fM , start frequency is 
startf , and stop frequency is stopf .  
2. If the frequency step ∆f is not constant, the sampling is made uniform using 
interpolation and extrapolation.  
3. When the frequency-domain data are arranged as 
 
1 1( )=F f f  2 2( )=F f f  3 3( )=F f f  4 4( )=F f f  
 
where 1f f∆ =  and 4stopf f= , we need to pad the data set after the given frequency 
data array in its complex conjugate mirror image to ensure the time-domain response 
to be real. There are two ways of padding, depending on whether the number of the 
input data for IFFT is odd or even. Here is the operation of FFT in MATLAB:  
 
>> a=fft([1 2 3 4 8 9]')  
a =  
 27.0000            
 -3.0000 +10.3923i  
 -6.0000 + 1.7321i  
 -3.0000            
 -6.0000 - 1.7321i  
 -3.0000 -10.3923i . 
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When the number of the input N is even, the first value and the middle value of the fft 
output are real, as shown below: 
>> a=fft([1 2 3 4 8]')  
a =  
 18.0000            
 -1.5729 + 6.2941i  
 -4.9271 + 2.5757i  
 -4.9271 - 2.5757i  
 -1.5729 - 6.2941i.  
 
Unlike the case when N is even, only the first value of the output is real when N is odd.  
Hence, the frequency data should be carefully arranged for the input of IFFT as 
 
0 0( )=F f f  1F  2F  3F  4( )Re F  *3F  *2F  *1F  
 
or 
 
0 0( )=F f f  1F  2F  3F  4F  *4F  *3F  *2F  *1F  
      
In both cases, 0F  should be real.  
4. The modified frequency data array is put into the IFFT process, and the impulse 
function is generated as an output.  
 
Then a Gaussian pulse whose sampling rate is 1/(2 stopf ) is convoluted with the 
impulse function, and the impulse response is generated. Then the transport delay is 
measured between input peak and output peak.  
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