A random dot pattern was presented which made two jumps in various directions with a variable delay between them. The jumps occurred at the frame transitions of a 3-frame apparent motion sequence. The variation in detectability with the directional difference and the temporal separation of the jumps allows us to make inferences about directional tuning and the temporal response of the motion detection mechanism. The detectability of a pair of jumps was highest when the delay between the jumps was short and the difference in the jump directions was small. In all cases the data were well fitted with a vector version of the speed energy model earlier proposed by Simpson. The model supposes that the two input vectors are temporally filtered, squared and integrated. Using the model, the autocorrelation function of the motion system's temporal impulse response can be found. This function shows the filter to be lowpass. According to the model, the shape of the threshold or d% locus as a function of the difference in the directions of the two jumps does not show the tuning of a motion mechanism. A tuned mechanism will respond well to a jump in its preferred direction, but less well to any other jump. Instead we show that the apparent tuning evident in the threshold and d% loci is due to the way in which the two jump vectors, each fully recovered, are combined in a vector sum. © 1998 Elsevier Science Ltd. All rights reserved.
Motion detection directional tuning
Velocity is a vector, having both direction and speed. In this study we examine the directional tuning of the mechanism which underlies speed detection, the discrimination of a zero from a nonzero speed. We present a random dot pattern which performs two sudden jumps (apparent motion). The difference in the directions of the first and second jumps is varied, as is the delay between them. Intuitively, one would expect that the closer together the two jumps are in direction and in time, the more detectable the speed. By presenting a number of delays and directions, the directional and temporal tuning of speed detection can be measured.
Our new technique is a modification of the two-jump method used by Simpson [1] , which was in turn based on Rashbass's [2] classic two-flash experiment. Formally, a jump is a speed impulse or Dirac delta function [1] . A pair of jumps is created by a three-frame apparent motion display, with each jump sitting at a frame transition (frame 1/frame 2; frame 2/frame 3). The main modification of the method as used here is that whereas before the jumps were always horizontal, now we systematically vary their direction. The delay between the jumps is also varied. Motion detectability is measured by the minimum jump amplitude (displacement) for discriminating moving from stationary displays, or by d% [3] (pp. 60-66) for fixed size jumps.
In order to get some predictions about the outcome of the two-jump experiments, we now sketch three simple models whose starting point is the speed energy model of Simpson [1] . Simpson originally called this a velocity energy model, but it is properly called a speed energy model since it uses the scalar speed rather than the vector velocity. The model asserts that the speed waveform delivered to the observer is passed through a motion filter (in the motion system), squared and integrated. The motion system consists of those parts of the brain that extract a motion signal from the spatiotemporal luminance distribution that falls on the retina. Symbolically, the model is:
where E is the velocity energy and 6(t)*h(t) is the convolution of the speed signal in the world, 6(t), with the impulse response of the motion filter, h(t). The true speed waveform is 6(t), but the brain has no direct access to that. The retina receives the spatiotemporal luminance distribution L(x,y,t). The motion filter extracts some version of 6(t) from L(x,y,t). The internal representation of 6(t) is the convolution of 6(t) and h(t). This filtered speed is then squared and integrated over a duration~that is longer than the stimulus duration. In Simpson's original experiments the motion was always horizontal and so the stimulus motion was the scalar 6(t). Now however the jumps can be in different directions and so the stimulus is the vector 7(t).
The models under consideration differ in the information extracted from 7(t) prior to squaring and integration. The amplitude model simply uses the amplitude (displacement or speed) of each jump, ignoring its direction. The directional tuning model uses the full speed of the first jump, but only the component of the second jump in the same direction as the first. In the vector model, the velocity energy of the full jump vectors (speed and direction) is computed.
Amplitude model
In this model only the amplitude or speed of each jump is used and no information about the directions of the jumps is used at all. The observer discriminates a pair of jumps from a stationary display. d% is measured as a function of the difference in the directions of the first and second jump and as a function of the delay T between them. It is shown in the Appendix A that the prediction is
where a and b are the amplitudes of the first and second jumps, k is the reciprocal of the standard deviation of the internal motion noise and R h (T) is the autocorrelation function of h(t), the motion filter. Since the amplitudes of both jumps are the same, call both a, giving
There is no term in Eq. (3) for the direction of the jumps and so d% is a fixed value regardless of the jump directions. In polar coordinates (r,q), where r is d% and q is the difference in directions, the predicted threshold locus is a circle centred on the origin ( Fig. 1(a) ). (We use the term locus in the same sense as in the expression 'spectrum locus': it is a set of points or curve). At threshold d%= 1, so the threshold size of a is Fig. 1 . Polar plots showing the predicted d% (r) as a function of the difference in the direction of two jumps (q). In the amplitude model (a), the energy of the speeds of the jumps is computed. In the directional tuning model (b), the energy of the speed of the first jump and of the component of the second jump in the same direction as the first is computed. In the vector model (c), the velocity energy of the vectors for jump 1 and jump 2 is computed. For each row the delay between the two jumps increases from left to right.
Direction is not represented in Eq. (4) either. In polar coordinates where r is the threshold and q is the difference in directions, the prediction is again a circle centred on the origin ( Fig. 2(a) ). The predictions for d% and threshold loci show absolutely no directional tuning. This is really not surprising, since we assumed that only the jump size matters, not the direction, and this comes out in the model prediction. Since the observer is not required to make a judgement about motion direction, this model and its prediction seem plausible.
Directional tuning model
Suppose that both jumps stimulate the same motion sensor and that this sensor is tuned to direction. If the jumps are in very different directions the detectability of the pair will be low, since one of the jumps will be in a direction that the sensor does not respond well to. Conversely, if the two jumps are in similar directions the detectability of the pair will be high, since both jumps are near the peak of the sensor's tuning curve. This simple and intuitive way of thinking about the experiment we call the directional tuning model. The motion sensor responds to the first jump completely (or very well), but not so well to the second, since it is in a different direction. To elaborate the model further, we can suppose that only the component of the second jump along the same direction as the first is extracted. If the directions of jump 1 and jump 2 differ by the angle q, the component of jump 2 in the same direction as jump 1 is just b cos q. Substituting into Eq. (2),
Since a and b are equal, represent both by a d% =a 2 k[1+cos
As can be seen in Fig. 1(b) , d% depends on q, the difference in directions of jump 1 and jump 2 . At short delays between jumps, if the jump directions are nearly the same, the detectability is high. If the directions differ greatly, detectability is low. At threshold, d%= 1, giving
If the difference in jump directions q is small, the threshold is low; if q is large, the threshold is high (Fig.  2(b) ). According to this model, the threshold and d% loci show the directional tuning of a motion sensor that responds well to one of the two jumps but less well to the second since it is further away from the direction to which the sensor is tuned.
Vector model
One last possibility to consider is that the full vectors, not just the speeds or components of the speeds in the same direction, are used in the velocity energy computation. This model is a vector generalization of Simpson's [1] original speed energy model. We show in the Appendix A that this model gives
The d% locus is shown in Fig. 1(c) . Detectability is best when the jumps are in similar directions. At threshold d%= 1, so the threshold jump size is
The threshold locus is shown in Fig. 2c . The threshold is low when the difference in jump directions q is small and high when the difference in jump directions is large.
The vector model will give threshold and d% loci that give the appearance of directional tuning: pairs of jumps in similar directions will be more detectable than pairs in dissimilar directions. However this behaviour results from essentially perfect recovery of each vector and these vectors are combined essentially perfectly (at short delays).
Methods
Here is an overview of the experiments. We measured the temporal response and the directional tuning of the motion detection mechanism with the two-jump technique. A three-frame random dot motion sequence was used. Changing the frame duration varied the delay between the two jumps. The direction of the first jump was fixed, but the direction of the second jump was variable. The thresholds for pairs of jumps for several direction differences at a given delay form the threshold locus. The shape of the locus and how that shape changes with the delay between jumps tells us about the direction tuning and temporal response of motion detection.
We repeated this basic experiment with several variations. We either measured the threshold amplitude of a pair of jumps, or the detectability of a pair of fixed-size jumps. We either used a traditional random dot motion stimulus where all dots moved rigidly together, or we used a statistical motion stimulus. The statistical stimulus forced the observer to use only motion to discriminate between stationary and moving displays, since the flicker and lengths of the time-averaged dot trails for the displays were the same. Finally, we measured the detectability of the motion in displays where the first jump direction was 0°(rightwards), 45°(upwards to the right), or 90°(upwards).
Subjects
The authors (WS and AN) served as subjects. Both had corrected-to-normal vision. WS was experienced in motion psychophysics; AN was not.
Apparatus
The displays were presented on a Tektronix 608 oscilloscope with P15 phosphor. P15 has essentially no persistence-if we had used P31 phosphor a veiling luminance would have been necessary to mask the lingering phosphor trails [4] . The oscilloscope was controlled by a point-plotting memory buffer developed at the University of Alberta [5] . This buffer was programmed with an MSDOS computer. Viewing was monocular from a chin-and-forehead rest placed 100 cm from the face of the oscilloscope. A button box collected responses.
Stimuli
The display consisted of 990 dots which were randomly (uniform) distributed inside a 2.7°× 2.7°square region. Each dot was 2.6 min in diameter. A fixation dot was centred over the top of the square, 59.4 min above the top border. The fixation mark was created by plotting a set of five dots, arranged in a pattern as on a die, twice (the second set superimposed on the first set). There were 1000 dots in total, including the fixation mark, per frame and the buffer displayed the dots at a rate of 1 dot/ms, therefore the refresh rate was 1000 Hz (minimum frame duration of 1 ms). The background, as measured in a dark room by a Minolta LS-100 photometer, had a luminance of 0.001 cd/m . The latter value was measured as follows. A matrix of 44× 44 dots was plotted, with the centres of the dots separated by 0.9 min arc. The interdot separation was smaller than the nominal dot diameter, since the dots were Gaussian blobs and we wanted a uniform patch. Extra dots were plotted elsewhere to bring the total number of dots to 2000, yielding a refresh rate of 500 Hz. The luminance reading from the photometer was doubled, since the experiment refresh rate was 1000 Hz.
The motion display consisted of a pair of jumps, generated by a three frame sequence. The first jump was at the transition between frames 1 and 2 and the second jump was at the transition between frames 2 and 3. Frames 1 and 3 were each displayed for 17 ms and the middle frame had a duration of either 20 (17 for WS), 40, 80, 120, or 160 ms. Since a motion impulse (jump) occurs at frame transitions, this duration was also the delay between motion impulses.
The were two basic types of motion stimulus: statistical and nonstatistical. The statistical stimulus has been described by Simpson [1] . Each jump of the moving display contained 90% of the dots moving in one direction and 10% in the opposite direction, giving a nonzero space-averaged speed. In the stationary display, half the dots moved in one direction and half moved in the opposite direction, giving a space-averaged speed of zero. The only difference between stationary and moving statistical displays was in the proportions of dots: 90/10 or 50/50. Of course the individual dots of the statistical stationary display are not stationary. But the space-average is zero or stationary. The subjective appearance of the stationary statistical display is of flicker or chaotic motion with no specifiable direction. Transparency was not seen (perhaps because the whole sequence was quite short).
Let us clarify the composition of the statistical stimuli with an example. Suppose the first jump was rightward (0°) and the second jump was upwards (90°). For the moving statistical display: in the first jump 891 dots moved right and 99 dots moved left; in the second jump the same 891 dots that earlier moved right, move up and the same 99 dots that earlier moved left, move down. So it was 891 right and 99 left followed by 891 up and 99 down. The stationary statistical stimulus in this example: 495 right and 495 left followed by 495 up and 495 down. Again, the dots' lifetimes persisted throughout.
The statistical stimulus forced the observer to use only motion to discriminate between stationary and moving displays, since the flicker and time-averaged dot trails for the displays were the same. The difference between the moving and stationary displays was in the space-averaged speed. Watamaniuk and Duchon [6] have found that humans do such space-averaging of velocity.
The nonstatistical motion stimulus was simple rigid motion of all the dots in the display. In the static comparison stimulus all the dots were motionless.
In most of the experiments, the first jump was rightward (0°); the second jump was any of several directions between 0 and 315°in 45°increments. The size of the second jump was exactly equal to the first if the second jump was at 0, 90, 180, or 270°relative to the first, but slightly different if the second jump was 45, 135, 225, or 315°relative to the first jump. Diagonal movement is a simultaneous jump in both the vertical and horizontal directions. The horizontal and vertical components of this jump, however, can only be integers due to the nature of the apparatus. The jump sizes used in the experiment were chosen so as to keep the quantization error small-less than 0.01 min.
Two control experiments were done to check that the direction of the first jump was not critical. In most of the experiments the direction of the first jump was rightward (0°). In one control experiment the direction of the first jump was at 45°(diagonally upwards to the right) and in another the first jump was at 90°( upwards).
In some experiments the jump amplitude was fixed. For nonstatistical stimuli, this fixed jump amplitude was 0.4 min for WS and 1.4 min for AN. The displacements were individually chosen for the observers so that the obtained d%s were not too small or too large. For the statistical stimuli, the jump size was 1.0 min for both observers.
The following experiments were done: 
Procedure
On each trial either a moving or stationary display was presented. If a statistical stimulus was used, the space-averaged speed was either zero (stationary) or nonzero (moving). That is, for statistical stimuli the task is to detect the global motion. The subjects' task was to decide whether a moving or stationary stimulus had been presented (yes -no task) and this response was indicated by a button press. The computer gave a beep if the response was incorrect. The two sorts of stimuli were presented in random order with equal probability. After a trial was complete the display was blank except for the fixation mark. When the subject was ready for the next trial, he pressed the button and the trial started about half a second later.
Trials were run in blocks of 50. Half of the trials contained motion and the other half did not. The direction of jump 2 was constant throughout a block. Each angle for jump 2 was run once at a given delay (in random order) before going on to the next delay. The delays were ordered randomly. Once all delays and jump directions were run, this process was repeated. It is worth stressing that within a block of trials there were only two stimuli to be discriminated: moving or nonmoving. The delay, direction of first jump and direction of second jump were all fixed.The threshold was measured by obtaining d% for each of a number of displacements (jump amplitudes). Both jumps were the same amplitude; the threshold was the amplitude of each jump. A minimum of four blocks of trials were run, each at a displacement around the threshold region. A curve was fit to the (displacement, d%) pairs. At threshold d% is 1, so setting d% to 1 and rearranging the best-fitting curve gave the threshold estimate and a 95% confidence interval. This is the classical approach to what is known as a calibration problem [7] (pp. 404-409). If the confidence interval was excessively large, more trials were run to improve the fit, up to a maximum in one case of 12 blocks. For experiments where d% was measured for a fixed jump size, five blocks of 50 trials were run. So each point in the d% locus plots is based on 250 responses. 4) ), the directional tuning model (Eq. (7)) and the vector model (Eq. (9)) to the data of each observer.
Results and discussion
The amplitude model yields a circular threshold locus and the fit is plainly poor (Figs. 3 and 6 ). Note that all models predict that the locus becomes nearly circular at long delays between jumps, so the fit at short delays is most important for discriminating the models. The index we use to compare model fits is the sum of the squared errors (SSE). For WS the SSE is 11.745. The threshold for AN at the shortest delay and q= 180°w as immeasurably high. The amplitude model gives a fitted value that is finite and so computing the error of this point is problematic (the error is infinite since error= infinite observed value-finite fitted value). Ig- noring the problematic point we get an SSE of 2.688, though in reality the SSE must be much higher.
The directional tuning model gives somewhat better fits (Figs. 4 and 7) . Since the threshold for AN, 20 ms, q = 180°was immeasurable, the value of R h (T) was set to 1.0. At this value the fitted curve correctly does not give a finite value for the point. The SSE of the fit for AN is 0.800. The fit is better than for the amplitude model, though still fairly poor, especially at short delays. This is even more apparent in WS's data, which show a very poor fit at short delays. The SSE is 2. The vector model allows us to recover the autocorrelation function of the motion impulse response from these data. For each delay between jumps, R h (T) is the parameter which controls how egglike the curves are and this can be plotted as a function of the delay T. The resulting autocorrelation function of the impulse response for AN and WS are plotted in Fig. 9 . These functions are fitted with a version of the log-logistic cumulative distribution function:
(This function is commonly used in survival analysiscf Cox and Oakes, [8] (p. 21.) Parameter p is the delay at which R h (T) falls to a value of 0.5 (the persistence) and s controls the slope. For AN, the 95% confidence interval for the persistence is 589 17 ms; for WS it is 1029 12. For AN, the 95% confidence interval for the slope is 3 9 2; for WS it is 5 9 2. AN's persistence is about half the value obtained for WS. This means that he is able to see higher frequencies of oscillation. Where does this difference in motion function arise in the visual system and how? One possibility is that WS's greater persistence is due to his greater age (38 versus 21 years). The upper cut-off temporal frequency for detection of luminance modulation declines with age [9] [10] [11] . If the processing of luminance becomes more sluggish with age, this could have the effect of prolonging the persistence of visual motion.
The plot for WS in Fig. 9 compares the R h (T) function obtained here with that obtained by Simpson [1] (Fig. 8 ) with a quite different procedure. In the earlier experiment all the jumps were horizontal and a scalar speed energy model was used. Fitting the earlier data we find a persistence of 117922 ms and a slope of 1.79 0.9. So although the slopes of the estimated R h (T) functions from the two experiments are rather different, the persistence estimates are very similar.
A crude theory of the observer's behaviour (Figs. [3] [4] [5] [6] [7] [8] would hold that at long delays (where the threshold locus is a circle) he uses only one of the two jumps and at short delays (where the threshold locus is an egg) he uses both jumps. The crude theory of course does not fit a curve to the data. The theory proposes that the observer uses one of two strategies. This theory can easily be tested against the data in Fig. 9 . The theory predicts that R h (T) will be a step, with a high value at short delays where both jumps are used and a low value at long delays where only one jump is used. The data decisively refute the crude theory, since the R h (T) functions smoothly decline with the delay (according to a log-logistic). Now consider the sensitivity for detecting a pair of jumps of fixed displacement. The data from both observers are shown for the statistical and nonstatistical conditions in Figs. 10 and 11. The data are most similar to the family of curves in Fig. 2 corresponding to the vector model. As well, we found that the threshold loci measured in experiment 1 were best fit by the vector model. Therefore the curves fitted to the data in Figs. 10 and 11 are least squares fits of the vector model, Eq. (8).
The quality of fit is good for both the statistical and nonstatistical conditions. Hence we have generalized the original conclusion about a full vector velocity energy model to a traditional nonstatistical display [12 -15] ), to d% loci instead of threshold loci and to above threshold stimulus levels.
The purpose of the nonstatistical stimulus is to reduce the chance that performance on the motion detection task is based on cues other than motion. It is theoretically possible that the moving and stationary sequences in a nonstatistical display can be distinguished on the basis of spatial or temporal cues alone. For example, a purely spatial discrimination does a time-average of the display. If a dot is moving, the result is a streak; if it is stationary, the dot stays a dot. A purely temporal discrimination uses the different patterns of flicker from moving and stationary displays. We have shown that the results with the statistical and nonstatistical displays are quite similar and so the nonmotion cues potentially available in nonstatistical motion displays do not seem to be used.
The fit of Eq. (8) gives an estimate of the autocorrelation function of the impulse response at each delay, R h (T). Fig. 12 shows plots of R h (T) for each observer and each type of display. The reader will note that for short delays the fitted value of R h (T) is greater than 1. This is problematic, because in the derivation of Eq. (8) we assumed that the energy of the impulse response and of the time-shifted impulse response were equal to 1:
It follows immediately that the maximal value of R h (T), which occurs for a zero delay, will also be 1:
What then shall we make of the fitted values of R h (T) greater than 1? We earlier assumed that the energy of the impulse response and of the time-shifted impulse response were both equal to 1. Clearly if the integration of the motion filter's squared response extends to infinity the two integrals will be equal. However, if the integration duration is short, the integrals will not be exactly equal. Part of the time-shifted impulse response will fall outside the integration window. Therefore the computed energy of the second impulse response will be smaller than that of the first impulse response. In Appendix A we repeat the derivation, this time not assuming that the two integrals are equal and we find:
If the energy of the first impulse response really is equal to that of the second, c= 1 and Eq. (11) reduces to Eq. (8) . But if the computed energy of the second impulse response is smaller due to its persistence past the integration duration, then unreasonably large values for R h (T) can result using Eq. (8) . We attribute the apparently impossible values of R h (T) greater than 1 plotted in Fig. 12 to values of c in Eq. (11) greater than 1. Unfortunately we cannot simply fit Eq. (11) and find c directly since multiple solutions for k, c and R h (T) exist for any set of data.
Since the R h (T) function takes on values greater than 1 in Fig. 12 , we do not fit a log-logistic to the data points-the log-logistic has an upper limit of 1. Instead the points are simply joined by line segments. Although we have to take the plots in Fig. 12 with a grain of salt, we can still make a crude assessment of the persistence. For AN the persistence (delay at which R h (T) falls to 0.5) is around 60-75 ms for the nonstatistical and statistical conditions, respectively. For WS the two functions are essentially identical, with a persistence of about 90 ms. If we compare these persistence values to those obtained in the first experiment (AN: 589 17 ms; WS: 1029 12), we see that the agreement is good.
In the experiments described thus far, the first jump was rightward. Some researchers have reported inhomogeneities and anisometries in motion detection e.g. [15, 16] , so we ran the basic experiment twice more with different directions for the first jump: at 45°(upwards to right) and at 90°(upwards).
The d% loci are shown with least squares fits of Eq. (8) in Fig. 13 . The loci look about the same as those obtained when the first jump is at 0°(to the right) -see Fig. 10 . The R h (T) functions for the first jump oriented at 0, 45 and 90°are compared in Fig. 14 . The functions for 45 and 90°first jumps are fitted with the log-logistic but the 0°function points are simply joined by line segments.
Inspection of Fig. 14 reveals what appears to be a systematic difference in the obtained R h (T) functions as the direction of the first jump is varied from 0 to 90°. As the jump becomes more vertical, the persistence becomes shorter and the slope becomes shallower. These differences are not large enough to reach statisti- Fig. 13 . d% for pairs of jumps in different directions, separated by a variable delay, as in Fig. 10 . The direction of the first jump was 45°( upwards to right) in one experiment and 90°(vertical) in the other. Observer AN.
cal significance. The point estimates and 95% confidence intervals for the persistence are about 60 ms for the 0°condition, 52 9 11 for the 45°condition and 40915 for the 90°condition. The slope estimates and confidence intervals are 59 4 (45°) and 1.69 0.9 (90°). In summary, the shape of the d% locus and how it varies with the delay do not depend on the direction of the first jump.
General discussion
These experiments were designed to show the directional and temporal tuning of the mechanisms underlying motion detection. Let us discuss these aspects in turn.
Directional tuning
We examined three models that differed in what information they extracted from the stimulus velocity waveform 7(t). The amplitude model extracts only the speed, the directional tuning model extracts the speed of the first jump and the speed of the component of the second jump in the same direction and the vector model uses the full vectors of both jumps. Fig. 13 (45 and 90°first jump) and Fig. 10 (0°, statistical stimulus) . Observer AN.
The amplitude model uses only the speed or displacement of the jumps. This corresponds to the idea that displacement detection does not involve motion sensing [17] Section 2.3 [14] . The amplitude model predicts that the direction of the jumps is irrelevant to detectability: the threshold or d% locus is a circle in polar coordinates, where q is the difference in jump directions. The data speak decisively against this model. Especially at short delays between jumps, detectability is much higher when the jumps are in similar directions.
The directional tuning model uses the first jump's speed and the component of the second jump's speed in the same direction. We can relate this model to direction-tuned motion sensors whose output is proportional to the speed in the preferred direction. Single cells in MT [18] [19] [20] [21] [22] are tuned to motion direction. If the speed in the preferred direction is increased, in some MT cells the spike rate declines, in others it rises and in yet others the spike rate rises and falls again [19] . One can think of the directional tuning model as using cells whose spike rate increases with the speed in the preferred direction. A very simple-minded implementation of the model works as follows. The most active cell is the one tuned to the jump direction and the spike rate is proportional to the speed (displacement). The most active cell (or class of cells) is found for the first jump and this cell's output is integrated over the display duration (including the second jump). This cell, since it is tuned to direction, will give a smaller output to the second jump than to the first. (On the idea that a single cell or small group of cells might underlie the psychophysical performance of an observer see Salzman et al. [23] ). The greater the separation in jump directions, the smaller the response to the second jump and so the less detectable the pair. Although the results are qualitatively in agreement with this directional tuning model, detailed examination shows that the fit is poor.
Finally, the vector model uses the vectors of both jumps. We can again try to relate the model to direction-tuned motion cells. Suppose that there are n classes of direction-tuned cells. Each jump is coded as (r 1 , r 2 , r 3 ,..., r n ), the spike rate in each class of direction-tuned cell, just as colour is initially coded as (r, g, b) , the level of activity in the three classes of cone. This is a nonorthogonal way to code the speed and direction (or x and y components) of the jump vector. The two recovered (r 1 , r 2 , r 3 ,..., r n ) vectors are added. This model fit both the threshold and d% loci better than did the other models by a large margin.
The best expressions of the models are given by Eq. (3), Eq. (4), Eqs. (6) - (9) . The interpretations just given in terms of direction-tuned motion cells are not meant to be taken too seriously. We still know very little about brain functioning and exactly how the brain implements the model equations is unknown.
Some readers may be surprised that the vector model fits the data better than does the directional tuning model. The threshold and d% loci may seem to reveal directional tuning, but we have argued that they do not show such tuning at all. We do not mean that the directions of the vectors are completely irrelevant (that would be the amplitude model, which we have decisively discredited). We mean that the full speed and direction of each vector is used in detecting the pair. The directional tuning model, in contrast, asserts that some of the second vector's speed is lost simply because it is not in the sensor's preferred direction. This idea is wrong. The apparent tuning of the detection data is really due to near perfect vector summation of the two vectors (at short delays between jumps), each of which is recovered almost perfectly.
The vector model is a generalization of the speed energy model of Simpson [1] ; since it uses the full velocity vetors instead of speed we can call it a velocity energy model. The model asserts that the length of the vector sum of the two temporally filtered jumps is found, squared and integrated (Eq. (A9)). The full information from each vector is used (ignoring the temporal filtering) and the information about the size of the jumps is perfectly combined in a vector sum. The speed energy model for two jumps with speeds a and b is
The velocity energy model for jump vectors a and b is
E= a
The velocity energy model, besides fitting the present data admirably, also fits the original data of Simpson [1] . In the speed energy model used for the original data the size of each jump, a and b, could be positive or negative, indicating leftward or rightward movement. In the velocity energy model a and b are always positive, the sign being carried by the cos q term. For horizontal motion, then, Eq. (12) and Eq. (13) are equivalent (bearing in mind the remarks on motion sign). The vector generalization of the original speed energy model can successfully deal with pairs of jumps in arbitrary directions and at the same time fits the original data.
The other recent psychophysical studies we know about that have measured directional tuning are Raymond [24] and Zanker and Hü pgens [25] . The motion stimulus used by Zanker and Hü pgens was quite different ('non-Fourier' motion; [26] ) from that used here. Raymond used random dots. Both studies derived direction tuning curves. Raymond's had a full width at half maximum of around 80°and Zanker and Hüp-gens's curves had a FWHM of around 90°. We have argued that our own results show that motion detection is not directionally tuned at all. By motion detection we 
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Appendix A. Derivation of model predictions

Amplitude model
In this model the amplitude or speed of each jump is filtered, squared and integrated:
where E is the speed energy,~is the duration over which the energy is integrated, 6(t) is the speed waveform, h(t) is the motion filter and * denotes convolution. Since a jump is a Dirac delta function, the two-jump stimulus is
6(t)= al(t)+ bl(t−T)
where a and b represent the size (amplitude, speed, or displacement) of the first and second jumps and T is the delay between them. Substituting into Eq. (A1),
The first integral is equal to the second since both are areas under time-shifted versions of the same function. Each term represents the energy of the impulse response, a constant which we set equal to 1. By setting the energy of the impulse response equal to 1 we ensure that filtering preserves the energy of the original signal, which is quite a natural property for a filter. This gives us
mean discrimination of moving from stationary displays. By saying that motion detection is not directionally tuned, we mean that no matter what the directions of the two jumps, they are summed perfectly. There are directionally tuned mechanisms that extract the direction of each jump and these mechanisms feed the motion detection stage, which itself is not directionally tuned. We will not argue the point here, but we believe that a similar vector summation idea can be applied to Raymond's and Zanker and Hü pgens's results.
Temporal response
Besides generalizing the speed energy model so it can handle vectors instead of scalar speeds, we also generalized the method of measuring the motion system's temporal response. We used pairs of jumps in different directions at various delays. Using a velocity energy model we were able to estimate the autocorrelation function of the temporal impulse response R h (T). The temporal response so obtained agrees with that originally measured by Simpson [1] , who used horizontal jumps. So despite the large differences in the stimuliany direction versus horizontal only; both jumps same size versus jumps of varying sizes -the measured R h (T) functions are quite similar, especially in their persistence. Fig. 15 summarizes the R h (T) data from all the experiments. The plot for WS also includes the data obtained by [1] for this same subject. Although the different conditions give somewhat different R h (T) functions, there is consistency in the shape and in the persistence. A log-logistic curve was fitted to all the points. The best fitting persistence with 95% confidence interval is 56910 ms for AN and 103916 ms for WS. The points are consistently well described by the log-logistic. The corresponding temporal impulse response is lowpass. Therefore we confirm the common conclusion that the motion system is not very sensitive to visual acceleration [27] [28] [29] [30] 1, 31, 32] .
Since 0 h(t)h(t − T) dt is the autocorrelation function of the impulse response, let us represent it by R h (T), yielding the velocity energy E= a 2 + b 2 +2ab R h (T).
We measure the detectability d%. If we suppose that performance is limited by internal normal noise with mean n and standard deviation | which is added to the stimulus velocity energy, the pair of random variables to be discriminated in a detection task is N(n,| . d% is the difference of the means of the two random variables divided by their standard deviation:
Substituting the right-hand side of Eq. (A5) for E we obtain the prediction
where k is 1/|. Eq. (A7) is the predicted detectability for a pair of jumps for the amplitude model. Since the two jumps are the same size we represent both by a
At threshold d% =1, so the threshold size of a is 
Setting the energy of the impulse response equal to 1, 
