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Ocean reanalysis products (ORAs) can provide information on the state of the ocean. Although
the different data sources, model configurations, forcing choices and assimilation methods cause the
ORAs to deviate from each other, the ensemble approach has been previously found to produce
realistic mean states. This raises the question if ORAs could be used for studying temporal and
spatial changes in the Arctic Ocean, where measurements are generally sparse. Such study has not
been previously published. In this thesis, the changes in the hydrography of the Arctic Ocean are
examined over the previous decades based on selected ORAs.
Eleven ORAs, TOPAZ4, C-GLORS025v5, ECDA3, GECCO2, GLORYS2v4, GloSea5-GO5,
MOVE-G2i, ORAP5, SODA3.3.1, UR025.4 and ORAS5, were chosen for this study due to their
overlap over 1993–2010 and the multimodel ensemble (MMM) was formulated based on the prod-
ucts, excluding ECDA3. The data were divided into depth layers and layer-average salinities and
temperatures were used to calculate basin-average anomaly time series and trends to study the
observed temporal changes. Per-grid trends were also produced to study both spatial and temporal
changes in more detail. To assess their reliability, trends from the MMM and individual ORAs
were compared to an observational product, EN4.2.0.g10 and the variability in the products and
the MMM was assessed using statistical measures.
The Eurasian Basin was found to be warming across all layers (up to 0.3◦C decade−1) accompanied
by salinification, except for localised cooling in the top 100 meters in the western basin, near the
Fram Strait (-0.2◦C decade−1). This indicates additional heat uptake by the surface 0–100 meters
and also increasing heat and salinity content of the AW inflow, while the transport of sea ice out
of the AO has increased. The Amerasian Basin, on the other hand, showed a strong freshening
trend culminating at the Beaufort Gyre. This is most likely due to the anticyclonic wind forcing
and increasing freshwater inflow to the Beaufort Sea. The Amerasian Basin also showed a warming
trend in the 300–700 m layers but a cooling trend in the 100–300 m layer north of the Chukchi Sea.
The ensemble approach worked well in dampening the extremities of singular ORAs, but some
trends observed in the literature were missed due to disagreements between ORAs, especially in
the Fram Strait and Beaufort Sea, which suggest that further improvements in both models and
measurements are needed in those areas. Furthermore, improvements in deep ocean observations,
how models handle the deeper ocean and assimilation methods are needed in order to study trends
in the deeper depths in the AO. All in all, as the improvements come, the ORA MMM shows great
potential for studies in the AO.
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Pohjoinen jäämeri, hydrografia, suolaisuus, lämpötila, uusanalyysi, mallinnus, ilmastonmuutos
Kumpulan kampuskirjasto
Merten uusanalyysituotteista (ORA) saadaan tärkeää tietoa maailman merien tilasta. ORA:t eroa-
vat toisistaan niiden erilaisten aineistolähteiden, merimallien, ilmastopakotteiden ja assimilaatiome-
netelmien vuoksi. Näistä eroavaisuuksista huolimatta, parvi-menetelmää hyödyntämällä voidaan
saavuttaa todenmukaisia merten keskitiloja. Voisiko merien uusanalyysituotteita hyödyntää myös
muutosten tutkimisessa alueilla, joissa mittaukset ovat harvassa? Tässä tutkielmassa tulkitaankin
muutoksia Pohjoisen Jäämeren hydrografiassa merten uusanalyysituotteiden avulla.
Tutkielmaa varten valittiin yksitoista merten uusanalyysituotetta: TOPAZ4, C-GLORS025v5,
ECDA3, GECCO2, GLORYS2v4, GloSea5-GO5, MOVE-G2i, ORAP5, SODA3.3.1, UR025.4 ja
ORAS5. EDCA3:a lukuunottamatta niistä muodostettiin monimalli-parvi (MMM). Data jaettiin
syvyyden perusteella kerroksiin joiden keskiarvoistettua lämpötilaa ja suolaisuutta hyödynnettiin al-
taiden keskiarvoistettujen poikkeama-aikasarjojen ja trendien laskennassa. Poikkeama-aikasarjoja
ja trendejä käytettiin muutostulkintaan tutkimusaikajakson aikana. Trendit laskettiin myös jo-
kaista hilaa kohden, jotta ajallisten muutoksien lisäksi myös paikallisia muutoksia voitiin tutkia.
Tuloksia vertailtiin havaintotuotteen EN4.2.0.g10 kanssa ja tilastollisia menetelmiä hyödynnettiin
MMM-tuotteen tulkitsemisessa, jotta alueellisia heikkouksia ja vahvuuksia voitiin tunnistaa.
Euraasian altaan lämpötila ja suolaisuus kasvoi jokaisessa syvyyskerroksessa (maksimissaan 0.3
◦C vuosikymmen−1), lukuunottamatta paikallista viilenemistä 0–100 m syvyyskerroksessa altaan
länsipuolella, Framinsalmen kohdalla (-0.2◦C vuosikymmen−1). Tämä johtunee pintakerroksen
(0–100 m) lisääntyneestä lämpömäärästä sekä Atlantin veden suolaisuuden ja lämpömäärän kas-
vamisesta. Samanaikaisesti merijään ulosvirtaus Framinsalmen kautta on kiihtynyt. Ameraasian
altaassa suolaisuus taas on kauttaaltaan vähentynyt keskittyen Beaufortin pyörteeseen johtuen anti-
syklonaalisista tuulipakotteesta ja kasvaneesta makean veden virtauksesta Beaufortinmerelle. Ame-
raasian allas myös lämpeni 300–700 m syvyyskerroksessa ja viileni 100–300 m syvyyskerroksessa
Tsˆuktsˆimerestä hieman pohjoiseen.
Yksittäisten uusanalyysituotteiden erot tasottuivat hyvin parvi-meneltelmän avulla, mutta osa kir-
jallisuudessa havaituista muutoksista jäi uupumaan MMM-tuotteesta suurista eroista johtuen. Mit-
tauksia ja mallinnusta tulisi kehittää erityisesti Framinsalmella ja Beaufortinmerellä. Lisäksi syvien
merien mallinnuksessa, assimilaatiomenetelmissä ja mittauksissa tarvitaan kehitystä, jotta syvien
merien muutoksia voitaisiin tulkita. Näiden kehitysten myötä MMM-tuotteesta tulee erittäin po-
tentiaalinen meneltelmä Pohjoisen Jäämeren tutkimuksissa.
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1
1. Introduction
1.1 The Arctic Ocean (AO)
Figure 1.1: Bathymetry map of the AO showing the major basins and seas. Source: King (2017).
The Arctic is an ocean surrounding the North Pole limited in the south by two
continents with connections to both the Atlantic via Greenland and Labrador Seas, and
to the Pacific via Bering Strait (Figure 1.1). With the surface area of 9.4 × 106 km2 and
the average depth of 1038 m (Rudels, 2015), the Arctic Ocean (AO) is the smallest out
of the five world oceans. Over half of its area is shallow shelf seas, the broad Eurasian
marginal seas, namely the Barents Sea (200–300 m), the Kara Sea (50–100 m), the Laptev
Sea (< 50 m), the East Siberian Sea (< 50 m) and the Chukchi Sea (50–100 m), and gen-
erally narrower shelves north of North America and Greenland (Rudels, 2009). The map
2
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above (Figure 1.1) shows the bathymetry and the basins of the AO. The 500–850 m deep
Greenland-Scotland Ridge separates the AO from the Northern Atlantic (Rudels, 2009).
Furthermore, the Lomonosov Ridge divides the deep AO into two oceanic basins, the Am-
erasian Basin (3000 m deep) and the Eurasian Basin (3000–3500 m deep) with differing
characteristics (Rudels, 2009). The Eurasian Basin is further divided into the Nansen and
Amundsen basins by a mid-ocean ridge (the Gakkel Ridge), while the Amerasian Basin
is separated by the Alpha Ridge and the Mendeleyev Ridge into the Makarov and the
Canada Basins (Rudels, 2009, 2016).
Figure 1.2: Schematic of the AO circulation. Source: Carmack et al. (2015).
1.1.1 The AO circulation
The circulation pattern of the AO is complex. As it is a semi-enclosed basin, the exchange
of water is limited by, first of all, the continents, but also by water depth, as the only
pathway allowing for two-way exchange is the 2600 km deep and 850 km wide Fram Strait
(Rudels, 2015). In comparison, the only connection to the Pacific is the 50 m deep and
85 km wide Bering Strait (Rudels, 2015).
The wind and ice drift driven circulation of surface waters is anti-cyclonic in the
Amerasian Basin due to the mean high pressure system above the Beaufort Sea, forming
the Beaufort Gyre (Talley et al., 2011). In the Eurasian basin, the surface circulation
is cyclonic (Talley et al., 2011). Convergence of the surface circulation patterns forms
the Transpolar Drift which connects the two basins and flows toward the Fram Strait
(Carmack et al., 2016). The freshwater input to the AO via the Canadian and Siberian
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rivers (0.1 Sv, 1 Sv = 1 × 106 m3s−1), such as Ob, Yenisei, Lena and Mackenzie, and net
precipitation (0.06 Sv) sustains a fresh and cold upper layer, Polar Mixed Layer (PML)
(Woodgate, 2013; Rudels, 2009). The river inflow, and the relatively fresh Pacific inflow
(0.8 Sv) at the Chukchi Sea, induce sea ice formation at the shelf seas and as a result,
the salt-enriched shelf waters sink to form the Arctic halocline (AH) (Woodgate, 2013).
AH is a region of rapidly changing density between the lower salinity surface layer
and the rest of the AO where both salinity and temperature increase with increasing
depth (Polyakov et al., 2018). The top of the AH, 50 to 100 m in depth, is cold and in
the lower part, from 100 m to 200 m, both temperature and salinity increase with depth
(Polyakov et al., 2018). In the Amerasian basin the AH is stronger due to the inflow of
relatively fresh Pacific Waters (PW) via the Bering Strait (Carmack et al., 2016). As the
Atlantic and Pacific inflows are more saline than the surface waters, they sink, to a depth
determined by their density, when they enter the AO. The warm and saline inflow from
the Atlantic of about 7 Sv (Fahrbach et al., 2001) sinks to intermediate depth (150–800 m)
and forms the Atlantic Water (AW) layer where salinity increases to 34.8 PSU (Carmack
et al., 2016). The AW inflow creates the Arctic Ocean Boundary Current (AOBC) that
flows cyclonically in the Eurasian Basin and along the Eurasian slope and Lomonosov
Ridge (Woodgate, 2013). In the Amerasian Basin, the AW inflow is weaker and steered
toward the Beaufort Sea (Woodgate, 2013). The Lomonosov Ridge splits the AOBC,
half of which moves north along the ridge and the other half enters the Makarov Basin
(Woodgate et al., 2001).
The warm PW sinks to 60–220 m depth and is generally confined to western AO
(Carmack et al., 2016). The strong vertical stratification within the halocline inhibits
the upward transport of heat. Below the halocline, intermediate and deep circulation are
topography steered following the continental slope and mid-ocean ridges forming cyclonic
gyres in both basins (as seen in Figure 1.2). Below the AW, around 900 m, lies the Arctic
Bottom Water (ABW) that is colder than the AW (about 3◦C) (Rudels, 2009). The
ABW is composed of Arctic shelf water and Greenland Sea Deep Water (GSDW) (Talley
et al., 2011). The GSDW forms via occasional deep convection within the Greenland Gyre
(Talley et al., 2011). During winter, the temperatures cool and ice formation and vertical
convection begin, eventually leading to the water being dense enough to sink below the
warm saline water below, forming the ABW (Talley et al., 2011). The ABW contributes
to the formation of Atlantic Deep Water overturning which is of vital importance to the
global circulation and climate moderation (Somavilla, 2019).
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1.1.2 The AO water masses
From the discussion in the section 1.1.1, the AO can be divided into five distinct water
masses.
1. PML. Approximately 25 to 50 m thick layer with low salinity. Salinity is ∼ 30-32.5
PSU in the Amerasian basin and ∼ 32-34 PSU in the Eurasian Basin (Rudels, 2009).
Salinity varies due to seasonal patterns of freezing and melting of sea ice (Talley
et al., 2011).
2. AH. Approximately 100-250 m thick halocline where salinity increases with depth
32.5<S<34.5 PSU and temperature remains close to freezing (Rudels, 2009). The
PML and AH together form the Arctic Surface Waters (ASW) (Talley et al., 2011).
3. PW. Lies at surface to 250 m in depth in the Amerasian Basin with temperatures
above 2◦C and S<33.0 PSU (Aksenov et al., 2016). At depths below 250 m, the
PW gets heavily diluted (Aksenov et al., 2016).
4. AW. Approximately 400-700 m thick Atlantic Water layer with temperatures above
0◦C and salinity from 34.5 to 34.8 PSU (Carmack et al., 2016; Woodgate, 2013).
5. ABW. Lies the deepest, salinity is ∼34.9 PSU and temperature in Eurasian Basin
-0.97◦C and in Amerasian Basin -0.55◦C (Rudels, 2009).
1.2 Climate and sea ice
The AO is a subject to polar climate, which is characterised by persistent cold and rel-
atively narrow annual temperature ranges. It also moderates the regional climate, even
when covered by ice, as the warmer-than-air ocean releases heat to the atmosphere. More-
over, the ice coverage also contributes significantly to the global climate, as the higher
albedo of snow and ice results in a cooling effect of the climate compared to the albedo of
the bare ocean. The AO is partially covered by sea ice throughout the year with a seasonal
pattern in its extent and thickness, with the minimum extent occurring in September (∼5
Mkm2) and the maximum extent around April (∼15 Mkm2) (Cottier et al., 2016). The
ice coverage limits the transfer of heat, mass and momentum within the sea-atmosphere
boundary layer and henceforth also dampens the surface waves (Woodgate, 2013). Recur-
rent latent heat polynyas in the Laptev, Barents and Kara Seas result in high production
of sea ice that is pushed away by the wind and as such, the ice keeps forming readily in
these "ice factories" (Talley et al., 2011). This results in constant brine rejection to the
water body, making the shelf water dense enough to sink (Talley et al., 2011). Thus the
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formation of sea ice plays an important role in the thermohaline driven circulation of the
AO (Talley et al., 2011).
Sea ice processes, such as formation, melt, break-up and export, are regional and
vary across the AO (Cottier et al., 2016). The newly formed ice drifts along the wind-
driven surface currents (Cottier et al., 2016), the Beaufort Gyre (BG) in the Amerasian
Basin and the Transpolar Drift that flows from the Siberian coast to the Fram Strait (see
1.2). The ice export out of the AO is approximately 0.09 Sv (Rudels, 2011).
1.2.1 Observed changes in sea ice and hydrography
Although remote and to some extent unreachable to humans, the Arctic still feels the
consequences of the excessive GHG emissions as the intensified poleward heat transport
advects more and more heat to the region and the complex feedback mechanisms, such as
ocean-sea ice feedback system (Steiner et al., 2004), further amplify the regional warming.
Indeed, the warming of the surface air has occurred at double the global rate, which
is denoted as Arctic amplification. On top of ocean-sea ice feedback, other regional
processes, such as increase in total water vapour content in the atmosphere, changes in
cloudiness, relatively lower rate of heat loss to the atmosphere than that at sub-tropics
and additional heat from newly formed sea ice, have also been proposed to be the cause
of Arctic amplification (IPCC, 2019).
As a result, the changes are already observed in the Arctic. Namely the drastic
changes in sea ice have been lifted as the flagship of climate change and for a reason, IPCC
(2019) states that sea ice extent has decreased with strongest reductions in September,
-12.8% per decade during 1979–2018, with coinciding thinning and shifting to overall
younger ice. The observed changes are stronger during summer and lesser during winter
with the summer trends being explained by sea ice loss in the East Siberian Sea and large
declines in the Beaufort, Chukchi, Laptev and Kara Seas, whereas the winter trends are
dominated by reductions in the Barents Sea (IPCC, 2019). The sea ice drift speed has
also been observed to have increased and as a result, more ice is also transported out of
the AO (IPCC, 2019). Furthermore, the AO could become virtually ice free within the
next few decades (Holland et al., 2006; Overland and Wang, 2013).
Although changes in sea ice can be seen as the flagship of climate change, there is
more than meets the eye as the consequences have also been felt in the hydrography of the
AO. IPCC (2019) reports that the summer upper mixed layer temperature increased 0.5
◦C per decade during 1982–2017 as a result of more solar heat being absorbed and stored
by the surface layer as the sea ice extent decreased. Furthermore, also the AW total heat
content has increased (Polyakov et al., 2017). Term "Atlantification" has been used to
describe the observed changes in the Northern Barents Sea and Eurasian Basin as the
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AH is weakening and also more heat is being advected to the northeast than previously
(IPCC, 2019). In the PW, an increase of 0.5 ◦C has been observed between 2009–2013
and the integrated heat content has doubled over 1987–2017. Furthermore, 60% increase
in the heat content of the inflow entering via Bering Strait has also been observed (IPCC,
2019).
On top of changes in heat content, changes have also been observed in the salinity
of the AO. The changes in salinity are driven by the freshwater budget, mainly river
runoff, net precipitation, sea ice and currents. IPCC (2019) reports a freshwater increase
of ∼600 km3 yr−1 with two-thirds contributing to decreases in salinity and one-third with
thickening of the freshwater layer. Freshwater volume has increased in the Beaufort Gyre
(by 40%) and decreased in the East Siberian, Laptev, Chukchi, Kara and Barents Seas
(IPCC, 2019). The freshwater flux from rivers has increased while the inflow of freshwater
through Bering Strait has also been observed to increase by ∼ 30 km3yr−1 (IPCC, 2019).
Increases in glacial discharges from the Greenland ice sheet have also been suggested
(IPCC, 2019). Furthermore, the freshening is expected to continue as the river inflow is
increasing due to intensifying hydrological cycle (IPCC, 2019).
All in all, the oceanic heat, salt and sea ice dynamics are intertwined. The transfer of
heat is mainly from the warmer-than-air ocean to the atmosphere. Reductions in summer
extent of sea ice allows for more short wave radiation to be absorbed by the ocean, while
the upper ocean solar heating leads to thinner and overall younger ice that breaks easier
under wind forcing. The diminishing sea ice extent also changes the planetary albedo,
accelerating the global climate change due to ice-albedo feedback (Curry and Schramm,
1995). The ice-covered regions, such as the Arctic and northern North Atlantic, are
significant regions for convection and formation of deep water (Griffies et al., 2009). The
loss of perennial sea ice and increasing river inflow can lead to the freshening of the AO
surface waters that in turn can cause to more freshwater being exported to the deep
water formation sites, which can affect the global thermohaline circulation and as such,
the global climate (Steiner et al., 2004).
1.3 Ocean reanalyses describe the state of the ocean
The ocean has a large inertia and is less subjectable to short-term climate variability
than the other components of the climate system, and as such, can provide a clearer
description of the long-term change (IPCC, 2013). Knowledge of the past and current
states of the ocean are therefore important for acquiring information on the long term
evolution of climate (IPCC, 2013). However, the observations are at times sparse and
even non-existing, making the tracking difficult (IPCC, 2013). Especially in the AO, the
harsh conditions for expeditions and perennial ice cover limit the studying of climate
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change and development of ocean models. Ocean models use knowledge on physical
processes to simulate ocean variability but they suffer from biases resulting from model
formulation, specification of initial states and forcing (Balmaseda et al., 2015). Ocean
reanalyses (ORAs) combine an ocean model, atmospheric forcing and observations using
a data assimilation method in order to give a description of the state of the ocean that
can be more accurate than model- or observation-only products (Balmaseda et al., 2015;
Uotila et al., 2018).
Many research and operational institutes have created their own ORAs to study the
past states of the ocean and to initialise seasonal forecasts (Palmer et al., 2017). ORAs
are also used to reduce instrumental biases in time series data, that occur, for example,
when an instrument is replaced by another instrument. New versions of existing ORAs
are published every once in a while as the methods are revisited and improved (Palmer
et al., 2017). For example, the period from 1990s to 2000s is often known as the "Argo
revolution" as the deployment of Argo floats allowed for the detection of hydrographical
features, temperature, conductivity (salinity), pressure (depth) and currents, in real time
(Destin, 2014). The change is seen in long term ORAs where a drastic change in trends
of temperature and salinity can be observed in early 2000s (Palmer et al., 2017). Before
the Argo revolution, reasonable ocean coverage was only achieved for the upper couple of
hundred meters, starting from the 1960s and hence, some of the long running historical
estimates of hydrography are limited to the upper 700 meters (Palmer et al., 2017).
The Ocean Reanalyses Intercomparison Project (ORA-IP) and its polar counterpart,
Polar Ocean Reanalyses Intercomparison Project (PORA-IP) have studied the represen-
tativeness of ORAs, and the ensemble average in particular, in describing various ocean
variables, for example sea level, ocean heat and salt content and sea ice (Balmaseda
et al., 2015; Uotila et al., 2018). Uotila et al. (2018) found the ensemble mean to be a
useful product, if its restrictions are acknowledged, as the deviations from observations
are smaller than for individual ORAs and as such, the ensemble mean can be used to
acquire knowledge on the physical state of the AO. Their study focused on the represen-
tativeness of the mean state of the ocean which led to this thesis as a continuation study
where the observed changes in ORAs, regarding temperature and salinity, are examined.
Such study has not been previously carried out.
1.4 The goals and outline of the thesis
This thesis aims to address the question if the Arctic Ocean has significantly changed, in
terms of temperature and salinity, in the previous decades. To achieve this goal 11 ORAs,
TOPAZ4, C-GLORS025v5, ECDA3, GECCO2, GLORYS2v4, GloSea5-GO5, MOVE-G2i,
ORAP5, SODA3.3.1, UR025.4 and ORAS5, were chosen and ensemble mean (MMM) was
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formulated based on these ORAs, excluding ECDA3. Using such a comprehensive, unique,
multi-model data set to analyse observed changes in the hydrography of the AO has not
been previously performed. This thesis also aims to answer the question if the ensemble
approach is a robust method for change analysis in the AO. Hence, the robustness of the
ORAs and MMM for change analysis is also assessed along the uncertainties of the results.
Although no absolute truth to compare the results of this thesis to exists, the ensemble
mean trends are compared to a observational product, EN4.2.0.g10, that overlaps the
study period from 1993–2010. Also standard deviation and the ensemble spread (Shi
et al., 2017), are used to evaluate areas of noise and uncertainty in the trends. Lastly,
the thesis aims to provide some analogue to the results in the context of known dynamics
and literature.
Background to this thesis was provided in Chapter 1, Introduction. It presents the
main characteristics of the AO in terms of water masses and circulation, reviews reported
changes in the hydrography and sea ice of the AO and also introduces ORAs as a viable
method for trend detection. Chapter 2, Theory, of this thesis presents, not exhaustively,
the physics that determine the dynamics of the hydrography relevant to the AO. Chapter
3, Materials and Methods, presents the ORA products used in this study and also the
methods that are used for trend detection and validation. In Chapter 4, the results of
this thesis are presented and illustrated. Chapter 5 provides analogue to the results and
Chapter 6 has concluding remarks of the thesis and provides some future reflections.
2. Theory
Figure 2.1: Key processes affecting hydrography of the Arctic Ocean. Source: Lee et al. (2012).
This chapter aims, by no means exhaustively, to present the main processes deter-
mining the hydrography, in terms of temperature and salinity, in the AO while reflecting
on the choices ocean models have in representing them. Ocean models, in general, aim to
depict the time-dependent three-dimensional flow of a fluid by solving non-linear Navier-
Stokes equations (Kantha and Clayson, 2000). These partial differential equations are
supplemented by conservation of scalar properties, such as potential temperature and
salinity (Kantha and Clayson, 2000). Salinity denotes the concentration of salt in the
water [ g
kg
] and the Practical Salinity Unit (PSU) is used in this thesis to express salinity.
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The main processes affecting the hydrography of the AO that are discussed in this chapter
can be seen in Figure 2.1. The surface hydrography is affected by surface heat flux, pre-
cipitation, evaporation, river inflow and sea ice processes. In the AO interior, processes,
such as internal waves and currents, mix heat and salt both laterally and vertically. Close
to the bottom, the topography, tides and the bottom shear induce mixing. Accordingly,
this chapter is divided into two sections, surface and interior, to describe the processes
related to the hydrography of each part of the AO. Vectors are denoted in bold.
2.1 Surface processes
The surface processes shape the hydrography of the PML. In ocean models, the surface
processes are accounted in as boundary conditions, including the surface wind stresses (τ),
surface heat flux (Qao), surface freshwater flux and sea ice salt flux (Brodeau et al., 2009).
The resulting fluxes of heat, salt and freshwater are calculated from gridded weather
reanalysis products using bulk formulas (Brodeau et al., 2009). Common bulk formulas
include, for example, the CORE and the CLIO bulk formulae. In this section, examples
are drawn from the CORE bulk formulae described in Large and Yeager (2004).
2.1.1 Heat budget
The amount of energy (∆H) needed to heat a certain mass of water by a change in
temperature (∆T) can be calculated:
∆H = cpm∆T [J ] (2.1)
where cp is the specific heat capacity of water [J kg−1 ◦C−1] and m the mass [kg]. Due
to the high heat capacity of water, the upper layer of the ocean acts as a heat storage
and as such, is very important in regulating the regional climate (Goosse et al., 1999).
Indeed, the upper 60 m of the AO absorbs 99.8 % of the incoming solar energy (Steele
et al., 2010).
The change of heat content is determined by the heat fluxes between the atmosphere
and the ocean, and the sea ice and the ocean. Figure 2.2 depicts the heat balance in the
presence of ice. In the AO, the surface heat flux can occur via thin sea ice, open sea and
leads. Formation of snow cover on top of sea ice further insulates the AO due to the low
thermal conductivity of snow, and affects the reflectivity of the surface as the albedo of
snow is ∼0.85 compared to 0.4–0.7 of bare ice (Carmack et al., 2015).
In CORE bulk formulae, a fraction of the grid point can be covered by ice fi, which
leaves a fraction fo = 1− fi open for the atmosphere (Large and Yeager, 2004). And the
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Figure 2.2: Heat balance in ice covered oceans. Source: Cottier et al. (2016).
heat budget can be expressed as:
Qa = fiQio + foQao (2.2)
and surface stress:
τ = fiτio + foτao, (2.3)
where "ao" and "io" denote air-ocean and ice-ocean fluxes (Large and Yeager, 2004). The
air-ocean heat flux:
Qao = QSW +QLW +QS +QH +QP + Fo (2.4)
where QSW is the net shortwave radiation, QLW the net longwave radiation, QS the sen-
sible heat flux, QH the latent heat flux, Fo the advected and diffused ocean heat fluxes
and Qp the snow-precipitation heat flux (Steward, 2008; Large and Yeager, 2004). The
net shortwave radiation varies depending on the time of the day and season, and before it
reaches the surface, atmosphere absorbs, reflects and scatters a part of it, making cloudi-
ness an important factor. Albedo of the surface determines how much of the shortwave
radiation is reflected back to the atmosphere, and how much is absorbed by the surface.
Part of the shortwave radiation is also transmitted to the water body via ice. QLW is gen-
erally negative throughout the year but QSW accounts for the bulk of the warming during
summer (Persson and Vihma, 2016). Furthermore, the advective heat flux resulting from
lateral gradients of heat content, can be large in the presence of warm currents. In Figure
2.2, the ocean heat fluxes (Fo) result from vertical advection and diffusion, vertical heat
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flux convergence and vertical convection. For the AO, the main sources of advected heat
include the inflows from the Atlantic, Pacific and rivers.
Turbulence produces chaotic, rapid variations in velocity which produce turbulent
fluxes where the mean velocity is accompanied by fluctuations of temperature and/or
humidity (Hartmann, 2016). Measuring these turbulent fluxes accurately requires mea-
surements of velocity, humidity and temperature which above the AO are not feasible to
be routinely taken and due to the rapid, small scale fluctuations, they are not simulated
by global models (Hartmann, 2016). Instead, bulk formulas are commonly used:
QS = ρacpw′θ′ = ρacpCH(θ(zθ)− θ(SST )) | ∆U | (2.5)
QH = ρaLEw′q′a = ρaLECE(q(zq)− qsat(SST )) | ∆U | (2.6)
τ = ρaCD | ∆U | ∆U (2.7)
where ρa is the density of air, cp is the heat capacity of air, w’ is the fluctuation of the
vertical velocity, θ’ is the fluctuation of potential temperature, LE is the latent heat of
evaporation, q(zq) specific humidity at height zq, θ(zθ) potential air temperature at height
zθ, | ∆ U | = | U(zu) − U0 | is the vector difference between wind at height zu and the
surface current and CE, CH and CD are transfer coefficients for evaporation and sensible
heat and the drag coefficient, respectively (Large and Yeager, 2004). Although latent and
sensible heat fluxes are small, heat is vented out effectively via leads (QS + QH up to
hundreds Wm−2) and results in local convection (Persson and Vihma, 2016), making the
percent of open water an important factor regarding determining the heat budget for the
AO.
Snow-precipitation also leads into a heat flux, QP :
QP = −LfPs, (2.8)
where Lf is the latent heat of fusion and Ps snow precipitation. QP is negative as when
the snow melts in the ocean, the ocean loses energy.
The sea ice processes are also tied in to the heat balance of the surface layer. The
CORE bulk formula assumes that the ocean gains heat and salt in ice formation and loses
heat when ice melts (Large and Yeager, 2004). The resulting fluxes:
Qio = QM +QF +QB +QPS (2.9)
The heat flux to the ocean through thin ice (QPS) can be limited due to high albedo of
the snow cover or thickness of ice (Large and Yeager, 2004). When sea-ice and/or snow
are melting, cooling melt flux QM < 0 (Large and Yeager, 2004). When frazil ice forms,
QF > 0 keeps the ocean at the freezing temperature and most of the salt is rejected to the
ocean. Heat flux associated with the formation of basal ice, QB, is usually close to zero
due to the latent heat of fusion balancing the basal cooling (Large and Yeager, 2004).
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2.1.2 Freshwater budget
The AO only contains 1% of world ocean’s seawater but receives 11% of the world’s river
inflow (Lammers et al., 2001). The AO also has a positive net precipitation, seasonal ice
melt and the inflow from the Pacific that is relatively fresh, making the freshwater input
per unit area the greatest compared to the rest of the world ocean (Nummelin et al.,
2015). The freshwater flux in CORE bulk formulae:
F = fiFio + foFao +R, (2.10)
where Fio is the ice-ocean freshwater flux, Fao is atmosphere-ocean freshwater flux and R
is the runoff from rivers (Large and Yeager, 2004). The atmosphere-sea freshwater flux:
Fao = P + E, (2.11)
where P is the precipitation and E evaporation (Large and Yeager, 2004). Measuring
marine precipitation accurately is difficult due to lack of in-situ data and as such, the
accuracy of the data is uncertain (Large and Yeager, 2004). In CORE bulk formulae,
precipitation is calculated as water if the corresponding surface air temperature is greater
than the freezing temperature of freshwater (0◦C) and as snow if below it (Large and
Yeager, 2004).
The seasonal melting of sea ice leads to input of freshwater on the top layer which
under ice is kept at near freezing temperatures limiting evaporation (Rudels, 2016) and
restratifies the water column. Freezing, on the other hand, releases brine to the water
column enriching the surface waters with salt, causing the top layer to become unstable
leading to convection (Cottier et al., 2016). The ice-ocean freshwater flux:
Fio = FM + FF + FB, (2.12)
where FF is the freshwater flux that is negative during the formation of frazil ice, FB is
the freshwater flux that is negative during the formation of basal ice and lastly the ice
melt water flux, FM , that is positive during sea-ice and snow melt (Large and Yeager,
2004). To quantify these fluxes, it is important to determine how much salt is kept in ice,
and rejected from ice. The bulk salinity of sea ice:
Si
S0
= ρo
ρi
φc(1 +
h
zx
) (2.13)
where S0 is the salinity of the sea water and φc is a critical ice porosity limiting desalination
and h
zx
is the dimensionless thickness of the desalinating layer (Petrich and Eicken, 2016).
The bulk salinity method is a parametrisation based on the analytical solution of the mass
conservation of gravity-driven fluid motion in sea ice that assumes a constant growth rate
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and a simplified permeability profile (Petrich and Eicken, 2016). Over time, desalination
decreases the amount of salt hold by the ice via processes of gravity drainage and meltwater
flushing (Notz and Worster, 2009).
The salinity of the AO is not evenly distributed with the highest salinities of about
35 PSU occurring at the AW inflow and lowest of about 0 PSU at river mouths (Carmack
et al., 2016). The pathways of Eurasian river inflow varies with the Arctic Oscillation
as it has an effect on the Transpolar Drift and the Ekman convergence intensity in the
Beaufort Gyre (Nummelin et al., 2015). With a high Arctic Oscillation index, the inflow
is transported to the Canada basin, whereas with a low index, the inflow is toward the
Fram Strait (Nummelin et al., 2015). Furthermore, the atmospheric forcing also causes
alternating modes in the PML of stronger and weaker anti-cyclonic circulation over the
Canada Basin with the weaker mode associated with stronger cyclonic circulation over
the shelf seas and the Eurasian side (Pemberton et al., 2016). During the stronger mode,
FW is collected and accumulated in the Beaufort Gyre and in turn released and pushed
toward the Canadian Archipelago during a weaker mode (Pemberton et al., 2016). This
distribution of salinity plays a major effect on the circulation and mixing in the AO
(Carmack et al., 2016).
2.1.3 Restoring surface salinity and temperature
In ocean models, Qio and Fio can also be estimated by:
Qio = CQ(SSTo − T1) (2.14)
Fio = CF (S1 − SSSo) (2.15)
where SSTo and SSSo are the observed sea surface temperature and salinity, and T1 and
S1 the model prognostic temperature and salinity of the upper model layer (Large and
Yeager, 2004). The restoring coefficient CQ and CF are used to restore the model surface
temperature and salinity toward observations on a desired time scale (Large and Yeager,
2004). Without restoring, long-running model SST and SSS can drift too far from the
observations and become erroneous (Griffies et al., 2009). Hence, restoring is used in
ocean-only models to limit the errors in the model simulated surface properties (Griffies
et al., 2009). However, Griffies et al. (2009) claim that in ice-covered regions, it is perhaps
not justified to apply restoring and no analogue has yet been established.
2.2 Below the surface
Once the boundary conditions have been established, a response within the ocean occurs.
As potential temperature and salinity are conservative scalars, mixing and advection
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accounts for the redistribution of the heat and salt both laterally and vertically within the
AO. Mixing in the near surface boundary layer is largely driven by forcing conditions while
in the ocean interior tracers are transported by large-scale currents and mesoscale eddies.
The wind-driven turbulence is reduced in the AO due to vertical stratification and presence
of sea ice (Rudels et al., 2009). This makes other mixing processes more important,
such as internal waves, shear instabilities, inertial oscillations, tides, double diffusion and
bottom boundary layer (Large et al., 1994; Rudels et al., 2009). In this section, the
primitive equations governing the dynamics and their assumptions and parametrisations
are discussed.
2.2.1 The primitive equations
Changes in salinity, temperature and/or pressure result in changes in the water body.
Together, they determine the density of a water parcel. In the AO where the temper-
ature ranges are narrow, salinity plays a significant role in determining the density of
the seawater and therefore affects the circulation and mixing (Carmack et al., 2016). In
order to determine the movement of water, accurate measurements of density are needed
(Steward, 2008). However, density is rarely measured but calculated using the equation
of state (Steward, 2008). Accordingly, the equation of the state of seawater is a function
of salinity (S), temperature (T ) and pressure (p):
ρ = ρ(T, S, p) (2.16)
TEOS-10 is the current version on determining density of seawater but the International
Equation of State (1980) is still widely used. See IOC et al. (2010) for details.
Using conservation of mass, information about flows in the ocean can be deduced. In the
Eulerian frame of reference, the conservation of mass:
∂ρ
∂t
+∇ · (ρv) = 0, (2.17)
where v is the velocity vector. Important forces setting fluid on motion are pressure
gradients, gravity and friction. We can write the forces to equal the total derivative of
the velocity vector:
Dv
Dt
= −1
ρ
∇p− 2Ω× v + g + Fr, (2.18)
where g is the acceleration due to gravity, Fr friction and Ω the rotation rate of the Earth
and 1
ρ
∇p is the pressure term (Steward, 2008). Coriolis force (2Ω × v) is a function
of latitude and the rotational effects are stronger in the polar seas. Writing the total
derivative (Dt v) open and writing the terms in Cartesian coordinates, we achieve the
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momentum equation:
∂u
∂t
+ u∂u
∂x
+ v∂u
∂y
+ w∂u
∂z
= −1
ρ
∂p
∂x
+ 2Ωv sin θ + νm∇2u, (2.19)
∂v
∂t
+ u∂v
∂x
+ v∂v
∂y
+ w∂v
∂z
= −1
ρ
∂p
∂y
− 2Ωu sin θ + νm∇2v, (2.20)
∂w
∂t
+ u∂w
∂x
+ v∂w
∂y
+ w∂w
∂z
= −1
ρ
∂p
∂y
+ 2Ωu cos θ − g + νm∇2w, (2.21)
where νm is the kinematic molecular viscosity and θ the latitude (Steward, 2008). Lastly,
the key equations also include conservation of enthalpy (temperature):
∂T
∂t
+ (u · ∇)T − κT∇2T = 1
ρcp
Sheat, (2.22)
where cp is the specific heat at constant pressure, u · ∇T the advection of heat, K ∇2 T
diffusion of heat and Sheat the source term (McPhee, 2008). The corresponding equation
for salt:
∂S
∂t
+ (u · ∇)S − κS∇2S = 1
ρ
Ssalt (2.23)
where S is salinity and Ssalt the source term (McPhee, 2008).
The above presented equations are too computationally demanding to be solved at a
global scale while maintaining fine-enough resolution in time and space to still accurately
represent processes affecting the state of the ocean. Hence, assumptions are made to
simplify the equations (Griffies, 2004). In the world ocean, variations in density (ρ) are
relatively small (2.5% of the average density ρo) (Mellor and Ezer, 1995) and hence have
no effect on inertia. Thus in ocean models, it is common to ignore the density variations
in momentum equations unless tied to gravitational buoyancy force (acceleration due to
gravity) (Mellor and Ezer, 1995). This is known as the Boussinesq approximation. When
the vertical scale of motion is small compared with vertical scales of density variations,
such as in most of the world ocean, the Boussinesq approximation is a valid approximation
(Mellor and Ezer, 1995). Even so, the fluid flow is often assumed to be incompressible
and the resulting continuity equation is:
∇ · v = 0 (2.24)
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0 (2.25)
This indicates that volume, rather than mass, is being conserved and any change in
volume only occurs when volume is either added or removed. Therefore the Boussinesq
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approximation eliminates the changes in steric sea level (Griffies, 2004). The model can
however be adjusted to the steric effects (Mellor and Ezer, 1995).
Ocean models can be divided into hydrostatic, non-hydrostatic or quasi-hydrostatic
depending on how they treat the derivative of the vertical momentum. When the vertical
scale is much smaller than the horizontal scale, h/L << 1, the total derivative of the
momentum can be assumed to be much smaller than the buoyancy term (i.e. contains far
less energy) and the vertical pressure gradient becomes the product of density and the
gravitational acceleration:
∂p
∂z
= −ρg (2.26)
The hydrostatic approximation essentially concludes that the pressure at a point is deter-
mined by the weight of the fluid above it (hydrostatic pressure) which makes the descrip-
tion of the pressure field, and therefore the geostrophic currents, easier (Griffies, 2004;
Fox-Kemper et al., 2019). As a consequence, strong vertical momentum in convective
regions, such as in parts of the AO, needs to be parametrised (Griffies, 2004).
The ocean, as most natural flows, is turbulent in nature. Hence, the primitive
equations of motion and conservation are Reynolds averaged (see for example Cushman-
Roisin, 1994), which leads to addition of Reynolds stress terms, here expressed as the
additional forces per unit mass in x-direction of the momentum equation:
Fx = −∂x〈u′u′〉 − ∂y〈u′v′〉 − ∂z〈u′w′〉 (2.27)
The Reynolds stress terms in x-direction, transfer eastward momentum (ρ u) in x, y and
z directions (Steward, 2008). For example, the new term ρ(u′w′) depicts the downward
transport of eastward momentum (Steward, 2008). Following the K-theory, these stresses
are parametrised using the Eddy viscosities (K : horizontal, ν: vertical):
∂x〈u′u′〉 = 2Kd〈u〉
dx
, (2.28)
∂y〈u′v′〉 = K(d〈v〉
dx
+ d〈u〉
dy
), (2.29)
∂z〈u′w′〉 = ν d〈u〉
dz
+Kd〈w〉
dx
(2.30)
and the momentum equation in x- and y directions (2.19, 2.20) can now be written
including these parametrisised Reynolds stress terms:
∂u
∂t
+ u∂u
∂x
+ v∂u
∂y
+ w∂u
∂z
− fv = −1
ρ
∂p
∂x
+ ∂
∂x
(K∂u
∂x
) + ∂
∂y
(K∂u
∂y
) + ∂
∂z
(ν ∂u
∂z
) (2.31)
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∂v
∂t
+ u∂v
∂x
+ v∂v
∂y
+ w∂v
∂z
+ fu = −1
ρ
∂p
∂y
+ ∂
∂x
(K∂v
∂x
) + ∂
∂y
(K∂v
∂y
) + ∂
∂z
(ν ∂v
∂z
) (2.32)
Turbulent flow regime gives rise to eddies that transport anomalously warm or cold wa-
ter effectively, leading to mixing. Essentially, the vertical displacement works against
buoyancy force and a simple equation for vertical mixing of T/S by eddies can be given
as:
∂X
∂t
+ w∂X
∂z
= ∂
∂z
(Kz
∂X
∂z
) + SX , (2.33)
where X is either temperature or salinity, Kz (m2 s−1) is the vertical eddy diffusivity, w
is Reynold’s averaged vertical velocity and SX the source term (Steward, 2008).
The turbulent eddies come in various ranges, from centimeters to hundreds of kilo-
meters in diameter and from seconds to years in time. Eddies with a diameter greater than
10 km that persist longer than a day, are known as mesoscale eddies. Other mesoscale
processes include large-scale gyres, boundary currents and meanders (Nurser and Bacon,
2014).
2.2.2 Scales of motion
The resolution needed to describe mesoscale processes can be estimated using internal
Rossby radius of deformation (Ro). Nth Ro is the length scale at which rotation effects
become as important as buoyancy:
Ro,n =
NH
npif
(2.34)
where N = Brunt-Väisälä buoyancy frequency, H is the depth, f = 2Ω sinφ the Coriolis
parameter and n number of internal modes (Nurser and Bacon, 2014). As the Coriolis
parameter is a function of latitude (φ), the Rossby radius at the AO is small, from 5
km in the Nansen Basin to 15 km in central Canadian Basin (Nurser and Bacon, 2014).
In the shelf regions, the internal Rossby radius is even smaller, around 1–7 km, due to
weak stratification and shallow water (Nurser and Bacon, 2014). The resolution of the
model determines how fine the model can solve eddies. For the model to be eddy-solving,
minimum of four grid points per the eddy diameter is needed and two grid points to be
eddy-permitting (Nurser and Bacon, 2014).
Accurate presentation of the eddying features poses one of the biggest challenges in
ocean modelling as mesoscale eddies contain more energy than the time averaged ocean
currents and hence affect large-scale processes, such as heat uptake (Uotila et al., 2005).
The primitive equations used in models are solved at a large scale defined by the specified
grid spacing and time step of the model in question and if the model is eddy-solving,
the lateral mesoscale turbulence can be solved (Griffies et al., 2000). As mentioned, the
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Reynolds’s decomposition gives rise to the Reynolds stress terms which leave the Navier-
Stokes equations unclosed. To close the equations, the smaller than-grid-size processes
must be presented at a grid-size scale (Griffies et al., 2000). The parametrisations of sub-
mesoscale processes include statistical turbulence closures and empirical closures (Griffies
et al., 2000).
2.2.3 Parametrisation of vertical turbulence
One of the most common vertical mixing parametrisation is derived from K-theory, where
turbulent fluxes are related to the local gradients of large-scale quantities by eddy diffu-
sivity and viscosity coefficients (K) (Griffies et al., 2000). Some models present K as a
function of gradient Richardson number while others use the Mellor and Yamada (MY)
approach (Griffies et al., 2000). In the MY approach, prognostic equations are used to
solve turbulence fields and to compute the turbulent length and velocity scales which are
then used to calculate the vertical diffusivity and viscosity (Griffies et al., 2000). One of
the most common parametrisations is the K-Profile Parametrisation (KPP), where, for
example, the vertical transfer of heat:
∂T
∂t
= ∂z(Kz∂zT − γ) (2.35)
where Kz is the vertical diffusivity, ∂z = ∂∂z and γ a non-local transport term (Griffies
et al., 2000). The KPP parametrisation is used for example in MIT, HYCOM and NEMO
ocean models.
2.2.4 Vertical mixing
The stability of a water column indicates the stability of the vertical stratification and
can be quantified with the density gradient, E :
E = −1
ρ
∂ρ
∂z
(2.36)
If E > 0 the water column is stable, E = 0 the water column is neutral and if E < 0 the
water column is unstable. Momentary static instabilities are possible but the resulting
processes will rapidly stabilise the water column. In the AO, melting of sea ice has a
stabilising effect on the vertical stratification as less dense water is released at the top of
the water body, whereas freezing of sea ice introduces instability with the brine injection
increasing the density at the ice-ocean boundary layer. The increasing density results in
immediate vertical advection, referred to as convection, of the denser water, until more
dense water is contacted at depth.
For example, shelf water formation drives the water-mass formation and modification
in the AO (Rainville et al., 2011). When relatively fresh shelf waters freeze rejecting some
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of the salt in the process, the surface waters to become enriched with salt and increased
in density, causing them to sink to a depth limited by the AH (Figure 2.3). The salty cold
waters form the top part of the AH and spread to the interior (Rainville et al., 2011).
Figure 2.3: The formation of the Arctic Halocline. Source: Doucette (2018).
The influence of stability on stratification of a water layer can be defined using
Brunt-Väisälä buoyancy frequency:
N2 = − g
ρo
∂ρ
∂z
(2.37)
where g is acceleration due to gravity, ρo is the reference density and ρ is potential
density (Steward, 2008). It gives the maximum frequency of the internal waves. Brunt-
Väisälä buoyancy frequency is used in ocean models to determine ocean stratification
for parametrisation of mixing processes, for example, in vertical diffusion (Madec et al.,
2017).
Sea ice cover acts as a barrier to transfer of momentum between atmosphere and the
ocean. As such it dampens the wind generated surface waves and internal waves, leading
to smaller upper ocean variability (Rainville et al., 2011). However, as the summer sea
ice extent is diminishing, wind forcing will have an increasing effect in the AO (Rainville
et al., 2011). In the AO, the waves are largest during summer when the sea ice extent is
the lowest and in early winter due to strong winds (Dosser et al., 2013). Wind forcing over
open water or on sea ice generates near-inertial waves in the AO which results to inertial
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currents in the mixed layer (Dosser et al., 2013). The horizontal variations in velocity
in turn cause convergence and divergence in the mixed layer which drive internal waves
(Dosser et al., 2013). However, observations show that the mixing via internal waves is
minimal at the central AO (Rainville et al., 2011). Figure 2.4 shows the mixing processes
responsible for most of the variation for both the ice covered AO and a possible future
scenario, where the wind forcing has become more important, causing surface waves and
internal wave fields to be stronger.
As mixing via waves and internal waves is limited, other processes become more im-
portant, such as molecular diffusion (Rainville et al., 2011). The AO is strongly stratified
with relatively fresh and cold PML on top, warm and saline AW in the middle, and cold
and saline ADW at the bottom. Perturbation at the boundaries of these layers, can lead
to mixing via diffusion. As the coefficient for molecular heat diffusion κT is hundredfold
compared to the molecular diffusion coefficient for salinity κS, the diffusion of heat and
salt occur at different paces resulting in phenomena known as double diffusion, where the
potential energy from the unstably stratified component is released and used for mixing
(Rudels et al., 2009). Double diffusive convection has two modes, the saltfinger mode
and diffusive convection mode (Rudels et al., 2009). In a stable situation where warmer
saline water is on top of colder fresher water, a parcel displaced downward would reach
a thermal equilibrium with its surroundings while remaining more saline (Rudels et al.,
2009). Thus the now cold but saline water parcel would continue sinking, creating a
saltfinger (Rudels et al., 2009). In the AO, double diffusion is in the form of diffusive con-
vection, as the surface waters are cold and fresh and lie on top of warm and saline water.
When displaced downward, a water parcel absorbs heat from the warmer surroundings
via diffusion and consequently becomes lighter and moves upward, creating an oscillatory
instability (Rudels et al., 2009). This can be observed as sequences of well-mixed layers
with abrupt density changes occuring in thin interfaces (Merryfield et al., 1999). The
rates of double-diffusive mixing can be determined using buoyancy ratio:
Rρ =
α∂zT
β∂zS
(2.38)
where α is the coefficient of thermal expansion and β the coefficient of saline contraction
(Bourgain and Gascard, 2011). When Rρ increases, the heat diffusion increases in relation
to salt diffusion, and if Rρ = 1, there is no double diffusion. Although the AW heat is
trapped below the AH, diffusive convection has been suggested as one of the mechanisms
that could transfer heat upwards and be a part of the reason why sea ice extent and
thickness are decreasing. Polyakov et al. (2017) approximated this transfer to be from
0.3 Wm−2 in the central Amerasian basin to 1 Wm−2 in deep Eurasian basin, and up
to 5–10 Wm−2 Eurasian basin margins. Evidence of this has been observed as stepwise
thermocline with sequences of well-mixed layers separated by thin interfaces where density
23 Chapter 2. Theory
Figure 2.4: (a) The main mixing processes in ice covered Arctic. (b) The possible mixing processes
under diminishing ice cover. Source: Rainville et al. (2011).
changes abruptly (Shibley et al., 2017). Although double-diffusion is near-insignificant to
circulation, it can influence temperature and salinity on a regional scale away from the
boundaries (Merryfield et al., 1999).
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2.2.5 Parametrisation of convection
As mentioned the hydrostatic approximation leads to the elimination of vertical advec-
tion (convection) from the primitive equations. Therefore, how an ocean model handles
instabilities in a water column that would without the hydrostatic approximation result
in convection, is of crucial importance in the AO and also in global models to simulate
deep-water formation (Griffies, 2004). The turbulent closure scheme (see section 2.2.3)
resolves an unstable vertical profile by including the N2 stability term in the calculation
of diffusivities. Essentially, when the water column becomes unstable, N2 < 0 and the
vertical diffusivities increase.
Other methods include the convective adjustment and enhanced vertical diffusion. In
convective adjustment, the vertical density profile is checked for instabilities (N2 < 0) and
if a part of the column is found unstable, its temperature and salinity are instantaneously
mixed with the layer below and if as a result the layer below becomes unstable, the process
is repeated until the water column is neutrally stable (Madec et al., 2017). Lastly, in
enhanced vertical diffusion, in regions of unstable stratification (N2 < 0), vertical eddy
mixing coefficients are assigned to very large values to simulate convection (Madec et al.,
2017).
Zhang and Steele (2007) examined the effect vertical mixing has on ocean stratifi-
cation and distribution of salinity in the Canada Basin. They found that the strength of
vertical mixing affects the modelled hydrography and circulation. If the vertical mixing,
or convection, is too weak, the ocean model will simulate a stratification that is too strong
and the Canada Basin circulation is anticyclonic in the upper layer and cyclonic below.
This can cause the temperatures to be warmer while the surface layer is colder, thinner
and fresher than observations. On the other hand, if the convection is too prominent, the
stratification is too weak and dynamic, leading to anticyclonic circulation in the Canada
Basin at all depths. Hence, the choice on the parametrisation is of crucial importance to
representativeness of the model in the AO.
2.2.6 Ekman transport
In the AO, Ekman transport can occur due to stresses at three boundaries: atmosphere-
ocean boundary layer, ice-ocean boundary layer and the bottom boundary. Local up-
welling or downwelling can also occur at the ice-edge due to discontinuities in surface
stresses (Yang, 2006). As mentioned, in ocean models the surface stresses take in account
the fractions of ice and ocean (see Equation 2.3). The Ekman transport can be calculated:
−fvEkman = τ
x
ρDE
(2.39)
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fuEkman =
τ y
ρDE
(2.40)
where DE is the Ekman layer depth (approximately 18 m for the AO), u and v the
vertically averaged Ekman velocities (Yang, 2006). Yang (2006) found that during their
26-year study period, Ekman transport varied the most in the Beaufort Sea and Fram
Strait where there are large seasonal variations in ice motion and wind, while the maximum
Ekman pumping rate was found to be 10 cm day−1 during winter. They also found that
the heat advection was highest in the Beaufort and Chukchi Seas, and more pronounced
during autumn.
The hydrography of deep waters in the AO is affected by bottom terrain, bottom
shear and tides. Essentially, in the bottom boundary layer, friction is created due to
bottom topography. In order to accurately solve circulation in the AO, realistic ocean
bottom topography needs to be allowed by the model resolution which at this stage is
too computationally demanding (Aksenov et al., 2010). Similarly as below ice or at the
surface, in the ocean bottom, friction is often applied as a condition on vertical diffusive
flux:
Avm(∂zUh) = FUh (2.41)
where Avm is the vertical diffusion coefficient and FUh is the downward flux of horizontal
momentum inside the logarithmic turbulent boundary layer (Madec et al., 2017). FUh is
often parametrisised in models as a linear or quadratic bottom friction (Madec et al.,
2017). See Madec et al. (2017) for details.
2.2.7 Tides
Tides are one of the key processes altering the hydrography in the shallow shelf seas of the
AO. Although tides affect processes in the surface by altering the sea ice dynamics and in
ocean interior by affecting heat flux, they are rarely included in ocean models (Holloway
and Proshutinsky, 2007). Tides induce sea ice movement which opens and closes areas of
sea ice causing new ice formation, enhanced heat flux and ridging (Proshutinsky et al.,
2005). These processes in turn lead to changes in albedo, brine fluxes and convection
(Proshutinsky et al., 2005). The effects on sea ice, however, are compensated for by the
net ice growth associated with polynyas (Holloway and Proshutinsky, 2007). Tidal mixing
can be parametrisised using the vertical eddy diffusivity where additional diffusivity (KvT )
arises from internal tide breaking:
KvT = qΓE(x, y)F (z)
ρN2
(2.42)
where E(x,y) is the transfer of energy from barotropic tides to baroclinic tides, N is
the Brunt-Väisälä buoyancy frequency, Γ is the mixing efficiency, q the tidal dissipation
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efficiency and F(z) the vertical structure function (Madec et al., 2017). See Madec et al.
(2017) for details.
3. Materials and methods
In this chapter, the materials and methods used in this study are presented and discussed.
3.1 Materials
3.1.1 ORAs
The analysis was performed on 11 Ocean Reanalysis products freely available at the
Ocean Reanalyses Intercomparison Project database hosted by the Integrated Climate
Data Center (ICDC) at Hamburg University. The data comes in NetCDF format and has
been interpolated to the common regular 1◦ × 1◦ latitude-longitude grid allowing for in-
tercomparison. Uotila et al. (2018) chose ten ORAs, TOPAZ4. C-GLORS025v5, ECDA3,
GECCO2, GLORYS2v4, GloSea5-GO5, MOVE-G2i, ORAP5, SODA3.3.1 and UR025.4,
to be assessed due to their overlap over 1993-2010. As this study is a continuation on
their ORA mean state study, the same ten ORAs and in addition ORAS5, an update of
ORAP5, were chosen and collected from the database for the temporal analysis.
The key information (e.g. names and institutions, ocean model, forcing, main as-
similation methods and assimilated data) of the ORAs used in this study are presented in
Table 3.1. The differences between ORA outputs result from their different configurations.
The uncertainties can originate from the model, forcing, assimilation method or even the
assimilated data itself. In ocean model design, the errors can arise starting from the choice
of the coordinate system, resolution or algorithms (Fox-Kemper et al., 2019). Detailed
discussion on the effect of fundamental model design, including for example the choice of
coordinates, has been presented by Griffies et al. (2000). Other sources of error are the
initial conditions, parametrisations and boundary conditions, as they all play an impor-
tant role in the formulation of the model (Fox-Kemper et al., 2019). The Arctic Ocean
Model Intercomparison Project (AOMIP) has evaluated differences between models and
observations, and between model outputs, arising, for example, from the different model
configurations, forcing and parametrisations (Proshutinsky et al., 2001, 2011). They have
identified common model shortcomings
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in the AO, such as, disparities in the transports across the Fram Strait, lack of a
cold halocline in the Amerasian Basin and misrepresentation of the AW temperature, all
important features affecting the hydrography of the AO (Steiner et al., 2004). As discussed
in the previous chapter, these shortcomings result from the finite-grid size limiting the
ability of the models to resolve eddies and related dynamics, and the exclusion of processes
such as shelf water formation and tides in model physics (Steiner et al., 2004).
All of the ORAS, except for GECCO2, are hydrostatic and therefore some impor-
tant physical processes affecting the hydrography of the AO, such as convection, are
parametrised. GECCO2, however, utilises MIT general circulation model (Adcroft et al.,
2019) that uses the full incompressible, nonhydrostatic Navier-Stokes equations includ-
ing the tendency, advective and diffusive terms (Kantha and Clayson, 2000) For the AO,
GECCO2 has 40 km resolution and uses the dynamic-thermodynamic sea ice model by
Zhang and Rothrock (2000). As discussed in the previous chapter, the grid size can limit
the ability of the ORAs to fully resolve eddies in the AO. Ten of the eleven ORAs are of
global extent, while TOPAZ4, a coupled ocean-sea ice data assimilation (DA) system, is a
regional Arctic-North Atlantic product using the model HYCOM with a grid size of 12-16
km. HYCOM is an oceanic general circulation model framed in hybrid isopycnic-Cartesian
coordinates (Hunke and Dukowicz, 1997). TOPAZ4 uses the sophisticated assimilation
method, ensemble Kalman Filter. Even though TOPAZ4 uses isopycnic coordinates, Xie
et al. (2017) found that TOPAZ4 is more successful in modeling near-surface ocean than
subsurface ocean due to models limitations to maintain AW and degradation of the as-
similation when the measurements are sparse.
ECDA3 (Ensemble Coupled Data Assimilation) has the coarsest grid-size out of the
11 ORAs, the common 1 ◦ x 1 ◦ grid. ECDA3 was purposely left out from the ensemble
mean in this study due its coverage being more restricted in the AO than the other ORAs.
However, ECDA3 is the only fully coupled climate-ocean model while the other ORAs
need surface forcing to account for the atmosphere-ocean exchange. Most of the ORAs
are forced by European Centre for Medium-Range Weather Forecasts (ECMWF) global
atmospheric reanalysis ERA-Interim. The two ECMWF’s ORAs, ORAS5 and ORAP5
use the same ocean model, NEMO v3.4.1 (see Madec et al., 2017). The use of a tripolar
grid allows for eddies to be presented north of 50 ◦N and the model resolution is 9 km at
best in the AO (Zuo et al., 2019). The model is coupled with a sea ice model, Louvain-
la-Neuve (LIM2) (see Fichefet and Maqueda, 1997). Coupling the ocean model with a
sea ice model is important as most of the AO thermodynamics and physics are closely
related to sea ice dynamics. An earlier version of NEMO coupled with the LIM2 sea
ice model is also utilised by C-GLORS025v5 (NEMO3.2), GLORYS2v4 (NEMO3.1) and
UR025.4 (NEMO3.2). LIM2 is a dynamic-thermodynamic model that uses viscous-plastic
rheology with three layer scheme similar to Semtner (1976) with one snow and at least 2
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ice layers. Other sea ice models used by the ORAs are Sea Ice Simulator (SIS), which is
a dynamic-thermodynamic model that uses elastic-viscous-plastic rheology and the Los
Alamos sea ice model CICE (Hunke and Dukowicz, 1997; Hunke et al., 2015).
Most of the ORAs are relaxed to climatology to prevent the model from drifting.
This means their 3-dimensional T/S or Sea Surface Salinity (SSS) are checked against
known climatology and corrected accordingly (Shi et al., 2017). The relaxation time in-
tervals differ between ORAs, range from 1 year (GloSea5-GO5) to 20 years (GLORYS2v4).
Unlike other ORAs, GECCO2 and UR025.4, are not relaxed to climatology.
To better the model-only results, observations are assimilated in to the product.
In the data assimilation (DA) process, the first guess of a model is corrected based on
observations and an error-estimation, to produce an evolving state of the ocean, the
analysis (ECMWF, 2019; Warner, 2011). A weighing factor is applied to the difference
between model’s first guess and observations in order to determine the amount of correc-
tion required to produce the analysis (Warner, 2011). The ORAs chosen for this study
all use least squares assimilation methods, including optimal interpolation (OI), varia-
tional method (3DVAR), 4D variational method (4DVAR) and Kalman Filter. Least
squares methods aim to produce the best result by minimising the cost function to ensure
the analysis does not drift too far from observations and model outputs. Least squares
minimisation (Kalman Filter):
Xai = Xfi + Ki(Yi −HXfi ), (3.1)
where Xi is the ensemble of model state vectors, Yi is the matrix of perturbed observations
and H the observation operator (Xie et al., 2017). The subscripts a and i stand for
analysed and forecasted states (Xie et al., 2017). Yi −HXfi is the departure from model
to observations (Xie et al., 2017). Ki is the Kalman gain (see Evensen, 2003).
The least squares methods mainly vary on how they handle the forecast error covari-
ances. Ensemble Kalman Filter (EnKF) is often seen as the most sophisticated out of the
aforementioned DA methods as it allows for time evolving error covariances while OI and
3DVAR methods assume the covariances to be largely homogeneous in time (Houtekamer
and Mitchell, 1997). The EnKF is computationally demanding and hence mainly used
in regional studies, such as for the AO (TOPEZ4). 4DVAR, although less sophisticated,
is less expensive method that also allows time evolvement in the error covariances as it
includes time dimension to the analysis (Houtekamer and Mitchell, 1997).
3.1.2 EN4.2.0.g10
The ORAs were compared to observations based product EN4.2.0.g10 (Good et al., 2013).
EN4.2.0.g10 data set consists of quality-controlled profiles of ocean temperature and salin-
ity from across the ocean from 1900 to present (Good et al., 2013). The main data source
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for EN4 is the World Ocean Database (WOD09). The coverage of WOD09 is limited in
the Arctic, and hence other sources are included to increase the spatial coverage, includ-
ing Argo, Arctic Synoptic Basin Wide Oceanography (ABSO) and Global Temperature
and Salinity Profile Program (GTSPP) (Good et al., 2013). ABSO is a compilation of
multiple sources itself: Hydrobase, the Physical and Chemical Properties from Selected
Expeditions in the Arctic Ocean project, the Beaufort Gyre Experiment, the North Pole
Environmental Observatory (NPEO), the Freshwater Switchyard of the Arctic project,
and the Nansen and Amundsen Basins Observational System (NABOS) and the Cana-
dian Basin Observational System (CABOS) (Good et al., 2013).
Figure 3.1: Structure of the EN4. Source: Good et al. (2013).
The journey from data sources to finished product can be seen in Figure 3.1. Qual-
ity control is performed on the input data and Argo-profile duplicates are removed from
WOD09 and GTSPP data sets (Good et al., 2013). The quality controlled data is then
used in monthly potential temperature and salinity objective analyses (Good et al., 2013).
These analyses combine a background ocean state from the previous month’s objective
analysis with the quality controlled data from the month being analysed, using an iterative
method in solving the optimal interpolation (OI) equations (Good et al., 2013). Informa-
tion on the covariances in the possible errors in the observations and the background are
needed to carry the analyses and the errors are assumed to be uncorrelated (Good et al.,
2013). If there’s no observations present, the analyses relax to the climatology (Good
et al., 2013).
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3.2 Methods
The focus of this study is on the hydrography of the AO. Hydrography is a field that aims
to describe the physical, quantifiable features of a water body, such as tides, currents,
temperature and salinity. Only potential temperature and salinity were considered in the
scope of this study. The analysis was carried out with Python 3.6.
Figure 3.2: Grids, where depth >500 m, belonging to the Eurasian Basin in red and the Amerasian
Basin in blue. Annotations: the Fram Strait (FS), Beaufort Gyre (BG), Barents Sea (BS), Davis Strait
(DS), Greenland Sea (GS) and Norwegian Sea (NS). Source: Uotila et al. (2018).
Depth and area masks were applied on the data to eliminate shallow near-coastal
regions from the analysis as they could introduce error to the analysis. World Ocean
Atlas 2013 Land-Sea 1◦ × 1◦ mask was used to eliminate areas where the water depth
was less than 500 m (see Figure 3.2). The area mask was applied to allow for separate
trend analysis of Amerasian and Eurasian basins (Figure 3.2). Accordingly, the AO was
split into two basins along two meridians 135◦E 45◦w following the Lomonosov Ridge.
Both basins were further divided into five depth layers, 0–100 m, 100–300 m, 300–700 m,
700–1500 m and 1500–3000 m.
The data was provided as Ocean Heat Content (OHC) and Ocean Salinity Content
(OSC), which are vertically integrated potential temperature and salinity, respectively.
From these the mean potential temperature and salinity were calculated for each layer:
〈XL→U〉 = OXCL→0 −OXCU→0
L− U (3.2)
where X is either temperature or salinity, OXC is either OHC or OSC and 〈XL→U〉 is the
average between depths L and U (Uotila et al., 2018).
The ensemble approach has been highlighted in ORA inter-comparison studies (Shi
et al., 2017; Uotila et al., 2018). The multi-model mean is considered to be at least
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as accurate representation of reality than the best performing ORA and sometimes even
better than any single ORA (Masina et al., 2017). Accordingly, the MMM was also formed
for this study from 10 of the studied ORAs:
XMMM =
1
nsys
nsys∑
n=1
Xn (3.3)
where nsys is the number of ORAs (Shi et al., 2017). The MMM is a desirable method
as it dampens out any deviating behaviour of an ORA but it is possible for all the ORAs
to suffer from similar configurational biases not caught by the MMM (Shi et al., 2017).
The OHC and OSC data were used to formulate yearly time series of potential
temperature and salinity. The time-average for the individual ORAs (Xi,j), MMM and
EN4.2.0.g10 were calculated over the time period (1993–2010) and using the time-average,
anomalies (XA) were calculated:
XA(i, j, t) = Xn(i, j, t)−Xn(i, j) (3.4)
These anomalies were averaged spatially for each basin and the Fram Strait, and plotted
into time series for each integrated depth layer. Some of the data had a time resolution
of a day, some of a month and some of a year, hence the data were first yearly averaged
before any trends were calculated. The basin-wide potential temperature and salinity
trends were calculated for each depth layer for the Amerasian and Eurasian Basins. To
get more detailed information, trends over the study period were calculated for each layer
and also plotted per-grid to allow for temporal analysis with only trends significant at
0.05 level being displayed.
Similar analysis has not been carried out before for the AO and the paucity of
observations complicates the assessment of the reality. Although the ORAs are compared
to EN4.2.0.g10, the observational product can also suffer from errors and biases resulting
from statistical methods and data gaps. Hence, to get a sense of the error involved in the
spatial spread of the trends, per-grid standard deviation was calculated for each basin,
product and depth layer as follows:
STDX(i, j, t) =
√√√√ 1
yrs
yrs∑
t=1
(X(i, j, t))2 (3.5)
where yrs is the number of years (17), i and j are the longitude and latitude and X is the
annual mean of individual ORA (Shi et al., 2017). Standard deviation in its essence is a
statistical method to measure the dispersion of time series relative to its mean. The STD
was also calculated for the ORA MMM. Shi et al. (2017) also used the ensemble spread
(SPD) in order to measure the ’noise’, or uncertainty of the MMM (or EMORA in their
paper):
SPDMMM(i, j) =
√√√√ 1
nsys
nsys∑
n=1
(Xn(i, j)−XMMM(i, j))2 (3.6)
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where nsys is the number of ORAs. As discussed when presenting the materials of this
study, the ORAs can contain systematic errors caused by their configuration. The SPD is
a good indication on the spread of the error but as Shi et al. (2017) noted, all of the ORAs
can contain same systematic errors not flagged by the SPD. Hence the errors presented
by STD and SPD cannot be considered as a ’true error’ (Shi et al., 2017).
4. Results
This chapter presents the results of the study. First the anomaly time series for OHC and
OSC in 0–700 m are presented for the Eurasian and Amerasian Basins and for the Fram
Strait. Then, the overall basin-wide trends in temperature and salinity for both basins
and for the three depth layers, 0–100 m, 100–300 m and 300–700 m, are displayed. Results
for the deeper layers are not shown here. Lastly, the per grid trends in temperature and
salinity are presented for the three layers, including the per grid ORA STD and ORA
SPD analyses.
4.1 The Eurasian Basin
4.1.1 OHC anomalies
Figure 4.1: 0-700 m OHC anomalies for the Eurasian Basin for the ORA mean anomaly and EN4.2.0.g10
(dashed) for years 1993–2010. The ORA spread (minimum and maximum anomaly) is visible as blue
shadow.
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Yearly ocean heat content (OHC; ◦Cm) anomalies for 0–700 m layer over the study period
for the Eurasian Basin can be seen in Figure 4.1. The anomalies appear variable from
one year to another both in the MMM and EN4.2.0.g10. In the MMM the variability
can be seen as colder anomalies being observed in 1993–1994, warmer anomalies 1995–
1999, colder anomalies again 2000–2005 and warm anomalies again in 2006–2010. In
EN4.2.0.g10 however, there are colder anomalies from 1993 to 2003 (with the exception
of year 1996) and warmer anomalies there onward, reflecting a warming trend over the
time period. It appears the observational product is more similar to the ORA spread
minimum in the first half of the time period and maximum spread on the later half,
than the ORA mean. The spread among the ORAs is remarkable, the MMM appears to
dampen the drastic dips and peaks in the anomaly time series that can also be seen in the
observation-only product. Both ORA mean and EN4.2.0.g10 agree on the anomalously
warm year in 2007. Based on both the observational product and MMM, there is a clear
warming trend over the Eurasian Basin over the later half of the study period.
4.1.2 OSC
Figure 4.2: 0–700 m OSC anomalies for the Eurasian Basin for EN4.2.0.g10 and MMM for years
1993–2010. The ORA spread (minimum and maximum anomaly) is visible as blue shadow.
Yearly ocean salt content (OSC; PSU m) anomalies for 0–700 m layer over the study
period can be seen in Figure 4.2. The ORA mean anomaly appears to be more saline
than the time period average for the first half of the time series (1993–2002) and fresher
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thereafter. The observational product, EN4.2.0.g10, has only subtle change over the time
period from more saline to slightly fresher anomalies. The shift in both seems to occur
between 2002 and 2003. Based on both the observational product and MMM, there is
a clear freshening trend over the Eurasian Basin over the study period, perhaps over-
estimated by the MMM or under-estimated by the EN4.2.0.g10. It is worth noting that
most ORAs, with the exception of GECCO2 and TOPAZ4, show more saline anomalies
over 1993–2003 and more fresh anomalies there after. There appears to be a fresh anomaly
peak in 2005–2006 where also the maximum anomaly ORA spread appears to be fresher
than the mean over the time series.
4.2 The Amerasian Basin
4.2.1 OHC
Figure 4.3: 0–700 m OHC anomalies for the Amerasian basin for EN4.2.0.g10 and MMM for years
1993–2010. The ORA spread (minimum and maximum anomaly) is visible as blue shadow.
Yearly ocean heat content (OHC; ◦Cm) anomalies for 0–700 m layer over the study period
for Amerasian Basin can be seen in Figure 4.3. The observational product, EN4.2.0.g10,
shows a clear trend from colder-than-average OHC from 1993–2003 to warmer-than-
average 2004–2010. The ORAs, however, show clear decadal variability compared to
EN4.2.0.g10. Where EN4.2.0.g10 starts to show warmer anomalies in 2004, the MMM
appears to be biased by the minimum anomaly (less than -200 C◦m) of the ORA anomaly
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spread. The anomaly spread, however, decreases towards the end of the study period,
showing clear warming from 2004 to 2010.
4.2.2 OSC
Figure 4.4: OSC anomalies for the Amerasian basin for EN4.2.0.g10 and MMM for years 1993–2010.
The ORA spread (minimum and maximum anomaly) is visible as blue shadow.
Yearly ocean salt content (OSC; PSU m) anomalies for 0–700 m layer over the study
period can be seen in Figure 4.4. For the Amerasian Basin, the OSC anomalies appear
to be of a greater magnitude for the MMM than for the EN4.2.0.g10. Similarly to the
Eurasian Basin, both show more saline anomalies over the beginning of the study period.
The freshening seems to start in 2003 for MMM and in 2006 for EN4. Both the MMM
and EN4.2.0.g10 show a year of fresher anomaly in 2008, two years after a similar dip in
the Eurasian Basin OSC. The spread in ORA anomalies is great, from 150 to 300 PSU
m. Regardless, the trend displayed by the ORA MMM is a clear freshening trend.
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4.3 The Fram Strait
Figure 4.5: OHC anomalies for the Fram Strait for EN4.2.g10 and MMM for years 1993–2010. The
ORA spread (minimum and maximum anomaly) is visible as blue shadow.
Yearly ocean heat content (OHC; ◦Cm) anomalies over the study period can be seen in
Figure 4.5. For the Fram Strait the OHC anomalies are much greater in their spread than
for the Eurasian and Amerasian Basins (note the y-axis scale is double that of Figure 4.1).
Futhermore, the overall variability from one year to another is much greater, with warmer
anomalies more prominent in the latter part of the study period. Although the spread
amongst the ORAs is great, the MMM and the EN4.2.0.g10 show very good agreement
in terms of the variability being similar from one year to another, showing warmer than
average OHC from 2003 to 2009.
4.4 Basinwide trends in temperature and salinity
4.4.1 The Eurasian Basin
The overall trends in temperature (Figure 4.6) and in salinity (Figure 4.7) were calculated
for the Eurasian Basin. In the 0–100 m layer, most of the ORAs seem to agree over a
moderate warming trend of 0.03 ◦C/decade and freshening trend of -0.02 PSU/decade
but no significant trend is visible in the observational product EN4.2.0.g10 for either. For
the 100–300 m layer, EN4.2.0.g10 shows a strong warming signal of 0.25 ◦C/decade while
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the ORAs are in disagreement with significant and insignificant signalling both warming
and cooling in the layer. In terms of salinity, neither EN4.2.0.g10 nor MMM show a
significant trend. For the 300–700 m layer, EN4.2.0.g10 shows a warming of 0.1 ◦C/decade
and freshening of ∼ -0.001 PSU/decade while the ORAs are again in disagreement. No
trends in temperature can be deduced from the 700–1500 m and 1500–3000 m layers with
TOPAZ4 being an outlier with very strong warming trends. MMM, however, shows a
slight trend in terms of freshening in the two deep layers.
Figure 4.6: Temperature trends ◦C/decade for the Eurasian Basin. Significant trends are in color,
increasing in red and decreasing in blue.
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Figure 4.7: Salinity trends PSU/decade for the Eurasian Basin. Significant trends are in color, increasing
in red and decreasing in blue.
4.4.2 The Amerasian Basin
The overall trends in temperature (Figure 4.8) and in salinity (Figure 4.9) were calculated
for the Amerasian Basin. In the 0–100 m layer, neither the EN4.2.0.g10 nor MMM
show a significant trend in temperature but most of the ORAs, excluding TOPAZ4 and
SODA3.3.1, show a moderate increasing trend. In terms of salinity, both EN4.2.0.g10 and
MMM show a strong freshening trend of -0.03 PSU/decade with the only outlier being
GECCO2. For the 100–300 m layer, the MMM shows a warming trend of 0.03 ◦C/decade
and a freshening trend of -0.005 PSU/decade while EN4.2.0.g10 shows a stronger warming
signal of 0.1 ◦C/decade but has no significant trend in salinity. For the 300–700 m layer,
both EN4.2.0.g10 and MMM show a warming signals of similar magnitude as for the
100–300 m layer but no significant trend is visible in terms of salinity. In the two deepest
layers, 700–1500 m and 1500–3000 m, both EN4.2.0.g10 and MMM show a warming signal
of ∼0.03 ◦C/decade while MMM also shows an increasing trend in salinity not visible in
the observational product.
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Figure 4.8: Temperature trends ◦C/decade for the Amerasian Basin. Significant trends are in color,
increasing in red and decreasing in blue.
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Figure 4.9: Salinity trends PSU/decade for the Amerasian Basin. Significant trends are in color,
increasing in red and decreasing in blue.
4.5 Per grid trends in temperature and salinity
In this section, the observed, statistically significant trends in temperature and salinity
are presented for each layer, starting with the uppermost 100 m (Figures 4.10; 4.11).
For the central AO, more towards the Siberian Shelf Seas, the MMM shows a warming
trend of 0.1 ◦C per decade. The trend doubles at the Nansen Basin, 0.2 ◦C per decade.
The ORA SPD is from 0 up to 0.1 ◦C per decade for the area, meaning that the ORAs
are in fairly good agreement with each other on the trend. The observational product,
EN4.2.0.g10, does not show any significant trend for the central AO but a strong warming
signal of up to 0.5 ◦C per decade in the Nansen Basin towards the Kara and Barents Seas.
Similarly for the Beaufort Sea, EN4.2.0.g10 shows a strong warming trend of the same
magnitude. The ORA SPD shows disagreement and noise of up to 0.5 ◦C per decade in
the Beaufort Sea which is most likely the reason there is no significant trend in the ORA
MMM. From the ORA STD, however, a strong signal of variability in the Beaufort Sea can
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be seen. When looking at the individual ORAs (see Appendix A, Figure A.1), it appears
that most of the ORAs are in agreement with the warming trend except for SODA3.3.1
and TOPAZ4. The ORA MMM and EN4.2.0.g10 show slightly differing trend north of
Canadian Arctic Archipelago. The MMM shows a mild, localised warming trend while
the EN4.2.0.g10 shows a mild cooling trend. East of Greenland, at/near Fram Strait,
both the MMM and EN4.2.g10 show cooling with MMM trend being of magnitude -0.2
◦C per decade while the EN4.2.0.g10 is at double of that. The MMM trend could be
dampened by the strong disagreement between ORAs displayed in the ORA SPD for the
Fram Strait.
Figure 4.10: Temperature trends for the MMM and EN4.2.0.g10 and statistical analyses, ORA STD
and ORA SPD, for the 0–100 m layer.
Trends in salinity are more straightforward to interpret (Figure 4.11). The MMM
shows a clear freshening trend for the Amerasian Basin, from -0.25 PSU per decade
in the central Amerasian Basin to -0.5 PSU per decade north of the Laptev Sea and
at the Beaufort Sea. These observations are confirmed by the ORA STD. ORA SPD,
however, shows very strong disagreement between the ORAs, especially for the Beaufort
Sea. When looking at all of the individual ORAs (see Appendix A, Figure A.2), it appears
that most are in agreement with the freshening trend (except for ECDA3 and GECCO2)
but disagree on the location of the maximum trend. The EN4.2.0.g10 shows similar, but
stronger, trend to the MMM of down to -0.8 PSU per decade in the Beaufort Sea. The
ORA MMM and EN4.2.0.g10 are also showing a more saline trend from the Nansen Basin
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Figure 4.11: Salinity trends for the MMM and EN4.2.0.g10 and statistical analyses, ORA STD and
ORA SPD, for the 0–100 m layer.
to the Fram Strait of up to 0.25 PSU per decade. The MMM trends are patchy for the
area which is reflected in the ORA SPD that shows noise for the area.
The results for the 100–300 m layer can be seen in Figures 4.12 and 4.13. The ORA
SPD shows strong disagreement and noise over the whole of the AO, but especially in
the Fram Strait and Eurasian Basin. Hence, there is barely any significant trends for
the area in the ORA MMM, but the ORA STD does show variations relative to time
series mean of the magnitude 0.3 ◦C. Regardless, the ORA MMM does show a localised
warming at the Fram Strait of 0.3 ◦C per decade. However, the EN4.2.g10 shows strong
warming for the Eurasian Basin and central AO of similar magnitude as ORA MMM
for the Fram Strait. At the Laptev Sea, the EN4.2.0.g10 shows a strong warming trend
of 0.4 ◦C per decade. For the Eurasian Basin and parts of the Amerasian basin, both
the MMM and EN4.2.0.g10 show salinifying trend of up to 0.2 PSU per decade (Figure
4.13). The ORA SPD, however, shows some noise for the Eurasian basin that strengthens
toward the Nansen Basin and Fram Strait. On the contrary, at the Chukchi Sea toward
the Beaufort Sea, both ORA MMM and EN4.2.0.g10 show a cooling trend of -0.2 ◦C per
decade (Figure 4.12). For the same area, ORA MMM and EN4.2.g10 also show strong
freshening trend of down to -0.4 PSU/decade while the ORAs seem to be in fairly good
agreement for the center of the freshening trend (Figure 4.13).
The results for the layer 300–700 m are in Figures 4.14 and 4.15. The MMM
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Figure 4.12: Temperature trends for the MMM and EN4.2.0.g10 and statistical analyses, ORA STD
and ORA SPD, for the 100–300 m layer.
shows warming of 0.1 ◦C per decade from the central AO toward the Beaufort Sea. The
EN4.2.0.g10 shows overall warming for the whole of the AO from 0.1 ◦C to 0.2 ◦C per
decade, excluding the Siberian Shelf Seas and the Fram Strait. The ORA MMM, however,
shows a warming of 0.3 ◦C for the Fram Strait and partly in the Kara and Barents Seas
(Figure 4.14) coinciding with increasing trend in salinity of about 0.03 PSU/decade (Fig-
ure 4.15). The MMM also shows a cooling trend of -0.1 ◦C aligned with the Transpolar
Drift (Figure 4.14), while also both MMM and EN4.2.g10 show a corresponding freshen-
ing trend (Figure 4.15). Overall, the salinity trends (Figure 4.15) are more variable and
fragmented but both the MMM and EN4.2.0.g10 show increasing salinity in the Beaufort
Sea, where the ORA STD is also large denoting changes. ORA SPD, however, shows
strong disagreement amongst ORAs over the Amerasian Basin, with the only less noisy
area being along the Transpolar Drift in the Eurasian Basin.
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Figure 4.13: Salinity trends for the MMM and EN4.2.0.g10 and statistical analyses, ORA STD and
ORA SPD, for the 100–300 m layer.
Figure 4.14: Temperature trends for the MMM and EN4.2.0.g10 and statistical analyses, ORA STD
and ORA SPD, for the 300–700 m layer.
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Figure 4.15: Salinity trends for the MMM and EN4.2.0.g10 for the MMM and EN4.2.0.g10 and statis-
tical analyses, ORA STD and ORA SPD, for the 300–700 m layer.
5. Discussion
In this chapter the results from this thesis are summarised and discussed in light of
literature and physical processes presented in Chapter 2. First the main findings based on
the anomaly time series and basin-averaged trends are summarised. Then specific trends
identified from the per grid products are selected and discussed in terms of literature and
known dynamics. After the main findings, the trends are critically assessed and reflections
on the reliability of the results are presented.
5.1 Main findings
Statistically significant trends were found for the AO. The anomaly time series showed
variability over the years and across the ORAs, but the overall trends showed increasing
OHC (◦Cm) in the top 700 m in both Eurasian and Amerasian Basins, accompanied
with freshening trends. The results were more variant when the AO was divided into
layers, the top 0–100 m showed warming of 3 ◦Cm per decade in the Eurasian Basin
with freshening of -2 PSUm per decade. For the Amerasian Basin, there was a strong
freshening trend of -3.5 PSUm per decade. For the layer 100–300 m, the Eurasian basin
was getting more saline (6 PSUm per decade) and the Amerasian Basin slightly fresher
0.6 PSUm per decade. For the layer 300–700 m, the salinity was found increasing in the
Amerasian Basin (0.4 PSUm per decade).
5.1.1 Exceptionally warm year of 2007
During the study period, in year 2007, record breaking losses in summer sea ice were
observed (Stroeve et al., 2008). The losses were caused by warm airmasses intruding the
Arctic that persisted for three months (Serreze and Meier, 2018). Stroeve et al. (2008)
noted that the skies were predominantly clear which resulted in stronger melt. The sea
surface temperatures also increased (Stroeve et al., 2008). In the anomaly time series,
warm peak was observed in both the Eurasian and Amerasian Basins (Figures 4.1; 4.3).
Clear skies, lesser ice cover and persistent, strong winds could deepen the PML and allow
for more heat to be absorbed by the PML resulting in the observed anomaly.
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5.1.2 Warming and salinification of the Eurasian Basin
When examining the per grid trends, it became clear that for the Eurasian Basin temper-
atures increased across all layers, especially north of the Kara and Barents seas coinciding
with increasing salinity, especially in 100–300m and 300–700 m layers. As the AW layer
is located at 150 to 800 m depth in the Eurasian Basin and extends from the Fram Strait
and the Barents Sea, the results along the flow pattern of the AW inflow suggest that the
AW inflow is getting more warm and saline. This hypothesis is supported by the anomaly
time series for the Fram Strait (Chapter 4, Figure 4.5) where a slight increasing trend
was observed. Årthun et al. (2019) examined AW heat transport and found that even
though the inflow to Barents Sea is weakening, its heat content is increasing. Furthermore,
Polyakov et al. (2017) found that the total heat content of AW has increased and its role
in the Arctic climate will likely increase as the stratification weakens and more heat could
be released up from the warm AW layer. They suggest that the enhanced release of heat
would be one of the causes in recent sea ice declines in the eastern Eurasian Basin. How-
ever, as the surface warming here is extended uniformly from the Nansen Basin to north
of the Chukchi Sea, it is more likely that the 0–100 m results here reflect the additional
atmospheric heat uptake of the PML during summer, allowed for by the reduced summer
extend of sea ice, than increases in upward heat fluxes from the warmer AW layer.
5.1.3 Cooling of the Fram Strait 0-100 m
The per grid trends revealed cooling of the Fram Strait for the top layer of 0–100 m.
The anticyclonic circulation in the Amerasian Basin and the cyclonic circulation in the
Eurasian Basin converge to form the Transpolar Drift that flows the surface waters of both
basins (mainly in the Eurasian Basin) toward the Fram Strait, exporting sea ice out of
the AO (see Figure 5.1). Towards the end of the study period (year 2007), northern winds
were strengthened and the ice export via the Fram Strait increased (Serreze and Meier,
2018). Furthermore, IPCC (2019) reported that the sea ice drift speed has increased and
more ice is being transported from the AO. This increasing export of ice via the Fram
Strait could play a role in the observed cooling in the outflow branch of the Fram Strait.
It has been suggested that the ORAs over-estimate sea ice drift velocities (Chevallier
et al., 2017) but as the cooling trend was also observed in EN4.2.0.g10, it is more likely
that the cooling observed here is inherent to observations than increased sea ice drift
velocity bias. Furthermore, as more heat is absorbed by the PML due to lesser summer
sea ice extent, the onset of freezing is delayed. This leads to thinner sea ice, which in
turn breaks easier under wind forcing, exposing the AO surface to further solar heating
(Cottier et al., 2016). This strongly connects the sea ice processes to the previously
observed warming of the 0–100 m layer from the Nansen Basin to north of the Chukchi
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Sea.
5.1.4 Freshening of the Beaufort Sea
The Amerasian Basin was found freshening down to -0.5 PSU per decade in the top 300
m in the Beaufort Sea. These results compare well with the magnitude of freshening
of the Beaufort Sea noted in previous studies (e.g. IPCC, 2019; Carmack et al., 2016).
IPCC (2019) reported that the freshwater inflow via the Bering Strait has increased by
30 km3yr−1 while the river inflow has also increased. From the ice velocity patterns
and freshwater content in Figure 5.1, it can be seen that the Beaufort Gyre (BG) has
anticyclonic circulation that accumulates freshwater in its center. The freshwater sources
from seasonal ice melt, the Pacific inflow, Arctic rivers and also meltwater from Greenland
(Carmack et al., 2016).
Figure 5.1: Freshwater accumulation and ice velocities. Source: Carmack et al. (2016).
Giles et al. (2012) found that the storage of freshwater in the BG varies with the
wind stress curl and proposed Ekman pumping as the main cause for accumulation and
redistribution of freshwater in the BG. Ekman pumping is prominent in the BG due to the
Arctic High anticyclonic circulation that is centered in the BG (Proshutinsky et al., 2009).
When the anticyclonic forcing weakens, the freshwater is released (Proshutinsky et al.,
2009). Over most of the study period (from 1997), anticyclonic winds dominated over the
BG (Proshutinsky et al., 2012). Ekman pumping alongside the diminishing summer sea
ice in the Beaufort Sea (IPCC, 2019), most likely caused the -0.5 PSU per decade trend
observed in the Beaufort Sea. Accompanied with the increases in salinity observed in
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the Eurasian Basin, some of the freshening observed in the BG could also be freshwater
transported from the Eurasian Basin.
5.1.5 Other changes in the Amerasian Basin
There has been observations on the warming of the surface layer at the Beaufort Sea (e.g.
Bourgain and Gascard, 2012; Lique and Steele, 2013), that was not captured by the ORA
MMM. Bourgain and Gascard (2012) examined hydrological data in the AO and found
warming of the PW inflow between 1997 and 2008, consequently causing warming in the
Beaufort Sea surface layer. This has been proposed to be one of the causes for the loss of
sea ice in the Beaufort Sea (Bourgain and Gascard, 2012; Lique and Steele, 2013; IPCC,
2019). The ORA SPD revealed that the ORAs were in disagreement on the temperature
trends in the Beaufort Sea. As the observational product EN4.2.0.g10 showed strong
warming trend in the area, it is likely that the ORA MMM’s lack of trend is due to model
or assimilation aspects. On closer inspection most of the ORAs showed warming in the
area but in particular SODA3.3.1 and TOPAZ4 showed strong cooling trends (Appendix
A, Figure A.1).
Moreover, in the Amerasian Basin, the 100–300 m layer showed freshening and
cooling north of the Chukchi Sea. This freshening and cooling of the halocline is the
opposite to the trend observed in the Eurasian basin that was strongly getting warmer
and more saline. The freshening trend is most likely due to observed freshening of the PW
inflow, that is then pumped to the ocean interior at the Chukchi Sea. The cooling trend
accompanying the freshening could suggest that the PW is able to reach deeper into the
ocean interior at the Chukchi Sea than previously due to for example enhanced mixing
and/or Ekman pumping allowed for by the losses of sea ice observed at the Chukchi Sea
during summer.
Furthermore, the dynamics determining the Amerasian Basin hydrography are com-
plicated. Proshutinsky et al. (2011) stated that the exact pathways of PW are not known
due to lack of observations. They also found significant discrepancies between models
in handling the PW route and also the thickness of the PW layer. As the Beaufort Sea
warming has been attributed to warming of the PW inflow, this is likely the cause of the
disagreement of ORAs in the area. Furthermore, the ORAs disagreed on the location
of the maximum surface layer freshening trend at the BG. This could result, for exam-
ple, from differing wind forcing driving different circulation patterns shifting the location
where the BG build up of freshwater occurs.
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5.1.6 AW path dominating changes in the 300–700 m layer
For the 300–700 m layer occupied by the AW, the Barents Sea was warming and getting
more saline, while along the Lomonosov Ridge waters were cooling (down to -0.1 ◦C
decade−1) and freshening (down to -0.02 PSU decade−1). This suggests that the AW flow
is mainly from the Barents Sea toward the Amerasian Basin during the study period, as
the Amerasian Basin was also warming (up to 0.1 ◦C decade−1) and getting more saline
(up to 0.05 PSU decade−1) at this depth.
5.2 Trends or natural variability
As the anomaly time series showed a lot of variability over the years, it raises a question
whether or not the results presented in this thesis are in fact trends or just natural
variability. In the AO especially, it is very difficult to separate warming trends linked
to climate change due to variability that may occur in decadal or even longer timescales
(Lique and Steele, 2013). For example, linkages between the North Atlantic Oscillation
(NAO) and sea ice variability, and NAO index and AW inflow have been found (Caian
et al., 2018; Ilicak et al., 2016). The study period here, 17 years, is a long enough time
period to catch some variability in the AO, caused for example by NAO, but not long
enough to embrace, for example, the 11-year solar cycle, or other longer timescale forcings.
For instance, Roy (2018) proposed solar cycles to have some influence on the recent sea
ice decline in the Arctic. Furthermore, the freshening trend at BG was partly attributed
to the Arctic High, strength of which could have a cyclic behaviour.
Furthermore, many publications have indicated changes and variations in the AW
inflow (Lique and Steele, 2013). Indeed, Bourgain and Gascard (2012) did not find a
warming trend in the AW inflow outside of natural variability between 1997 and 2008,
contradictory to findings in this study and others (e.g. IPCC, 2019). Polyakov et al.
(2004) examined 100 years long hydrological record for the AO and found that during the
20th century, the AW variability had low-frequency oscillations from 50 to 80 years. The
record captured warming and salinification of the AW layer over the recent decades but
the temperature trend also showed variability, and the short-term trends were found to
be strongly amplified by multidecadal variations (Polyakov et al., 2004).
Although caution must be taken when observing trends in data sets with limited
observations and time scale, the trends observed in this study have continued, if not even
accelerated, to date (e.g. IPCC, 2019) which suggests the trends are outside of natural
variability and could be linked to global climate change.
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5.3 Reliability of the results
5.3.1 Comparing to EN4.2.0.g10
Assessing errors in the trends presented by the ORA MMM is difficult due to lack of
reality to compare the results to. The MMM was compared to the observational product
EN4.2.0.g10 and they were found to compliment each other fairly well at times. How-
ever, using a statistical reanalysis for the comparison does not give indication of the
absolute truth. Masina et al. (2017) emphasized that the observation-methods are highly
dependent on the gap-filling methods, which can cause biases in the trends observed here.
Furthermore, many have stated that ORAs are perhaps more physically realistic than
observation-only products (e.g. Balmaseda et al., 2015; Uotila et al., 2018) as the inclu-
sion of the model physics can fill in the gaps between measurements more realistically
than any statistical method could. That being said, the models also suffer from inaccu-
racies due to their reduced resolutions, and the assumptions and parametrisations they
include.
Acknowledging the limitations of this comparison, the EN4.2.0.g10 and ORA MMM
did show differences in their trends. Generally, the EN4.2.0.g10 showed stronger trends
in the top 100 meters in both the Eurasian and Amerasian Basins, with stronger warming
north of the Barents Sea and stronger cooling at the outflow branch of the Fram Strait.
This was also noted in the ORA mean state study by Uotila et al. (2018) where they
observed that the ORAs were on a lower side of oceanic heat transport towards the Arctic
and that the EN4.2.g10 showed a warmer Barents Sea than the ORA MMM. Furthermore,
Allison et al. (2019) noted that paucity of observations has been suggested to be a cause
for long-term trends in OHC to be biased low spatially.
5.3.2 The ensemble method
The ensemble method worked well in this study as the extremities of singular ORAs were
cancelled out and the ORA MMM was able to present similar trends to observations.
ORA SPD revealed areas where the ORAs disagreed the most, namely the Fram Strait
and Beaufort Sea. As discussed earlier, the ORAs were in disagreement with temperature
trends in the Beaufort Sea which was probably due to the lack of observations on the PW
inflow and the model physics varying on the PW flow routes. Furthermore, Steiner et al.
(2004) identified disparities in presentation of AW temperature and transports across
the Fram Strait as short-comings of ocean models in the AO. These could be some of
the reasons why the ORAs were in disagreement at the Beaufort Sea and Fram Strait.
Special consideration should be placed on the dynamics of these two areas and the inflows
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in future research in the AO both in terms of measurements and model development.
Moreover, the results presented in this study can suffer from errors resulting from
multiple steps on the way. Although the ensemble approach is able to dampen the ex-
tremities of individual ORAs, it assumes that all of the ORAs suffer from the same level
of error or correctness. This is not always true. For example, ECDA3 was excluded from
the ORA MMM in this study due to large areas of missing data in the AO which affected
the data analysis and corrupted the statistical analyses. Furthermore, TOPAZ4 has been
found to perform better in retrieving surface variables and its performance decreased with
depth (Xie et al., 2017). In the results of this study, it was also noted that TOPAZ4 was
an outlier at the deeper depth layers, for example in 300–700 m layer results presented
in Figures 4.7 and 4.8, the deviance from the ORA MMM was even more pronounced in
the per grid trends. However, simply being an outlier does not indicate that the ORA is
more in the wrong. Although inter-comparisons are useful in estimating past changes, it
is difficult to assess whether some ORAs are more accurate than others (Allison et al.,
2019). Furthermore, as many of the key processes in the AO are parametrisised, such as
convection, it is fair to assume that some of the ORAs are more correct in their choice of
parametrisations than others. That correctness, however, can be cancelled out by choices
on surface forcings and so on, eventually leading to somewhat similar level of correctness,
or wrongness.
Even if the assumption of the same level of correctness holds, the ORAs can all
suffer from same biases (Allison et al., 2019). These biases can result for example from
the assimilated observations, forcing methods, model configurations and data assimilation
methods. Especially as the measurements are scarce in the AO, the representativeness of
the available observations and assimilation methods have a more crucial role than in the
areas where measurements are available in larger quantities and at finer spatial resolution.
The measurements in the AO get sparser with increasing depth. Hence, the reliability of
the trends presented here decrease with increasing depth, especially in terms of salinity.
This was also visible in the results of this thesis, as the depth increased the trends and
anomalies became less coherent while the ORAs were disagreeing more. As a result, the
trends for the layers 700–1500 m and 1500–3000 m layers were excluded from this study.
Although the expansion of the Argo network has resulted into more data being available
for the AO, more measurements especially at deeper depths are still needed to improve
the ORAs. The deep ocean dynamics are also closely linked to the bottom topography
via small-scale friction and hence, the resolution of the model can inhibit the accurate
representation of the bottom friction. Furthermore, many important processes in the deep
ocean are parametrisised, such as tides, bottom boundary layer and mixing, which partly
explains the deviations of ORAs from each other as the choices on those parametrisations
vary and are reflected on the output. Furthermore, as the observations in the deep ocean
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are sparse, more weight relies on the reliability of these parametrisations, observations
and assimilation methods. Improvements in the inclusion of the deep ocean physics is
therefore encouraged. As these improvements come alongside increasing computational
capacity, trend analysis in the deeper parts of the AO could also be achieved. Until then,
the ORA MMM appears as a viable method for examining trends in the AO within the
top 700 meters.
Moreover, the AO hydrography is closely linked with the sea ice dynamics. As the
observations on sea ice volume and thickness are very sparse in the AO, much of the
responsibility falls on the sea ice model used in the ORA in representing them (Chevallier
et al., 2017). Chevallier et al. (2017) performed inter-comparison of sea ice-ocean dynamics
in ORAs and found a large spread in their sea ice thickness and spatial distributions of
volume. Too thin sea ice can for example result in the ice breaking too easily under wind
forcing and lead to over estimations of ice drift (Chevallier et al., 2017), which could
encourage new ice formation increasing the salinity in the surface layer which induces
too enhanced mixing, and openings increase heat venting out of the AO. The ORAs also
varied in their simulation of snow cover (Chevallier et al., 2017) which in terms of heat flux
through the ice, is of importance to AO surface hydrography. Furthermore, the Marginal
Ice Zone (MIZ) is a region of ice breaking and enhanced Ekman pumping (Kim et al.,
2017). The location of the Ekman pumping varies with the ice edge (Kim et al., 2017)
and the accurate presentation of the MIZ by the ORAs requires well established sea ice
thickness. Therefore, more systematic sea ice thickness measurements are needed for more
accurate analysis and in the meanwhile the focus should be on improving the assimilation
of sea ice thickness to improve the performance of the ORAs in the AO (Chevallier et al.,
2017).
5.4 Towards the new Arctic
If the observed changes in the hydrography and sea ice extent and thickness continue, the
dynamics of the AO could be shifting to a new regime. Namely the decreasing sea ice
extend could result in an increased transfer of momentum between the atmosphere and
the AO which in turn could result in greater surface and internal wave energies. There-
fore, wind driven mixing and turbulence are likely to take a greater role in the AO than
seen in previous studies. Also more heat would be absorbed by the AO during summer
months and the new mixing regime would likely mix the heat more efficiently. Currently,
temperature is a passive tracer in the AO leaving the ocean dynamics relying on the salin-
ity field (Timmermans and Jayne, 2016). As the AO warms up, new dynamical balances
are to be expected as the temperature will play a greater role than previously, which in
turn could further change the mixing regime of the interior of the AO (Timmermans and
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Jayne, 2016). Although this is highly speculative, the fact remains that we do not know
how the AO hydrography and dynamics will shape as we are moving towards the new Arc-
tic, which makes further reviewing and improvement of the aforementioned measurement,
assimilation and model short-comings exceedingly important.
6. Conclusions
The results of this study indicate that the AO is indeed under change, as statistically
significant trends were found for the AO. The Eurasian Basin was found to be warming
across all layers (up to 0.3◦C decade−1) accompanied by salinification, except for localised
cooling in the top 100 meters in the western basin, near the Fram Strait (-0.2◦C decade−1).
This indicates additional heat uptake by the surface layer of 0–100 meters and also in-
creasing heat and salinity content of the AW inflow, while the transport of sea ice out of
the AO has increased. The Amerasian Basin, on the other hand, showed a strong fresh-
ening trend culminating at the Beaufort Gyre. This is most likely due to the anticyclonic
wind forcing and increasing freshwater inflow to the Beaufort Sea. The Amerasian Basin
also showed a warming trend in the 300–700 m layers but a cooling trend in the 100–300
m layer north of the Chukchi Sea. As a result, it seems that the AH is getting stronger
in the Amerasian Basin and weakening in the Eurasian Basin.
The ORA output varied significantly but the extremities of singular ORAs were
cancelled out by the ensemble method. The ensemble spread identified areas where more
improvements are needed in representing the AO, including the Fram Strait, Beaufort
Sea and AW and PW layers. The trends presented by the ORA MMM reflected previous
observations published in literature. This suggests that the ORAMMM is a viable method
for studying the changes in the AO where the lack of measurements hinders the studying
of oceanic change, if taken in consideration its limitations. The ORA MMM was not
successful at retrieving reliable trends for the layers deeper than 700 m as the ORAs
disagreed more with increasing depth. Reviewing the performance of ORAs and ocean
models at depths deeper than 700 m is important in order to identify sources of error in
the model configurations and parametrisations in presenting deeper oceans. Today, the
reviewing is still hindered due to paucity of measurements but as the measurement network
expands and ORAs are updated as the methods, parametrisations and computational
capacities improve, assessment of the deeper AO can be achieved. All in all, ORAs,
especially the ORA ensemble, shows true potential in climate change studies in the AO.
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Appendix A. Per grid trends in T and S for the layer 0–100 m
Figure A.1: Significant changes in temperature for the layer 0–100 m.
71
72 Appendix A. Per grid trends in T and S for the layer 0–100 m
Figure A.2: Significant changes in salinity for the layer 0–100 m.
