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THE BANACH SPACE -VALUED BMO, CARLESON'S
CONDITION, AND PARAPRODUCTS
TUOMAS P. HYTÖNEN AND LUTZ WEIS
Abstrat. We dene a sale of Lq Carleson norms, all of whih haraterize
the membership of a funtion in BMO. The phenomenon is analogous to the
JohnNirenberg inequality, but on the level of Carleson measures. The lassial
Carleson ondition orresponds to the L2 ase in our theory.
The result is applied to give a new proof for the Lp-boundedness of para-
produts with a BMO symbol. A novel feature of the argument is that all
p ∈ (1,∞) are overed at one in a ompletely interpolation-free manner. This
is ahieved by using the L1 Carleson norm, and indiates the usefulness of this
notion. Our approah is hosen so that all these results extend in a natural
way to the ase of X-valued funtions, where X is a Banah spae with the
UMD property.
1. Introdution
In order to desribe properties of a funtion f on Rn, it is often fruitful to
onsider its resolution F (x, t) = f ∗ ψt(x), where ψ is an appropriate auxiliary
funtion and ψt(x) := t
−nψ(t−1x). Then the value of F (x, t) tells something about
the behaviour of f near the point x ∈ Rn and at the length sale of t ∈ (0,∞).
It is well known that, for appropriate ψ, the membership of f in various funtion
spaes is enoded in a useful form in the size properties of F , whih typially involve
some kind of a quadrati norm in the sale variable t. For instane, the Lp norms
in the reexive range p ∈ (1,∞) satisfy
‖f‖Lp(Rn) h
(∫
Rn
[ ∫ ∞
0
|F (x, t)|2 dt
t
]p/2
dx
)1/p
h
(∫
Rn
[ ∫∫
|y−x|<t
|F (y, t)|2 dy dt
tn+1
]p/2
dx
)1/p
,
(1.1)
where we refer to the rst quadrati expression as a vertial, and to the seond
as a onial square funtion, for obvious geometri reasons.
For the end-point spae BMO there holds in turn
‖f‖BMO(Rn) h sup
B
( 1
|B|
∫
B
∫ r(B)
0
|F (x, t)|2 dt
t
dx
)1/2
h sup
B
( 1
|B|
∫
B
∫∫
|y−x|<t<r(B)
|F (y, t)|2 dy dt
tn+1
dx
)1/2
,
(1.2)
where the supremum is taken over all balls B ⊂ Rn and r(B) is the radius of
B. Observe that, as opposed to (1.1) whih really states two dierent non-trivial
theorems, the equivalene of the vertial and onial forms in (1.2) is ompletely
elementary. The niteness of the middle term in (1.2) is the so-alled Carleson
ondition for the measure dµ(x, t) = |F (x, t)|2 dxdt/t.
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When looking for generalizations of these results for Banah spae -valued fun-
tions f : Rn → X , it has been known for some time that the quadrati norms
should be reformulated in a randomized way (whih we explain in more detail in
Setion 2.2 below), and the Banah spae X should satisfy the so-alled unondi-
tionality property of martingale dierenes (UMD). For suh spaes, desriptions of
the Lp(Rn;X) norm in terms of disrete versions of the randomized vertial square
funtions date bak to the works of Bourgain [2℄ and MConnell [14℄ in the 80's.
More reently, also ontinuous-parameter quadrati estimates for f ∈ Lp(Rn;X)
have been developed, both in the vertial [8, 12, 13℄ and the onial [10℄ forms.
The aim of the present paper is to take up the BMO aspet of things in the vetor-
valued, ontinuous-parameter setting. (A disrete square funtion haraterization
of the vetor-valued BMO has been previously given in [7℄ in terms of wavelet
expansions.) While the two forms of the square funtion in (1.2) are omparable, it
will make a dierene for vetor-valued funtions whether we take one or the other
as the basis of the randomization proedure. Here we have hosen to work with the
onial version, sine it seems that this leads to the most satisfatory analogy with
the lassial results as presented e.g. in [18℄.
As the exponent 2 plays no partiular rle for Banah spae -valued funtions F :
R
n+1
+ → X , we dene in Setion 3 a family of Carleson-type quantities Cq(F )(x),
with x ∈ Rn and q ∈ (0,∞), in suh a way that C2(F )(x), for a salar-valued F ,
redues to the right side of (1.2) but with the supremum only being over those balls
B whih ontain x. We an then prove the following haraterization, extending
the lassial result (orresponding to X = C and q = 2), whih is found e.g. in [18℄,
Theorem IV.3. The ases q 6= 2 are apparently new even for X = C; besides their
appearane in this haraterization, we believe that our new funtionals Cq may
nd other uses in the theory of tent spaes of Coifman, Meyer and Stein [4℄; f.
the remark between Theorem 4.5 and its proof.
1.3. Theorem. Let X be a UMD spae. Let f ∈ L1loc(Rn;X) with∫
Rn
|f(x)|X
(1 + |x|)n+1 dx <∞,
and denote F (x, t) := f ∗ ψt(x), where ψ ∈ S (Rn) has vanishing integral.
• If f ∈ BMO(Rn;X), then Cq(F ) ∈ L∞(Rn) for all q ∈ (0,∞).
• If Cq(F ) ∈ L∞(Rn) for some q ∈ (0,∞) and ψ is non-degenerate in the
sense of Setion 2.5 below, then f ∈ BMO(Rn;X).
Moreover, we have for all q ∈ (0,∞) the equivalene of norms
‖f‖BMO(Rn;X) h ‖Cq(F )‖L∞(Rn).
One of the key rles played by the BMO spae is in onnetion to the elebrated
T (1) and T (b) theorems, and in partiular in onnetion to the so-alled paraprod-
ut operators whih make a deisive ingredient in the proof of these theorems. Let
us dene the paraprodut of the funtions f and u rst as the formal expression
P (f, u) :=
∫ ∞
0
ψt ∗ [(ψt ∗ f)(φt ∗ u)] dt
t
,
where ψ, φ ∈ S (Rn) are xed funtions, the former one with a vanishing integral.
As for the onvergene issues, it is useful to think of P (f, u) as a linear funtional
on a suitable funtion spae, its ation on g being given by
〈P (f, u), g〉 :=
∫ ∞
0
〈ψt ∗ [(ψt ∗ f)(φt ∗ u)], g〉 dt
t
.(1.4)
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The Carleson-type haraterization of BMO(Rn;X) from Theorem 1.3, together
with a onial square funtion desription of Lp(Rn;X) from [10℄, allow a new and
lean proof of the following basi mapping property of the paraprodut.
1.5. Theorem. Let X be a UMD spae, and p ∈ (1,∞). Let f ∈ BMO(Rn;X) and
u ∈ Lp(Rn). Then P (f, u) ∈ Lp(Rn;X) with
‖P (f, u)‖Lp(Rn;X) . ‖f‖BMO(Rn;X)‖u‖Lp(Rn),
in the sense that the integral in (1.4) onverges absolutely for all g ∈ Lp′(Rn;X ′)
and denes a linear funtional on Lp
′
(Rn;X ′) with the mentioned norm bound.
Results of this avour are already known for dierent versions of the vetor-
valued paraprodut; see [5, 6, 9, 11℄. (There is no anonial denition, even in
the salar-valued ase, but the word `paraprodut' is generially used for various
bilinear objets with a struture similar to P (f, u) above.) While the present proof
has some elements in ommon with the previous ones, its advantage is the omplete
freedom from interpolation. We have also made an eort to hoose our denitions
and the set-up in suh a way that the vetor-valued theory parallels as muh as
possible the lassial approah in the salar ase.
The rest of the paper is organized as follows: Setion 2 ontains preliminary
material and sets up some basi notation. In Setion 3 we dene and disuss our
vetor-valued versions of the A and C funtionals of Coifman, Meyer and Stein
[4℄, in terms of whih we formulate our quadrati estimates. Several basi results
onerning these funtionals are provided in Setion 4. This preparation done, we
are ready to prove Theorem 1.3 in Setion 5. In the nal Setion 6 we prove a
version of the Carleson embedding theorem from whih Theorem 1.5 follows.
1.6. Aknowledgement. T. Hytönen is supported by the Aademy of Finland
(projet 114374 Vetor-valued singular integrals).
2. Preliminaries
2.1. Basi geometry. The upper half-spae is R
n+1
+ := R
n× (0,∞), whose points
are usually denoted by (x, t) or (y, t) with x, y ∈ Rn and t ∈ (0,∞). We write
B(x, r) := {y ∈ Rn : |y − x| < r} for the ball of entre x and radius r, and given a
ball B, we denote by c(B) its entre and by r(B) its radius. The notation B ∋ x,
e.g. in onnetion with a supremum, means that B runs over all (open) balls whih
ontain the point x.
A ube in Rn is a set of the form Q = x + [−h/2, h/2[n where x ∈ Rn and
h ∈ (0,∞), and we write c(Q) = x and ℓ(Q) = h for its entre and side-lenght, and
diam(Q) =
√
nℓ(Q) for the diameter. Given α ∈ (0,∞), a ball B and a ube Q, we
denote by αB and αQ the ball and the ube having the same entres as B and Q,
respetively, and r(αB) = αr(B), ℓ(αQ) = αℓ(Q).
The one of base x ∈ Rn and aperture α ∈ (0,∞), and its trunation at height
h ∈ (0,∞), are denoted by
Γα(x) := {(y, t) ∈ Rn+1+ : |y − x| < αt}, Γhα(x) := {(y, t) ∈ Γ(x) : t < h}.
We also abbreviate Γ(x) := Γ1(x) and similarly with the trunated version.
A Whitney deomposition of an open set G ⊂ Rn with non-empty omplement
is a olletion of disjoint ubes {Qj}∞j=1 suh that
⋃∞
j=1Qj = G, and diam(Qj) <
d(Qj , G
c) ≤ 4 diam(Qj) for all j. For instane we may hoose {Qj}∞j=1 to onsist
of all maximal ubes in {Qx : x ∈ G}, where Qx is the smallest dyadi Q ∋ x suh
that d(Q,Gc) ≤ 4 diam(Q).
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2.2. Square funtions in Banah spaes. Let us denote by γj a sequene
of independent omplex standard Gaussian random variables on some probability
spae (Ω,A ,P). Let H be a separable omplex Hilbert spae, and X a omplex
Banah spae.
The Gauss spae γ(H,X) onsists of those T ∈ L (H,X) suh that for some
(and then any) orthonormal basis (ej)
∞
j=1 of H the series
∑∞
j=1 γjTej onverges in
L2(Ω;X). The norm in γ(H,X) is dened by
‖T ‖γ(H,X) :=
∥∥∥
∞∑
j=1
γjTej
∥∥∥
L2(Ω;X)
,
whih is independent of the orthonormal basis (ej)
∞
j=1. See [15℄ for more details.
We an interpret X as a subspae of γ(H,X), and γ(H,X) as a subspae of
L2(Ω;X) by identifying x ∈ X with, say, the operator h 7→ x(h, e1), and T ∈
γ(H,X) with the funtion
∑∞
j=1 γjTej.
Let then H = L2(M,M , µ). We say that f : M → X is weakly L2 if 〈f(·), x′〉 :
M → C is in L2(µ) for all x′ ∈ X ′. If this is the ase, then f ·h : M → X (pointwise
produt of funtions) is Pettis-integrable for all h ∈ L2(µ), and there is a bounded
operator ([16℄, Theorem 3.4)
If ∈ L (H,X), Ifh := Pettis-
∫
M
f · h dµ.
If it happens that If ∈ γ(H,X), then with slight abuse of notation we write f ∈
γ(H,X), and ‖f‖γ(H,X) := ‖If‖γ(H,X). If If /∈ γ(H,X), or if f is not even weakly
L2, then we denote ‖f‖γ(H,X) := ∞. The Gauss norm ‖f‖γ(H,X) will be thought
of as the square funtion of the Banah spae -valued funtion f : M → X . Note
that if X = C, then ‖f‖γ(H,X) = ‖f‖H = ‖f‖L2(µ). See [15℄ for further motivation
of why this is a natural denition of a square funtion.
We need a result about pointwise multipliers on γ(H,X). A olletion T ⊂
L (X,Y ) is alled Gauss-bounded if there holds
E
∥∥∥
N∑
j=1
γjTjξj
∥∥∥2
Y
≤ C2E
∥∥∥
N∑
j=1
γjξj
∥∥∥2
X
for all N ∈ Z+, ξ1, . . . , ξN ∈ X and T1, . . . , TN ∈ T . The smallest admissible
C is denoted by Rγ(T ); if T is the range of an operator-valued funtion g, we
also write Rγ(g) := Rγ(T ). (In a number of other papers, the notation γ(T ) has
been used instead of Rγ(T ); however, we deided to hange this in order to avoid
overloading the symbol γ, and to emphasize the onnetion to the losely related
notion of the Rademaher-bound, whih is dened with random signs εj in plae of
the γj and denoted by R(T ).)
2.3. Proposition ([13℄). Let f ∈ γ(H,X), and g : M → L (X,Y ) be strongly
measurable with Gauss-bounded range. Then g · f ∈ γ(H,Y ) and ‖g · f‖γ(H,Y ) ≤
Rγ(g)‖f‖γ(H,X).
We often exploit this when g is a bounded salar-valued funtion, whih we
identify with an L (X)-valued one via λ↔ λI. Then it is well-known (and an be
proved by a onvexity argument) that Rγ(g) ≤ ‖g‖∞. In partiular, when v is a
unimodular omplex funtion, it follows that ‖v · g‖γ(H,X) = ‖g‖γ(H,X).
The following duality will also be needed:
2.4. Proposition ([13℄). If f ∈ γ(H,X) and g ∈ γ(H,X ′) are strongly measurable
funtions on M , then their pointwise duality produt is in L1(µ), and satises∫
M
|〈f(t), g(t)〉| dµ(t) ≤ ‖f‖γ(H,X)‖g‖γ(H,X′).
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2.5. Test funtions. For onveniene, we hoose to work with test funtions ψ, φ
in the Shwartz lass S (Rn), although an interested reader will easily hek that
muh less would often sue. We all a test funtion ψ degenerate if its Fourier
transform ψˆ vanishes identially on some ray {tξ : t ∈ [0,∞)}, where ξ ∈ Rn \ {0};
otherwise it is alled non-degenerate. For a non-degenerate ψ, one an always nd
a omplementary funtion φ ∈ S (Rn) suh that
(2.6)
∫ ∞
0
ψˆ(tξ)φˆ(−tξ) dt
t
= 1
for all ξ ∈ Rn \ {0}, and φˆ may be hosen to vanish in a neighbourhood of the
origin, so that in partiular φ has vanishing integral. In fat, a possible φ is given
by
φˆ(−ξ) := χ(ξ)ψˆ(ξ)∫∞
0
χ(tξ)|ψˆ(tξ)|2 dt/t
where we have rst hosen a non-negative χ ∈ C∞c (Rn \ {0}) whih vanishes in a
suiently small neighbourhood of 0 so that χ · ψˆ is still non-identially zero on all
rays from the origin.
3. The funtionals A and C of Coifman, Meyer and Stein
Let F : Rn+1+ → X be strongly measurable, i.e., a pointwise limit of simple
X-valued funtions. (For operator-valued funtions G : Rn+1+ → L (X,Y ), whih
we also enounter later on, strong measurability means the strong measurability of
G(·)ξ : Rn+1 → Y for all ξ ∈ X .) We now introdue vetor-valued versions of the
various funtionals used by Coifman, Meyer and Stein [4℄ to dene the norms of
their tent spaes. To simplify notation, we abbreviate
γ(X) := γ
(
L2
(
R
n+1
+ ,
dy dt
tn+1
)
;X
)
.
Aording to the philosophy that the Gauss norms should replae the lassi-
al quadrati expressions in the Banah spae -valued analysis, our onial square
funtion and its trunated version are dened by
A(α)(F )(x) := ‖F · 1Γα(x)‖γ(X), A(α)(F |h)(x) := ‖F · 1Γhα(x)‖γ(X).
Reall that we interpret the norms as being ∞ if the quantities inside them do
not belong to the indiated spae. We abbreviate A(F ) := A(1)(F ), A(F |h) :=
A(1)(F |h) for our most ommon hoie of the aperture.
For X = C, our A redues to the funtional A = A2 dened in [4℄, Setion 1.
While Coifman et al. onsider a family of related funtionals Aq with parameter
q ∈ [1,∞] (whih may be naturally extended to q ∈ (0,∞] as in [3℄), we only dene
the vetor-valued A in the quadrati ase q = 2 as above, and in the end-point ase
q = ∞. However, the natural setting for the latter one is somewhat dierent, and
we also hoose a dierent notation:
For an operator-valued funtion G : Rn+1+ → L (X,Y ) (with no additional on-
ditions), we dene the non-tangential maximal funtion
N (α)(G)(x) := Rγ({G(y, t) : (y, t) ∈ Γα(x)}).
We also write N(G) := N (1)(G).
3.1. Lemma. For any G, the funtion N (α)(G) : Rn → [0,∞] is lower semiontin-
uous.
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Proof. Suppose that N (α)(G)(x) > λ. Beause of the nitary nature of Gauss-
boundedness, this means that there exist N ∈ Z+ and (y1, t1), . . . (yN , tN ) ∈ Γα(x)
suh that
Rγ({G(y1, t1), . . . , G(yN , tN)}) > λ.
But these points also belong to Γα(x
′) whenever |x′−x| < mini=1,...,N [αti−|yi−xi|],
and hene N (α)(G)(x′) > λ for all x′ in this neighbourhood of x. Thus {N (α)(G) >
λ} is open. 
We then ome to the C funtional, whih is relevant for the desription of the
BMO spae. It is dened as an average of the trunated A funtionals, with an
additional parameter q ∈ (0,∞) indiating the type of the average:
C(α)q (F )(x) := sup
B∋x
( 1
|B|
∫
B
A(α)(F |r(B))q(y) dy
)1/q
.
Note that by Jensen's (or Hölder's) inequality, C
(α)
q (F )(x) is a nondereasing fun-
tion of q ∈ (0,∞). One again, we abbreviate Cq(F ) := C(1)q (F ).
If X = C, then
C2(F )
2(x) = sup
B∋x
1
|B|
∫
B
∫∫
Γr(B)(y)
|F (z, t)|2 dz dt
tn+1
dy
= sup
B∋x
1
|B|
∫ r(B)
0
dt
t
∫
2B
dz|F (z, t)|2 |B ∩B(z, t)|
tn
h sup
B∋x
1
|B|
∫∫
B×(0,r(B))
|F (y, t)|2 dy dt
t
redues to the denition of C = C2 in [4℄ using the Carleson ylinders B×(0, r(B)).
We note that in [4℄ a sale of funtionals Cq with q ∈ [1,∞) (and naturally extended
to q ∈ (0,∞), f. [3℄) is also dened, but it diers from our sale, with equivalene
of the funtionals only at q = 2.
4. Basi estimates for the A and C funtionals
The A funtionals have already been studied in the vetor-valued ontext in [10℄,
and we quote two inequalities from there. Both results involve the UMD property
of the underlying Banah spae X , and our use of UMD in the present paper will
be mainly via the appliation of these estimates.
4.1. Theorem ([10℄, Theorem 4.3). Let X be a UMD spae, and p ∈ (1,∞) and
α ∈ (0,∞). For all strongly measurable F : Rn+1+ → X, there holds
‖A(α)(F )‖Lp(Rn) h ‖A(F )‖Lp(Rn).
4.2. Theorem ([10℄, Theorem 4.8). Let X be a UMD spae, and p ∈ (1,∞). Let
ψ ∈ S (Rn) have a vanishing integral and F (x, t) := f ∗ ψt(x) for f : Rn → X.
Then
‖A(F )‖Lp(Rn) . ‖f‖Lp(Rn;X).
Next we give an end-point extension of the previous theorem:
4.3. Corollary. Under the assumptions of Theorem 4.2, there also holds
‖A(F )‖L1(Rn) . ‖f‖H1(Rn;X),
where H1 is the real-variable Hardy spae.
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Proof. We observe that
A(F )(x) := ‖F · 1Γ(x)‖γ(X) ≤ ‖(y, t) 7→ F (y, t)η((y − x)/t)‖γ(X)
≤ A(2)(F )(x)(4.4)
where η ∈ C∞c (Rn) is bounded by one everywhere, equal to one in B(0, 1), and
vanishes outside B(0, 2). It follows from Theorems 4.1 and 4.2 that the linear
mapping taking f to x 7→ [(y, t) 7→ F (y, t)η((y− x)/t)] is bounded from Lp(Rn;X)
to Lp(Rn, γ(X)) for p ∈ (1,∞). This mapping is given by the integral operator
f(x) 7→
∫
Rn
K(x, z)f(z) dz,
where
K(x, z) : X → γ(X), ξ 7→ [(y, t) 7→ 1
tn
φ(
x − z
t
)η(
y − x
t
)
]⊗ ξ.
To obtain its boundedness from H1(Rn;X) to L1(Rn, γ(X)) (whih by (4.4) om-
pletes the proof), it sues to show (see [17℄) that the K dened above is a
CalderónZygmund kernel. Observe that
‖ξ 7→ h⊗ ξ‖L (X,γ(X)) = ‖h‖
L2(
dy dt
tn+1 )
.
Hene the laim follows from the omputations
‖K(x, z)‖L (X,γ(X)) =
∫∫
R
n+1
+
∣∣∣ 1
tn
φ(
x− z
t
)η(
y − x
t
)
∣∣∣2 dy dt
tn+1
≤
∫ ∞
0
∫
B(x,ct)
1
t2n
(
1 +
|x− z|
t
)−2(n+1)
dy
dt
tn+1
.
1
|x− z|2n ,
and
‖∇zK(x, z)‖L (X,γ(X)n) .
∫∫
R
n+1
+
∣∣∣ 1
tn+1
∇φ(x − z
t
)η(
y − x
t
)
∣∣∣2 dy dt
tn+1
≤
∫ ∞
0
∫
B(x,ct)
1
t2(n+1)
(
1 +
|x− z|
t
)−2(n+2)
dy
dt
tn+1
.
1
|x− z|2(n+1) .
In both ases the last step follows easily after observing that the y-integration only
yields a fator Ctn, and splitting the t-integration to the two intervals [0, |x − z|)
and [|x− z|,∞). 
We then present some norm inequalities between A(F ) and Cq(F ). These esti-
mates mostly depends on the denition of Cq(F ) as an average of the trunated
versions of A(F ), and have quite little to do with the more preise internal struture
of these quantities. Hene the proof of the following theorem is almost a repetition
of the original salar-valued argument of Coifman, Meyer and Stein [4℄, and we only
write it out for the sake of ompleteness.
4.5. Theorem ([4℄, Theorem 3). Let F : Rn+1+ → X be strongly measurable. The
following relations are valid for all α ∈ (0,∞):
(a) If X is a UMD spae, p ∈ (1,∞) and q ∈ (0,∞), then
‖A(α)(F )‖Lp(Rn) . ‖C(α)q (F )‖Lp(Rn).
(b) If X is any Banah spae and 0 < q < p ≤ ∞, then
‖C(α)q (F )‖Lp(Rn) . ‖A(α)(F )‖Lp(Rn).
In partiular, if X is a UMD spae and 0 < q ≤ 1 < p < ∞, then for all α, β ∈
(0,∞) there holds
‖A(α)(F )‖Lp(Rn) h ‖C(β)q (F )‖Lp(Rn).
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Note that the last statement of the theorem gives an indiation of the usefulness
of the funtionals Cq for q ∈ (0, 1], even in the salar setting X = C. Had we
insisted on the use of C2 only, the admissible range of p in the last onlusion
would be restrited to p > 2 as in [4℄.
Proof. Part (b) is immediate from the observation that C
(α)
q (F ) ≤M(A(α)(F )q)1/q,
where M is the HardyLittlewood maximal funtion, and the maximal inequality
in Lr, where r = p/q ∈ (1,∞].
Part (a) follows from the distributional inequality
(4.6) |{A(α)(F ) > 2λ}| ≤ |{C(α)q (F ) > γλ}|+ Cγq|{A(α+10)(F ) > λ}|,
whih, for all α, q ∈ (0,∞), is true with some C, and for all γ ∈ (0, 1], λ ∈ (0,∞), as
we show in the following lemma. Integrating (4.6) multiplied by pλp−1, we obtain
2−p‖A(α)(F )‖pLp ≤ γ−p‖C(α)q (F )‖pLp + Cγq‖A(α+10)(F )‖pLp .
Sine ‖A(α+10)(F )‖Lp ≤ C′‖A(α)(F )‖Lp by Theorem 4.1, we obtain
‖A(α)(F )‖Lp . ‖C(α)q (F )‖Lp
provided that γ > 0 is hoen suiently small and the left-hand side is nite.
The niteness assumption an be removed by a standard approximation argument;
f. [4℄. 
4.7. Lemma ([4℄, Lemma 3). For all q, α ∈ (0,∞), there exists a onstant C suh
that
|{A(α)(F ) > 2λ;C(α)q (F ) ≤ γλ}| ≤ Cγq|{A(α+10)(F ) > λ}|
for all γ ∈ (0, 1] and λ ∈ (0,∞). In partiular, (4.6) holds for the same parameters.
Proof. Let β := α + 10. Denoting by
⋃∞
k=1Qk a Whitney deomposition of the
open set {A(β)(F ) > λ}, it sues to prove that
(4.8) |{x ∈ Qk : A(α)(F )(x) > 2λ,C(α)q (F )(x) ≤ γλ}| ≤ Cγq|Qk|
for eah k. Thus we x a partiularQk and denote by B the minimal ball ontaining
it. By the properties of the Whitney deomposition, for eah k there exists an
xk ∈ {A(β)(F ) ≤ λ} suh that d(xk, Qk) ≤ 8r(B) and hene d(xk, x) ≤ 10r(B) for
all x ∈ Qk.
We deompose
F (y, t) = F (y, t)1[r(B),∞)(t) + F (y, t)1(0,r(B))(t) =: F1(y, t) + F2(y, t).
If x ∈ Qk and (y, t) ∈ Γα(x) with t ≥ r(B), then
|y − xk| ≤ |y − x|+ |x− xk| < αt+ 10r(B) ≤ (α+ 10)t = βt,
and hene (y, t) ∈ Γβ(xk). Then
A(α)(F1)(x) ≤ A(β)(F )(xk) ≤ λ.
On the other hand, there holds A(α)(F2)(x) = A
(α)(F |r(B))(x), so that
1
|B|
∫
B
A(α)(F2)
q(y) dy ≤ c inf
x∈B
C(α)q (F )
q(x) ≤ c(γλ)q ,
where the last estimate is true whenever the set on the left of (4.8) is non-empty.
It follows that
|{x ∈ Qk : A(α)(F )(x) > 2λ}| ≤ |{x ∈ Gk : A(α)(F2)(x) > λ}|
≤ c(γλ)q|B| 1
λq
= Cγq|Qk|,
whih was to be proven. 
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Finally we ome to a duality inequality involving the A and C funtionals. We
follow losely the salar-valued argument from [18℄, Setion IV.4.4, starting with
auxiliary results for the following stopping time: Fix some q ∈ (0,∞) and ρ > 1,
and dene τ(x) by
τ(x) := sup{τ > 0 : A(F |τ)(x) ≤ ρCq(F )(x)}.
4.9. Lemma. For all balls B, there holds |B ∩ {τ > r(B)}| ≥ (1− ρ−q)|B|.
Proof. Observe that
1
|B|
∫
B
A(F |r(B))q(y) dy ≤ inf
x∈B
Cq(F )
q(x),
so that
inf
x∈B
Cq(F )
q(y) ≥ 1|B|
∫
B∩{τ≤r(B)}
A(F |r(B))q(y) dy
≥ 1|B|
∫
B∩{τ≤r(B)}
ρpCq(F )
q(y) dy
≥ ρq |B ∩ {τ ≤ r(B)}||B| infx∈BCq(F )
q(x).
The laim follows after anellation and omplementation. 
4.10. Corollary. For all positive measurable funtions H on Rn+1+ , there holds∫∫
Rn
H(y, t)
dy dt
t
.
∫
Rn
∫∫
Γτ(x)(x)
H(y, t)
dy dt
tn+1
dx.
Proof. This is immediate from the lemma after hanging the order of integration
on the right. 
4.11. Theorem. Let F : Rn+1+ → X, G : Rn+1 → X ′ be strongly measurable, and
q ∈ (0,∞). Then∫∫
R
n+1
+
|〈F (y, t), G(y, t)〉| dy dt
t
.
∫
Rn
Cq(F )(x)A(G)(x) dx.
Proof. By Corollary 4.10 and Proposition 2.4 (the duality of the Gauss norms),
LHS .
∫
Rn
∫∫
Γτ(x)(x)
|〈F (y, t), G(y, t)〉| dy dt
tn+1
dx
≤
∫
Rn
‖F · 1Γτ(x)(x)‖γ(X)‖G · 1Γτ(x)(x)‖γ(X′) dx
=
∫
Rn
A(F |τ(x))(x)A(G|τ(x)) dx
.
∫
Rn
Cq(F )(x)A(G)(x) dx = RHS,
where the last estimate used the dening property of the stopping time τ(x). 
5. The Carleson-type haraterization of BMO
We are now ready for the proof of Theorem 1.3. It follows the general struture
of the salar-valued argument from [18℄, Setions IV.4.34, now that vetor-valued
versions of the same tools are available.
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Proof of f ∈ BMO⇒ Cq(F ) ∈ L∞. Sine Cq(F )(x) is a non-dereasing funtion of
q ∈ (0,∞), we may assume that q ∈ (1,∞). We x a ball B, split the funtion as
f = (f − f3B)13B + (f − f3B)1(3B)c + f3B =: f1 + f2 + f3,
and write Fi(x, t) := fi ∗ ψt(x).
For F1, we have
( 1
|B|
∫
B
A(F1|r(B))q(y) dy
)1/q
≤
( 1
|B|
∫
Rn
A(F1)
q(y) dy
)1/q
= |B|−1/q‖A(F1)‖Lq(Rn) . |B|−1/q‖f1‖Lq(Rn;X) . ‖f‖BMO(Rn;X),
where we used Theorem 4.2, and hene the UMD property.
Conerning F2, we an estimate
‖F2 · 1Γr(B)(y)‖γ(X)
=
∥∥∥(u, t) 7→
∫
(3B)c
[f(z)− f(3B)c ]ψt(u − z) dz 1Γr(B)(y)(u, t)
∥∥∥
γ(X)
≤
∫
(3B)c
‖(u, t) 7→ [f(z)− f(3B)c ]ψt(u − z)1Γr(B)(y)(u, t)‖γ(X) dz
=
∫
(3B)c
|f(z)− f(3B)c |X · ‖ψt(u − z)1Γr(B)(y)(u, t)‖L2( dudttn+1 )
dz.
(5.1)
For z ∈ (3B)c, y ∈ B, and (u, t) ∈ Γr(B)(y), there holds
|z − u| ≥ |z − c(B)| − |c(B) − y| − |y − u|
≥ |z − c(B)| − 2r(B) ≥ 3−1|z − c(B)|,
thus
|ψt(u− z)| . t−n
(
1 +
|u− z|
t
)−(n+1)
.
t
|z − c(B)|n+1 ,
and hene the L2 norm on the right of (5.1) may be bounded by
(∫ r(B)
0
∫
B(x,t)
|ψt(u− z)|2 dy dt
tn+1
)1/2
.
r(B)
|z − c(B)|n+1 .
It follows that
‖F2 · 1Γr(B)(y)‖γ(X) .
∫
(3B)c
|f(z)− f3B|X r(B)|z − c(B)|n+1 dz . ‖f‖BMO(X),
for all y ∈ B, and in partiular the same upper bound holds for the Lq average of
the left-side quantity over the ball B. This argument for F2, as a matter of fat,
did not employ any speial properties of the Banah spae X .
Finally, sine
∫
ψ(y) dy = 0 we have f3 ∗ ψt(x) ≡ 0, so the estimate for F3 is
trivial. 
Proof of CqF ∈ L∞ ⇒ f ∈ BMO. We establish this by invoking the (vetor-valued)
H1BMO-duality. Consider a funtion g in the following dense subspae of the
Hardy spae H1(Rn;X ′): We assume that g is ompatly supported, bounded, and
takes its values in a nite-dimensional subspae of X ′. Due to the non-degeneray
of ψ, there is a omplementary Shwartz funtion φ suh that (2.6) holds. Then we
have ∫
Rn
〈f(x), g(x)〉dx =
∫ ∞
0
∫
Rn
〈f ∗ ψt(x), g ∗ φt(x)〉dx dt
t
,
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whih identity, for our hoie of g, is a simple onsequene of the orresponding
result for salar funtions f and g found in [18℄, Setions IV.4.4.12. Denoting
G(y, t) := g ∗ φt(y), it follows from Theorem 4.11 and Corollary 4.3 that∣∣∣
∫
Rn
〈f(x), g(x)〉dx
∣∣∣ .
∫
Rn
Cq(F )(x)A(G)(x) dx
≤ ‖Cq(F )‖L∞(Rn)‖A(G)‖L1(Rn) . ‖Cq(F )‖L∞(Rn)‖g‖H1(Rn;X′).
Thus f ats as a bounded funtional on H1(Rn;X ′) via the natural duality, whih
implies that f ∈ BMO(Rn;X), sineH1(Rn;X ′)′ h BMO(Rn;X) when the Banah
spae X is reexive, in partiular when it is UMD (see [1℄). 
6. Carleson embedding and paraproduts
In this setion we rst develop some further inequalities involving the A, C and
N funtionals, whih are then applied to prove Theorem 1.5. The inequality behind
that theorem is ontained in the Carleson embedding theorem, whih we give next.
In its statement we use the notion of type q ∈ (0, 2] of a Banah spae Y , dened
by the requirement that
(6.1) Eε
∣∣∣
N∑
k=1
εkyk
∣∣∣
Y
.
( N∑
k=1
|yk|qY
)1/q
for all N ∈ Z+ and y1, . . . , yN ∈ Y , where εk are independent Rademaher variables
(i.e., distributed aording to the law P(εk = +1) = P(εk = −1) = 1/2) and Eε the
orresponding mathematial expetation.
The estimate (6.1) is trivial for q ∈ (0, 1], and in fat this ase of Theorem 6.2
would sue for the proof of Theorem 1.5. However, we have hosen to onsider
a general q ∈ (0, 2] in order to allow easier omparison to the salar-valued ase,
where C does have type 2 and moreover the Carleson funtional C2 is the lassial
hoie. Indeed, the aseX = Y = L (X,Y ) = C and q = 2 of the following theorem
is given in [4℄, Remark (b) on p. 320.
In the proof, we will need the type q property of the spae γ(H,Y ) instead of
that of Y but these are atually equivalent. Indeed, this follows from the well-
known fat that L2(Ω;Y ) inherits the type q property of Y , and Y is isomorphi
to a subspae of γ(H,Y ), whih is isomorphi to a subspae of L2(Ω, Y ).
6.2. Theorem. Let F : Rn+1+ → X, G : Rn+1+ → L (X,Y ) be measurable. Let
β > α > 0, 0 < q < p ≤ ∞ and Y have type q. Then
‖C(α)q (G · F )‖Lp(Rn) . ‖N (β)(G)‖Lp(Rn)‖C(α)q (F )‖L∞(Rn).
In the vetor-valued theory, Theorem 6.2 has a ertain analogy to [9℄, Theo-
rem 8.2, and the basi ingredient of the proof, ontained in the following lemma, is
related to and inspired by [9℄, Lemma 8.1. However, one the lemma is established,
the way it is used to obtain Theorem 6.2 diers from the approah in [9℄, the most
notable departure being that we are able to avoid any use of interpolation.
6.3. Lemma. Let F : Rn+1+ → X and G : Rn+1+ → L (X,Y ) be measurable. Let
β > α > 0 and q ∈ (0, 2] be suh that Y has type q. Then for all balls B there holds∫
B
A(α)(G · F |r(B))q(x) dx .
∫
(1+α+β)B
N (β)(G)q(x) dx · ‖C(α)q (F )‖qL∞(Rn).
Proof. Let G0 := G · 1(1+α)B×(0,r(B)), so that for all x ∈ B we have
A(α)(F ·G|r(B))(x) = A(α)(F ·G0)(x).
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We introdue the stopping times
τk(x) := inf{τ > 0 : Rγ{|G0(y, t)| : (y, t) ∈ Γα(x); t ≥ τ} ≤ 2k}.
Then we an estimate
A(α)(F ·G0)(x) =
∥∥∥∑
k∈Z
F ·G0 · 1
Γ
τk(x)
α (x)\Γ
τk+1(x)
α (x)
∥∥∥
γ(Y )
= Eε
∥∥∥∑
k∈Z
εkF ·G0 · 1
Γ
τk(x)
α (x)\Γ
τk+1(x)
α (x)
∥∥∥
γ(Y )
.
(∑
k∈Z
‖F ·G0 · 1
Γ
τk(x)
α (x)\Γ
τk+1(x)
α (x)
‖qγ(Y )
)1/q
.
(∑
k∈Z
2kq‖F · 1
Γ
τk(x)
α (x)
‖qγ(Y )
)1/q
,
where the type q assumption was used in the seond to last step, and the denition
of the stopping times in the last one. The introdution of the Rademaher vari-
ables εk in the seond step is in eet the invariane of the Gauss norm under the
multipliation by a unimodular funtion; this step an be omitted for q ∈ (0, 1].
Integrating over the ball B, it follows that
∫
B
A(α)(F ·G|r(B))q(x) dx ≤
∫
Rn
A(α)(F ·G0)q(x) dx
.
∑
k∈Z
∫
Rn
2kqA(α)(F |τk(x))q(x) dx
≤
∑
k∈Z
∫
{τk>0}
2kqA(α)(F |τk(x))q(x) dx.
Observe that {τk > 0} = {N (α)G0 > 2k} ⊆ {N (β)G > 2k} sine β > α. Let
us denote by
⋃∞
j=1Qkj a Whitney deomposition of the open set {N (β)G > 2k}.
Then
∫
{τk>0}
2kqA(α)(F |τk(x))q(x) dx ≤ 2kq
∞∑
j=1
∫
Qkj
A(α)(F |τk(x))q(x) dx
By the properties of the Whitney deomposition, for eah Qkj we have
d(Qkj , {N (β)G0 ≤ 2k}) ≤ 4 diam(Qkj).
We may hene pik an xkj suh that N
(β)G0(xkj) ≤ 2k and |x−xkj | ≤ 5 diam(Qkj)
for all x ∈ Qkj . If x ∈ Qjk, (y, t) ∈ Γα(x), and t ≥ 5 diam(Qjk)(β − α)−1, then
|y − xkj | ≤ |y − x|+ |x− xkj | < αt+ 5diam(Qkj) ≤ βt,
and hene (y, t) ∈ Γβ(xkj). It follows that
Rγ{G0(y, t) : (y, t) ∈ Γα(x), t ≥ 5 diam(Qjk)(α − 1)−1} ≤ 2k,
and hene τk(x) ≤ 5 diam(Qjk)(β − α)−1. This implies that∫
Qkj
A(α)(F |τk(x))q(x) dx ≤
∫
Qkj
A(α)(F |5 diam(Qjk)(β − α)−1)q(x) dx
. |Qkj |‖C(α)q (F )‖qL∞ .
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Substituting bak we obtain
∫
B
A(α)(F ·G|r(B))q(x) dx .
∑
k∈Z
2kq
∞∑
j=1
|Qkj | · ‖C(α)q (F )‖qL∞
=
∑
k∈Z
2kq|{N (β)G0 > 2k}| · ‖C(α)q (F )‖qL∞
h ‖N (β)G0‖qLq‖C(α)q (F )‖qL∞ .
Finally, we note that if d(x,B) ≥ (α+β)r(B), then Γβ(x)∩[(1+α)B×(0, r(B))] =
Ø and hene N (β)G0(x) = 0. On the other hand, we always have N
(β)G0(x) ≤
NβG(x). These observations imply that
‖N (β)G0‖Lq(Rn) ≤ ‖N (β)G‖Lq((1+α+β)B)
and omplete the proof. 
Theorems 6.2 and 1.5 are now easy onsequenes.
Proof of Theorem 6.2. For eah x ∈ Rn we have, using the previous lemma,
C(α)q (G · F )(x) = sup
B∋x
( 1
|B|
∫
B
A(α)(G · F |r(B))q(y) dy
)1/q
. sup
B∋x
( 1
|B|
∫
(1+α+β)B
N (β)(G)q(y) dy
)1/q
‖C(α)q (F )‖L∞
.M(N (β)(G)q)1/q(x)‖C(α)q (F )‖L∞ .
The proof is onluded by an appliation of the maximal inequality in Lr with
r = p/q ∈ (1,∞]. 
Proof of Theorem 1.5. We are given three funtions
f ∈ BMO(Rn;X), u ∈ Lp(Rn), g ∈ Lp′(Rn;X ′).
Let us dene
F (x, t) := f ∗ ψt(x), U(x, t) := u ∗ φt(x), G(x, t) := g ∗ ψ˜t(x),
where ψ˜(x) := ψ(−x). By the obvious identiation of λ ∈ C and λI ∈ L (X), we
think of U as an operator-valued funtion. Let α > 1. Then we use Theorem 4.11
and Theorem 6.2 to obtain:∫∫
R
n+1
+
|〈U(x, t)F (x, t), G(x, t)〉| dxdt
t
. ‖Cq(U · F )‖Lp(Rn)‖A(G)‖Lp′(Rn)
. ‖N (α)(U)‖Lp(Rn)‖Cq(F )‖L∞(Rn)‖A(G)‖Lp′(Rn).
Reall that
‖Cq(F )‖L∞(Rn) . ‖f‖BMO(Rn;X), ‖A(G)‖Lp′(Rn) . ‖g‖Lp′(Rn;X′)
by Theorem 1.3 and Theorem 4.2. Finally, we observe the pointwise domination
N (α)(U) .M(u), from whih
‖N (α)(U)‖Lp(Rn) . ‖M(u)‖Lp(Rn) . ‖u‖Lp(Rn)
follows by the maximal inequality. This shows the onvergene of the integral
dening 〈P (f, u), g〉 as well as the asserted norm estimate for P (f, u). 
It seems worthwhile formulating one more onsequene of Theorem 6.2 in terms
of the A and C funtionals:
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6.4. Corollary. Let F : Rn+1+ → X, G : Rn+1+ → L (X,Y ) be strongly measurable.
Let Y be a UMD spae, q ∈ (0,∞), and p ∈ (1,∞). Then
‖A(G · F )‖Lp(Rn) . ‖N(G)‖Lp(Rn)‖Cq(F )‖L∞(Rn).
Proof. Sine Cq(F ) is non-dereasing in q ∈ (0,∞), we may again assume that
q ∈ (0, 1]. Then Y has automatially type q. Let α ∈ (0, 1). We apply Theorem 4.1,
Theorem 4.5, and Theorem 6.2 with β = 1 > α > 0, in this order, to get
‖A(G · F )‖Lp . ‖A(α)(G · F )‖Lp . ‖C(α)q (G · F )‖Lp . ‖N(G)‖Lp‖Cq(F )‖L∞ ,
and this was the laim. 
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