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Young differential delay equations driven by
Ho¨lder continuous paths
Luu Hoang Duc and Phan Thanh Hong
Abstract In this paper we prove the existence and uniqueness of the solution of
Young differential delay equations under weaker conditions than it is known in the
literature. We also prove the continuity and differentiability of the solution with
respect to the initial function and give an estimate for the growth of the solution. The
proofs use techniques of stopping times, Shauder-Tychonoff fixed point theorem and
a Gronwall-type lemma.
1 Introduction
In this paper we would like to study the deterministic delay equation of the differ-
ential form
dx(t) = f (xt )dt+ g(xt)dω(t), t ∈ [0,T ] (1)
x0 = η ∈Cr :=C([−r,0],R
d)
or in the integral form
x(t) = x(0)+
∫ t
0
f (xs)ds+
∫ t
0
g(xs)dω(s), t ∈ [0,T ] (2)
x0 = η ∈Cr
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for some fixed time interval [0,T ], where C([a,b],Rd) denote the space of all con-
tinuous paths x : [a,b]→ Rd equipped with sup norm ‖x‖∞,[a,b] = supt∈[a,b] ‖x(t)‖,
with ‖ · ‖ is the Euclidean norm in Rd , xt ∈ Cr is defined by xt(u) := x(t + u)
for all u ∈ [−r,0]; f ,g : Cr → R
d are coefficient functions; and ω belongs to
Cν−Hol([0,T ],R) - the space of Ho¨lder continuous paths for index ν > 1
2
. Such
system appears, for example, while solving stochastic differential equations of the
form
dx(t) = f (xt)dt+ g(xt)dB
H(t), x0 = η ∈Cr, (3)
where BH is a fractional Brownian motion defined on a complete probability space
(Ω ,F ,P) with the Hurst index H ∈ (1/2,1) [15]. Since BH is neither Markov nor
semimartingale if H 6= 1
2
, one cannot apply the classical Ito theory to solve (3).
Instead, due to the fact that BH(·) is Ho¨lder continuous for almost surely all the re-
alizations, one can define the stochastic integral w.r.t. the fBm as the integral driven
by a Ho¨lder continuous path using the so called rough path theory [8], [12], [13],
[14], or fractional calculus theory [18], [21]. As a result, solving (3) leads to the
deterministic equation (1) or (2), where the second integral in (2) is understood in
the Young sense (see [11], [20]).
The theory of stochastic differential equations driven by the fBm BH for H >
1
2
has been well developed by many authors, especially results on existence and
uniqueness of the pathwise solution, the generation of random dynamical systems
(see e.g. [4], [5], [9], [10], [11], [16], [17], [20],... and the references therein). For
studies on delay equations, we refer to [1], [2], [3], [6].
In the general case where f ,g are functions of (t,xt), under some regularity con-
ditions, i.e. f is globally Lipschitz continuous and of linear growth, g is C1 such
that its Frechet derivative is bounded and globally Lipschitz continuous, there exists
a unique solution x(·,ω ,η) of (1) (see [1] or [19]). These results are based on the
tools of fractional calculus developed in [17], [21], [22].
In this paper, we reprove the existence and uniqueness theorem of (1) under the
following assumptions.
(H f ) The function f is globally Lipschitz continuous and thus has linear growth,
i.e there exist constants L f such that for all ξ ,η ∈Cr
‖ f (ξ )− f (η)‖ ≤ L f ‖ξ −η‖∞,[−r,0]
(Hg) The function g is C
1 such that its Frechet derivative is bounded and locally
δ−Ho¨lder continuouswith 1≥ δ > 1−νν , i.e there exists Lg such that for all ξ ,η ∈Cr
‖Dg(ξ )‖L(Cr,Rd) ≤ Lg
and for eachM > 0, there exists LM such that for all ξ ,η ∈Cr that satisfy
‖ξ‖∞,[−r,0],‖η‖∞,[−r,0] ≤M
one has
‖Dg(ξ )−Dg(η)‖L(Cr,Rd) ≤ LM‖ξ −η‖
δ
∞,[−r,0] (4)
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for some constant 1> δ > 1−νν . Assumption (4) is weaker than the global Lipschitz
continuity of Dg, as seen in [1], [6] or [19].
Furthermore, we show that the solution is differentiable with respect to the initial
function η and give an estimate for the growth of the solution. Note that in order
to define the second integral in (2) in the Young sense, one needs to consider the
solution x and the initial function η in Ho¨lder function spacesCβ -Hol with β +ν > 1.
To finish the introduction,we recall some facts about Young integral, more details
can be seen in [8]. For p ≥ 1 and [a,b]⊂ R, a continuous path x : [a,b]→ Rd is of
finite p−variation if
|||x|||p-var,[a,b] :=
(
sup
Π(a,b)
n
∑
i=1
‖x(ti+1)− x(ti)‖
p
)1/p
< ∞, (5)
where the supremum is taken over the whole class of finite partition of [a,b]. The
subspaceCp−var([a,b],Rd)⊂C([a,b],Rd) of all paths x with finite p−variation and
equipped with the p−var norm
‖x‖p-var,[a,b] := ‖x(a)‖+ |||x|||p-var,[a,b] ,
is a nonseparable Banach space [8, Theorem 5.25, p. 92].
Also, for 0 < β ≤ 1 denote by Cβ−Hol([a,b],Rd) the Banach space of all Ho¨lder
continuous paths x : [a,b]→Rd with exponent β , equipped with the norm
‖x‖∞,β ,[a,b] := ‖x‖∞,[a,b]+ |||x|||β ,[a,b] where
|||x|||β ,[a,b] := sup
a≤s<t≤b
‖x(t)− x(s)‖
(t− s)β
< ∞. (6)
Note that the space is not separable. However, the closure ofC∞([a,b],Rd) in the β−
Holder norm denoted by C0,β−Hol([a,b],Rd) is a separable space (see [8, Theorem
5.31, p. 96]), which can be defined as
C0,β−Hol([a,b],Rd) :=
{
x∈Cβ -Hol([a,b],Rd)
∣∣∣ lim
h→0
sup
a≤s<t≤b,|t−s|≤h
‖x(t)− x(s)‖
(t− s)β
= 0
}
.
Clearly, if x ∈Cβ−Hol ([a,b],Rd) then for all s, t ∈ [a,b] we have
‖x(t)− x(s)‖ ≤ |||x|||β ,[a,b] |t− s|
β .
Hence, for all p such that pβ ≥ 1 we have
|||x|||p-var,[a,b] ≤ |||x|||β ,[a,b] (b− a)
β < ∞. (7)
In particular,C1/p-Hol([a,b],Rd)⊂Cp−var([a,b],Rd).
For a,b,c ∈R such that a< b< c and x ∈Cβ -Hol([a,c],Rd), it is easy to see that
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|||x|||β ,[a,c] ≤ |||x|||β ,[a,b]+ |||x|||β ,[b,c] .
Now consider x ∈Cβ -Hol([a,b],Rd) and ω ∈Cν-Hol([a,b],R) with β +ν > 1. Then
by (7), x ∈C
1
β
-var
([a,b],Rd) and ω ∈C
1
ν -var([a,b],R), thus it is well known that the
Young integral
∫ b
a x(t)dω(t) exists (see [8, p. 264-265]). Moreover, for all s ≤ t in
[a,b], due to the Young-Loeve estimate [8, Theorem 6.8, p. 116]∥∥∥∥
∫ t
s
x(u)dω(u)− x(s)[ω(t)−ω(s)]
∥∥∥∥ ≤ K |||ω ||| 1ν -var,[s,t] |||x||| 1β -var,[s,t]
≤ K(t− s)β+ν |||ω |||ν,[s,t] |||x|||β ,[s,t] ,
where K := 1
1−21−(β+ν)
. Hence
∥∥∥∥
∫ t
s
x(u)dω(u)
∥∥∥∥≤ (t− s)ν |||ω |||ν,[s,t](‖x(s)‖+K(t− s)β |||x|||β ,[s,t]) . (8)
2 Existence, uniqueness and continuity of the solution
Since δν +ν > 1, there exists β < ν such that
β +ν > β δ +ν > 1.
By choosing a smaller ν ′ ∈ ( 1
2
,ν) if necessary, we can always assume without loss
of generality that ω ∈C0,ν−Hol([0,T ],R). System (1) would then be considered for
η ∈Cβ−Hol([−r,0],Rd), i.e. we consider the equation
dx(t) = f (xt )dt+ g(xt)dω(t), t ∈ [0,T ] (9)
x0 = η ∈C
β−Hol([−r,0],Rd).
Lemma 1. If x ∈ Cβ−Hol([a− r,b],Rd) then the function x. : [a,b] → Cr, xt(·) =
x(t+ ·) belongs to Cβ−Hol([a,b],Cr) and satisfies
i, |||x.|||β ,[a,b] ≤ |||x|||β ,[a−r,b] (10)
ii, ‖x.‖∞,β ,[a,b] ≤ ‖x‖∞,β ,[a−r,b]. (11)
Proof. The fact that
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|||x.|||β ,[a,b] = sup
a≤s<t≤b
‖xt − xs‖∞,[−r,0]
(t− s)β
= sup
a≤s<t≤b
sup
−r≤u≤0
‖x(t+ u)− x(s+ u)‖
[(t+ u)− (s+ u)]β
≤ sup
a−r≤s′<t′≤b
‖x(t ′)− x(s′)‖
(t ′− s′)β
= |||x|||β ,[a−r,b]
proves (10). As a result,
‖x.‖∞,β ,[a,b] = sup
t∈[a,b]
‖xt‖∞,[−r,0]+ |||x.|||β ,[a,b]
≤ ‖x(·)‖∞,[a−r,b]+ |||x|||β ,[a−r,b] ,
which proves (11).
Remark 1. The lemma is not true if we replace the Ho¨lder continuous space by
p−variation bounded space. Namely, if a function x belongs toCp−var([a−r,b],Rd),
it does not follow that its translation function x· belongs toC
p−var([a,b],Cr)with p≥
1. As a counterexample, consider the function x(t) = |t|β , t ∈ [−1,1], β p < 1 then
x ∈Cp−var([−1,1],R). However, with the partition Π = 0< 1
n
< 2
n
< · · ·< n−1
n
< 1
we have(
∑
i
‖x i+1
n
− x i
n
‖p
∞,[−1,0]
)1/p
=
(
∑
i
sup
−1≤u≤0
∣∣∣x( i+ 1
n
+ u)− x(
i
n
+ u)
∣∣∣p
)1/p
≥
(
∑
i
∣∣∣x( i+ 1
n
−
i
n
)− x(
i
n
−
i
n
)
∣∣∣p
)1/p
≥
(
∑
i
1
nβ p
)1/p
= n
1−β p
p → ∞, as n→ ∞.
This shows that x. is not of bounded p−variation.
Lemma 2. Assume that g satisfies the condition (Hg). If x ∈ C
β−Hol([a− r,b],Rd)
then g(x.) ∈C
β−Hol([a,b],Rd) and
|||g(x.)|||β ,[a,b] ≤ Lg |||x|||β ,[a−r,b] . (12)
Proof. The proof is directed from the Lipschitz continuity of g and Lemma 1.
Namely,
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sup
a≤s<t≤b
‖g(xt)− g(xs)‖
(t− s)β
≤ sup
a≤s<t≤b
Lg
‖xt− xs‖∞,[−r,0]
(t− s)β
≤ Lg |||x|||β ,[a−r,b] .
Remark 2. Since β +ν > 1 the integral
∫ b
a g(xt)dω(t) is well defined.
Lemma 3. Assume that g satisfies the condition (Hg). If x,y∈C
β−Hol([a− r,b],Rd)
are such that ‖x‖∞,β ,[a−r,b],‖y‖∞,β ,[a−r,b] ≤M, then
|||g(x.)− g(y.)|||δβ ,[a,b] ≤ Lg(b− a)
β−δβ |||x− y|||β ,[a−r,b]+LMM
δ‖x− y‖∞,[a−r,b]
≤
(
Lg(b− a)
β−δβ +LMM
δ
)
‖x− y‖∞,β ,[a−r,b] (13)
Proof. By the mean value theorem
|g(xt)− g(yt)− g(xs)+ g(ys)|
=
∣∣∣∣
∫ 1
0
Dg(θxt +(1−θyt))(xt − yt)dθ +
∫ 1
0
Dg(θxs+(1−θ )ys)(xs− ys)dθ
∣∣∣∣
≤
∣∣∣∣
∫ 1
0
Dg(θxt +(1−θ )yt)[(xt − yt)− (xs− ys)]dθ
∣∣∣∣
+
∣∣∣∣
∫ 1
0
[Dg(θxt +(1−θ )yt)−Dg(θxs+(1−θ )ys)](xs− ys)dθ
∣∣∣∣
≤ Lg‖(xt − yt)− (xs− ys)‖∞,[−r,0]
+LM‖xs− ys‖∞,[−r,0]
∫ 1
0
(
θ‖xt − xs‖
δ
∞,[−r,0]+(1−θ )‖yt− ys‖
δ
∞,[−r,0]
)
dθ
≤ Lg(t− s)
β |||x.− y.|||β ,[a,b]
+LM‖xs− ys‖∞,[−r,0](t− s)
δβ max
{
|||x.|||
δ
β ,[a,b] , |||y.|||
δ
β ,[a,b]
}
≤ Lg(t− s)
β |||x− y|||β ,[a−r,b]+LM(t− s)
δβMδ ‖x− y‖∞,[a−r,b].
This implies
|||g(x.)− g(y.)|||δβ ,[a,b] ≤ Lg(b− a)
β−δβ |||x− y|||β ,[a−r,b]+LMM
δ ‖x− y‖∞,[a−r,b].
Consider x ∈Cβ−Hol([t0− r, t1],R
d) with any interval [t0, t1]⊂ [0,T ]. Put
I(x)(t) :=
∫ t
t0
f (xs)ds and J(x)(t) :=
∫ t
t0
g(xs)dω(s), t ∈ [t0, t1]
and define the map
F(x)(t) =
{
x(t0)+ I(x)(t)+ J(x)(t) if t ∈ [t0, t1]
x(t) if t ∈ [t0− r, t0]
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Lemma 4. If x,y ∈Cβ−Hol([a−r,b],Rd) are such that ‖x‖∞,β ,[a−r,b],‖y‖∞,β ,[a−r,b]≤
M, then there exists L= L(b− a,M) satisfying
|||F(x)−F(y)|||β ,[a,b] ≤ L
(
(b− a)1−β +(b− a)ν−β |||ω |||ν,[a,b]
)
‖x− y‖∞,β ,[a−r,b].
(14)
Proof. First, observe that
|||I(x)− I(y)|||β ,[a,b] = sup
a≤s<t≤b
|I(x)(t)− I(y)(t)− I(x)(s)+ I(y)(s)|
(t− s)β
≤ sup
a≤s<t≤b
∫ t
s | f (xu)− f (yu)|du
(t− s)β
≤ sup
a≤s<t≤b
L f (t− s)‖x− y‖∞,[a−r,b]
(t− s)β
≤ L f (b− a)
1−β‖x− y‖∞,[a−r,b]. (15)
Secondly, since ν + δβ > 1, by assigning K′ = 1
1−21−(ν+δ β)
and applying Lemma 3
one has
sup
a≤s<t≤b
|J(x)(t)− J(y)(t)− J(x)(s)+ J(y)(s)|
(t− s)β
≤ sup
a≤s<t≤b
|
∫ t
s [g(xu)− g(yu)]dω(u)|
(t− s)β
≤ sup
a≤s<t≤b
(t− s)ν |||ω |||ν,[s,t]
[
‖g(xs)− g(ys)‖+K
′(t− s)δβ |||g(x.)− g(y.)|||δβ ,[s,t]
]
(t− s)β
≤ (b− a)ν−β |||ω |||ν,[a,b]
[
Lg‖x− y‖∞,[a−r,b]+LgK
′(b− a)β |||x− y|||β ,[a−r,b]
+K′LMM
δ (b− a)δβ‖x− y‖∞,[a−r,b]
]
. (16)
Now (14) is followed from (15) and (16) by choosing
L= L(b− a,M) := L f +Lg+LgK
′(b− a)β +K′LMM
δ (b− a)δβ . (17)
We can now state the theorem on existence and uniqueness of solution of system
(1).
Theorem 1. Assume that (H f ) and (Hg) are satisfied. If η ∈ C
β−Hol([−r,0],Rd)
then there exists a unique solution to the equation (9) in Cβ−Hol([−r,T ],Rd). More-
over, the solution is ν−Ho¨lder continuous on [0,T ].
Proof. The proof is divided into several steps.
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Step 1: For any a < b in [0,T ], one first proves that F is a mapping from
Cβ -Hol([a− r,b],Rd) into itself, or sufficiently
|||F(x)|||β ,[a,b] ≤ |||I(x)|||β ,[a,b]+ |||J(x)|||β ,[a,b] < ∞.
With a ≤ s < t ≤ b, using assumption (H f ) and assigning L
′ := max{L f ,‖ f (0)‖}
one has
‖I(x)(t)− I(x)(s)‖ =
∥∥∥∫ t
s
f (xu)du
∥∥∥
≤ L′(t− s)(1+ ‖x.‖∞,[s,t])
≤ L′(t− s)(1+ ‖x‖∞,[a−r,b])
hence
|||I(x)|||β ,[a,b]≤ L
′(b−a)1−β (1+‖x‖∞,[a−r,b])≤ L
′(b−a)1−β (1+‖x‖∞,β ,[a−r,b])<∞.
On the other hand, using Lemma 2 with K = 1
1−21−(ν+β)
, one has
‖J(x)(t)− J(x)(s)‖
=
∣∣∣∫ t
s
g(xu)dω(u)
∣∣∣
≤ |||ω |||ν,[a,b] (t− s)
ν
(
‖g(xs)‖+K(t− s)
β |||g(x.)|||β ,[a,b]
)
≤ |||ω |||ν,[a,b] (t− s)
ν
(
‖g(0)‖+Lg‖x‖∞,[a−r,b]+LgK(t− s)
β |||x|||β ,[a−r,b]
)
,
which implies
|||J(x)|||β ,[a,b]
≤ (b− a)ν−β |||ω |||ν,[a,b]
(
‖g(0)‖+Lg‖x‖∞,[a−r,b]+LgK(b− a)
β |||x|||β ,[a−r,b]
)
≤ (b− a)ν−β |||ω |||ν,[a,b]
[
‖g(0)‖+Lg+LgK(b− a)
β
]
(1+ ‖x‖∞,β ,[a−r,b])< ∞.
Therefore |||F(x)|||β ,[a,b] is finite. Moreover, by assigning a := t0,b := t1 it follows
from the definition of F that
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‖F(x)‖∞,β ,[t0−r,t1]
= ‖F(x)‖∞,[t0−r,t1]+ |||F(x)|||β ,[t0−r,t1]
≤ max
{
‖F(x)‖∞,[t0−r,t0],‖F(x)‖∞,[t0,t1]
}
+ |||F(x)|||β ,[t0−r,t0]+ |||F(x)|||β ,[t0,t1]
≤ max
{
‖F(x)‖∞,[t0−r,t0],‖F(x)(t0)‖+(t1− t0)
β |||F(x)|||β ,[t0,t1]
}
+ |||F(x)|||β ,[t0−r,t0]+ |||F(x)|||β ,[t0,t1]
≤ ‖x‖∞,[t0−r,t0]+ |||x|||β ,[t0−r,t0]+[1+(t1− t0)
β ] |||F(x)|||β ,[t0,t1]
≤ ‖x‖∞,β ,[t0−r,t0]+C
′
[
(t1− t0)
1−β +(t1− t0)
ν−β |||ω |||ν,[t0,t1]
]
(1+ ‖x‖∞,β ,[t0−r,t1]),
(18)
where
C′ =C′(t1− t0) := [1+(t1− t0)
β ](‖g(0)‖+Lg+LgK(t1− t0)
β +L′). (19)
Furthermore, for 0< ε ≤ ν −β small enough,
|||F(x)|||(β+ε),[t0,t1]
≤C′
(
(t1− t0)
1−β−ε +(t1− t0)
ν−β−ε |||ω |||ν,[t0,t1]
)
(1+ ‖x‖∞,β ,[t0−r,t1]). (20)
Step 2: Following [5] and [7] , assign
C := 2(‖g(0)‖+L′+Lg(K+ 1)) (21)
and fix µ <min{1,C}. We construct a sequence ti in [0,∞) such that t0 = 0 and
ti+1 = sup{t ≥ ti :C
[
(t− ti)
1−β +(t− ti)
ν−β |||ω |||ν,[ti ,t]
]
≤ µ}.
Since ω ∈C0,ν−Hol([0,T ],R),∣∣∣ |||ω |||ν,[0,τ]−|||ω |||ν,[0,τ±h] ∣∣∣≤max{ |||ω |||ν,[τ,τ+h] , |||ω |||ν,[τ−h,τ]}→ 0 as h→ 0+,
the function τ1−β +τν−β |||ω |||ν,[0,τ] is then continuous due to the continuity of each
component in τ . Hence
(ti+1− ti)
1−β +(ti+1− ti)
ν−β |||ω |||ν,[ti,ti+1] =
µ
C
, ∀i≥ 0. (22)
If t∞ := supti < ∞, then by choosing k such that k(ν −β )≥ 1, one has
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n(µ/C)k ≤
n−1
∑
i=0
[
(ti+1− ti)
1−β +(ti+1− ti)
ν−β |||ω |||ν,[ti ,ti+1]
]k
≤ 2k−1
n−1
∑
i=0
[
(ti+1− ti)
k(1−β )+(ti+1− ti)
k(ν−β ) |||ω |||kν,[0,t∞ ]
]
≤ 2k−1
[
n−1
∑
i=0
(ti+1− ti)
k(1−β )+
n−1
∑
i=0
(ti+1− ti)
k(ν−β ) |||ω |||kν,[0,t∞]
]
≤ 2k−1tk(1−β )∞ + t
k(ν−β )
∞ |||ω |||
k
ν,[0,t∞]
< ∞
for all n∈N, which is contradiction. Hence {ti} is increasing to infinity and it makes
sense to define
N(T,ω) :=max{i : ti ≤ T}.
Moreover,
N(T,ω)≤ 2k−1
(
C
µ
)k(
T k(1−β )+T k(ν−β ) |||ω |||kν,[0,T ]
)
. (23)
Step 3: In this step one shows the local existence of solution on [t0, t1] constructed
as above. From definition of stopping times, |t1− t0|< 1 andC
′(t1− t0)≤C, hence
it follows that
F :Cβ -Hol([t0− r, t1],R
d)→Cβ -Hol([t0− r, t1],R
d)
satisfying
‖F(x)‖∞,β ,[t0−r,t1] ≤ ‖x‖∞,β ,[t0−r,t0]+ µ(1+ ‖x‖∞,β ,[t0−r,t1]) (24)
Introducing the set
B :=
{
x ∈Cβ -Hol([t0− r, t1],R
d)| xt0 = η ,‖x‖∞,β ,[t0−r,t1] ≤ R :=
‖η‖∞,β ,[t0−r,t0]+ µ
1− µ
}
,
then F : B→ B. By Lemma 4 and the definition of F , the following estimate
‖F(x)−F(y)‖∞,β ,[t0−r,t1] = ‖F(x)−F(y)‖∞,[t0,t1]+ |||F(x)−F(y)|||β ,[t0,t1]
≤
[
1+(t1− t0)
β
]
|||F(x)−F(y)|||β ,[t0,t1]
≤ L(t1− t0,R)
[
1+(t1− t0)
β
]
‖x− y‖∞,β ,[t0−r,t1].
proves the continuity of F on B.
Observe that F is a compact operator on B. Indeed, take the sequence yn = F(xn),
xn ∈ B, by (20)
|||yn|||(β+ε),[t0,t1] ≤C
(
(t1− t0)
1−β−ε +(t1− t0)
ν−β−ε |||ω |||ν,[t0,t1]
)
(1+R).
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By Proposition 5.28 of [8], there exists a subsequence ynk1[t0,t1] which converges in
Cβ -Hol([t0, t1],R
d). Additionally, for all k, ynk(t) = η(t),∀t ∈ [t0− r, t0], hence
‖ynk − ynk′‖∞,β ,[t0−r,t1] = ‖y
nk − ynk′‖∞,β ,[t0,t1] → 0 as k,k
′ → ∞.
Since Cβ -Hol([t0− r, t1],R
d) is Banach one concludes that there is a subsequence of
yn that converges inCβ -Hol([t0− r, t1],R
d).
To sum up, F : B → B is a compact operator on the closed ball of Banach space
Cβ -Hol([t0 − r, t1],R
d). By Schauder-Tychonoff fixed point theorem (see e.g [23,
Theorem 2.A, p. 56]), there exists a function x∗ ∈ B such that F(x∗) = x∗, i.e x∗
is a local solution of (9) on [t0−r, t1]. The fact that x
∗ ∈Cν-Hol([t0−r, t1],R
d) is then
obvious.
Step 4: The local solution is unique.
Assuming that x and y are solutions to (9) on [t0−r, t1]with the same initial condition
η , bounded by M > 0. Put z= x− y then F(x)−F(y) = z. By virtue of Lemma 4,
for t0 ≤ s< t ≤ t1,
|||z|||β ,[s,t] ≤ L(t1− t0,M)
[
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
]
‖z‖∞,β ,[s−r,t]
≤ L(t1− t0,M)
[
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
](
‖z‖∞,[s−r,t]+ |||z|||β ,[s−r,t]
)
≤ L(t1− t0,M)
[
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
]
×
(
max{‖z‖∞,[s−r,s],‖z‖∞,[s,t]}+ |||z|||β ,[s−r,s]+ |||z|||β ,[s,t]
)
.
Since |z‖∞,[s,t] ≤ ‖z(s)‖+(t− s)
β |||z|||β ,[s,t] ≤ ‖z‖∞,[s−r,s]+ |||z|||β ,[s,t], it follows that
|||z|||β ,[s,t]
≤ 2L(t1− t0,M)
[
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
](
‖z‖∞,β ,[s−r,s]+ |||z|||β ,[s,t]
)
.
(25)
Construct similarly to Step 2 a finite sequence {si} on [t0, t1] such that s0 = t0 and
(si+1− si)
1−β +(si+1− si)
ν−β |||ω |||ν,[si,si+1] =
µ
2L(t1− t0,M)
.
It follows from (25) that
|||z|||β ,[s0,s1] ≤ µ
(
‖z‖∞,β ,[s0−r,s0]+ |||z|||β ,[s0,s1]
)
= µ |||z|||β ,[s0,s1] . (26)
Consequently, |||z|||β ,[s0,s1] = 0. By induction, one can prove that |||z|||β ,[t0,t1] = 0.
Therefore, z(u)≡ 0,∀u ∈ [t0− r, t1], i.e. x≡ y on [t0− r, t1].
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Step 5: By induction, there exists a unique solution of (9) on each [ti− r, ti+1].
Finally, due to the unboundedness of {ti} the solution of (9) can be extended to the
whole [−r,T ] by concatenation.
Theorem 2. Under the assumptions of Theorem 1, one has
sup
t∈[tN(t,ω) ,tN(t,ω)+1]
‖xt‖∞,β ,[−r,0] ≤ e
−[N(t,ω)+1] log(1−µ)
[
‖xt0‖∞,β ,[−r,0]+ 1
]
, (27)
where N(t,ω)-the number of stopping times (22) in (0, t], can be approximated by
(23).
Proof. From the proof of Theorem 1, in particular (18) and (24), it follows that for
any i≥ 0
‖x‖∞,β ,[ti−r,t] ≤ ‖x‖∞,β ,[ti−r,ti]+ µ(1+ ‖x‖∞,β ,[ti−r,t]), ∀t ∈ [ti, ti+1].
In other words,
‖x‖∞,β ,[ti−r,t] ≤
µ
1− µ
+
1
1− µ
‖x‖∞,β ,[ti−r,ti], ∀t ∈ [ti, ti+1]. (28)
On the other hand,
‖x‖∞,β ,[t−r,t] = ‖x‖∞,[t−r,t]+ |||x|||β ,[t−r,t] ≤ ‖x‖∞,β ,[ti−r,t], ∀t ∈ [ti, ti+1]. (29)
Hence it follows from (28) and (29) that
‖x‖∞,β ,[t−r,t] ≤
µ
1− µ
+
1
1− µ
‖x‖∞,β ,[ti−r,ti], ∀t ∈ [ti, ti+1].
which implies that
sup
t∈[ti ,ti+1]
‖xt‖∞,β ,[−r,0] ≤
µ
1− µ
+
1
1− µ
‖xti‖∞,β ,[−r,0]. (30)
In particular, for any i≥ 0,
‖xti+1‖∞,β ,[−r,0] ≤
µ
1− µ
+
1
1− µ
‖xti‖∞,β ,[−r,0],
or equivalently
‖xti+1‖∞,β ,[−r,0]+ 1≤
1
1− µ
[
‖xti‖∞,β ,[−r,0]+ 1
]
.
By induction arguments, one can conclude that
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‖xti‖∞,β ,[−r,0] ≤
[ 1
1− µ
]i[
‖xt0‖∞,β ,[−r,0]+ 1
]
− 1, ∀i≥ 0. (31)
(27) is then a direct consequence of (30) and (31).
The arguments in the proof of Theorem 2 help us to derive a type of Gronwall lemma
for Ho¨lder norms.
Lemma 5. [Gronwall-type lemma] Assume that z : [−r,T ]→ Rd satisfies for any
0≤ s≤ t ≤ T
|||z|||β ,[s,t] ≤ A+C
(
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
)
‖z‖∞,β ,[s−r,t] (32)
with some constants A,C > 0. Then for µ <min{ 1
2
,C} the following estimate holds
‖zt‖∞,β ,[−r,0] ≤ e
−[N(t,ω)+1] log(1−2µ)
[A
µ
+ ‖z‖∞,β ,[−r,0]
]
, ∀t ∈ [0,T ]. (33)
Proof. Using the construction of stopping times in (22), one has
|||z|||β ,[ti,t] ≤ A+ µ‖z‖∞,β ,[ti−r,t], ∀t ∈ [ti, ti+1],
hence
‖z‖∞,β ,[ti−r,t] ≤ max{‖z‖∞,[ti−r,ti],‖z‖∞,[ti,t]}+ |||z|||β ,[ti−r,ti]+ |||z|||β ,[ti,t]
≤ ‖z‖∞,β ,[ti−r,ti]+(1+(ti+1− ti)
β ) |||z|||β ,[ti,t]
≤ ‖z‖∞,β ,[ti−r,ti]+ 2[A+ µ‖z‖∞,β ,[ti−r,t]]
due to the fact that
µ
C
< 1. It follows that
‖x‖∞,β ,[ti−r,t] ≤
2A
1− 2µ
+
1
1− 2µ
‖z‖∞,β ,[ti−r,ti], ∀t ∈ [ti, ti+1],
(provided that µ < 1
2
), which has similar form to (28). As a consequence, by fol-
lowing the same arguments as in Theorem 2, one has
‖xti‖∞,β ,[−r,0] ≤
[ 1
1− 2µ
]i[
‖xt0‖∞,β ,[−r,0]+
A
µ
]
−
A
µ
, ∀i≥ 0,
which proves (33).
Denote by x(·,ω ,η) the solution of (1) with initial function η . We prove in the
following the continuity of the solution with respect to the initial condition.
Theorem 3. Under the assumptions of Theorem 1, the solution xt(·,ω ,η) is contin-
uous with respect to η .
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Proof. For any η1,η2 ∈ Cβ -Hol([−r,0],Rd) denote xi(·) = x(·,ω ,η i), i = 1,2. Fix
η1, by (27) one can choose M large enough such that ‖x(·,ω ,η2)‖∞,β ,[−r,T ] ≤ M
for all η2 such that ‖η2−η1‖∞,β ,[−r,0] ≤ 1. From (14) in Lemma 4, one has for all
0≤ a≤ b≤ T ,
∣∣∣∣∣∣x1− x2∣∣∣∣∣∣
β ,[a,b]
≤ L(T,M)
(
(b− a)1−β +(b− a)ν−β |||ω |||ν,[a,b]
)
‖x1− x2‖∞,β ,[a−r,b],
which has the form (32) with A= 0 andC = L(T,M). Therefore,
‖xt(·,ω ,η
2)−xt(·,ω ,η
1)‖∞,β ,[−r,0]≤ e
−[N(t,ω)+1] log(1−2µ)‖η1−η2‖∞,β ,[−r,0],∀t ∈ [0,T ],
in which N(t,ω) is defined in (23) with C = L(T,M) and µ < min{1/2,L(T,M)}
and N depends on L(T,M) - the local constant in the vicinity of η . That proves the
continuity of xt(·,ω ,η) w.r.t. the initial function η .
Remark 3. It can be seen that for x ∈ Cβ−Hol([−r,T ],Rd) there exists C(T,r) such
that
‖x(·)‖∞,β ,[−r,T ] ≤C(T,r) sup
t∈[0,T ]
‖xt(·)‖∞,β ,[−r,0].
Indeed, since ‖x(·)‖∞,[−r,T ] = supt∈[0,T ] ‖xt(·)‖∞,[−r,0], for s, t ∈ [−r,T ] one can con-
struct a finite sequence si as follow: s= s0,s1 = s0+r,s2 = s1+r, . . . , until sn+r≥ t
and assign sn+1 := t. Then
‖x(t)− x(s)‖
|t− s|β
≤
n
∑
i=0
‖x(si+1)− x(si)‖
|si+1− si|β
≤
n
∑
i=0
‖xsi+1(si− si+1)− xsi+1(0)‖
|si+1− si|β
≤
n
∑
i=0
∣∣∣∣∣∣xsi+1∣∣∣∣∣∣β ,[−r,0]
≤ (1+T/r) sup
t∈[0,T ]
|||xt |||β ,[−r,0] .
Hence, from Theorem 3 one concludes that
‖x(·,ω ,η2)−x(·,ω ,η1)‖∞,β ,[−r,T ]≤C(T,r)e
−[N(T,ω)+1] log(1−2µ)‖η1−η2‖∞,β ,[−r,0].
Next, assuming that f is C1, we fix a solution x(·,ω ,η) of (1) and consider the
linearized equation
y(t) = η1(0)−η(0)+
∫ t
0
Df (xs)ysds+
∫ t
0
Dg(xs)ysdω(s), (34)
with initial function η1−η ∈Cβ−Hol([−r,0],Rd). Since y∈Cβ -Hol([−r,T ],Rd) and
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‖Dg(xt)−Dg(xs)‖ ≤ LM‖xt − xs‖
δ
∞,[−r,0]
≤ LM |||x|||
δ
β ,[−r,T ] (t− s)
δβ
|||Dg(x.)|||δβ ,[a,b] ≤ LMM
δ (35)
with M ≥ ‖x‖∞,β ,[−r,T], the integrals
∫ t
0Df (xs)ysds and
∫ t
0Dg(xs)ysdω(s) are well
defined. We need to prove the following lemma
Lemma 6. The equation (34) has unique solution y in Cδβ−Hol([−r,T ],Rd). More-
over, the solution is Ho¨lder continuous with exponent ν on [0,T ].
Proof. The proof is similar to that of Theorem 1. Note that ‖Df (ξ )‖ ≤ L f for all
ξ ∈Cr
Define the map
G(y)(t) =
{
y(t0)+
∫ t
0Df (xs)ysds+
∫ t
0Dg(xs)ysdω(s), if t ∈ [t0, t1]
y(t), if t ∈ [t0− r, t0],
then for s, t ∈ [0,T ]
‖G(y)(t)−G(y)(s)‖
≤ L f ‖y‖∞,[s−r,t](t− s)+ |||ω |||ν,[s,t] (t− s)
ν
[
Lg‖y‖∞,[s−r,t]
+K′(t− s)δβ‖y‖∞,[s−r,t] |||Dg(x.)|||δβ ,[s,t]+K
′Lg(t− s)
δβ |||y|||δβ ,[s−r,t]
]
,
with K′ = 1
1−21−(ν+δ β)
. Combining with (35), it follows that
|||G(y)|||δβ ,[s,t] ≤ C
(
(t− s)1−δβ + |||ω |||ν,[s,t] (t− s)
ν−δβ
)
‖y‖δβ ,[s−r,t]
Repeat the arguments in Theorem 1, one can prove the existence of solution to
(35). Since G is linear, the uniqueness of the solution is derived by a contraction
mapping argument. Finally, it is obvious that the solution depends linearly on the
initial function.
Theorem 4. Assuming that f ,g satisfy conditions (H f ) and (Hg) and f is aC
1 func-
tion. Then the solution xt(.,ω ,η) of (9) is differentiable with respect to initial func-
tion η .
Proof. Consider two solutions x(·) = x(·,ω ,η) and x1(·) = x(·,ω ,η1) of (9)
x1(t) = η1(0)+
∫ t
0
f (x1s )ds+
∫ t
0
g(x1s )dω(s)
x(t) = η(0)+
∫ t
0
f (xs)ds+
∫ t
0
g(xs)dω(s),
and the solution y(·) = y(·,ω ,η1−η) of (34). Define
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z(·) = x1(·)− x(·)− y(·)
then z≡ 0 on [−r,0]. By the assumptions, there exists F∗,G∗- the nonlinear remain-
ing terms of f ,g such that
f (x1s )− f (xs) = Df (xs)(x
1
s − xs)+F
∗(x1s − xs)
g(x1s )− g(xs) = Dg(xs)(x
1
s − xs)+G
∗(x1s − xs).
Since f ,g areC1, there exist a number h> 0 and continuous functions p, q : [0,h]→
R+, p(0) = q(0) = 0 and lim
u→0
p(u) = lim
u→0
q(u) = 0, such that
‖F∗(x1s − xs)‖ =
∥∥∥∫ 1
0
[Df (θx1s +(1−θ )xs)−Df (xs)](x
1
s − xs)dθ
∥∥∥
≤ ‖x1(·)− x(·)‖∞,β ,[−r,T] p
(
‖x1(·)− x(·)‖∞,β ,[−r,T ]
)
and
‖G∗(x1s − xs)‖ =
∥∥∥∫ 1
0
[Dg(θx1s +(1−θ )xs)−Dg(xs)](x
1
s − xs)dθ
∥∥∥
≤ ‖x1(·)− x(·)‖∞,β ,[−r,T] q
(
‖x1(·)− x(·)‖∞,β ,[−r,T ]
)
.
whenever ‖x1(·)− x(·)‖∞,β ,[−r,T ] ≤ h. Similar to Lemma 3, we estimate the Ho¨lder
norm of G∗. Specifically, for 0≤ s< t ≤ T ,
‖G∗(x1t − xt)−G
∗(x1s − xs)‖
=
∥∥∥∥
∫ 1
0
[Dg(θx1t +(1−θ )xt)−Dg(xt)](x
1
t − xt)dθ
−
∫ 1
0
[Dg(θx1s +(1−θ )xs)−Dg(xs)](x
1
s − xs)dθ
∥∥∥∥
≤
∥∥∥∥
∫ 1
0
[Dg(θx1t +(1−θ )xt)−Dg(xt)−Dg(θx
1
s +(1−θ )xs)
+Dg(xs)](x
1
t − xt)dθ
∥∥∥
+
∥∥∥∥
∫ 1
0
[Dg(θx1s +(1−θ )xs)−Dg(xs)](x
1
t − xt− x
1
s + xs)dθ
∥∥∥∥ . (36)
From the assumption of g the second integral in (36) is less than or equal
LM‖x
1
t − xt− x
1
s + xs‖.‖x
1
s − xs‖
δ
∞,[−r,0],
whereM is a upper bound of ‖x‖∞,β ,[−r,T ] and ‖x1‖∞,β ,[−r,T ]. It follows from Lemma
1 that
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∫ 1
0
[Dg(θx1s +(1−θ )xs)−Dg(xs)](x
1
t − xt− x
1
s + xs)dθ
∥∥∥∥
≤ LM(t− s)
β‖x1− x‖1+δ
∞,β ,[−r,T]
. (37)
Since δβ +ν > 1, one can choose 0< γ < 1 such that γδβ +ν > 1. Then
‖Dg(θx1t +(1−θ )xt)−Dg(xt)−Dg(θx
1
s +(1−θ )xs)+Dg(xs)‖
γ
L(Cr ,Rd)
≤ ‖Dg(θx1t +(1−θ )xt)−Dg(θx
1
s − (1−θ )xs)‖
γ
L(Cr ,Rd)
+‖Dg(xt)−Dg(xs)‖
γ
L(Cr ,Rd)
≤ 2L
γ
M
(
‖x1t − x
1
s‖
γδ
∞,[−r,0]
+ |xt− xs‖
γδ
∞,[−r,0]
)
≤ 2L
γ
M(t− s)
γδβ
(
‖x1. ‖
γδ
β ,[0,T ]
+ ‖x.‖
γδ
β ,[0,T ]
)
≤ 2L
γ
M(t− s)
γδβ
(
‖x1‖
γδ
∞,β ,[−r,T ]
+ ‖x‖
γδ
∞,β ,[−r,T]
)
≤ 4MγδL
γ
M(t− s)
γδβ . (38)
On the other hand,
‖Dg(θx1t +(1−θ )xt)−Dg(xt)−Dg(θx
1
s +(1−θ )xs)+Dg(xs)‖
1−γ
L(Cr ,Rd)
≤ ‖Dg(θx1t +(1−θ )xt)−Dg(xt)‖
1−γ
L(Cr ,Rd)
+‖Dg(x1s +(1−θ )xs)−Dg(xs)‖
1−γ
L(Cr ,Rd)
≤ 2L
1−γ
M ‖x
1− x‖
(1−γ)δ
∞,β ,[−r,T]
. (39)
Therefore, the first integral in (36) does not exceed 8MγδLM(t−s)
γδβ‖x1−x‖
1+(1−γ)δ
∞,β ,[−r,T]
.
Combining this with (36) and (37), one obtains
‖G∗(x1t − xt)−G
∗(x1s − xs)‖ ≤ (t− s)
γδβC(T,M)‖x1− x‖
1+(1−γ)δ
∞,β ,[−r,T]
,
which implies
∣∣∣∣∣∣G∗(x1. − x.)∣∣∣∣∣∣γδβ ,[0,T ] ≤ C(G∗)‖x1− x‖1+(1−γ)δ∞,β ,[−r,T], (40)
Rewrite the equation of z in the form
z(t) =
∫ t
0
(
f (x1s )− f (xs)−Df (xs)ys
)
ds+
∫ t
0
(
g(x1s )− g(xs)−Dg(xs)ys
)
dω(s)
=
∫ t
0
(
Df (xs)zs+F
∗(x1s − xs)
)
ds+
∫ t
0
(
Dg(xs)zs+G
∗(x1s − xs)
)
dω(s)
=
[∫ t
0
F∗(x1s − xs)ds+
∫ t
0
G∗(x1s − xs)dω(s)
]
+
∫ t
0
Df (xs)zsds+
∫ t
0
Dg(xs)zsdω(s).
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By similar estimates as in Theorem 1, there exist constants K1,K2 depending on
ν,β ,δ ,γ and generic constantsC1,C2 such that for all 0≤ s< t ≤ T
|||z|||β ,[s,t] ≤
(
|t− s|1−β‖F∗(x1· − x·)‖∞,[s,t]
+|t− s|ν−βK(1+T γδβ ) |||ω |||ν,[s,t] ‖G
∗(x1· − x·)‖∞,γδβ ,[s,t]
)
+
(
‖Df (x·)z·‖∞,[s,t]|t− s|
1−β
+|t− s|ν−βK(1+Tδβ ) |||ω |||ν,[s,t] ‖Dg(x·)z·‖∞,δβ ,[s,t]
)
≤ C1
(
‖F∗(x1− x)‖∞,[−r,T ]+ ‖G
∗(x1− x)‖∞,γδβ ,[−r,T]
)
+C2
(
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
)
‖z‖∞,β ,[s−r,t]
≤ C1
(
‖x1− x‖∞,β ,[−r,T] P(‖x
1− x‖∞,β ,[−r,T])
)
+C2
(
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
)
‖z‖∞,β ,[s−r,t] (41)
where P(u) = p(u) + q(u) + u(1−γ)δ . Due to Theorem 3, there exist constants
A(T,η),C(T,η), a number h1 > 0 and a function p1 : [0,h1]→R+ with p1(0) = 0,
lim
u→0
p1(u) = 0, such that
|||z|||β ,[s,t] ≤ A(T,η)‖η
1−η‖∞,β ,[−r,0]p1
(
‖η1−η‖∞,β ,[−r,0]
)
+C(T,η)
(
(t− s)1−β +(t− s)ν−β |||ω |||ν,[s,t]
)
‖z‖∞,β ,[s−r,t],
whenever ‖η1− η‖∞,β ,[−r,0] ≤ h1. Applying Lemma 5, one concludes that there
exists a generic constantC such that
‖z.‖∞,β ,[0,T ] ≤ C
[
‖η1−η‖∞,β ,[−r,0]p1
(
‖η1−η‖∞,β ,[−r,0]+ ‖z‖∞,β ,[−r,0]
]
≤ C‖η1−η‖∞,β ,[−r,0]p1
(
‖η1−η‖∞,β ,[−r,0]
)
for all ‖η1−η‖∞,β ,[−r,0] ≤ h1, since z≡ 0 on [−r,0]. Therefore,
‖xt(·,ω ,η
1)− xt(·,ω ,η)− yt(·,ω ,η
1−η)‖∞,β ,[−r,0]
≤ ‖η1−η‖∞,β ,[−r,0]Cp1
(
‖η1−η‖∞,β ,[−r,0]
)
(42)
for any η1 in the vicinity of η such that ‖η1−η‖∞,β ,[−r,0]≤ h1. Finally, (42) implies
that xt(·,ω ,η) is differentiable with respect to η , with its derivative to be yt(·,ω , ·) .
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