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Abstract
The variable salinity of fluid venting from mid-ocean ridges is indicative of mixing between hydrothermal seawater
and fluids that have undergone supercritical phase separation. In order to study the stability of a brine-saturated layer
that may form in the lowermost part of the hydrothermal system, we have performed numerical simulations of a system
that has returned into the subcritical regime. For typical geological parameters, it is shown that the interface between
the brine layer and the overlying fluids is not very stable, but vanishes by one of two dynamical mechanisms: convective
breakdown or vertical migration. This contradicts the conventional picture of a steady, layered convective system in
which the brine is depleted only by dispersion and diffusion across the interface. The depletion mechanism depends on
the fluid-dynamical stability of the brine layer. Convection within the brine layer results either in the convective
breakdown (for low excess salinity of the brine, as compared to seawater) or the upward migration of the interface (for
higher excess salinities). Consequently, the depletion times are much shorter than for models with pure dispersion/
diffusion across the interface. If the brine layer is static, high-chlorinity liquid is entrained slowly by the convecting
overlying fluids, leading to downward migration of the interface. This gradual depletion of the brine layer results in
almost constant vent salinities, in agreement with measured salinities of chronic high-chlorinity vents. ß 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
High-temperature hydrothermal activity is a
spectacular feature of the formation of new oce-
anic crust at spreading centers (see [1] for a re-
view). Seawater penetrates the basaltic crust to a
depth of several kilometers, and e⁄ciently trans-
fers heat and chemicals to the sea£oor. Direct
measurements have indicated that these hydro-
thermal £uids ventilate through the sea£oor at a
variety of mass £uxes, temperatures and chemical
compositions. A signi¢cant amount of heat issues
from the crust as hot, so-called ‘black-smoker’
plumes [2]. Since they are emitted from sources
that operate over periods of years, they are also
termed ‘chronic’ plumes. The recorded tempera-
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tures of these plumes fall within the range of
350‡C to 400‡C, while the chlorinity is generally
di¡erent from seawater (of which Cl3 = 540
mmol/kg). On the southern Cleft Segment of the
Juan de Fuca Ridge (JDF), the chlorinity of sev-
eral vents has been stable at values between
Cl3 = 951 and 1087 mmol/kg for at least a decade
[3]. Besides these high-chlorinity vents, many oth-
er vents have chlorinities lower than seawater.
The chlorinity not only varies between vent sites
but may also vary at a single site over time (e.g.
[4]). For instance, the chlorinity Cl3 of the Mono-
lith black-smoker vent at the northern Cleft Seg-
ment of JDF has decreased from 908 to 735
mmol/kg over 2 years [3].
An explanation of the variety in the salinities of
chronic vents was provided by Bischo¡ and Rosen-
bauer [5]. During a magmatic intrusion beneath
a mid-ocean ridge, the circulating seawater may
become thermodynamically supercritical in the
lower parts of the system. When boiling occurs
under supercritical conditions, a small amount
of highly saline brine forms together with a fresh
water phase that has a corresponding reduced sal-
inity. The salinities of both phases depend on the
local temperature and pressure conditions [6^8].
The brine salinity may exceed 50 wt%, as found
in £uid inclusions in ophiolites [3,9]. It is likely
that the buoyant fresh water phase ascends
quickly into the overlying (subcritical) £uids,
while most of the dense brine stays within the
supercritical area underneath [1,10,11]. The ob-
served variations in vent chlorinities are well ex-
plained by mixing of hydrothermal seawater with
either the (condensated) fresh water phase or its
complementary brine [12,13].
When a brine layer exists, its evolution plays a
signi¢cant role in the geological, geochemical and
biological evolution of the ridge-crest system. For
instance, transport of heat from the magmatic in-
trusion to the sea£oor is in£uenced by the density
interface between the brine layer and overlying
£uids [5,14]. The brine results also in the spilitiza-
tion of the lower part of the sheeted dikes and
even the underlying gabbros [9,15]. The brine
chlorinity a¡ects high-temperature chemical reac-
tions between the water and the basaltic rocks
and, therefore, the chemistry of vent £uids [16].
Finally, venting of the brine reduces the produc-
tivity of most biological communities at the sea-
£oor.
Both the lifetime of the brine-saturated layer
and the vent characteristics associated with the
brine layer depletion are important factors in
these processes. Simple analytical models of the
basic physics of brine depletion suggest that the
generated brine layer has a lifetime of years to
centuries, from the moment that the system has
returned into the subcritical thermodynamical re-
gime [10]. However, these methods do not take
into account the £uid-dynamical interaction of
the brine with the overlying liquids.
In this study, the dynamical processes involved
with the depletion of the brine layer are studied
numerically once the £uid has returned into the
subcritical regime. Previous studies, in which the
formation and evolution of convective layers in
porous media were investigated under idealized
£uid conditions, have shown that a force balance
on a £uid parcel just beneath the interface be-
tween the two £uid layers determines the stability
of layered system [17,18]. In the context of the
ridge-crest system, this balance states that the
stability of the brine layer is mainly determined
by (1) the brine salinity established by the ther-
modynamical conditions, and (2) the hydrological
properties of the basaltic rocks that host the
boundary. When the restoring force of the chem-
ical interface is larger than the convective forces
in the adjacent layers, the interface stays intact
and the depletion of the brine occurs by di¡usion
and dispersion across the interface. Otherwise, the
interface can disappear by the migration or break-
down of the interface.
In contrast to those previous studies, the den-
sity and viscosity of the hydrothermal £uid at the
ridge depends highly and/or nonlinearly on tem-
perature, pressure and salinity. These physical £u-
id properties invalidate the direct use of the force
balance as a quantitative indicator for the stabil-
ity of the interface. As an alternative, the evolu-
tion of the brine layer is studied by a survey of the
parameter regime set up by the salinity of the
brine and the hydrological properties of the crust.
Our simulations start with the emplacement of a
brine layer at the base of an already developed
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layered convective system. Focus is on the dynam-
ical mixing processes between the brine and the
overlying £uids. The thermal and chemical vent
characteristics associated with these various deple-
tion processes are discussed and compared with
observations. Finally, the time scales involved
with the depletion are given.
2. Model setup and formulation
The ridge-crest hydrothermal system is evi-
dently three-dimensional [19,20]. Since thermo-
chemical convection in a low-porosity medium is
numerically challenging, however, we feel that a
high-resolution study in two dimensions ¢ts our
purposes better than a three-dimensional one on a
rather coarse grid. Our model resembles a section
along the ridge, 2 km deep and 4 km wide (Fig.
1). The top is assumed to be 1.5 km below sealevel
and it is isobaric and permeable. Heat destabilizes
the liquid, while the solute provides a stabilizing
in£uence.
Two models with di¡erent types of top bound-
ary conditions are considered. In the ¢rst (hybrid)
model, the conditions for temperature T and
chemical concentration C depend on whether £uid
enters or leaves the domain (see Fig. 1a). The
£uid which enters the system has temperature
and salinity of seawater. On the other hand, the
temperature and salinity of the vent liquid do not
alter when crossing the border. The vent plumes
which leave the domain through the top are as-
sumed to ascend to the sea£oor through perme-
able stockworks, without much change of its ther-
mochemical signature [11,21,22]. Overpressures
induced by hot and chemical (so viscous) plumes
may give rise to sharp pressure variations near the
isobaric top boundary. When applying the hybrid
boundary condition and a low porosity, this may
lead to numerical instabilities. Consequently, at
higher permeabilities the use of a second model
was inevitable.
In the second model, all £uid at the top has a
temperature and salinity of seawater (see Fig. 1b).
This constant boundary condition represents a
porous medium overlain by an ocean £oor. This
leaves the disadvantage that also the £uid which
£ows out of the domain is always cold and has
seawater salinity. To overcome this problem, the
temperature and salinity at a depth of 200 m be-
neath the sea£oor are taken as representative val-
ues for the vent £uid. The bottom is impermeable
and has a ¢xed temperature of T = 400‡C. The
chemical £ux through the bottom is equal to
zero (i.e. magmatic £uid sources are not consid-
ered here). The sides are impermeable and insula-
tors for heat and solute £ux.
The starting condition for our simulations is a
solution in which convection is well developed in
both the overlying fresh and underlying brine
layers (for an example, see Fig. 2a). An initially
static, layered system would not be appropriate
for the problem, since we assume the brine layer
has evolved by phase separation before cooling
has brought the system back into the subcritical
regime. The initial condition was obtained by im-
posing a barrier to vertical £ow 200 m above the
Fig. 1. Geometrical setup and boundary conditions. Two models of a permeable isobaric top boundary condition are considered:
(a) T = 0‡C and C = 3.5 wt% at points of recharge, and DT/Dz = DC/Dz = 0 at vent sites. (b) T = 0‡C and C = 3.5 wt% everywhere.
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base of the domain, separating the two reservoirs,
and allowing the model to reach a statistically
steady state (the state where average heat transfer
has been reached). The resulting temperature,
pressure and velocity ¢elds are used as the initial
condition, while a uniform brine layer of 200 m
thickness is placed at the bottom and the arti¢cial
membrane is removed. A similar procedure was
recently followed to develop a layered convective
initial condition in simulations of the Earth’s
mantle [23].
Conservation laws of mass, momentum, energy
and chemical concentration of £uid in a rigid po-
rous medium are de¢ned as:
9 Wq  0 1
q  3K
W
9 p3bg 2
c
DT
D t
3U9 2T  qW9T  0 3
P
DC
D t
39 WDh9C  qW9C  0 4
with q seepage velocity, K the permeability vector,
W dynamic £uid viscosity, p pressure, b £uid den-
sity, g the gravitation vector, and P porosity [24].
Although the permeability ¢eld in ridge-crest sys-
tems is known to be heterogeneous and aniso-
tropic [25,26], the permeability is assumed to be
homogeneous and isotropic in this study in order
to focus on the fundamental mechanisms involved
with the brine depletion. Further, the e¡ective
thermal di¡usivity of the saturated medium U is
taken as a constant. The ratio of the heat capaci-
ties between the solid matrix and the £uid
c= P+(13P)(bcp)matrix/(bcp)fluid is equal to 0.75.
Here, cp represents the isobaric heat capacity. Fi-
nally, the coe⁄cients of the hydrodynamic disper-
sion tensor Dh are de¢ned as:
Dhxz  al3atqxqz
MqM
 atMqM PDwd
 
N xz 5
where al and at represent the longitudinal and
transversal dispersivities, respectively. Further, x
and z denote the horizontal and vertical Cartesian
coordinates, Dw is the molecular di¡usivity of the
chemical component within the £uid, d the tor-
tuosity of the porous medium and Nxz the Kro-
necker delta.
Fluid properties vary with the pressure, temper-
ature and chemical composition of the liquid (for
de¢nitions see Table 1). The pressure dependence
of viscosity is not included because it is known to
be small for subcritical temperatures. Finally, it is
assumed that the product bfluidcfluid is constant, a
reasonable assumption since the decrease of den-
sity with temperature roughly balances the in-
crease in isobaric heat capacity with temperature
[30,31].
A mathematical description of the £ow in po-
rous media is de¢ned by Eqs. 1^4 together with
the equations of state in Table 1 (for a more ex-
tensive description, see [32,33]). A cell-centered
grid using a second-order ¢nite volume multigrid
method was used to solve the discretized system
of equations. The spatial resolution is 256U128
grid cells, based on extensive testing with di¡erent
discretizations and time step sizes.
At each time step, the horizontally averaged
Table 1
Fluid properties
Property/range of variable Equation
Density
T = 0^400‡C, p = 0.1 MPa [27]a b(T) = 102836.616U1032T32.846U1033T2
T = 0^400‡C, p = 1500 MPa [27]a b(T) = 108631.256U1031T31.434U1033T2
C = 0^100 wt% [28] b(C) = 1000(1.0+7.8U1033C)
Dynamic viscosity
T = 0^100‡C [29] W(T) = 1033(1+1.551U1032(T320))31:572
T = 100^400‡C [29] W(T) = 2.414U1035U10247:8=T133:15
C = 0^100 wt% [8], modi¢ed W(C) = 1.0U1033(1+1.854C31.065C2+3.00C3)
aAppropriate dependence on pressure follows from a weighted interpolation between these two equations.
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heat and salinity £uxes through the sea£oor (hy-
brid boundary model, Fig. 1a) or at 200 m below
the sea£oor (constant model, Fig. 1b) are de¢ned
as:
FT  3V DTD z  qzT; FC  3Dh
DC
D z
 qzC 6
respectively. Here, V ( = 2.5 W/m ‡C) denotes the
thermal conductivity and the overbar implies a
horizontal average.
3. Results
The base of the system consists of the lower
parts of the sheeted dikes and the underlying
upper level gabbros. Geologically, this is a very
complicated region of which the permeability is
poorly known [21,25]. The stability and depletion
of the brine layer are investigated for the perme-
abilities K = 10314 m2 and K = 10313 m2, values
which may be representative in the region of the
brine layer. Within this range, several (if not all)
types of dynamical depletion mechanisms are ob-
served. These permeabilities are probably too
small to represent the permeability ¢eld in the
shallower parts of the domain [34,35], but have
been taken there for reasons of stability. For
K = 10314 m2, the top boundary condition is of
the hybrid type (Fig. 1a), while at K = 10313 m2
the top boundary is isothermal and isochemical
(Fig. 1b).
In situ measurements [26], analysis of obducted
Fig. 2. Snapshots of temperature T, compositional concentration C and density ¢elds of a simulation with K = 10314 m2,
vCe = 20 wt% and P= 0.01. At the right, the corresponding times (in years) are given. The contour intervals are 50‡C, 2 wt% and
100 kg/m3, respectively.
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ophiolites [25], and theoretical relationships [36]
show that e¡ective porosity of the fracture net-
work in the basaltic rocks is of the order of 0.1
to 10%. Since the porosity is a key parameter for
the layer-forming process [18,32], we consider
both P= 0.1 and 0.01. The dispersion lengths of
the crust are taken as al = 1 m and at = 0.1 m,
values which are reasonable for fractured rocks
[37]. For the parameters used, mechanical disper-
sion dominates over molecular di¡usion of the
solute within the £uid, while dispersion of heat
is negligible. The excess salinity of the brine layer
relative to seawater vCe is varied between 0 and
60 wt%, with intervals of 20 wt%. In total, 16
simulations have been performed.
First, the dynamical processes associated with
the depletion of the brine layer are described from
the results of three simulations in a medium with
a porosity of P= 0.01 (Sections 3.1 and 3.2).
In Section 3.3, the sensitivity of the brine-deple-
tion processes to the parameters varied is dis-
cussed.
3.1. Convective breakdown of the interface
In Fig. 2, the thermal, chemical concentration
and density distributions are shown at ¢ve stages
during the evolution of the layered system, for the
parameters K = 10314 m2, P= 0.01, and an excess
salinity of the brine layer of vCe = 20 wt%. A
dark (light) shading indicates a high (low) temper-
ature, salinity or density. Fig. 2a shows the brine
layer at the base together with the overlying £uid
at the start of the simulation.
The upper part of the domain is characterized
by four major plumes, which are separated by
regions of cold recharge. Three of these plumes
vent through the top boundary, while a cold ther-
mal boundary layer just below the surface keeps
the fourth plume from venting. The temperature
snapshot shows that several convection cells are
present within the brine layer.
The convection currents in the brine layer and
in the overlying £uids keep the solute interface
sharp but de£ect it considerably (Fig. 2b). While
Fig. 3. Temporal evolution of the (a) temperature and (b) compositional concentration at the top boundary, and the horizontally
averaged surface (c) heat and (d) solute £uxes, for the simulation depicted in Fig. 2.
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the amplitudes of the interfacial de£ections in-
crease quickly, only small amounts of salinity
cross the interface by dispersion. At places where
the de£ecting interface touches the bottom, the
brine layer breaks down (Fig. 2c). The separate
pieces of the brine layer are entrained into the hot
plumes in the seawater layer and, subsequently,
they are vented through the sea£oor.
The brine which is entrained by the plume that
does not reach the surface recycles several times
with the circulating seawater. During this period,
the brine is mixed with the plume liquid and only
a small amount of the brine is lost dispersively
through the top (Fig. 2d). Eventually, the plume
breaks through the cold upper boundary layer
and the remainder of the salinity is quickly
£ushed out of the domain (see Fig. 2e).
The accompanying top boundary temperatures
and salinities are plotted against time in Fig. 3,
together with the temporal evolution of the hori-
zontally averaged surface heat and excessive sal-
inity £uxes. The chemical surface data (Fig. 3b
and d) show that the major part of the brine vents
through the top within 300 yr of the start of the
simulation. Furthermore, both the temperature of
the vent £uid and the surface heat £ux decrease
temporarily after this period due to the presence
of the interface (Fig. 3a and c).
Although the maximum vent salinities are 9.5
wt%, which is at salinities three times that of sea-
water, most of the brine is vented as £uid with
salinities no more than two times seawater (see
Fig. 3b). After venting of the brine, the position
and vigor of the four plumes remain almost con-
stant up to the end of simulation.
3.2. Migration of the interface
3.2.1. Downward migration
Fig. 4 depicts the T, C and density ¢elds at four
stages during the evolution of the system with
similar parameters as before, except the excess
salinity of the brine layer is increased to
vCe = 60 wt%. The high brine salinity leads to
Fig. 4. Temperature, salinity and density snapshots of a simulation with the same parameters as Fig. 2, except vCe = 60 wt%.
The interface migrates slowly downward, due to the entrainment of brine across the interface. The contour intervals are 50‡C,
5 wt% and 100 kg/m3, respectively.
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density jump of 340 kg/m3 across the interface.
Any de£ection of the interface experiences a
strong restoring force, and so the interface re-
mains planar (see Fig. 4a). Furthermore, the brine
viscosity is 12 times higher than that of seawater
under similar p, T conditions (Table 1). As a re-
sult, the convective vigor in the brine layer is
strongly reduced as compared to the initial situa-
tion. It is essentially a thick thermal boundary
layer, across which heat is transported di¡usively.
The near static brine layer is entrained slowly by
the overlying seawater and the interface migrates
downward (compare Fig. 4a and b).
Although solute is transported continuously
across the interface, the salinity di¡erence (and
thus the density jump) remains nearly constant
because (1) the salinity of the brine layer is dis-
tributed homogeneously, and (2) the entrained
salinity is transported away from the interface
immediately by the convection currents in the
upper layer. Consequently, the interface remains
£at up to the point that nearly all of the brine has
been entrained by the convection currents in the
overlying layer and the bottom thermal boundary
layer destabilizes (Fig. 4d). At this time, several
new plumes develop from the base of the domain.
In Fig. 5, the temperature, salinity and £uxes
sampled at the sea£oor are plotted. The variation
of the surface heat £ow is related directly to the
number of venting plumes (Fig. 5a and c). Be-
tween 0 and 2000 yr Fig. 5b shows stable venting
with an almost constant salinity of two times sea-
water. During this interval, the vent temperatures
decrease slightly (see Fig. 5a). The maximum vent
salinity is 7.3 wt%. Despite the larger initial brine
layer salinity, this value is lower than in the pre-
vious simulation.
3.2.2. Upward migration
In order to investigate the sensitivity of the
stability and depletion of the brine layer to the
permeability ¢eld, the permeability of the medium
is increased to K = 10313 m2. For reasons of nu-
merical stability the second model for the surface
boundary (constant T and C) is employed. In Fig.
6, the T, C and density ¢elds are shown at ¢ve
stages during the evolution, in which all parame-
ters except permeability are similar to the simula-
Fig. 5. Temporal evolution of the (a) temperature and (b) chemical concentration at the top boundary, and the horizontally aver-
aged surface (c) heat and (d) solute £uxes, for the simulation depicted in Fig. 4.
EPSL 5540 20-7-00
S. Schoofs, U. Hansen / Earth and Planetary Science Letters 180 (2000) 341^353348
tion of Fig. 4. As before, the high viscosity of the
brine results in brine layer that is initially almost
static (Fig. 6a).
In contrast to the previous case, this (nearly)
di¡usive brine layer does not remain isolated
but breaks down at several locations (Fig. 6a
and b). The convective forces of the new instabil-
ities quickly grow larger than the stabilizing den-
sity force of the interface. Due to the nonlinear
£uid properties and the migration of the interface,
it is not straightforward to determine in which of
the two layers convection is most vigorous. De-
spite a smaller layer thickness, the convective
forces in the brine layer appear to be larger
than those in the overlying £uids. As a conse-
quence, the interface between the brine and over-
lying £uids starts to migrate upwards.
Vertical growth of the brine layer by advective
entrainment of fresh water from above the inter-
face obviously results in a decreased average
chemical content within the layer (Fig. 6b^d). Ad-
vective mixing of the brine with the fresh water
within the destabilized areas quickly redistributes
the chemical content of the brine layer, keeping
the layer reasonably well mixed. When the three
largest plumes reach the top of the domain, the
mixed diluted liquid vents at three sites (Fig. 6e).
In Fig. 7, the temperature and salinity 200 m
below the sea£oor are plotted against time (as to
represent the temporal evolution of the surface T
and C), together with the horizontally averaged
heat and solute £uxes. Fig. 7a shows that the
vent temperatures decrease gradually, until the
moment that the upward migrating interface
reaches the surface. From that moment, all brine
£ushes out of the domain within a period of
Fig. 6. Snapshot of T, C and density at higher permeability K = 10313 m2, showing the upward migration of the interface due to
destabilization of the brine layer. The contour intervals are 50‡C, 5 wt% and 100 kg/m3, respectively.
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around 100 yr (see Fig. 7b and d). During this
period, the temperatures are high and vent salin-
ities up to C = 13 wt% are observed.
3.3. Sensitivity study and depletion times
In every experiment, the brine layer was de-
pleted by one of the two dynamical mechanisms.
Convective breakdown of the interface was ob-
served in the simulations with an excess salinity
of Ce9 20 wt%, while interface migration oc-
curred at higher salinities. The direction of the
interface migration depends on the convective
forces within the brine layer and, thus, this de-
pends primarily on the permeability of the me-
dium. Downward migration is observed when
the brine is static, at a permeability of K = 10314
m2. On the other hand, upward migration occurs
when the £uid in the brine layer convects at a
permeability of K = 10313 m2. The porosity of
the medium does not in£uence these results.
Fig. 8 shows the (dimensionless) average chem-
ical content of the system for all simulations as a
function of time. The numbers in the ¢gures show
the excess salinity of the brine layer compared to
seawater. Note the di¡erent time scales on the
horizontal axes. As mentioned before, the perme-
abilities considered in this study are too low to be
representative for those of sheeted dikes and pil-
low lavas present in the upper part of the domain.
Therefore, the depletion times depicted in Fig. 8
give an indication of the relative importance of
the various parameters rather than being truly
indicative for natural ridge-crest systems. The de-
pletion time of the brine layer scales directly with
porosity and the excess salinity of the brine layer,
while it is inversely related to permeability. The
rate of brine depletion is de¢ned by the slope of
the curves. At low permeability, the depletion rate
is lower and more uniform than the simulations at
high permeability. In high-permeability media, the
brine is quickly £ushed out of the domain after a
period with almost no salinity £ux.
4. Discussion and conclusions
We have presented numerical simulations of the
Fig. 7. Temporal evolution of the (a) temperature and (b) chemical concentration at the top boundary, and the horizontally aver-
aged surface (c) heat and (d) solute £uxes, for the simulation depicted in Fig. 6.
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evolution of a brine-saturated layer that has re-
turned to the subcritical single-phase regime. In
the simulations, the initial chemical content of
the brine layer and the porosity and permeability
of the basaltic crust were varied systematically.
We have focused on the £uid-dynamical mecha-
nisms associated with the depletion of the brine
layer, the thermal and chemical signatures of the
vent £uids and, ¢nally, the time scales involved
with the depletion.
For realistic geological parameters, the density
contrast across the thermochemical interface be-
tween the brine layer and the overlying liquid is
not large enough to prevent the convective cur-
rents from entraining £uid advectively across the
interface between the two layers. This contradicts
the conventional idea of a steady, layered double-
di¡usive system, in which heat and solute trans-
port across the interface is purely di¡usive/disper-
sive [5,14,37,38]. From his laboratory experi-
ments, Gri⁄ths [14] concluded that purely
di¡usive/dispersive interfaces can be maintained
between two convective layers of di¡erent salinity.
Our simulations di¡er from Gri⁄ths’ experiments,
in the sense that both the porosity and the initial
density di¡erence between the two layers are low-
er. Schoofs et al. [18] argue that the stability of
the interface is related directly to these quantities
thus explain this scenery.
For our experiments, we observed two £uid-dy-
namical mechanisms by which the brine layer is
depleted: convective breakdown and migration of
the interface. The mechanism depends critically
on the salinity of the brine layer and the convec-
tive forces within the adjacent layers.
The density interface was not very stable in
situations where the £uid in the brine layer con-
vects, leading to a quick disappearance of the in-
terface. The type of mechanism which leads to the
removal of the interface depends primarily on the
brine salinity. The interface starts to de£ect in
systems where the salinity di¡erence across the
interface does not exceed 20 wt%. The de£ected
interface breaks down when the bottom of the
hydrothermal system is reached. For larger chem-
ical contrasts between the convective brine and
the overlying £uids, the brine layer is depleted
by an upward migration of the interface.
For a static brine layer, the brine is entrained
slowly by the £uid currents above the interface.
As a result, the almost planar chemical interface
migrates downward. The salinity of the vent £uids
is approximately two times that of seawater, and
this remains almost constant during the whole
stage of depletion of the brine layer. During this
period, the vent temperatures are slightly reduced.
These observations are in reasonable agreement
with measurements of the chronic ‘A’ and ‘F’
vents at 9‡16.8PN, East Paci¢c Rise [3].
The depletion times observed in our simulations
are larger than those obtained from simple phys-
ical models of di¡usion and dispersion across the
interface [10]. We attribute this di¡erence to the
lower permeabilities used in our models. Under
hydrological parameters similar to those of Low-
ell and Germanovich [10], the £uid in the brine
layer will certainly convect. From our experi-
ments, this implies that the brine layer will not
be stable and the density interface will vanish ei-
ther by convective breakdown or upward migra-
Fig. 8. The temporal evolution of the average chemical content of the system (dimensionless: initial value equals 0.1), plotted for
various values of permeability and porosity: (a) K = 10314 m2 and P= 0.1, (b) K = 10313 m2 and P= 0.1, (c) K = 10314 m2 and
P= 0.01, and (d) K = 10313 m2 and P= 0.01. The numbers denote the excess salinity of the brine layer as compared to seawater
(the simulation with vCe = 0 wt% resembles a passive tracer experiment).
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tion, on a time scale much shorter than the one
predicted for depletion across a purely di¡usive/
dispersive interface [10].
From the experiments, we conclude that
chronic venting of high-chlorinity £uids is indica-
tive of the depletion of a static rather than con-
vective brine layer. If two-phase separation con-
tinues to occur, a steady state brine layer may be
preserved. This would be an alternative for the
model of Bischo¡ and Rosenbauer [5].
We have to be careful with this interpretation,
though, since our model only considers the sub-
critical liquid phase: the chronic high-salinity
vents may also be a direct surface signal of on-
going phase separation. Furthermore, in the sim-
ulations in which the interface is not very stable,
the depletion of the brine will certainly be in£u-
enced by the transition from super- to subcritical
conditions. With this in mind, strong temporal
variations in the vent salinity measured at a single
site are merely due to the intrinsically chaotic be-
havior of the system [32], rather than by a (sub-
critical) depletion of an already developed brine
layer. Finally, the results described here may also
be relevant in back-arc spreading regions and in
continental geothermal systems where supercriti-
cal phase separation is observed [39].
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