Research in the eld of free-space optical interconnection networks (OINs) has reached a point where simulators and other design tools are desirable for reducing development costs and for improving design time. Previously proposed methodologies have only been applicable to simple systems. Our goal has been to develop a simulation methodology capable of a evaluating the performance characteristics for a variety of di erent free-space networks under a range of di erent con gurations and operating states. The proposed methodology operates by rst establishing the optical signal powers at various locations in the network. These powers are developed through the simulation by di raction analysis of the light propagation through the network. After this evaluation, characteristics such as bit error rate (BER), signal to noise ratio (SNR), and system bandwidth are calculated. Further, the simultaneous evaluation of this process for a set of component misalignments provides a measure of the alignment tolerance of a design. We discuss this simulation process in detail as well as provide models for di erent optical OIN components.
Introduction
Within the past few years, there has been a growing research trend in both the academic and commercial arenas toward employing optical technology into computer interconnection networks 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . This trend is fueled by the steady increase in performance of modern computing systems and the corresponding demand for higher bandwidth from current interconnection networks. Faster computer components and newer, data-intensive computer architectures will require better interconnection systems to meet their performance capabilities. Research has already shown that optics technology o ers advantages over electronics to provide these future interconnection solutions 12, 13, 14] .
Within the realm of optics, there exist several technologies capable of providing these interconnection systems. One technology revolves around the use of optical bers and waveguides which already has a proven track record in the area of telecommunications 1, 4, 7, 15, 16, 17] . The other technology uses free-space optics. Free-space optical systems o er several advantages for implementing interconnection networks. These advantages include the high parallelism of routing signals through a three-dimensional (3-D) volume, signal isolation, good power and thermal management, and low time skew between signals. These advantages have motivated the research of free-space optical interconnection networks (OINs) 3, 11, 18, 19, 20, 21, 22, 23, 24, 25, 26] . This research has already expanded beyond theoretical considerations and into the realm of prototyping and constructing OINs 2, 9, 27, 28, 29, 30, 31, 32, 33] .
As the volume of OIN research increases and the development of OINs as commercial products begins, design tools will be necessary to quicken the design process, to identify problem areas, and to lower costs. Foremost of these tools will be simulation packages to allow exploration and re nements to OIN designs before entering the expensive implementation phase. In particular, generic simulation packages capable of a variety of di erent optical systems would allow exploration of di erent OIN ideas without creating new simulators for each speci c design.
The development of simulation methodologies to meet this growing need has so far been limited and the methodologies proposed so far have been restricted to simple systems 34] . Furthermore, these methodologies lack the capability of being applicable to a large range of di erent system designs while also allowing examination of the e ects of minute changes such as in component alignment and position. Our goal has been to develop such a simulation methodology for a free-space system that would only require a description of the optical system (components, positions, alignment angles, etc.) and allow the designer to simulate the system under a variety of di erent con gurations and component alignments. Also, we sought to include active optical devices, such as spatial light modulators (self e ect electrooptic devices, liquid crystal televisions, deformable mirrors, etc.), that can be used to perform switching in the network.
The focus of this paper is the presentation of a free-space OIN power simulation methodology capable of analyzing a variety of di erent network designs. In this simulation methodology, the simulator analyzes a description of the optical interconnect system of interest which is created by the designer. This network may contain active switching devices and such networks are simulated with di erent switching con gurations. The rst stage of the analysis is the simulation of the light propagation through the network. This simulation is a two step process. The rst step of this process is a ray tracing of the optical channel of interest (which is de ned by the user). This ray tracing provides information about the beam position and angle of incidence for each component in the system. This information is then used by the second step of the analysis where an electric eld description of the light beam is propagated through the system. This propagation is simulated by the Fresnel di raction equation. Furthermore, the use of di raction analysis allows the propagation of electric sub elds. By breaking the beam description into two sub elds, each with an orthogonal polarity, the polarity characteristics of the system can be simulated as well. For the optical components, a combination of transmittance functions and Jones calculus 35] matri-ces is used in the modeling. This technique allows inclusion of both di ractive and refractive optics in the simulation as well as polarization sensitive devices, which has not been shown in the other OIN simulation methodologies 34].
The second stage analysis of the system provides the system characterization data. From the beam representations, optical signal power evaluations are performed through surface integration of the equivalent intensity elds. These evaluations include input optical power from the source plane, output optical power over the detectors, and optical crosstalk power. From these parameters, the system metrics of optical e ciency, signal-to-noise ratio (SNR), and bit error rate (BER) are determined. These parameters also calculate the maximum system bandwidth. Altogether, these metrics provide a measure of the performance capabilities of an OIN design. Furthermore, the proposed methodology allows for the introduction of lateral and angular variances in the placement of components. The e ect of these variances upon the performance metrics provides a measure of the misalignment tolerance of the OIN system.
The rest of the paper is organized as follows. Section 2 discusses the OIN characteristics examined by this methodology. This section also provides the algorithm of the simulation methodology. Section 3 details the process of simulating the propagation of light using the di raction analysis method and section 4 explains the models used by the simulator for the various optical components found in OINs. Section 5 concludes this paper.
The Methodology for Determining Optical Interconnection Network Performance Characteristics
In this section, we present the basic methodology for the simulator. We begin by describing the network model to be used by the simulation methodology. This is followed by an examination of the performance characteristics calculated by the methodology. Finally, the methodology algorithm is presented. 
A Model for the Optical Interconnection Network
We now brie y discuss the OIN model for the proposed simulator methodology. The OIN is similar to electronic interconnects in that it comprises a collection of communication links between di erent computing nodes or components. In a free-space OIN, these links consist of arrays of light beams that ll a 3-D volume. The routing and control of these links is produced by a variety of di erent optical components such as lenses, prisms, beam splitters, etc. OINs can also contain optical switching devices to dynamically change the routing of the various signal beams. Thus, the OIN model consists of two planes within a 3-D volume, a source plane and a detector plane. Between these planes lie a series of blocks representing the beam steering optics and the optical switches. The planes and blocks are connected together by links representing the data channels of the network. Light travels in a single direction in this model (from the source plane to the detector plane). Fig. 1 shows the OIN model.
The goal of the presented simulation methodology is calculating a set of metrics that measures a network's performance. These metrics are related to the signal power of the optical beams. Thus, the details of the network model should be oriented for a technique of simulating light power ow. In the proposed methodology, we use di raction analysis for providing this simulation and we discuss the reasons for choosing this method as well as the implementation of this technique in section 3. Thus, with di raction analysis, each of the component blocks consist of data planes. Each data plane contains sampled data describing a small region of the component. This data consists of a transmittance function arranged into a Jones calculus matrix for inclusion of polarity e ects. The di raction analysis uses light information from each data plane to calculate the corresponding light eld at the next data plane along the optical path. 6 
Parameters Used in Simulation
As with any simulation, the methodology is dependent upon the parameters desired from the simulation. These parameters may be divided into two sets: operation parameters and performance parameters. The operation parameters are values that can be physically measured from the network. With this methodology, the primary operation parameters are based on the optical signal power. These parameters include the radiant source power, the irradiant detector power, and the optical crosstalk power. The performance parameters are metrics that de ne the capability and feasibility of the network. From these parameters, we calculate the system performance metrics of optical system e ciency, SNR, BER, and network bandwidth. We discuss these parameters within the following subsections.
Operation Parameters
Due to the operation parameters being quantities of optical power, calculation of these parameters involves surface integrating light intensity elds. These elds are only required at two locations: a) immediately after the source plane, and b) immediately before the detector plane. Each intensity eld is produced by 36] I(x; y) = U 2 s (x; y) + U 2 p (x; y); (1) where U s and U p are the two electric light elds used by di raction analysis. Within the intensity elds, the parameter being calculated de nes the area of integration.
The rst parameter of interest is the radiant power of the sources, P src signal , which quanti es the amount of power in the data signal entering the network. Thus, integration occurs over the source aperture on the source intensity eld. The value of the parameter determines the amount of drive current necessary to modulate the light source. This information is needed for the design of the drive circuitry for the OIN sources and also in uences some system properties such as heat dissipation, chip complexity, and the operating speed of the system. The irradiant detector power or output power, P det signal , requires an integration over the detector aperture area. This parameter de nes the system operating speed and the feasibility of the design. If the output signal is too low, it will be indistinguishable from the detector noise and the network will not operate.
The optical crosstalk power, P ct , is de ned as the amount of overlap upon the target detector from the other signal beams. Several methods exist to calculate this parameter and the means used in this methodology is discussed in section 2.3. This parameter provides a major factor to the system noise calculations.
Performance Parameters
A. Optical E ciency ( sys )
The optical e ciency rates the power transfer capability of the OIN design. This metric is given by sys = P det signal P src signal : (2) Systems with low e ciency require higher powered sources to provide a su cient signal for the detectors. These systems are also more likely to have a higher ambient light level. This ambient light appears as a factor in the system noise.
B. System Bandwidth (BW)
The system bandwidth indicates the maximum data ow capable from the design. The bandwidth is obtained by rst calculating the maximum data transmission rate with
and (R trans ) max = 1 T int ; (4) where T int is the integration time necessary to detect a single bit, E detect is the threshold light energy for a logical one, and R trans is the transmission rate. The data channel with the lowest R trans sets the upper limit of the system's operating speed. The OIN bandwidth is then determined by BW = MR trans ; (5) where M is the total number of data channels in the network.
This parameter is sensitive to the output power. A low output power results in a lower operating speed due to the longer integration times for properly interpreting the signal. Thus, the system bandwidth is diminished. To correct this, a designer must increase the input power, increase the system e ciency, or use more sensitive detectors. In each case, the solution is expensive and other factors often play a role as to which solution is taken. Improving system e ciency carries the bene t of lowering heat dissipation, but requires expensive alterations to the system. If di raction is a major factor on system e ciency, larger apertures are necessary, which in turn, could reduce bandwidth by reducing the number of channels in the system. C. Signal to Noise Ratio (SNR) and Bit Error Rate (BER) System reliability of an interconnect is often related by the system BER. BER is de ned as the probability for a given bit to be corrupted by the system 37]. For a digital system, this number must be kept very low, on the order of less than 10 ?17 for gigahertz transmission frequencies 34]. BER is closely related to the system SNR. For an optical interconnect, the SNR is found by SNR = P det signal P src noise + P sys noise + P det noise : (6) System noise involves several factors including crosstalk and ambient light. Noise is also a ected by component misalignment, aperture sizing, uctuations in the light source, and electron noise in the detectors. Thus, to provide the low BER required for computing, a designer must strive to reduce all noise to the lowest possible levels.
There are several methods of calculating the BER of the optical interconnect 34, 37]. One of the most robust methods involves using Gaussian statistics in the detection process. This leads to the following expression for BER 34] 
where Q = jD ? a i j i : (8) D is the decision current threshold, i is the binary signal value, a i is the signal current level, and i is the variation in signal levels. These equations are used to determine the optimum input power needed to achieve a given BER by TOT N : (10) This equation allows the calculation of the system BER for di erent values of input power.
D. Misalignment tolerance
Finally, OIN feasibility must be addressed by the designer, especially with regard to commercial implementation. To this end, misalignment tolerance must be examined. In manufacturing, systems must be assembled rapidly. Even with the use of robotics, positional and alignment variances will occur. Furthermore, temperature e ects such as expansion and contraction will cause minute variations in position and alignment. A designer must be aware of these conditions and account for the e ects of misalignment on system operation. Critical alignments may require special brackets and assembly procedures to be developed, which add to the system cost. Thus, knowledge of such potential trouble areas is useful during the design process.
Misalignment does not relate with the other parameters with simple equations. For di erent OINs, the relationship of misalignment to the other system parameters will vary substantially. Thus, to obtain these misalignment relationships for a given OIN, a recursive method of simulation with di erent misalignment values is necessary. This cyclic process then yields graphical representations of these misalignment relationships. These allow a designer to have a feel of the commercial suitability of the design. Designs whose operating characteristics are sensitive to alignment will be costly due to the need for extra stability in the design. These designs may also be impractical for certain operating environments.
Algorithm for Determining Performance Parameters
Before performing a simulation, parameters that de ne the simulation environment must be established. These parameters include a description of the OIN setup, information regarding the status of the optical switches, information about any misalignments to be implemented, and the signal channel to analyze. The system description is then fetched from a le created by another program such as a CAD, or created by the designer. This le contains information regarding the types and con guration of the optical components. Component location and placement is also included along with data about the number and types of sources and detectors.
We now describe the simulation algorithm. As can be seen in Fig. 2 , in step 1 the simulator loads the system description and then begins the primary loop, L1. Every cycle of this loop provides characteristic information of the OIN for a single switching state and a particular set of misalignments. Repeated cycles through this loop with changing misalignments determines the misalignment characteristics of the OIN. The establishment of the switching state and misalignment information along with other system conditions and simulation parameters occurs immediately upon entering the loop. From this information, a two-dimensional amplitude and phase description is formed for a light wave located immediately after the source array with only a single active source (which was chosen by the designer). An intensity eld over the input array is formed from the description eld and integrated over the aperture of the active source to determine the input power.
Upon calculation of the input power, the propagation of the electric light eld through the OIN is simulated as shown in step 5. The details of this simulation are contained in section 3. This propagation simulation forms an amplitude and phase description of the light wave incident upon the detector array. From this description, calculation of an output intensity eld proceeds in a similar manner to the previous formation of the input intensity eld. Integration of the output eld over the targeted detector aperture produces the output power.
The next task for the algorithm is the determination of the crosstalk power. There are two options available for this calculation. First, we can approximate the crosstalk power by surface integrating the current output intensity eld over all of the nontargeted detectors and summing these results. This is shown in step 8. The basis of this approximation is the assumption that P a=b = P b=a ;
where P a=b is the amount of optical power irradiant upon detector a by a beam intended for detector b. This assumption depends upon several factors. These factors are:
The intensity pro le of the beams must be symmetrical. This allows for the intensity pro les over the two detectors to be symmetrical and the detected powers to be the same. However, in the case of an asymmetrical pro le, the approximation method can still be valid if the targeted detector is the central detector of the array. and the total powers become equivalent.
The placement of the beams should be uniform about the detector array. Inherent in the basic assumption is that the center of every beam be positioned similarly with respect to the center of each targeted detector. In other words, the location of the center of beam a on detector a is the same as the location of the center of beam b on detector b. Di erences in these locations create di erences in the amount of respective overlap from each beam and thus changes the crosstalk power.
The power in the di erent signal beams should be equivalent. If all of the beams take paths through the same components, their powers should be equivalent. However, di erent beams may take di erent paths through the OIN system. These paths may have di erent optical e ciencies. If such is the case, the intensity of each output beam will vary and the approximation will be invalid. Similarly, the intensity pro le between the data beams may be di erent and this will also make the basic assumption false.
Although this approach is very sensitive to changes in the optical system, the computational simplicity of the approach makes it attractive.
The second approach provides a more rigorous analysis. In this approach, shown as steps 9 -11, the network is simulated again, but with the original source turned o , and the other sources activated. After the second simulation, a new output intensity eld description is created and integrated over the original target detector for the crosstalk value. This is a much more computationally exhaustive method and still yields only an approximation. However, the method is not sensitive to the factors given in the previous approach and will produce more accuracy. In both approaches, an input that maps with the central detector should be simulated to provide the highest crosstalk value. This would represent the worst-case signal for the network and be the limiting factor on the OIN's SNR.
Once a value of crosstalk is obtained, the simulation nishes with the calculation of the other system metrics. These metrics are obtained with the equations given above. The methodology is then repeated several times with varying levels of misalignment. The designer can plot the results to graphically illustrate the misalignment dependence of the OIN system.
3 Analysis of Simulating the Propagation of Light
Methodology for Simulating Light Propagation
For simulating an OIN, the optical system is described by an unfolded multistage representation. Fig. 3 demonstrates this model. Each stage of the description consists of a single optical component and the free-space propagation region between the current component and the next component in the system as shown in Fig. 4 . Due to the use of two orthogonallypolarized electric light elds in the propagation routines, the components are described by transmittance functions arranged into Jones matrices. Jones calculus is employed for developing descriptions of the light eld on the back side of the components for use by the di raction equation. Discussion of the models for the various types of components used in an OIN is provided in section 4. Fig. 5 is a owchart of the methodology for simulating propagation. The rst step in the simulation methodology begins with the examination of the system state information, wherein the active inputs and switches are indicated. Field descriptions are then created for the active inputs with data from a system component description database. Next, an intensity eld is calculated from this input eld and integrated to derive a value of input light power. The simulator then enters a series of propagations from one component to the next. As mentioned, the propagation is performed with the Fresnel di raction equation with some help from a ray trace preprocessing step. At each component, the eld description is multiplied with the component transmittance description before proceeding with the next propagation. After propagating to the detector plane, the resultant eld is converted into an intensity eld for estimating values of output power and/or crosstalk.
Of note in Fig. 3 is the possibility of splitting the beam down two or more di erent paths. This is a common feature in many optical OINs 38] . These splits are treated as separate and parallel stages in the network. However, this treatment is incomplete in itself. Often, the light beam for each of these parallel stages has di erent characteristics than the beam in the other stages. For example, a polarizing beam splitter produces two beams with mutually orthogonal polarity, whereas a 50-50 beam splitter produces two beams that only di er by a phase change. Thus, even though the component is the same in all of these stages, the components transmittance function may be di erent and the components may be considered as di erent for modeling purposes. In this case, the OIN model considers the beam split as having occurred before the beam splitter, which is modeled as two separate and parallel devices. ]gdx i dy i : (11) One approach involves using a surface integration routine to calculate every sample point in propagated eld. The other technique involves using a 2-D FFT on the incoming electric eld to form the propagated light eld description. Both techniques o er bene ts and limitations.
Implementing Di raction Analysis for Propagation
A mutual limitation on both techniques is the need for a su cient number of sample points in the light eld description to provide accurate results. With too few sample points, a condition of undersampling develops. In this situation, the phase variation between two sampled points is greater than , and the eld is treated as having a di erent spatial frequency. The net result of this e ect is the simulated propagation of a di erent light wave pattern. To prevent this, the sampling frequency should be set to at least twice the highest spatial frequency found in the system 39].
This need for a large number of samples in the electric eld has a direct impact on the execution speed of the simulation. The surface integration routine has O(n 2 m 2 ) complexity where n is the number of samples along one dimension in the input eld and m is the number of samples along a single dimension in the propagated eld. In comparison, the FFT has O(n 2 log(n)) complexity 39]. However, the FFT requires a zero pad border to be added to the data eld to avoid interpreting the data as one cycle of a periodic function. This zero pad doubles the eld size in each dimension 39].
The FFT also has other limitations with the framework of the simulation methodology. One of these limitations is the need to preprocess the data eld before performing the FFT so that the resultant output eld is not shifted. Another limitation is the dependence of the propagated eld sample spacing upon the propagation distance between stages. This spacing is also related to the sample spacing in the original data eld. This relationship is given by X o = N z X i (12) where X o is the width of the output eld, X i is the width of the input eld, N is the number of samples per dimension for both elds, is the operating wavelength, and z is the propagation distance. A result of this dependence is that control of the eld size can only be maintained through the creation of a resized data eld where the samples are estimated from the samples of the FFT output eld. The cost of this technique is loss of accuracy as well as additional computing time.
A third limitation of the FFT is the nature of the propagated description. This description is always centered around the optical axis of the system. Thus, if a beam is located after propagation at a point far o the optical axis, the output eld size must be su ciently large to be able to include the beam. Due to the relationship mentioned before, this requires the input eld to be substantially small or the number of samples to be signi cantly high. Both have an e ect on the accuracy of the resultant eld as well as the complexity of the calculation.
Since the surface integration technique calculates values for speci c output coordinates, the technique o ers more exibility than the FFT. With a preknown knowledge of where beams are located through the system as well as estimates of the beam sizes, the integration technique avoids the additional limitations imposed on the FFT. Such beam position knowledge can be gained through ray tracing techniques. Thus, even though the integration technique is inherently more complex than the FFT, the additional calculations necessary to work around the FFT's limitations signi cantly reduces it's speed advantage.
For this methodology, the surface integration approach is used to implement the di raction analysis for propagating light. Associated with this analysis is a ray trace preprocessing routine to identify the area for the integration routine to operate. As mentioned, this will reduce the complexity of the calculation by avoiding calculations for areas where there is no signal.
Another point of concern are multi-axis devices such as lenslet arrays. For such devices, each individual aperture contains its own optical axis. Normally, a beam would be incident on a single aperture, but in the event of misalignment, the beam may cover more than one lenslet. In this situation, each portion of the beam would be focused to each lenslets focal point. To simulate this properly, each aperture must be propagated individually. The set of output elds created by this operation is then reconstructed into a uni ed eld description. In this reconstruction, overlapping electric elds are summed together. This emulates the resulting interference that such overlaps create.
The Algorithm for Simulating Light Propagation
Given the issue of propagating individual sources and apertures, as previously mentioned, a highly iterative procedure is required. Fig. 6 provides a detailed expansion of the general propagation simulation approach given in Fig. 5 . The need to track individual inputs, beams, and apertures results in a series of nested loops. The outermost loop, L5, propagates the individual inputs. This is because di raction analysis is only valid for coherent light. While a single laser beam is coherent, light between beams from multiple lasers is incoherent. Di raction analysis would incorrectly predict interference in this case.
Next, loop L4 is formed for the di erent beams created from a single input due to beam splitters, di raction gratings, etc. Once split, these beams take di erent paths through the optical system, thus requiring the individual propagation of each beam. After establishing this loop, the component description is examined. In the case of a component that produces multiple beams, the input eld description is saved for use later in individually forming the di erent beams. Flags are examined and altered for each cycle of the beam loop to record which beams have already been propagated and which beam is next to be formed from the input description.
The component's transmittance function is now calculated and multiplied with the incident eld description, as seen in steps 7 and 8. At this time, positional variances of the component are also taken into account. In the case of lateral shifts, the electric eld description is simply shifted by the appropriate amount. For angular component alignment, an additional calculation is required. Angular positional variances with respect to the light wave result in optical path length di erences which, in turn, produces a phase variance across the light eld, but does not a ect the polarity due to the path being in a free-space environment. This phase variance is a function of the alignment angle which is the angle of incidence with respect to the component normal made by the normal of the previous component. Through trigonometry, the additional phase term is found to be expf?jkx tan( )g, where is the alignment angle. Multiplication of this phase term with the electric eld accounts for the angular alignment.
Finally, simulation of the light propagation is initiated, as illustrated in Fig. 7 . The simulator rst determines the next component in the system and the propagation distance. The loop over the di erent apertures of the current component is established. Next, a ray trace is performed for a ray at the center of the beam (or aperture). This ray trace determines the position of the incident beam upon the next component. A Gaussian beam size equation is then used to estimate the size of the propagated beam. An area that is a little larger than the estimated beam size is then established as the output beam area for the samples of the di raction analysis. The section of the electric eld covering the current aperture is then isolated, and multiplied with the Fresnel phase term. After performing this multiplication, the surface integration routine is used for each of the sample points in the output eld in loop L2. Interference e ects from the other apertures are also summed into the sample values.
This propagation continues with all of the components in the signal path (loop L3). After having propagated a single beam to the detector plane, we begin step 14 and form an output intensity eld from the electric eld. This simply involves multiplying the values in the electric eld with their complex complements. The detector intensity eld is created from the di erent propagated beams through summation. This intensity eld is then used for the calculation of the output and crosstalk powers. Once the nal input has been propagated, the propagation routine is nished.
Component Models
As mentioned previously, optical components are represented by transmittance functions arranged into Jones matrices. To obtain these functions, models that are suitable for di raction analysis are necessary. In this component modeling, the descriptive equations or data elds for each type of component are developed for a xed rotational orientation. Additional calculations are then employed to derive the transmittance functions of the components in other rotational positions. The rst calculation determines the relative position of the sample points in the incident electric eld array with respect to the xed component. This maps the sample data points with the appropriate locations on the xed position component description. In e ect, the electric eld is temporarily rotated to match the component description. The Jones matrix is formed with these relative position values. The Jones matrix is then adjusted to incorporate the component rotation. A Jones Calculus rotation technique performs this adjustment. Through matrix multiplication, the desired transmittance matrix is found with M = R ? M std R (13) where R = " cos( ) sin( ) ? sin( ) cos( ) # ; (14) is the rotation angle, M std is the standard position Jones matrix, and M is the matrix at the desired rotation 35].
We now present the individual component models for many of the common components used in an optical interconnect. Many of these models, especially for the passive components, are simple extensions of models in common usage.
A. Lenses
One of the most common components in an OIN is the lens. Commonly in OINs, lenses have been constructed into arrays for collimating light from the sources in the source array or for purposes of focusing onto the detector array. Lenses are also used occasionally for routing the light beams. From a di raction standpoint, the lens operates by imparting either a spherical or a cylindrical phase alteration across the incident light wave. Fig. 8 shows a basic lens with the appropriate measures necessary for the model. The model for this lens is described as t(x; y) = K exp jkn o ] exp ?jk(n ? 1) 
where o is the thickness of the lens at the center, and R i is the surface curvature measured from right to left 36]. K represents the amount of signal transmittance in the lens. A typical lens contains a 4% re ectance from each surface which yields a K value of 0.922. However, if anti-re ective coatings are used, K approaches 1. By multiplying Eq. 15 with a 2 2 identity matrix, the matrix model of the lens is created. Also, in the case of a lenslet array, the values of x and y are referenced from the center of the respective lenslet in the array.
B. Thin Prisms
The behavior and model for the thin prism is similar to that of the lens. The prism behaves by altering the phase of the light wavefront. The di erence lies in the geometry of the phase change. Whereas the phase change from a lens is spherical, the phase change from a prism is linear. Thus, the model equation for the prism becomes t(x; y) = K exp jkn o ] exp ?jk(n ? 1)xsin( )]: (16) As can be seen in Fig. 9 , is the incline of the prism and o is the thickness of the prism base. Di erences in the orientation of the prism are handled through the rotation equations.
C. Di raction Gratings and Holograms
Di raction gratings and holograms behave similarly by imparting a pattern of phase or amplitude changes to an incident light wave. However, this pattern, especially in the case of the holograms, is rather complex. For these complex cases, either the descriptive transmittance function must be created by the designer or a descriptive le containing transmittance values in the proper array format must be provided to the simulator. For computer generated holograms (CGHs), this may be easily achieved by converting the computer generated hologram le into a format compatible with the simulator. Then, the simulator retrieves the appropriate transmittance values from this le rather than calculate these values analytically. For di raction gratings with a simple periodic pattern, such as a square wave or a sine wave, the equation approach is available for creating transmittance values. The patterns may be produced with either Eq. 17 for the amplitude grating, or Eq. 18 for the phase grating.
t(x; y) = K 1 2 + a 2 fn(x; f 0 )] (17) t(x; y) = K exp j a 2 fn(x; f 0 )] (
In both equations, a is the amplitude of the waveform, f 0 is the periodic frequency, and fn() is the waveform shape function. Currently, the simulator is equipped with the descriptive equations for sine and square wave gratings.
D. Polarizers and Wave Plates
Polarizers and wave plates are optical components whose sole purpose is the alteration of the polarization of the light wave. As such, these components are well de ned with Jones Calculus. With the polarizer, the Jones matrix is
Likewise, the wave plate is modeled as
where determines the type of wave plate. For a quarter-wave plate, = =2, while = for a half-wave plate 35]. Since these components alter the entire wavefront uniformly, no additional terms are necessary for the di raction analysis. The di ractive e ects caused by these components are due only to the apertures containing these components.
E. Spatial Light Modulators (SLMs)
The spatial light modulator (SLM) provides the switching capability for the OIN. Presented are models for two commonly used SLMs. One of these devices, the liquid crystal television (LCTV) is primarily a polarity altering device requiring a Jones Calculus approach in modeling. 
The symmetric self e ect electrooptic device (S-SEED) is another SLM that has received much attention. To model this device, the designer must determine the re ectance of the device in the on and o states. Phase change would also be measured. The device would then be represented by Eq. 27.
t(x; y) = " e j 0 0 e j # (27) where is the re ectance and is the phase change.
Conclusions
The use of optics technology for computer interconnection networks has received much attention recently. The research of such networks has entered into the phase of constructing prototypes and the development of commercial systems is foreseeable in the near future. With this level of optical interconnection network (OIN) design activity, there is currently a need for design tools to lower design time and cost. One necessary tool is an optical simulator to characterize network designs before the construction phase. Such a simulator would quicken the design process, identify problem areas, and lower research costs.
We presented a simulation methodology for the examination of free-space OINs. With this methodology, a broad range of OIN designs are capable of being simulated. This simulation provides performance information with regards to the power ow of the light beams through the OIN which in turn leads to the calculation of the performance parameters of signal to noise ratio, bit error rate, and system bandwidth. Furthermore, the methodology allows the characterization of these parameters with varying degrees of component misalignment, thus providing a means to measure the misalignment tolerance of the OIN design.
The core of this methodology is the use of di raction analysis techniques to simulate the propagation of light through the OIN system. This type of analysis allows the simulator to be able to work with di erences in source types as well as the myriad of di erent components that can make up an OIN. This is what allows the simulation methodology to operate with a variety of di erent networks. An additional exibility of the di raction analysis is the ability to propagate two elds with orthogonal polarizations independently. These two elds can be used to represent the actual electric eld of the light beam. With this type of analysis, three characteristics of a light beam are simulated: amplitude, phase, and polarization.
In the future, work will involve the creation of more component models as well as the simulation of a variety of already proposed optical networks to explore the simulator's capabilities. Calculate propagated field with surface integration.
Add propagated electric subfield to the total output electric field description.
Save electric field description.
Restore original electric field and increment current aperture. Zero electric field outside of current aperture. 
Yes

