Abstract. The class of multiplicative Schwarz methods originated from the classical Schwarz alternating method. It has been shown to be one of the most powerful methods for solving nite element or nite di erence elliptic problems. In this paper, we extend these methods to a class of singularly perturbed equations, that are encountered when discretizing parabolic equations by implicit methods such as the backward Euler's or Crank-Nicolson's schemes. We discuss several algorithms, including one-level, two-level and multilevel overlapping methods and study how the convergence rates depend on the time and space discretization parameters, as well as subspace decomposition parameters such as the number of subregions and the number of levels to which the nite element space is decomposed. We show that in the presence of a ne enough coarse mesh space the algorithms are optimal for both symmetric and nonsymmetric problems, i.e. the convergence rates are independent of all these parameters in both two and three dimensions. If the coarse mesh space is dropped, the algorithms are still optimal but only if the time step and the coarse mesh size satisfy certain relationship.
and ( ; ) is the usual L 2 ( ) inner product. We assume that all coe cients are suciently smooth and the matrix fa ij (x)g is symmetric and uniformly positive de nite. We also assume that the bilinear form b( ; ) is bounded and positive de nite, though not necessarily self-adjoint, i.e., We use an H 1 0 ( ) equivalent norm, denoted by k k a , de ned by a(u; v) = 1=2(b(u; v)+ b(v; u)). In addition, we de ne the bilinear forms a (u; v) = 1=2(d (u; v) + d (v; u)); which is symmetric positive de nite, and n (u; v) = 1=2(d (u; v) ? d (v; u)); which is skewsymmetric. It is not di cult to see that the norm k k a , de ned by a ( ; ), is equivalent to the norm (k k 2 L 2 ( ) + k k 2 H 1 0 ( ) ) 1=2 . As an immediate consequence of the above assumptions, we have that the bilinear form d ( ; ) is bounded and positive de nite in the k k a norm and that n ( ; ) is bounded: There exists a constant C, where is at least 1=2. We note that the convergence rates of some algorithms that are developed in this paper depend on the value .
Let V h be the usual piecewise linear conforming nite element subspace of H 1 0 ( ). The standard Galerkin approximation of (1) can then be de ned by the following problem: Find u h 2 V h , such that d (u h ; h ) = (f; h ); 8 h 2 V h : (3) In the next section, we shall formally introduce the space V h and then decompose it into the sum of certain subspaces. Related multiplicative Schwarz methods will then be introduced to solve the equation (3) . The main purpose of this paper is the study of the convergence rates of these algorithms.
2. Overlapping Decompositions and the Stability Analysis. In this section, we describe some uniformly overlapping subspace decompositions previously introduced by Dryja and Widlund 11, 14] for solving elliptic problems. These are the one-level, two-level and multilevel overlapping decompositions. We will also show that these decompositions are uniformly, or nearly uniformly, bounded in the dependent norm k k a . In the multilevel case, the uniformity is also with respect to the number of levels. Associated with the decomposition f ext i g M i=1 , we de ne a undirected graph in which the nodes represent the extended subdomains and the edges intersections of the extended subdomains. This graph can be colored, using colors 1; ; J, such that no adjacent nodes have the same color. We regard the union of all subdomains with the same color as one subdomain (which is of course not simply connected), and denote them by 
Here the constant C 0 is independent of , h and H. If we drop the coarse mesh space V 0 from (5) (7) where C > 0 is independent of , h and H. 
We refer to Cai 4] for the L 2 estimate, i.e.,
The proof follows immediately from the estimates (9) and (10). Remark 2.1. It is known that in the elliptic case, which corresponds to the use of the k k a norm in the estimate, if the coarse mesh space is dropped, a factor of 1=H 2 would appear in the estimate and this makes this decomposition not so useful.
However, as shown above, in the parabolic case, only a factor of =H 2 appears in the estimate and is usually in the order of the time step size. is the initial coarse triangulation and T l = f l i g(l = 1; ; L) is de ned by dividing each triangle of T l?1 into several triangles. We assume that all the triangulations are shape regular. Let h l i = diam( l i ); h l = max i fh l i g, H = max i h 0 i and h = h L . We also assume that there exists 0 < r < 1, such that h l is proportional to Hr l , for l = 0; ; L. Let V l be the usual conforming nite element space of continuous piecewise linear functions associated with the triangulation T l .
Multilevel Decompositions. Following Dryja and
We construct L sets of overlapping subdomains f^ l i g J l i=1 ; l = 1; 2; ; L; i.e. for each 1 l L, we have 
These two decompositions are referred to as the multilevel decomposition with and without a coarse mesh space, respectively. We note that the main di erence between these two decompositions is that in (11) the coarsest mesh space is not decomposed into local subspaces. This works well if the degrees of freedoms involved in the coarse mesh problem are few. However, this is not always satis ed, especially for nonsymmetric problems where the coarse mesh needs to be su ciently ne. In the latter case, it is desirable to further decompose the coarse mesh problem and therefore (12) is sometimes more useful. It is known that the decomposition with the coarse mesh (11) is uniformly bounded in the k k a norm, i.e., for any v 2 V h , there exist v l i 2 V l i such that
Moreover, there exists a constant C > 0, independent of the parameters h, H and L, we establish the identity 
where v l i = I h l ( l i v l ) 2 V l i and I h l is the piecewise linear interpolation operator from V h to V l . By using the second part of the proof of Lemma 4 of 4], we have that
Therefore, by combining the above results, we obtain a decomposition
which is uniformly bounded in the L 2 ( ) norm, i.e.,
where the constant C > 0 is independent of h, H and L. As a consequence, we proved We do the H 1 ( ) norm and L 2 ( ) norm estimates separately. For the L 2 ( ) estimate, by using the same arguments made for (13), we obtain
which, combined with the proof of Lemma 4 of Cai 4] , implies that
We next examine the boundedness of the same decomposition described above in the k k a norm. We use the fact that L X l=1 kv l k 2 a Ckvk 2 a ; 8v 2 V h ; (19) where the constant C > 0 is independent of the parameters h, H and L. We refer to Here we used the fact that^ l i is the union of substructures of diameters on the order of h l?1 . Thus, by summing over i = 1; ; J l , and by using the approximation property (14), i.e., kv l k 2 L 2 ( ) Ch 2 l?1 kv l k 2 a , we obtain
In the case l = 1, the desired estimate is known, see 
The proof of this lemma is completed by combining the results of the L 2 ( ) estimate (18) and the H 1 ( ) estimate (22 We denote g i = P i u h and g l i = P l i u h . We note that the g i can be computed, without knowing the function u h itself, by solving the nite element problems d (g i ; ) = (f; ); 8 2 V i : (23) Similarly, g l i can also be computed without knowing u h . The convergence of these algorithms will be analyzed in the next subsection. We note that the Algorithm 3.1 is a purely sequential algorithm, however, Algorithms 3.2 -3.5 can be made highly parallel. This is due to the fact that each V i (or V l i ), except V 0 (or V 0 ), is the sum of several subspaces that are mutually orthogonal. Therefore the subproblem de ned on V i can be regarded as a set of independent sub-subproblems that can be solved in parallel. In Algorithms 3.2 and 3.4, the bottleneck step with V 0 (or V 0 ) is removed as compared with their counterpart Algorithms 3.3 and 3.5.
We show, in the next subsection, that the removal of the coarse mesh space does not degenerate by much the convergence rates for the class of parabolic problems under certain circumstances, although this is known to be not true for elliptic problems.
3.2. Convergence Rates Analysis. Let E A3.3 be the error propagation operator for Algorithm 3.3, etc., we estimate the norm of these operators by using a theorem of Cai and Widlund 8] . The proof of this theorem is technical; interested readers are referred to 8] for details. To apply this theorem we need only to verify certain properties of the subspaces related to the operator. 
where W 1 ; ; W m are subspaces of W. Let the matrix E = f" ij g be de ned by the strengthened Cauchy-Schwarz coe cients, where " ij is the smallest constant for which j (w i ; w j )j " ij kw i k kw j k ; 8w i 2 W i ; 8w j 2 W j ; i; j = 1; ; m ; (25) holds. We assume that there are operators T i : W ! W i that satisfy the following assumptions (i) There exists a constant > 0 and parameters i 0; such that m X i=1 i can be made su ciently small, such that
(ii) There exists a constant C 0 > 0, such that In the remainder of this paper, we shall apply this theorem to the Hilbert space V h equipped with the inner product a ( ; ), the decompositions (4), (5), (11) and (12) discussed in the previous section and the operators P i or P l i . Our main tasks include the veri cation of Assumptions (i) and (ii), and the estimate of jEj l 1 for the four algorithms. The two assumptions required in Theorem 3.1 will be veri ed through the next two lemmas. 
where C d satis es jd (u; v)j C d kuk a kvk a for any u; v 2 V h .
Proof. The proofs for these four estimates are essentially the same, and we therefore only provide the proof of the second one. For any v 2 V h , by using the decomposition (4), the de nition of mapping operators P i , Cauchy-Schwarz's inequality, the uniformly boundedness of the decomposition (6) which is the desired proof. We now discuss the bounds for jEj l 1. The cases for one-and two-level methods are simple. jEj l 1 is bounded by the maximum number of subregions that any given point in belongs to. For example, for the box-decomposition of a rectangular region in the two dimensional space, as in Fig. 1 
where is the time step parameter. The stability of both schemes is well-understood; see e.g. 18]. The algorithms discussed in the previous sections can thus be applied to the solution of (36) at each time step. An obvious initial guess is the approximate solution obtained at the previous time step. For the backward-Euler-Galerkin scheme w h = u n h ? u n?1 h ; = t n ; (g n?1 ; h ) = ((f; h ) ? b(u n?1 h ; h )); and it is known that the truncation error is O( + h 2 ), therefore it is reasonable to assume that is of order h 2 to maintain the balance of the time and space discretization errors. The factor =H 2 is thus (h=H) 2 bounded, and thus the algorithms without coarse mesh spaces are optimal. Similarly, for the Crank-Nicolson-Galerkin scheme, w h = u n h ? u n?1 h ; = tn 2 ; (g n?1 ; h ) = (2(f; h ) ? b(u n?1 h ; h )); and since the truncation error is O( 2 + h 2 ), the factor =H 2 is approximately h=H 2 . As long as this h=H 2 is kept reasonably small, the methods without coarse mesh spaces should also behave well.
In the rest of this section, we present some numerical results for model problems. We have only tested the one-and two-level methods; the numerical performance of the multilevel methods will be studied elsewhere. To specify our model problems, we give only the elliptic part of the parabolic operator. We consider the following linear second order elliptic operator de ned on = 0 The domain is partitioned with two uniform triangular grids that have sizes h and H, respectively. The actual values of h and H are given in Tables 1 and 2 . The overlapping subdomains are colored by using four colors as in Fig. 1 Fig. 1 . The coloring pattern of 16 ne grid overlapped subregions and a coarse grid region. Color \0" is for the global coarse grid. The extended subregions of the other colors are indicated by the dotted boundaries. Table 1 Iteration counts for solving the problems given in examples 1 and 2. The two-level method is used with the ne mesh size uniformly h = 1=128 and the overlap is 1=8 of H. For the two-level method, we test various coarse grid sizes and the iteration numbers are given in Table 1 . As predicted in the theory, the numbers are independent of H and ( or ).
If the coarse solve is dropped as in the one-level method, the iteration numbers become more sensitive to the ratio =H 2 as seen in Table 2 , especially for the nonsymmetric problem. We see that if the ratio =H 2 is relatively small, the results are acceptable as compared with the cases that use a coarse mesh solve. Table 2 Iteration counts for solving the problems given in examples 1 and 2. The one-level method is used with a uniform ne mesh h = 1=128 and the overlap is 1=8 of H. The approximate ratio =H 
