Citation Mirbagheri, S. A., Nourani, V., Rajaee, T. & Alikhani, A. (2010) Neuro-fuzzy models employing wavelet analysis for suspended sediment concentration prediction in rivers. Hydrol. Sci. J. 55(7), 1175-1189.
INTRODUCTION
The prediction of sediment load and its variability in rivers is an essential component in water resources management. The sediment transport in basins and rivers is a complex hydrological process and many models have been developed to simulate this process (Mirbagheri et al., 1988a (Mirbagheri et al., , 1988b Yang, 1996; Singh et al., 1998) . Each model has its own advantages and limitations, but due to the large number of parameters involved, the theoretical governing equations may not be of much use for gaining knowledge of the overall process.
Recent literature reviews reveal that computational intelligence approaches have been successfully used for modelling and prediction of water resources variables. The ANN-based modelling approach for hydraulic and hydrological phenomena is discussed in detail by the ASCE Task Committee (2000) . Some of the hydrological applications examined are rainfall and runoff modelling (Wilby et al., 2003; Giustolisi & Laucelli, 2005) , groundwater simulation (Nourani et al., 2008) , river flow modelling (Hu et al., 2001; Cigizoglu, 2003a,b) and hydrological time series modelling (Jayawardena et al., 2006) .
Fuzzy logic is another area of computational intelligence that has been applied successfully in different water resources and environmental fields which include: rainfall-runoff modelling (Hundecha et al., 2001 ) and reservoir operations (Mousavi et al., 2004) . In recent years, neuro-fuzzy (NF) systems have found a broad range of engineering applications that require analysis of uncertain and imprecise information. ANNs and fuzzy inference systems (FISs) are complementary approaches in the design of adaptive intelligent systems. NF models have been applied to a number of water resources problems, including evaporation simulation (Terzi et al., 2006) and river flow modelling (Bae et al., 2007) .
Several applications of ANNs in suspended sediment modelling have been encountered in recent years (Jain, 2001; Nagy et al., 2002; Cigizoglu & Alp, 2006; Cigizoglu & Kisi, 2006) . Raghuwanshi et al. (2006) provided an ANN model to simulate runoff and sediment yield. The proposed ANN model performed better than the linear regression model in predicting both runoff and sediment yield on a daily and weekly basis. Zhu et al. (2007) established an ANN approach for modelling the monthly suspended sediment flux. In their model, suspended sediment flux was related to the average rainfall, temperature, rainfall intensity and water discharge. The results demonstrated that the ANN is capable of modelling the monthly suspended sediment flux. In the Alp & Cigizoglu (2007) research, the relationship between hydrometeorological variables (rainfall and flow) and daily suspended sediment load was investigated by means of ANN methods. The findings revealed that ANNs provided reasonable simulation compared to multi-linear regression.
Uncertainties due to both randomness and imprecision in the suspended sediment transport process are considered in suspended sediment modelling. Tayfur et al. (2003) developed a fuzzy logic algorithm utilizing rainfall intensity and slope data to estimate sediment loads from bare soil surfaces. The sediment load predicted by the model was in reasonable agreement with the measured values. Kisi (2005) provided a NF model to estimate suspended sediment concentration for two gauging stations, and found that the NF approach could be successfully applied for sediment load prediction. Lohani et al. (2007) proposed a fuzzy logic approach to model the stage-discharge-sediment concentration relationship for two gauging sites. Their results revealed that the model was able to give much better performance than the SRC method. In the study by Rajaee et al. (2009) , NF, ANN, multi-linear regression (MLR) and SRC models were examined for daily simulation of suspended sediment concentration at two hydrometric stations. The models were trained using daily river discharge and suspended sediment concentration data for the Little Black River and Salt River stations in the USA. Comparison of the model results indicated that the NF model had greater ability in predicting sediment concentration compared to the other models.
The wavelet transform has increased in usage and popularity in recent years since its beginning in the early 1980s. Wavelet-transformed data of original time series improve the ability of a predicting model by capturing useful information at various resolution levels (Kim & Valdes, 2003) . A comprehensive literature survey of wavelets in the geosciences can be found in Foufoula-Georgiou & Kumar (1995) , and the most recent contributions are cited by Labat (2005) .
Computational intelligent models (such as ANNs and NF) and wavelet analysis are demonstrated to be competent when applied individually to water resources problems. Recently, there has been a growing interest in combining such approaches. The coutilization of wavelets and a neuro-fuzzy approach is presented by Partal & Kisi (2007) for forecasting daily precipitation in Turkey. The proposed wavelet-neurofuzzy model provided a good fit with the observed values, especially for time series which have zero precipitation, and for the peaks. The results indicated that the proposed model produced significantly better results than the NF model. Nourani et al. (2009) proposed a combined neural-wavelet model. In their research, the wavelet analysis was linked to the ANN for prediction of precipitation at Ligvanchai watershed, Tabriz, in Iran. For this purpose, the main time series was decomposed to a set of multifrequency time series by wavelet, and then these time series were imposed as input data to the ANN to predict the precipitation one month ahead. The results obtained showed that the proposed model can predict both short-and long-term precipitation events by using multi-scale time series as the ANN input layer. Partal & Cigizoglu (2008) proposed a combined wavelet-neural network model for estimation and forecasting of daily suspended sediment concentration data. Rajaee (2010) proposed a model by combining the wavelet analysis and NF approach to predict daily suspended sediment in a gauging station. In the developed model, daily observed time series of river discharge and suspended sediment were decomposed to some sub-time series. Obtained results showed that the proposed model performs better than the NF and SRC models in prediction of suspended sediment.
In this study, a new approach based on an adaptive neuro-fuzzy and wavelet transform approach is presented for prediction of suspended sediment concentration in the Rio Rosario gauging station (Puerto Rico, USA). The aim of combining the wavelet with the NF model is to improve the accuracy of suspended sediment concentration prediction.
WAVELET ANALYSIS
Wavelet analysis provides a time-frequency representation of a signal at many different periods in the time domain (Daubechies, 1990) . The time-scale wavelet transform of a continuous time signal, x(t), is defined as:
where * corresponds to the complex conjugate and g(t)
is called the wavelet function or mother wavelet. The parameter a acts as a dilation factor, while b corresponds to a temporal translation of the function g(t). The original signal may be reconstructed using the inverse wavelet transform as:
A discretization of equation (1) based on the trapezoidal rule maybe is the simplest discretization of the continuous wavelet transform. This transform produces N 2 coefficients from a data set of length N; hence redundant information is locked up within the coefficients, which may or may not be a desirable property (Addison et al., 2001) .
To overcome the above-mentioned redundancy, logarithmic uniform spacing can be used for scale discretization with correspondingly coarser resolution of the b locations, which allows for N transform coefficients to describe a signal of length N completely. Such a discrete wavelet has the form:
where m and n are integers that control the wavelet dilation and translation, respectively; a 0 is a specified fined dilation step greater than 1; and b 0 is the location parameter and must be greater than zero. The most common and simplest choice for parameters are a 0 ¼ 2 and b 0 ¼ 1. This power of two logarithmic scaling of the translation and dilation is known as the dyadic grid arrangement. The dyadic wavelet can be written in more compact notation as:
For a discrete time series, x i , the dyadic wavelet transform becomes:
where T m,n is the wavelet coefficient for the discrete wavelet of scale a ¼ 2 m and location b ¼ 2 m n. Equation (5) A signal smoothed component, T, is left, which is the signal mean. Thus a time series of length N is broken into N components, i.e. with zero redundancy. The inverse discrete transform is given by:
or, in a simple format, as:
in which TðtÞ is the approximation sub-signal at level M, and W m (t) are detailed sub-signals at levels m ¼ 1, 2, ..., M. The wavelet coefficients, W m (t) provide the detailed signals, which can capture small features of interpretational value in the data; the residual term, TðtÞ, represents the background information of data.
NEURO-FUZZY MODEL
Neuro-fuzzy simulation refers to the algorithm of applying different learning techniques reported in the neural network literature to fuzzy modelling or a fuzzy inference system (FIS) (Brown and Harris, 1994) . A particular approach in neuro-fuzzy development is the adaptive neuro-fuzzy inference system (ANFIS), first introduced by Jang (1993) , which employs a neural network learning algorithm. It is a network representation of Sugeno-type fuzzy systems endowed by neural learning abilities. The construction of an ANFIS is shown in Fig. 1 , in which x and y are inputs; z is output (calculated daily suspended sediment concentration in this paper); A 1,2 , B 1,2 are fuzzy sets described by the shape of the membership function (μ) that is continuous and piecewise differentiable, such as a Gaussian function; p 1,2 , q 1,2 are coefficients of linear equations z i (x,y), and are referred to as consequent parameters; and w i is defined as:
The membership functions for A and B are usually expressed by generalized bell functions, e.g.:
where {a i , b i , c i } is the parameter set.
PROPOSED WAVELET-NEURO-FUZZY (WNF) MODEL
In this study, the wavelet analysis was linked to the NF model for predicting suspended sediment concentration one day ahead (WNF). For this purpose, the original time series was decomposed to some multi-frequency time series, W 1 (t), W 2 (t), ..., W M (t), TðtÞ, by wavelet transform algorithm, where W 1 (t), W 2 (t), ..., W M (t) are detailed time series and TðtÞ is a background time series. This paper deals with the application of the proposed WNF in two different cases of suspended sediment concentration prediction. In Case (a), decomposed suspended sediment concentration and discharge time series were imposed as inputs to the NF model for predicting suspended sediment concentration one day ahead. The sub-time series are inputs and the original time series at time t + 1 is output. The periodicity property of the suspended sediment phenomenon was considered in this case, because decomposed time series by wavelet analysis produces detailed information about the data structure and its periodicity. In Case (b), decomposed time series accompanied by the original time series were imposed as inputs to the NF model. Here, the sub-time series together with the original time series are inputs of the WNF model, and the original time series at time t + 1 will be the model output. Therefore, in Case (b), in addition to the periodicity effect which is represented by the decomposed subsignals, the time series autocorrelation is taken into account by considering the main time series as the NF input. The structure of the proposed WNF model is shown in Fig. 2 , in which C a (t) and C d1 (t), C d2 (t), . . ., C di (t) are the approximation and detailed suspended sediment concentration time series, respectively; Q a (t) and Q d1 (t), Q d2 (t), . . ., Q di (t) are the approximation and detailed river discharge time series, respectively, where a denotes approximation time series and di shows the level-i decomposed time series. The input combinations (Fig. 2) , include different numbers of input values of river discharge, Q, and suspended sediment concentration, C, to predict the unique suspended sediment concentration value one day ahead at time t (C t ) in the output layer in all models (ANN, NF and WNF). In WNF Case (a), the combinations include the following components:
(1) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ; (2) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ
and C a ðt À 2Þ; C d1 ðt À 2Þ; C d2 ðt À 2Þ; . . . ; C di ðt À 2Þ; (3) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ, C a ðt À 2Þ; C d1 ðt À 2Þ; C d2 ðt À 2Þ; . . . ; C di ðt À 2Þ and C a ðt À 3Þ; C d1 ðt À 3Þ; C d2 ðt À 3Þ; . . . ; C di ðt À 3Þ; (4) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ
and Q a ðt À 1Þ; Q d1 ðt À 1Þ; Q d2 ðt À 1Þ; . . . ; Q di ðt À 1Þ;
(5) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ, C a ðt À 2Þ; C d1 ðt À 2Þ; C d2 ðt À 2Þ; . . . ; C di ðt À 2Þ and Q a ðt À 1Þ; Q d1 ðt À 1Þ; Q d2 ðt À 1Þ; . . . ; Q di ðt À 1Þ; and (6) C a ðt À 1Þ; C d1 ðt À 1Þ; C d2 ðt À 1Þ; . . . ; C di ðt À 1Þ, C a ðt À 2Þ; C d1 ðt À 2Þ; C d2 ðt À 2Þ; . . . ; C di ðt À 2Þ, Q a ðt À 1Þ; Q d1 ðt À 1Þ; Q d2 ðt À 1Þ; . . . ; Q di ðt À 1Þ and Q a ðt À 2Þ; Q d1 ðt À 2Þ; Q d2 ðt À 2Þ; . . . ; Q di ðt À 2Þ.
In WNF Case (b), the above decomposed time series accompanied by the original time series were imposed as inputs.
STUDY AREA AND DATA ANALYSIS
The study uses daily river discharge and suspended sediment concentration data. 
NF
Original time series The statistical analysis results for the training and testing sets are given in Table 1 . Also crosscorrelations between suspended sediment concentration and discharge series are calculated and presented in Table 2 to provide first-hand information about the suitability of input model structure.
From Table 1 it is shown that the extreme values of the available data are in the training set. River discharge autocorrelation coefficients, especially R 1 , are reasonably satisfactory, but autocorrelation coefficients for suspended sediment concentration, especially R 2 , are very low in both training and testing Table 1 Statistical analysis for training and testing data sets and the whole data set.
Statistical parameters
Training set Testing set Whole data set periods. Skewness coefficients are low for both calibration and validation sets. From Table 2 it is seen that the correlation between the discharge and sediment concentration is reasonable and approximately the same for both the training and testing sets.
APPLICATION OF ANN, NF AND WNF MODELS
The performance of the ANN, NF, WNF and SRC models in prediction of suspended sediment concentration one day ahead was evaluated using the determination coefficient (R 2 ), the sum of square error (SSE) and the root mean square error (RMSE) (Legates & McCabe, 1999) .
A three-layer feed-forward neural network, with one input layer, one hidden layer and an output layer, was developed for this paper. The LevenbergMarquardt algorithm was employed to train the ANN models. The tan-sigmoid (tansig) and linear functions are utilized as transfer functions in the hidden and output layers. The number of nodes in the hidden layer varying from 2 to 16 was examined for each input combination (1)-(6), since there is no algorithm available to indicate how many nodes in the hidden layer are required to simulate any function.
The applied NF inference system in this research employed a fuzzy inference model of Sugeno type, in which the membership function parameters are found to fit a given input-output set by an optimization algorithm. In the NF model, each rule contains some parameters of membership functions (MFs) and each variable may have some values (in terms of rules). For example, if each variable has two rules and each rule contains three parameters, then there are 6n parameters (n variables Â 2 rules Â 3 parameters) for the determination in layer 1 (see Fig. 1 ). The NF model calibrates these MFs in relation to calibration data. These rules produce 2 n nodes in layer 3. In this part, the number of MFs varying from 2 to 4 was examined for each input combination (1)-(6). The hybrid-learning approach in the NF model can be employed for a search of the optimal parameters of the ANFIS.
In the WNF models, the data pre-processed by the wavelet analysis were entered to the NF model. For this purpose, the dyadic discrete wavelet transforms were used (Mallat, 1989) . The important concept of wavelet theory is to select an appropriate wavelet function, the "mother wavelet". In this research, we tried to investigate the effects of the employed wavelet type as well as decomposition level on the model efficiency. To achieve this, the time series were decomposed to one, two and three levels by three different kinds of wavelet transform (see Fig. 5 ): (a) Haar wavelet, a simple wavelet; (b) Daubechies-4 (db4) wavelet, a most popular wavelet; and (c) Meyer wavelet, a complex wavelet (Mallat, 1998) . Also, as an example, the level-2 decomposition of the suspended sediment concentration signal, which yields three sub-signals (approximation at level 2 and detail at levels 1 and 2) by the db4 wavelet, are presented in Fig. 6 .
For input combinations (1)-(6), in each of nine cases (Haar, db4 and Meyer at levels 1, 2 and 3), the suspended sediment concentration and discharge values from each decomposed sub-signal of training set were considered as inputs to predict the suspended sediment concentration one day ahead via neuro-fuzzy model. Then the calibrated model was validated by the testing data set. In general, 54 conditions (9 cases Â 6 combinations) were examined for cases (a) and (b). When multi-level sub-signals are entered to the model as inputs, the applied weights to them by NF model will be different at different levels, so that high weights will be applied to the worthy level of the signal.
RESULTS AND DISCUSSION
First, the prediction was performed by ANN, NF and SRC models for all input combinations; the results are presented in Table 3 . Numbers 1 to 6 denote to the data set combinations used, as described in the previous section. Table 3 shows that different structures of the ANN model provide the best performance criteria for combination (5). In this combination (C t-1 , C t-2 , Q t-1 ), the ANN structure was ANN(3,4,1) representing 3, 4 and 1 input, hidden and output nodes, respectively. Among the various structures of the NF model, the best is combination (6) that uses C t-1 , C t-2 , Q t-1 , Q t-2 as inputs and four Gaussian membership functions.
In the second step, the WNF model was used. The choice of appropriate wavelet and the number of decomposition levels are important in the analysis of time series by wavelet transform. Table 4 shows the results of the Case (a) WNF model. It is seen that the db4 (level 1) and Haar (levels 1 and 3) wavelets yield better results than other wavelets by different levels. The Meyer wavelet has poorer simulations than Haar and db4 wavelets in all combinations. In general, it is not known which Haar and db4 wavelet and which levels are most sensitive to sediment time series simulation in this case. It is obvious that the different structures of the WNF model provide the best performance criteria for combination (3) respectively. According to Tables 3 and 4, the NF model performs better overall than the ANN, Case (a) WNF and SRC models.
In the next step, the Case (b) WNF model was examined for suspended sediment concentration prediction, and the results are given in Table 5. Comparison of  Tables 3 and 5 , shows that all WNF models in combinations (1)- (6) give better results than the ANN, NF and SRC models.
According to Table 5 , the db4 wavelet in Level 1 provides the best performance criteria, in combination (5). The R 2 , SSE and RMSE for this case are 0.74, 6.51 Â 10 6 and 133.6, respectively. From Tables 4 and 5, it is obvious that the db4 (Level 1) yielded better results than the other wavelets at deferent levels, and this may be because of the function shape (Fig. 5 ) which is relatively similar to the sediment time series hydrograph. Again, in Case (b), the Meyer wavelet had poorer modelling than the Haar and db4 wavelets in all combinations.
The preference of Case (b) may be due to the fact that the periodicity property of the suspended sediment phenomenon was considered in this case, and some interesting characteristics, such as period and jump can be diagnosed easily through decomposed input time series. Also, the autocorrelation characteristics of the suspended sediment time series were included in this case by adding the original time series to the model inputs.
Finally, the best models are presented in Table 6 , which summarises Tables 3-5. It is seen that the Case (b) WNF model has better performance in the prediction of suspended sediment concentration than the ANN, NF and SRC models.
The sediment time series not only has autocorrelation, but it usually also includes some periodicity cycles. If just the original time series are imposed on the model, only the autocorrelation characteristics of Table 4 Values of R 2 , SSE and RMSE in suspended sediment concentration prediction by Case (a) WNF models in the testing period.
Combination Best wavelet and level Table 5 Values of R 2 , SSE and RMSE in suspended sediment concentration prediction by Case (b) WNF models in the testing period.
Combination Best wavelet and level the time series will be included in the modelling, and the periodicity effects will be ignored. However, if the original time series are decomposed by wavelet analysis and then entered into the model, just the periodicity property of the phenomenon will be seen (as in the Case (a) WNF model). In the Case (b) WNF, where the decomposed time series accompanied by the original time series are considered as the model inputs, both periodicity and autocorrelation features of the suspended sediment phenomenon are detected, which may lead to more reasonable results. The time series of observed and predicted suspended sediment concentration using NF, ANN, WNF and SRC models for testing period are plotted in Figs 7-10, respectively. The SRC fitting approach generates a poor prediction compared to the other models (Fig. 10 ). All models, especially the ANN and SRC, underestimate the peaks. The NF model has superior performance to the ANN and SRC models (Fig. 8) . Figure 9 indicates that the predicted values by the Case (b) WNF model are close to the observations. In addition, scatter plots of daily observed and predicted suspended sediment concentrations obtained by all models are presented in Figs 7-10. The WNF model prediction yields were closer to the 1:1 line than those predicted using other models. The results obtained show that the WNF model can predict one day ahead suspended sediment concentrations more accurately, because it uses multi-scale time series as the NF input layer.
The Case (b) WNF model generates more reasonable predictions for the extreme values. The ANN, NF, WNF and SRC model results for prediction of suspended sediment concentration values greater than 600 mg/L are shown in Table 7 . It is seen that all models underestimate the peaks. For instance, the predicted values for the second peak are 211. 6, 617.5, 848.3 and 204.4 for ANN, NF, WNF and SRC models, respectively and the observed value is 1670. The Case (b) WNF model error (35%) is lower than that of the other models; and the SRC method with 85% error has the poorest quality.
The scatter plots of observed and predicted suspended sediment concentration obtained for all models for values greater than 600 mg/L are shown in Fig. 11 . It is seen that the WNF model predictions were closer to the 1:1 line than those of the other models.
The measured cumulative suspended sediment load in the testing period was 21 617 t. It was predicted as 11 116, 10 678, 18 668 and 5152 t by the ANN, NF, WNF and SRC models, respectively. The cumulative suspended sediment load estimated by the WNF model is much higher than that estimated by the other models, and is close to the measured value (Fig. 12) . The ANN, the NF and especially the SRC model underestimated the cumulative suspended sediment load. In a scatter plot of discharge vs sediment, a secondary relationship may be detected between sediment and river discharge values, so that, after a threshold range, by increasing the flow discharge, the sediment values are decreased. This characteristic is known as hysteresis. Cigizoglu (2004) plotted this curve and showed different model performances in capturing this phenomenon. In Fig. 13 , the models' behaviour in simulation of this event for the testing data set was evaluated by plotting ANN, NF, WNF and SRC predicted suspended sediments against the measured discharges. It is obvious that the proposed Case (b) WNF model simulated the hysteresis effect better than the ANN and NF models. In general, the WNF simulated the hysteresis shape and its simulation is rather unlike the measured values. The SRC method was not successful in producing hysteresis, and this method provides no sediment increase by increasing the discharge at all, because of using a power law relationship between them. The ANN and NF models could be relatively capable of regenerating the hysteresis shape.
Overall, the results show that the WNF model, which used decomposed data, gave better performance than the other models, which employed raw data.
It could be seen that the wavelet analysis was extremely useful when it was used in sediment concentration time series to extract important characteristics embedded in the suspended sediment concentration signal.
CONCLUSIONS
In this paper, ANNs, NF, WNF and SRC models were applied to daily suspended sediment concentration prediction data from the Rio Rosario gauging station in Puerto Rico, USA.
In the proposed WNF model, the original time series of suspended sediment concentration and discharge were first decomposed to multi-frequency time series. Then these time series accompanied by the original time series were used as input to the NF The ANN and NF model results are in good agreement with the observed values compared to the conventional SRC fitting method, but the errors indicate that some additional contributions are unknown. The WNF approach goes some way towards incorporating this additional unknown physics, thereby improving the predictive accuracy. Hence, a hybrid wavelet-NF model which uses multi-scale signals accompanied by the original signal as input data may present more skilful prediction rather than a singlepattern input, because it considers both the autocorrelation and seasonality properties of the sediment discharge phenomenon.
It should be noted that generally in rivers, including Rio gauging station, river discharge and sediment concentration time series are characterized by high non-stationarity and non-linearity. ANN and NF models may become unable to predict sediment concentration due to these features, if pre-processing of the input and/or output data is not performed. Tests undertaken on preprocessed data, using a wavelet transformation, presented that the best results were obtained when WNF model were developed.
The outcomes of this study, which show the superiority of the WNF model over ANN and NF models in the prediction of suspended sediment concentration, could be considered as progress for the solution of this problem. Nevertheless, more research should be done to attain confidence that the WNF model can be considered a feasible and reliable approach for suspended sediment modelling.
