Abstract: Rough Sets Theory has opened new trends for the development of the Incomplete Information Theory. Inside this one, the notion of reduct is a very significant one, but to obtain a reduct in a decision system is an expensive computing process although very important in data analysis and knowledge discovery. Because of this, it has been necessary the development of different variants to calculate reducts. The present work look into the utility that offers Rough Sets Model and Information Theory in feature selection and a new method is presented with the purpose of calculate a good reduct. This new method consists of a greedy algorithm that uses heuristics to work out a good reduct in acceptable times. In this paper we propose other method to find good reducts, this method combines elements of Genetic Algorithm with Estimation of Distribution Algorithms. The new methods are compared with others which are implemented inside Pattern Recognition and Ant Colony Optimization Algorithms and the results of the statistical tests are shown.
Introduction
Feature selection is an important task inside Machine Learning. It consists of focusing on the most relevant features for use in representing data in order to delete those features considered as irrelevant and that make more difficult a knowledge discovery process inside a database. Feature subset selection represents the problem of finding an optimal subset of features (attributes) of a database according to some criterion, so that a classifier with the highest possible accuracy can be generated by an inductive learning algorithm that is run on data containing only the subset of features [Zho01] .
Rough Sets Theory was proposed by Z. Pawlak in 1982 [Paw82] and had received many extensions from his author that can be reviewed in [Paw91] , [Paw94] and [Paw95] . The Rough Set philosophy is founded on the assumption that some information is associated with every object of the universe of discourse [Kom99a] and [Pol02] . Rough Set Model has several advantages to data analysis. It is based only on the original data and does not need any external information; no assumptions about data are necessary; it is suitable for analyzing both quantitative and qualitative features, and results of Rough Set Model are easy to understand [Tay02] . Several toolkits based on rough sets to data analysis have been implemented, such as Rosetta [Ohr97] , and ROSE [Pre98] . An important issue in the RST is about feature selection.
An important issue in the RST is about feature reduction based on reduct concept. A reduct is a minimal set of attributes B⊆A such that IND(B)=IND(A), where IND(X) is called the X-indiscernibility relation. In other words, a reduct is a minimal set of attributes from A that preserves the partitioning of universe (and hence the ability to perform classifications) [Kom99b] .
The employment of reducts in the selection and reduction of attributes has been studied by various authors, among them are [Koh94] , [Car98] , [Pal99] , [Kom99b] , [Ahn00] and [Zho01] .
However, this beneficial alternative is limited because of the computational complexity of calculating reducts. [Bel98] shows that the computational cost of finding a reduct in the information system that is limited by l 2 m 2 , where l is the length of the attributes and m is the amount of objects in the universe of the information system; while the complexity in time of finding all the reducts of information system is O(2 l J), where l is the amount of attributes and J is the computational cost required to find a reduct. However, good methods of calculating reducts have been developed, among them are those based on genetic algorithms, which allow you to calculate reducts with an acceptable cost [Wro95] , [Wro96] , and [Wro98] ; and others based on heuristic methods [Deo95] , [Cho96] , [Bel98] , and [Deo98] .
In this paper, two new methods for feature selection and its experimental results are presented: one of them using an evolutionary approach (epigraph 2) and the other by a greedy algorithm with heuristic functions (epigraph 3), which uses Rough Sets Theory.
Feature selection by using an evolutionary approach
The evolutionary approach had been used to develop methods for calculating reducts. Genetic Algorithms (GA) are search methods based on populations: Firstly, a population of random individuals is generated, the best individuals are selected, and lastly, the new individuals that make up the population will be generated using the mutation and crossover operators. In [Wro95] , three methods for finding short reducts are presented. These use genetic algorithms and a greedy method and have defined the adaptability functions f1, f2 and f3.
An adaptation of the Genetic Algorithm plan is the Estimation of Distribution Algorithms (EDA) [Muh99] but most of them don't use crossover or mutation because the new population is generated from the distribution of the probability estimated from the selected set. The principal problem of the EDA is the estimation of ps(x, t) and the generation of new points according to this distribution in a way that the computational effort is reasonable. For this reason, different approaches have been introduced to obtain the estimation of ps(x, t).
One of the members of this family is the Univariate Marginal Distribution Algorithm (UMDA) for discrete domain [Muh98] , which shows taking into account only univariate probabilities. This algorithm is capable of optimizing non-lineal functions, always and when the additive variance (lineal) of the problem has a reasonable weight in the total variance. The UMDA for continuous domain was introduced in 1999. In every generation and for every variable, the UMDA carries out statistic tests to find the density function that best adjusts to the variable. UMDA for continuous domain is an algorithm of structure identification in the sense that the density components are identified through hypothesis tests.
We have defined a method for calculating reducts starting from the integration of the adaptability functions (f1, f2, y f3) of the methods reported by Wróblewski in [Wro95] and the UMDA method, obtaining satisfactory results which are shown in Table 1 . The values of the parameters that were used were: N = 100; g = 3000; e = 50; T = 0.5; where N is the number of individuals, g is the maximum number of evaluations that will be done, e is elitism, which means that the best 50 pass directly to the next generation; T is the percentage of the best that were selected to do all the calculations. The use of functions described by Wróbleskii [Wro95] in the Estimation of Distribution Algorithms resulted successful. EDA did the calculation of short reducts in little time when the set of examples was not very large (<600 cases), even when the number of attributes that describe the problem was large. The best combination resulted with Wróblewskii's function f1 with respect to the execution time; however f3 found a larger number of reducts in acceptable times.
Rough Sets Theory is a mathematical tool that had been used successfully to discover data dependencies and reduce the number of attributes contained in a dataset by purely structural methods [Jen03] .
Reducts that are obtained by using Rough Sets are very informative and all the other attributes can be removed with a minimal information loss due to the use of the degree of dependency measure suggested by Ziarko in [Zia01] and very used by many others authors [Mod93], [Zho01] , [Jen03] .
Algorithms that calculate reducts are usually designed by using heuristics or random search strategies in order to reduce complexity. Heuristic search is very fast because this is not necessary to wait until the search ends but it doesn't' guarantee the best solution although a better one is known when it is founded in the process. Now we are able to present RSReduct, a new method for finding reducts with Rough Sets. This is a greedy algorithm that starts with an empty set of attributes and builds good reducts in acceptable times by means of heuristic searches and it works adding the best measurement features by the heuristic function.
The idea of this algorithm is based on criteria of the ID3 method with respect to the normalized entropy and the gain of the attributes [Mit97] and dependency between attributes by means of Rough Sets.
In this algorithm we use the terms R(A) and H(A) proposed in [Piñ03] . The expression for R(A) which is a relevant measure of the attributes (0≤R(A)≤ 1) is:
Where k is the number of different values of feature A. Ci is the number of different classes present in the objects that have the value i for the feature A. |Si| the amount of objects with the value i in the feature A, and |S| is the amount of objects of the training set. This measure maximizes the heterogeneity among objects of different classes and minimizes the homogeneity among objects of the same one.
H(A) is obtained by the following algorithm:
1. For all the attributes of the problem, calculate their R(A) and form a vector. Determine the n best attributes for the calculations of the previous step. The value of n can be selected by the user. As a result of this step the vector RM=(R(Ai), R(Aj),..) with n = |RM| is obtained. 2. Determine the combinations of n in p (the value selected by the user) from the selected attributes in step II. The combination vector is obtained.
3. Calculate the dependency grade of the classes with respect to each one of the combinations obtained in the previous step. As a result of this step, the dependency vectors are obtained. 
For each attribute "A" the value of H(A)
is calculated by the following formula :
Another alternative measure that has been used successfully is the gain ratio 
where C are the values of attribute A. This measure is the entropy of S with respect to attribute A. The Gain Ratio measure (G(A)) is defined in terms of the earlier Gain measure [Mit97] and it means how much information gain produce attribute A or how important is this one to the database, as well a this SplitInformation, as follows: where Cost(A) is a parameter entered by the user which represents the cost of attribute A, a value between 0 and 1 and W is a constant value between 0 and 1 that determines the relative importance of the cost versus information gain.
Considering the measures R(A), H(A), G(A) and C(A) the new algorithm RSReduct, was written as follows:

Step1. Form the distinction table with a binary matrix B (m 2 -m)/2 x (N+1).
Each row corresponds to a pair of different objects. Each column of this matrix corresponds to an attribute; the last column corresponds to the decision (treated as an attribute).
Let b ((k,n) , i) an element of B corresponding to the pair (Ok,On) and the attribute i, for i that belongs to {1,....,N}
{ }
where ℜ is similarity relation depending on the type of attribute i a .
Step2. For each attribute "A", calculate the value of RG(A) for any of the following three heuristics and then form an ordered list of attributes starting from the most relevant attribute (which maximizes RG(A)). Step3. With i=1, R = an empty set and (A1, A2,. ..An) an ordered list of attributes according to step 2, consider if i<=n then R=RUAi, i=i+1.
Heuristic1: RG(A)=R(A)+H(A) (15)
Step4. If R satisfies the Condition I then Reduct = minimal subset R R ⊆ ' does meet Condition I, stop (which means end).
Step5. In other case, repeat from step 3.
The Condition I, in step P4, uses the following relation between the objects x and q for the feature a : ε
RSReduct algorithm was tested with several datasets from the UCI machine learning repository that is available in the ftp site of the University of California. Some of the databases belong to real world data such as Vote, Iris, Breast Cancer, Iris, Heart and Credit, the other ones represent results obtained in labs such as Balloons-a, Hayes-Roth, LED, M-of-N, Lung Cancer and Mushroom.
The following results were obtained after using RSReduct with the three heuristic functions defined, also the execution time of the algorithm is compiled in each case: To illustrate how much was the reduction, the following graphic illustrates the initial length (colored with dark blue) of each dataset and the size of the reduct obtained with the three heuristic functions (colored with red, yellow and light blue respectively):
Figure 1 Reduction of the dataset length by RSReduct
Attending to the size of the reduct obtained, we can conclude that the algorithm is very efficiently. To support this affirmation, experimental results obtained with RSReduct were compared statistically with other feature selection methods implemented with Pattern Recognition (PR) [Alv05] , Estimation of Distribution Algorithms (EDA) (epigraph 2) and Ant Colony Optimization Algorithms (ACO) [Cab05] . The tables of the results of the comparison among these methods are omitted, only we will give the results of the statistical tests. In this chance, we used Kruskal-Wallis test, this is a non parametrical test based on rank sums that compares more than two related groups at time in order to discover differences among them. Table 2 shows the P Values obtained for Kruskal-Wallis test with respect to execution time of the algorithms, as can be seen; for all the cases the results were lower than 0.05 with a 95% of statistical significance, in other words, there are significant difference among those methods. The conclusion for this analysis is that if a sufficiently good reduct related to length and class differentiation can be obtained in a lower time, then the new method RSReduct decreases the computational cost in classification problems.
Conclusions
In this paper, the problem of selecting features by using the reduct concept was studied by presenting two new methods for the selection of attributes one of them combines EDA algorithms with Wroblewski functions and experimental results show that they are very efficiently taking into account that they calculate exhaustively all the reduct for the dataset. The other method is based on heuristics that don't guarantee to find better solution but an optimal one, a good reduct in this case. It was tested on several examples of training sets and experimental results show that this algorithm can build shorter reducts than others and also the computational time is decreased. 
