ABSTRACT In the technology of wireless sensor network (WSN), wireless sensor fault diagnosis based on fusion data analysis has attracted attention in the wireless sensor field. It can detect and correct the faults of sensor nodes in time to improve the accuracy of sensor data fusion. In this paper, the data characteristics of WSN are analyzed, and a method is proposed for fault diagnosis of WSN based on a belief rule base (BRB) model. First, the sensor fault diagnosis process is described based on the characteristics of a wireless sensor in WSN. Then, the characteristics of sensors are analyzed from the aspects of time, space, and attributes. Finally, a fault diagnosis model is proposed based on the hierarchical BRB model. To make the results more accurate, a covariance matrix adaptation evolution strategy algorithm is used to optimize the initial parameters of the proposed model. A case study using the Intel lab data set of sensors is designed to verify the effectiveness of the proposed model. The results show that the proposed method is effective in fault diagnosis of WSN.
I. INTRODUCTION
As a new information acquisition and processing technology, wireless sensor network (WSN) has been widely used in military, environmental monitoring, intelligent home, complex mechanical control, urban transportation and space exploration. In a complex environment, WSN technology has unparalleled advantages compared with other information access techniques [1] . A typical WSN generally consists of sensors, wireless transmission channels, sink nodes and an information processing center. The information processing center can receive all kinds of data collected by various sensor nodes in the WSN, such as temperature, humidity, sound, light and position [2] , [3] . In WSN, different abnormal values represent different fault types, which affect the accuracy of data fusion.
Therefore, it is crucial to research fault diagnosis methods for data streams in WSN that can detect and correct the fault node of the sensor in time to guarantee the accuracy of data fusion [4] .
The aspects of WSN faults can be discussed below [5]:
1) Network-level faults cause unreadable data in the fault area. Network-level faults consist of connection failure, channel congestion, asynchronous clocks, illegal intrusion and address bias.
2) Hardware-level faults are common when the hardware of a sensor is damaged. Hardware damage generally appears in a power supply, memory, processor, wireless communication, etc., which causes the performance of the damaged sensor to completely fail so that sensor readings cannot be obtained.
3) Software-level faults occur due to the degradation of a sensor, which produces abnormal values. Software-level faults consist of drift, precision decline, fixed bias and complete faults.
The data collected in the data processing center will contain the abnormal values generated by a sensor fault. Based on the characteristics of abnormal values, the four types of sensor faults [6] are shown in Fig. 1 .
1) Drift fault means that the measured values and the true values of the sensor vary gradually with time, as shown in Fig. 1(a) . 2) Precision decline fault means that the measurement capability of a sensor is reduced; deviation between the measured values and the true values of the sensor occur, as shown in Fig. 1(b) .
3) Fixed bias fault means that a sensor does not run normally for a long time. The fixed deviation occurs between the measured values and the true values of a sensor, as shown in Fig. 1(c) .
4) Complete fault means a complete failure in sensor measurement, which leads the measured values to remain constant, as shown in Fig. 1(d) .
Due to the working characteristics of WSN, the sensor is often affected by noise, such as temperature, vibration and electromagnetic interference. Data collected will demonstrate indistinctive fault characteristics. If the fault cannot be found in time, it will cause inaccuracy of data fusion and analysis. Therefore, establishment of an effective fault diagnosis method for WSN is very important.
Fault diagnosis in WSN has become a hot topic, and scholars have proposed several fault diagnosis methods. Using a fuzzy multilayer perceptron neural network, Swain and Khilar [7] proposed a fault diagnosis protocol. Based on majority voting, Park et al. [8] designed a specific fault diagnosis algorithm and applied it to an IEEE 802.15.4 network. Panda and Khilar [9] presented a modified three-sigma edit test based on a self-fault diagnosis algorithm; both hard and soft faulty sensor nodes were diagnosed. Lo et al. [10] presented a distributed model-based fault detection algorithm based on local pairwise verification. To solve network diagnosis in WSN, Chanak et al. [11] proposed a Mobile Sink-based distributed fault diagnosis algorithm. From the fault characteristics of WSN and self-learning of fault diagnosis, Zhao et al. [12] presented a node fault diagnosis algorithm based on immune danger theory.
The above research shows that fault diagnosis of WSN includes qualitative knowledge methods and data-driven methods [13] , [14] . In qualitative knowledge methods, expert knowledge is used to give rapid diagnosis of system faults by symbolic reasoning, such as expert systems. In datadriven methods, large amounts of data are used, and fault diagnosis is realized by classification of data features, such as in a neural network model, intelligent particle filter [13] and improved partial least squares [14] . Different types of fault diagnosis methods are applied to different environments. The method based on qualitative knowledge depends on the accuracy of expert experience. The method based on data-driven depends on the integrity of training sample. In WSN, there are correlations between the fault feature and the data characteristics of the sensor. Because WSN is disturbed by external uncertain factors, an expert cannot provide VOLUME 6, 2018 complete and accurate subjective knowledge, and the sensor data itself is incomplete and insufficient. How to effectively use the quantitative information and subjective knowledge with uncertainty is a problem in constructing a fault diagnosis model.
In 2006, Yang et al. [15] proposed a belief-rule-based inferential methodology using the evidential reasoning approach (RIMER). Compared with traditional uncertainty methods that only address a particular uncertainty problem, the RIMER approach can describe information with both fuzzy uncertainty and probability uncertainty. Therefore, a belief-rule-based model with the RIMER approach is widely used in many fields [16] - [21] . From the research of oil pipeline leakage detection problem, Xu et al. [18] proposed a BRB learning strategy. Zhang et al. [19] succeeded in applying BRB to the fault diagnosis of a CNC machine tool servo system. Liu et al. [20] designed a self-tuning FBRB method for engineering system analysis and applied it to simulate the safety of marine engineering systems. To use a variety of test environment fault data to assess the life of new products, Zhou et al. [21] designed a new BRB-ER model. The problem of fault diagnosis is affected by a variety of uncertainties in WSN. The uncertainty of network transmission and system operation will lead to incomplete data. The decentralization of sensor operation and the randomness caused by environmental changes will affect the accuracy of qualitative expert knowledge [22] . Therefore, this paper uses time correlation attributes, space correlation attributes and data-related attributes of sensors to detect faults in WSN.
The paper is organized as follows. In Section II, the fault diagnosis process is analyzed and described. In Section III, the data characteristics of sensors in WSN are analyzed. In Section IV, the fault diagnosis model of the hierarchical BRB is constructed. In Section V, the BRB model parameters are optimized with the CMA-ES algorithm. In Section VI, a case study is constructed to verify the effectiveness of the proposed fault diagnosis model.
II. PROBLEM FORMULATION
The basic structure of WSN is shown in Fig. 2 . A typical WSN consists of four parts: sensor node, wireless transmission channel, sink node and information processing center. The wireless sensor node is used for collecting different types of environmental data. The wireless transmission channel is used for data communication between different nodes. The sink node is used to detect the connection between the area and the external network. The processing center summarizes data sent by different sensors and processes data.
The data from all the sensor nodes is collected in the data processing center of WSN. By analyzing the sensor data, abnormal values can be detected, and the faults can be diagnosed in WSN.
For fault diagnosis, three assumptions used in this paper are as follows.
1) The outputs of the system are y(t) andŷ(t). y(t) is the result of the abnormality judgment of the sensor, including normal and abnormal results.ŷ(t) is the type of sensor fault, which includes normal, drift fault, precision decline fault, fixed bias fault and complete fault.
2) X m n (t) is a fault detection dataset that contains input information for all sensors. It can be described as:
where x m n (t) denotes the nth type of data received in the mth sensor at time t.
3) A m i (t) is a dataset of antecedent attribute for sensor determination of fault type. Through the feature extraction of X m n (t), the attribute information that reflects the different sensor fault types can be obtained and described as:
where a m i (t) denotes the value of the ith antecedent attribute in the mth sensor at time t.
Fault diagnosis consists of two parts: fault detection and determination of fault type. The two tasks are described as follows.
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A. FAULT DETECTION
The aggregated data can be analyzed directly in the data processing center, and the faulty sensors can be found. Thus, the fault detection process that receives sensor data at time t can be described as:
where f (·) denotes the conversion process from sensor data to fault detection results. R denotes the set of parameters in the conversion process.
B. DETERMINATION OF FAULT TYPE
It is difficult to directly apply the acquired information to sensor determination of fault type. Therefore, the features in the sensor data and the corresponding antecedent attributes should be captured. In this case, the determination of the fault type process of the sensor at time t can be described as:
where g (·) denotes the conversion process from the antecedent attribute to the diagnosis result. η denotes the set of attribute parameters in the conversion process.
The antecedent attributes depend on data mining of the sensor characteristic information. Depending on the requirement for determination of fault type, the design of the antecedent attribute of the determination of fault type is realized by analyzing the various types of data collected by the sensor. The implementation process can be described as:
where h(·) denotes the conversion of the sensor data to the antecedent attribute. µ denotes the set of parameters in the conversion process. Therefore, the antecedent attribute of the determination of the fault type process can be converted to the following process:ŷ
In this paper, the problem of fault diagnosis of a sensor is studied, including the solution of f (·) and parameter R in fault detection, the solution of g (·) and h(·), and the solution of parameter η and parameter µ in the determination of fault type.
Remark 1: In WSN, when the sensor software-level faults occurs, there is no obvious difference between the real result and the sensor readings, so it is not possible to directly determine the fault type. To solve this problem, it is necessary to extract the features of the data, as shown in Eqs. (4) to (6) .
III. DATA CORRELATION CHARACTERISTICS OF SENSORS
By analyzing the working principles of sensors in the WSN, some data correlations can be determined, such as the following three characteristics.
1) Time correlation: information collected over a small interval of time represents similar adjacent sensor information.
2) Space correlation: in the monitoring area, due to the limitation of communication distance between wireless sensors, the small distance between the sensors causes similar information in adjacent sensor nodes.
3) Attribute correlation: the sensor will collect a variety of different types of information; usually, there are correlations of environmental data, such as temperature and humidity. Therefore, there is a correlation of the different data attributes collected by the sensor at the same time.
When the data processing center receives all the data collected by the sensor, the need for data correlation still exists. Therefore, in fault diagnosis, the antecedent attributes are extracted based on data correlation 1) The attributes based on time correlate with a time interval. The characteristics of the data are analyzed within this time interval, and the antecedent attribute of time correlation is extracted. For time series, the antecedent attributes can be extracted by the following formula:
Mean square value:
Variance:
Standard deviation:
Skewness:
Kurtosis:
where n denotes a set of sensor data within an interval. x i is a point data in the set.x is the mean. s is the mean squared. σ 2 is the variance. σ is the standard deviation. s k is the skewness. u n is the kurtosis.
2) The attributes based on space correlation: the sensor clusters are established by clustering sensors. The antecedent attribute of space is extracted by data comparison between the current sensor and other sensors in the cluster. Abnormal values of sensors are found by residual value, and the following formula is the data normalized residual calculation formula: wherex denotes the mean of the space adjacent nodes, and σ denotes the standard deviation.
3) The attributes based on attribute correlation: different attributes with relevance are selected. Through the comparative relationship of attributes, the antecedent of an attribute is extracted. Usually, the attribute correlation is described by a proportional value; the correlation coefficient can be described as follows.
Proportion:
where x a (t) denotes the value of the sensor attribute a at time t. Correlation coefficient:
where x a,i denotes the value sensor attribute a by the ith acquisition in a certain interval. Through the above analysis, when faults are generated, these characteristic attributes will change. The sensor information acquired will have different characteristics of time correlation, space correlation and attribute correlation. The change of fault type will cause the change of data characteristics. Therefore, a mapping relation can be established from the set of feature attributes to the set of fault types. The data center determines the fault type task because the WSN is affected by many kinds of external factors, and the qualitative knowledge and the quantitative knowledge extracted from the data are uncertain. The BRB has the ability to address all kinds of uncertain problems [23] , [24] . Therefore, a new fault diagnosis method is proposed based on BRB in this paper.
Remark 2: A single data correlation cannot be used to distinguish the different fault types completely. Therefore, it is necessary to establish a model based on a variety of data correlations. In this paper, the determination of fault type is realized by extracting the correlation of time, space and attribute.
IV. A NEW BRB MODEL FOR WSN FAULT DIAGNOSIS
From the above analysis, it can be seen that the fault diagnosis of WSN includes the fault detection and determination of fault type. Therefore, as shown in Fig. 3 , a fault diagnosis model is designed. In fault detection, the collected data is analyzed and abnormal values of some sensors are found. In determination of fault type, the sensor data characteristics are used to extract the antecedent attributes, and a model of determination of fault type is constructed based on hierarchical BRB.
A. FAULT DETECTION
In WSN, when sensor faults occur, the sensor will produce a large number of abnormal values deviating from the normal values. Comparing normal and abnormal data, fault detection of the sensor is achieved. According to the space correlation of the sensor data, it is possible to locate the sensor with abnormal value by analyzing and comparing it to data from different sensors. In the comparison process, sensors are classified by clustering. Each sensor node is compared with other nodes. If the current sensor node data are obviously different from the other nodes in a certain period of time, the different value accumulated in the sensor is exceeded when a preset threshold is presented. It is assumed that there is an abnormal value in the current sensor node; the difference in the space correlation value of the sensor can be calculated by using the following variance formula:
where u n (t) is the mean of the nodes in the group at time t. T is the data acquisition in an interval.
B. DETERMINATION OF FAULT TYPE
The abnormal values of the sensor are identified by fault detection. In the determination of fault type, it is hard to directly distinguish the type of fault by using sensor data. Therefore, it is necessary to analyze the characteristics of the sensor data. From the analysis in Section III, antecedent attributes are chosen based on time correlation, space correlation and attribute correlation. The hierarchical BRB model is used to solve the determination of fault type of WSN. The antecedent attributes of the data are the input of the underlying BRB, and the corresponding outputs are the input of the next layer BRB. The hierarchical BRB model solves the problem of rule explosion caused by too many antecedent attributes and higher detection accuracy. The basic structure of a hierarchical BRB system is shown in Fig. 4 .
The BRB model is composed of a series of belief rules; the kth rule in BRB can be described as:
With a rule weight θ k and attribute weightsδ 1 
where BRB i j denotes the jth BRB of the ith layer in the fault diagnosis system. R k denotes the kth rule of the BRB. a m (t) (m = 1 · · · M ) denotes the mth antecedent attribute of BRB at t time instant. When BRB is in the 1th layer, a m (t) is composed of the extracted feature of data correlation. When BRB is located in the ith layer, a m (t) is composed of the output corresponding to the (i − 1)th layer BRB. is very important to the result of rule reasoning. According to Eqs. (7) to (15) , the data to be detected are converted into different correlation data. By comparing the characteristics of the converted data, the antecedent attributes are selected. The value of the antecedent attributes is given by expert knowledge. The output type and the corresponding value are defined according to the requirements of the fault diagnosis. The BRB rules are constructed using the full combination of the different antecedent attributes. The BRB model is initialized, and a large amount of sample data is used to train the model and adjust the model parameters.
Remark 3:
In the determination of fault type, the quantitative information and qualitative knowledge about the sensor are used by the BRB model. The expert knowledge can be used to initialize values of the model parameters. The model is trained by using the training samples.
Remark 4: To solve the BRB model rule explosion problem when the number of antecedent attributes and referential values is large, the hierarchical BRB model is designed.
V. OPTIMIZE THE HIERARCHICAL BRB MODEL BASED ON CMA-ES
The initial BRB model, whose parameters are given by experts, cannot obtain accurate results. It is necessary to carry out a model training process with a large amount of training data to complete optimization of BRB model parameters. BRB optimization of the objective function is described as:
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where y j (t) denotes the actual output. ε j (t) is the desired output. N is the number of samples. The parameters set by expert knowledge cannot fully meet the actual situation. The BRB model is trained through quantitative knowledge to optimize model parameters. Through the analysis of Eq. (17), we see that a constrained optimization is needed to solve the optimization problem of the hierarchical BRB model. In this paper, covariance matrix adaptation evolution strategy (CMA-ES) is used to solve the optimization problem.
CMA-ES is a new global optimization algorithm developed by evolution strategy (ES). It combines the reliability and global capability of ES with the high covariance matrix of adaptive covariance matrix, which is suitable for dealing with a nonlinear, multi-objective optimization problem. CMA-ES is ranked top in the 2015 IEEE Congress on Evolutionary Computation Optimization Algorithm Rank. Its core idea is to dynamically adjust the covariance matrix of multivariate normal search to converge to a global optimal solution. As shown in Fig. 5 , for the CMA-ES evolution process, an initial point is randomly selected. The first-generation population is generated according to the probability density; the isoparametric density surface is a spherical surface. Based on optimal subgroup information, the evolutionary strategy is updated to generate a new generation of the population. The isoparametric density surface changes to an ellipsoid and the optimal subgroups; thereby, the approximation of the optimal solution is achieved.
The original CMA-ES algorithm can only solve the problem of unconstrained optimization. The BRB parameter optimization function is a constrained optimization problem. To realize the optimization of the problem of equality constraint, Hu [25] proposed a P-CMA-ES algorithm that uses the projection operation to map the candidate back to the feasible domain.
The P-CMA-ES algorithm is used to optimize the vehicle objective, the implementation process is as follows.
Step 1: Parameter setting: according to the size of BRB, D is defined as the dimension of the problem. G is the maximum number of iterations. λ is the number of individuals in the population. µ (µ < λ) is the optimal number of subgroups. ω i (i = 1 . . . µ) is the weight of the optimal subgroup of individuals and meets the requirements of Eq. (20) . The parameter constants in the population evolution process are set. c σ is a step size of the update learning rate. d σ is a step size of the update damping coefficient. c c is an updated learning rate of the covariance matrix. c 1 is an updated learning rate of the covariance matrix rank 1. c µ is an updated learning rate of the covariance matrix rank µ.
Step 2: Initialization: set the initial information before the search. g = 0 denotes the number of iterations. p (21) where η (0) is the parameter set of the initialized BRB.
Step 3: Sampling: in the solution space, an individual is a search center; a population of normal distribution generated is described as:
where
Step 4: Projection operation: Eq. (18) can be considered as N + 1 equality constraints, each of which contains N variables. All equality constraints carrying out projection operations are described as:
where A e = [1 · · · 1] 1×N is the parameter vector. n e = (1 · · · N ) is the number of variables in the equation constraint.
is the number of equal constraint conditions.
Step 5: Selection and recombination: the objective function F(x) denotes the fitness function. Calculating the fitness of the individual population and sorting can be described as:
The individuals with the best fitness for µ are selected from the population to form optimal subgroups; the mean of the optimal subgroups is calculated and can be described as:
Step 6: Adapting the covariance matrix: update the search covariance matrix with the optimal subgroup strategy, 9410 VOLUME 6, 2018 as shown in Eq. (26). The covariance matrix evolution path is updated, as shown in Eq. (27).
Step 7:
Step-size control: update the search step with the optimal subgroup policy, as shown in Eq. (28). Update the step-by-step evolution path, as shown in Eq. (29).
where · denotes · vector norm. E N (0,I) is the expected value of the normal distribution random vector norm.
Step 8: End: If g < G, and g = g + 1, then go to step 3, or else the operation is terminated.
VI. CASE STUDY
To prove the validity of the BRB-based WSN fault diagnosis method, the Intel Lab Data wireless sensor dataset is chosen as the research object in this section, which records data from February 28, 2004 to April 5, 2004 . These data are collected by 54 sensors deployed in the Intel Berkeley Research lab. The collected environmental data include humidity, temperature, and light. Each sensor node collects one information point every 31 seconds for a total of 2.3 million records. The distribution of wireless sensors is shown in Fig. 6 .
To analyze the Intel Lab Data dataset, the following characteristics of the experimental data should be considered: 1) Some sensors have a significant fault so that the correct sensor readings cannot be obtained.
2) When a sensor works for a long time, the accuracy of information collected by the sensor will decline.
3) Data loss appeared in each sensor in the final aggregated sensor data, which can result in significant differences in the number of information records per sensor.
4) The characteristics of the data recorded by sensors exist as temporal correlation, space correlation and attribute correlation.
5) In the recorded sensor data, there are some instantaneous outliers where distribution is not uniform.
A. PROBLEM FORMULATION
From the analysis in Section II, the research of WSN fault diagnosis is focused on solving (f (·), R) in fault detection, whereas (g (·), µ), (h(·), η) is for determination of fault type. To analyze the sensor in accordance with the usage of data, for fault diagnosis in WSN, the data is processed as follows.
1) By analyzing the data of 54 sensors, the 5th and 15th data can be removed due to an obvious fault.
2) To reduce the instantaneous anomaly data caused by external disturbance, a time interval instead of a time point is set. Each experimental sample contains all the collected information of a sensor in a time interval.
3) In the experiment, the data collected by the sensors are selected as the basic experimental data in a period of time.
Different sample sets generated according to different experimental requirements can be described as follows.
1) Dataset 1: the temperature, humidity, and light data of all sensors are selected from March 1 to March 7. The time interval of sampling is 10 minutes with mean processing of all the information. From the above processing, dataset 1 is generated, containing a total of 1008 samples. Temperature data of the sensors are shown in Fig. 7 .
2) Dataset 2: the temperature data of the 1st sensor are selected starting from March 1st. The time interval of the sampling is 10 minutes, and 500 samples were generated continuously. The samples are categorized as below: the samples of 1-100 are normal samples, 101-200 are drift fault samples, 201-300 are precision decline fault samples, 301-400 are fixed bias fault samples, and 401-500 are complete fault samples. The corresponding fault type tags for the different samples are added, and dataset 2 is generated. Fig. 8 shows the comparison of normal samples and fault samples of temperature in sensor 1.
For sensor fault detection, the experimental steps are as follows.
Step 1: Dataset 1 is used as X m n (t) to cluster the sensors. K-means algorithm is used to make the sensor classification. The process of solving (f (·), R) is shown in Section VI (B).
Step 2: Comparing the difference of the sensor node and others in the cluster, sensor fault detection is realized, and the results are outputted as y(t). Step 2: Based on the antecedent attributes generated in Step 1, the hierarchical BRB model is constructed. By analyzing the data of input samples for each BRB, referential points are selected corresponding to the antecedent attributes, and then the BRB's belief rules are initialized. To realize the formation of g (·) and the initialization parameter η, the process is presented in Section VI (C).
Step 3: Based on the training samples, the CMA-ES algorithm is used to optimize the model parameter η. Based on the test samples, the fault type output result y(t) is solved, which is shown in Section VI (D). 
B. CLUSTERING SENSORS USING K-MEANS
The K-means clustering algorithm is used to cluster the sensors based on dataset 1. They are divided into 10 clusters and 20 rounds of clustering experiments. The results of clustering are demonstrated in Table 1 .
Through the analysis of the experimental results, there is a high degree of space correlation between the sensors. The clustering results are used as the basis for obtaining space correlation data for determination of fault type experiments.
Remark 5: When the sensors are clustered, the data collected by adjacent sensors are similar, so partition-based method is used. At the same time, K-means is a fast and concise clustering algorithm, which is especially suitable for large scale datasets.
C. CONSTRUCTION OF THE DETERMINATION OF FAULT TYPE MODEL BASED ON HIERARCHICAL BRB
To construct a hierarchical BRB model by using correlation features of a sensor's data, the antecedent attributes of BRB are determined. By analyzing the characteristics of the attributes of the sample's transformation, the antecedent attributes are selected. As shown in Fig. 9 , a case study of time correlation and the standard deviation are selected by judging the division of attributes. Similarly, the residuals of space correlation and the proportion of attribute correlation are selected.
From the above three selected antecedent attributes, a faulttype model based on a hierarchical BRB model is constructed, as shown in Fig. 10 .
where a 1 (t) denotes the space residual. a 2 (t) is the time standard deviation. a 3 (t) is the attribute ratio. a 4 (t) and a 5 (t) are the result of the diagnosis generated by BRB 1 1 and BRB 1 2 . y(t) is the final diagnostic result. The distribution features of the above three antecedent attributes are shown in Fig. 11 .
From the analysis of the characteristics in Fig. 11 , the reference points of a 1 (t) to a 3 (t) are given. Six referential points are chosen for a 1 (t), including negative large (NL), negative small (NS), positive very small (PVS), positive small (PS), positive medium (PM), and positive large (PL), which are described as:
Five referential points are assigned to a 2 (t), zero (Z), PVS, PS, PM, and PL, which are described as:
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The above reference values are semantic values that need to be quantified, as shown in Table 2 to Table 4 .
By analyzing the output distribution of BRB 1 and BRB 2 , the reference points and reference values of a 4 (t) and a 5 (t) are given. Six referential points are assigned to a 4 (t) and a 5 (t); VOLUME 6, 2018 they are Z, PVS, PS, PM, PL, and PVL, which are described as:
The referential points and values of a 4 (t) and a 5 (t) are shown in Table 5 and Table 6 , respectively.
In hierarchical BRB, the output of each BRB corresponds to the sensor's fault type. Five referential points are chosen for D; they are normal (N), drift fault (DF), precision decline fault (PDF), fixed bias fault (FBF), and complete fault (CF), which are described as:
The referential points and values of D are shown in Table 7 . Based on the above reference values, a hierarchical BRB system for determination of fault type can be constructed; the rules for each BRB in the hierarchical BRB are described as follows:
With a rule weight θ k and attribute weightsδ 1 ,δ 2 (36)
where there are thirty belief rules in BRB 1 1 . The parameters of BRB 1 1 are expressed as η 1
With a rule weight θ k and attribute weightsδ 2 ,δ 3
where there are thirty belief rules in BRB 1 2 . The parameters of BRB 1 2 are expressed as
With a rule weight θ k and attribute weightsδ 4 ,δ 5 (38)
where there are thirty-six belief rules in BRB 2 1 . The parameters of BRB 2 1 are expressed as η 2
By combining the rules of the antecedent attributes, the initial parameter values of the BRB are shown in Table 10 to  Table 12 of Appendix. 
D. TRAINING OF THE HIERARCHICAL BRB
In the experiment, dataset 2 is used to verify the validity of the determination of fault type in the BRB model. There are 250 samples used to train the model, and all 500 samples tested the effects of the diagnostic method.
1) EXPERIMENTAL RESULTS
To verify the effectiveness of the hierarchical BRB model for the determination of fault type, 50 rounds of experiments were repeated; the maximum number of iterations per round was set to 500. Fig. 12 shows the comparison of the diagnostic results and the true values of the faults from BRB 1 1 to BRB 2 1 for dataset 2.
The accuracy of the sample detection of the hierarchical BRB is calculated as follows:
where TS denotes the number of samples of the fault type correctly detected. and ALL is the total number of samples.
The average accuracy of detection for different types of faults is shown in Table 8 .
2) COMPARATIVE ANALYSIS
The hierarchical BRB is compared with the back propagation neural network model (BP) and the fuzzy expert system. The BP is a data-driven method, where the structure is 3-10-1, and the maximum number of iterations is set to 500. In the fuzzy expert system, the rules are the same as the BRB model. The BRB, the BP and the fuzzy expert system are tested in 50 rounds. The mean accuracy of BRB detection is 95.13%, the mean accuracy of BP detection is 90.45%, and the mean accuracy of fuzzy expert system detection is 79.02%, as shown in Table 9 . The comparison of detection accuracy among different fault diagnosis methods is shown in Fig. 13 . It can be seen that the hierarchical BRB has better accuracy than the BP and the fuzzy expert system for fault diagnosis. VOLUME 6, 2018
VII. CONCLUSION
To make full use of uncertainties, this paper analyzed the data characteristics of the WSN and the correlation of data. A new BRB method for fault diagnosis of WSN is designed to achieve more efficient implementation of WSN fault diagnosis. An experiment proves the effectiveness of the proposed method. The BRB method makes full use of applications for WSNs that contain a variety of uncertainties. However, the application of BRB in WSN is still in its infancy. Future work will continue from the following aspects:
1) Explore the application of the BRB method in WSN with a complex variable topology structure.
2) Explore the combination of an in depth learning technique and the BRB method in WSN.
3) Explore the application of the BRB method in other fields of WSN, such as reliability evaluation, network security detection and data fusion. 
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