Abstract-Although mesh-connected computers are used almost exclusively for low-level local image processing, they are also suitable for higher level image processing tasks. We illustrate this by presenting new optimal (in the 0-notational sense) algorithms for computing several geometric properties of figures. For example, given a black/white picture stored one pixel per processing element in an n X n mesh-connected computer, we give 0(n) time algorithms for determining the extreme points of the convex hull of each component, for deciding if the convex hull of each component contains pixels that are not members of the component, for deciding if two sets of processors are linearly separable, for deciding if each component is convex, for determining the distance to the nearest neighboring component of each component, for determining internal distances in each component, for counting and marking minimal internal paths in each component, for computing the external diameter of each component, for solving the largest empty circle problem, for determining internal diameters of components without holes, and for solving the all-points farthest point problem. Previous meshconnected computer algorithms for these problems were either nonexistent or had worst case times of 0 (n 2). Since any serial computer has a best case time of 0(n 2) when processing an n X n image, our algorithms show that the mesh-connected computer provides significantly better solutions to these problems.
problems, notably the Euler number [9] , [15] , connectivity [3 ] , [13 ] , and skeletization [23 ] , it is possible to iterate local operations to achieve an optimal solution to a global problem. However, this approach seems to work only in isolated problems. (For example, the Beyer and Levialdi "shrinking" approach to connectivity problems of digitized pictures [3] , [ 1 3 ] does not extend to higher dimensions. A solution strategy similar to ones presented in this paper was needed for optimal algorithms in dimensions greater than two [24] .) Instead of local operations, our algorithms emphasize the use of sorting and graph-theoretic algorithms. The same approach was used by Nassimi and Sahni [17] in their optimal MCC algorithm for labeling the connected components of digitized pictures. The algorithms presented in this paper are always optimal in the 0-notational sense, and we have tried to make them as general as possible.
The paper is organized as follows. In Section II, we define the MCC model and review standard MCC algorithms that will be used throughout the paper. In Section III, given an n X n black/white picture stored one pixel (picture element) per processing element in an n X n MCC, we give 0(n) time algorithms for computing internal distances, marking minimal internal paths, and counting the number of these paths for each component of the picture. These problems arose in an image processing task considered in [10] , and our algorithms are faster than their 0(n2) algorithms. In Section IV, we give a 0(n) time algorithm for marking the extreme points of the convex hull for every labeled set of processors. We also give 0(n) time algorithms for deciding if the convex hull of each component contains pixels that are not members of the component, for deciding if two sets of processors are linearly separable, for solving the smallest box problem, and for deciding if each black figure is convex [21] , [29] . Previously, [5] and [12] described algorithms that decided convexity of fig- ures, but their algorithms require 0(n2) time in the worst case. In Section V, we show how to compute the distance between components in 0(n) time, where the distance can be measured by almost any metric. A 0(n) solution also appears in Dyer and Rosenfeld [5] , but their solution can only be used with the 11 ("taxicab" or "city block") and lo. ("chessboard") metrics. Section V also contains optimal solutions to nearest neighbor, radius query, and farthest point problems [21] .
II. PRELIMINARIES A. Notation
We use Q to mean "order at least," 0 to mean "order no greater," and 0 to mean "order exactly. 
B. Definition ofMCC
The mesh-connected computer (MCC) is a single instruction stream-multiple data stream (SIMD) computer. It consists of n2 processing elements (PE's) arranged in an n X n grid. To simplify exposition, we assume that n = 2' for some integer c. PE(i, j) will represent the processing element in row i, column j. The mesh is oriented so that PE(O, 0) is situated in the northwest corner of the MCC, while PE(n-1, n -1) resides in the southeast corner. (See Fig. 1 .) For all i, j in {0, * *, n-1 }, PE(i, j) is connected via unit-time communication links to its four neighbors, PE's(i ± 1, j ± 1), assuming that they exist. Each PE has a fixed number of registers (words), each of size 0(log (n)), and each PE can perform standard arithmetic and Boolean operations on the contents of its registers in 0(1) time. Each PE can send or receive a word of data from a neighbor in 0(1) time. Each PE contains a unique identification register (ID) whose contents correspond to that PE's rowmajor index (i.e., PE(i,j) has an ID of n * i +j). This model is the same as that used in [1] , [5] , [17] , and [28] and is sometimes called a memory-augmented cellular array.
There are some variations on the MCC which deserve mention. Early studies considered other interconnection schemes, such as Moore's pattern of connecting each PE to its eight nearest neighbors [16] or Golay's use of a hexagonal decomposition of two-dimensional space where each PE communicates with its six nearest neighbors [8] . In an 0-notational sense, such differences are easily seen to be irrelevant. A more significant change is to require that the word size be 0(1) instead of 0(log (n)). This model is known as a mesh automata, iterative array, parallel processing array, or cellular array. It is equivalent to requiring that all PE's be copies of some fixed finite state automaton. For any fixed automaton, once n is sufficiently large, a PE does not have enough memory to store its ID or coordinates, which seriously complicates matters. Mesh automata have been widely studied (e.g., [3] , [8] , [9] , [13] , [16] , [24] , [ Besides organizing data in rows or columns, we will often order it via the snake-like ordering, illustrated in Fig. 2 . Notice that in the snake-like ordering, each PE is adjacent to its predecessor and its successor. Other orderings, such as the proximity ordering in [25] , also have this property, but the snakelike ordering seems to be the simplest.
3) Rotating Data in Snake-Like Order: Suppose that each PE contains a record with a key and data part, and suppose that all PE's with the same key form an interval in the snakelike ordering. If it is known that there are no more than D PE's with the same key, then in 6(D) time, each PE can pass its data to all other PE's with the same key. This can be done by first having each PE check the keys of its neighbors to determine if it is the first or last PE with its key (according to the snake-like ordering). Then the data are rotated just as in rotating data within a row, with each PE passing data to adjacent PE's, where the first PE with a given key actsjust as the westernmost PE of a row, and the last PE with a given key acts just as the easternmost PE of a row. Notice that the data may traverse more than a single row. 4) Sorting: Thompson and Kung [28] have shown that n2 elements, distributed one element per PE, can be sorted in 0(n) time by using a recursive merging procedure. In particular, the elements can be sorted into snake-like order in 0(n) time.
Two other common data movement operations for the MCC are the random access read (RAR) and random access write (RAW). These operations involve two sets of PE's, the sources and the destinations. Source PE's send a record consisting of a key and one or more data parts. (A record may also be null.) Destination PE's receive a record sent by a source PE, or else receive a null record. We allow the possibility that a PE is both a source and a destination. Assume that the digitized picture has had its black components labeled, in 0(n) time, as described in Section II. Given a special marked black pixel M, it is clear that in 0(n) time, every PE of the MCC can be informed as to M's component label. The main problem of this section is to determine DIST(S,M) for each pixel S in the same component as M. This problem occurs in image processing [10] , and from its solution one can find an internal spanning tree in 0(1) additional time. (A spanning tree of a graph G is a connected acyclic subgraph containing every vertex of G. They are important to many problems in graph theory [1 ] , and are also used in [5] to solve several image processing problems.) Reference [10] gives 0(n2) time algorithms for several of the problems considered in this section.
Our internal distance algorithm is based on using the generalized transitive closure operation described in Section II. Given a directed graph G of n vertices, if we define Ak (i, j) to be the minimal length of a path from i to j using no intermediate vertex greater than k, then we see that the Ak satisfy the recurrence Ak(i,i) = mnin {Ak-(i,j),Ak-J (i, k) +Ak-1(k,j)} where AO(i, j) is 0 if i = j, 1 if there is an edge from i to j, and otherwise. Notice that An (i,j) is DIST(i, j).
Unfortunately, we cannot just blindly use the transitive closure operation to find internal distances since there may be 0(n2) black pibels (vertices), which would require a matrix with 0(n4) entries. To reduce the matrix to 0(n2) entries, we must make use of the underlying geometry of the digitized picture. The solution to the all-points minimum distance problem will be described as a two-phase algorithm, with both phases being implemented via a recursive divide-and-conquer strategy.
At a given stage i of the divide and conquer, let k = 2i. The outer border elements of a k X k square are defined to be those PE's in rows and/or columns 0 and k-1 of the square that contain the same label as that of the marked PE. The inner border elements of a k X k square are defined to be those PE's in rows and/or columns (k + 1)/2 and (k + 1)/2 -1 of the square that contain the same label as that of the marked PE. (That is, the outer border elements of the four (k/2) X (k/2) subsquares that have neighbors in a different subsquare of the square.) The term border elements shall be used to refer to the collection of inner and outer border elements of a k X k square. (See Fig. 3 .) Note: we assume that the k X k squares are aligned so that PE's (c * 
The objective of the first phase of the algorithm is to obtain the distance to the marked PE for all of the border elements of the n X n MCC. This phase is implemented using a bottomup divide-and-conquer solution strategy. The objective of the second phase of the algorithm is to obtain the distances to the marked PE for the remaining PE's that are in the same component as the marked PE. The second phase will be implemented via a top-down divide-and-conquer solution strategy where each iteration of the solution requires applications of phase 1.
Internal Distance Algorithm
We begin by describing the first phase of the algorithm at an arbitrary stage i of the divide-and-conquer solution. Let k = 2.
Phase 1 Description: At the conclusion of stage i-1, each (k/2) X (k/2) square contains a distance matrix, where the entries of the matrix represent the restricted internal distances between the border elements of the (k/2) X (k/2) square. These internal distances are measured using paths that are restricted solely to the square in question. The matrix also contains entries representing the restricted internal distances between these border elements and the marked PE (if the marked PE is not contained in the (k/2) X (k/2) square, then these distances are infinity).
At stage i, squares of size (k/2) X (k/2) are merged to form squares of size k X k. Using the aforementioned matrices from the four (k/2) X (k/2) subsquares, the restricted internal distance from every border element of a k X k square to the marked PE and all other border elements of that k X k square can be computed.
After 0(log(n)) stages of the divide-and-conquer solution, a minimum internal distance matrix containing the internal distances among all of the border elements of the entire MCC will exist. (In fact, this matrix will also contain information pertaining to the outer border elements of the four (n/2) X (n/2) subsquares of the MCC.) Furthermore, each of these border elements will know its distance to the marked pixel.
Phase 1 Assumptions: Before performing computations at stage i on a k X k square A, the following must hold for each of the four (k/2) X (k/2) subsquares of A at the completion of stage i-1.
1) A (4k -15) X (4k -15) matrix exists that contains the restricted internal distances between the border elements and the marked PE of the subsquare. By convention, we will let the last row and column of the matrix be those distances pertinent to the marked PE.
2) Every entry in the matrix contains the unique ID's of the PE's that the distance represents. Recall that the ID is the row-major index of the PE.
3) Every border element has a register containing its restricted internal distance to the marked PE. This can be obtained from the last row or column of the matrix by performing a RAW.
Phase 1 Procedure: For all k X k squares A, set up the distance matrix for the border elements and the marked PE. Since there must be a row and column for the marked PE and for each one of the 2k -4 border elements from the four subsquares of square A, this matrix can be of size at most (8k -15) X (8k -15). For simplicity, an (8k) X (8k) pseudomachine is used to represent this matrix. (That is, each PE of the k X k machine will simulate 64 PE's.)
In each of the four subsquares, compress the (4k -15) X (4k -15) matrices to the northwest by logically deleting the rows and columns that are not needed for the computations in square A. Once each of the subsquares has compressed its matrix, move the matrices to the regions as illustrated in Fig. 4 . This can be accomplished via a RAW in 0(k) time since the only information necessary is the size of each of the four submatrices, which can be computed in 0(k) time.
In each row and column, rotate the coordinates of the PE's represented so that the new entries can know which PE's they represent. If an entry detects that it represents the distance between two inner border elements that were in different squares at stage i -1, then replace the entry of oo with a distance of 1.
We now use the generalized transitive closure operation to determine, in 0(k) time, the minimal path lengths between vertices. (Recall that the vertices in a square correspond to its border elements and the marked PE.) Next, pass the row representing the marked PE through the k X k subsquare so that every border element can obtain and record its (perhaps infinite) distance to the marked PE.
After O(log(n)) iterations, phase 1 will be complete and each of the border elements of the n X n MCC will have its "correct" internal distance to the marked PE.
Phqse 2 Description: To obtain the "correct" internal distances to the marked PE for the border elements of the (n/2) X (n/2) subsquares, simply apply phase 1 to each of the (n/2) X (n/2) subsquares of the MCC. The only difference in the reapplication of the algorithm to each of the subsquares is that the distances just obtained from the outer border elements of the (n/2) X (n/2) squares to the marked PE must be used in order to obtain the "correct" internal distance for all of the border elements of the subsquares. To obtain the correct distance for every PE in the same component as the marked PE, simply continue this process recursively for 0(log(n)) iterations.
Analysis: The time to initially label the picture and pass the label of the marked PE to all PE's can be completed in 0(n) time. The time to complete phase 1 is 0(n) since the time to complete each phase i of the divide-and-conquer is 0(21).
The time to complete phase 2 is again 0(n) since the time to compute the distances for the border elements of a k X k square is the time to complete phase 1 on that k X k square, which is 0(k). Therefore, we have the following.
Theorem 1: Given an n X n digitized black/white picture stored one pixel per processor in an n X n mesh-connected computer, and given a marked processor M, in 0(n) time each processor can compute its (possibly infinite) internal
This improves upon the 0(n2) worst case time for algorithms in [5] and [10] .
In addition to knowing the internal distance between PE's, it is sometimes desirable to mark minimal internal paths and to count the number of such paths. 
This requires a slight modification of the transitive closure algorithm as presented in [33] . When one PE must pass an arbitrary fk -(i, j) to another PE, it must also pass to that PE DIST(i, j), since this information is necessary in order to ensure the proper evaluation of the function.
Compress the matrix by deleting the rows and columns that do not represent border elements of the 2k X 2k square or marked PE's. The result is a matrix of size (4(2k) One application of Theorem 3 is where each black component has exactly one of its pixels in A (for example, A may contain the pixel whose ID is that of the component). Then by applying part a), in 0(n) time one can construct a breadthfirst spanning tree of each component where a breadth-first spanning tree of a graph is a spanning tree such that each vertex is at the minimal possible distance from the root.
Another generalization comes from noting that all of the above algorithms work equally well if the edges between pixels are directed and have arbitrary positive weights. If negative edge weights are allowed, then if there is a cycle with a negative total weight, the cycle can be repeated arbitrarily often to make distances as negative as desired. Therefore, any path touching such a cycle should be given a total distance of -. With a little work, we can accommodate negative weights.
Theorem 4: Given an n X n mesh-connected computer such that each processor contains a directed weighted edge to each of its neighbors, where the weights can be +±0 or any real number, and given (not necessarily disjoint) sets A and B of processors, in 0(n) time each processor can compute its (perhaps infinite) distance to B, DIST (A, B) (vertex) , denoted F(x), which is one of the furthest PE's from x in the square, subject to the condition that F(x) is connected to x in the square. (It may be that F(x) is another border PE, in which case it was already a vertex, and it may be that F(x) and F(y) are the same, even though x and y are not. In these cases, the redundant vertices are eliminated.) The important fact is that, in a component with no holes, F(x) can be selected from among {F(y): y is a border element of a subsquare}. Further, it can be shown that the largest finite internal distance ever calculated during any stage is the internal diameter. Incorporating these facts, we obtain the following. Theorem 5. Given an n X n digitized black/white picture stored one pixel per processor in an n X n mesh-connected computer, then simultaneously for all components, in 0(n) time each black component without a hole can determine its internal diameter. O We note that, using techniques from [3 ] , [13] , and [ 15 , figure. (See Fig. 5.) We can alter our definitions of lattice convexity and alter our algorithms to decide this new convexity with the same time bounds, but we will not do so here. Readers interested in pursuing the relationship between convexity and digitization should read [12] and the references therein.
Given a set S of PE's, the convex hull of S, denoted hull (S), is the smallest convex set of PE's containing S. Just as for standard planar convexity, it is easy to show that hull (S) is the intersection of all convex sets containing S. A PE P in S is an extreme point of S if P O hull (S -P). The extreme points of S are the corners of the smallest convex polygon containing S.
We say that we have identified the extreme points of S if each PE in S has decided whether or not it is an extreme point of S.
We will show that many queries concerning S can be reduced to questions concerning the extreme points of S. On an n X n [5] and [12] , finishing in time proportional to the perimeter ofthe component. (These algorithms are based on the work of Sklansky [22] .) Since a component may have a perimeter of 0 (n2) points, this gives a worst case time of 0(n2). No convex region can have more than 4n -4 PE's on its perimeter, and since the size of the perimeter can be determined in 0(n) time, the algorithms in [5] and [12] can easily be modified to decide convexity of a single figure in 0(n) time. However, we see no easy way to modify these algorithms to produce the extreme points in 0(n) time.
Using ideas similar to those used in Corollary 1, the following result on intersecting convex hulls follows routinely.
Corollary 2: Given an n X n digitized black/white picture stored one pixel per processor in an n X n mesh-connected computer, simultaneously for all components, in 0(n) time each black component can decide if its convex hull contains any black pixels not in the component. Further, simultaneously for all components, in 0(n) time each black component can decide if any processors in it are in the convex hull of another black component. O A closely related problem concerns linear separability [29] . Suppose that each PE has a label, with A and B as possible labels (there may be additional possibilities). Then the PE's labeled A are linearly separable from the PE's labeled B if there exists a straight line in the plane such that all the lattice points corresponding to PE's labeled A lie on one side of the line, and all of the lattice points corresponding to PE's labeled B lie on the other side. The crucial observation is that two sets are linearly separable if and only if their convex hulls are disjoint. Using this fact, we easily obtain the following result.
Corollary 3: In an n X n mesh-connected computer, in 0(n) time it can be decided if the PE's labeled A are linearly separable from the PE's labeled B.
C Given a set P of points in the plane, a smallest box [7] , [29] containing P is a rectangle of smallest area containing P. It can be shown that the area of a smallest box is unique, that each of its sides contains an extreme point of P, and that at least one side contains two extreme points of P [7] .
Corollary 4: In an n X n mesh-connected computer, simultaneously for all labels A, in 0(n) time each processor labeled A can determine a smallest box containing all of the processors labeled A. Further, in 0(n) time, simultaneously for all labels A, every processor labeled A can determine the same smallest box containing all of the processors labeled A, as every other processor labeled A.
Proof: First perform the algorithm of Theorem 6, except that the extreme values are not written back to the PE's. If a PE P has position X in its sort field, and if X is an extreme point, then at the conclusion of the algorithm, the other two points being stored (call them Uand V) are also extreme points. (If no other points are being stored, then only one PE has its label, while if only one other point is being stored, then the PE's with that label form a straight line segment.) By using the angle UXV, P can determine whether traveling from X to U or from X to V will produce a counterclockwise traversal around the convex hull. For convenience, we will assume that it is from X to U. P now tries to determine the corners of the rectangle in Fig. 6 .
It does this by finding R, S, and T, where R is the point furthest from the line XU, S is the point whose projection onto the line XU is the most negative (where X is the origin and U is at a positive location), and T is the point whose projection onto XU is the most positive. To enable each PE to find its R, S, and T, rotate the position information again. When finished, each PE having an extreme point in its sort field now knows R,5S, and T, and hence can compute the corners of its box. Now The connection scheme of the MCC is based on the 11 ("taxi cab" or "city block") metric, so problems are usually easiest when expressed in terms of this metric. Further, simple tricks can also be used to solve problems in terms of the lo. metric. However, for other metrics, such as the important 12 (Euclidean) metric, slightly more sophisticated methods are needed.
We will assume that there is a function d(x, y) which computes, in unit time, the distance between points x and y. d cannot be completely arbitrary, for then there would be no connection between the metric and the underlying geometry of the mesh. For example, suppose that there is a special PE P, and suppose d is such that d(P, Q) = 9 for all other PE's Q, and d(Q, R) =10 whenever Q R, Q P, and R P. While this gives a metric, problems like, "for each pixel, find the distance to the closest black pixel," must be answered by examining P alone, rather than having each PE look at the pixels stored in nearby PE's. To avoid this, we will consider only monotone metrics, where a metric d is said to be monotone if for all PE's P, Q, and R, if Q and R are neighbors and the 11 distance from P to R exceeds the 11 distance from P to Q, then d(P, R)> d(P, Q). (See Fig. 7 .) All Ip metrics are monotone, and it seems that monotone metrics are the only ones ever encountered in practice.
Let P be a set of PE's. The external diameter of P is defined to be max {d(x,y): x,y CP}. Dyer and Rosenfeld [5] showed how to compute the external diameter in O(n) time when d Proof: Let S denote the set of all PE's with a given label.
If the metric were an Ip metric, then we could use the fact that the external diameter of S is equal to max {d(x,y): x,y are extreme points of S}. For arbitrary monotone metrics this is no longer true, but it is true that the external diameter of S is equal to max {d(x, y): x, y are the rightmost or leftmost elements of S in their rows}.
As in Theorem 6, we first have each PE determine if it is either a leftmost or rightmost PE of its label in its row. Each such PE puts its label and coordinates into its sort field and all other PE's put infinity and their coordinates into their sort field.
These elements are then sorted with the label as primary key.
For each finite label, the coordinates are now rotated (in snakelike fashion), and each PE keeps track of the maximum distance from the coordinates in its sort field to the received coordinates. When the coordinates are done rotating, these maxima are rotated. The solution is the largest of the maxima. A RAR then ensures that each labeled PE knows the external diameter for its label. Lii A closely related problem is the all-points farthest point problem [21 ] , in which for each labeled PE we are to find the greatest distance to a PE with the same label. With a slight change to the preceding algorithm, we obtain the following.
Corollary 5: In an n X n mesh-connected computer, for any monotone metric, in 0(n) time the all-points farthest point problem can be solved. O Theorem 7 was concerned with finding distances among PE's with the same labels, while the following theorem is concerned with finding distances between PE's with different labels.
Theorem 8: In an n X n mesh-connected computer, for any monotone metric, simultaneously for all processors, in 0(n) time each processor can determine the distance to the nearest processor with a different label, if such a processor exists.
Proof. Let [29] . Another use of the theorem is to first label the components, then apply Theorem 8, and then perform a RAW to determine the distance between black components where by the distance between components A and B we mean min {d(P, Q): P EA, Q E B}.
Corollary 6: In an n X n mesh-connected computer, for any monotone metric, simultaneously for all components, in 0(n) time each black component can find the distance to its nearest black component. E Yet another application of Theorem 8 is to the largest empty circle problem [21 ] , in which each PE is marked or unmarked and we want to find a PE P which maximizes min {d(P, Q): Q is marked}, subject to the additional constraint that P must lie in the convex hull of the marked PE's. (Technically, we should call this a circle problem only if the Euclidean metric is used.) By combining Theorem 8 and the algorithm in Theorem 6, we have the following.
Corollary 7: In an n X n mesh-connected computer, for any monotone metric, the largest empty circle problem can be solved in 0(n) time. D Given a nonempty set S of PE's, there are several natural definitions of the center of S. If S is connected, then an internal center of S is a PE P of S which minimizes max {DIST(P, Q): Q E S}, where DIST is the internal distance. For any metric d, a planar center of S is a point x in the real plane which minimizes max {d(x, Q): Q E S}, and a restricted planar center of S is a PE P in S which minimizes max {d (P, Q): Q E S }. For each definition of center, there is also a corresponding definition of radius. For any lp metric (1 < p < oo), the planar center is unique, but the restricted planar center may not be. For example, the four indicated points in Fig. 8 are restricted planar centers, and all of the points of the figure are internal centers.
The proof of the following theorem is similar to that of Theorem 7 and will be omitted. Theorem 9: In an n X n mesh-connected computer, simultaneously for all labels, for any monotone metric, in 0(n) time each processor can determine if it is a restricted planar center among the processors with its label. Further, it can determine the restricted planar radius of the processors with its label. El
The following theorem is proven only for the Euclidean metric, contrary to our attempt to make the theorems as gen--restricted planar centers for any 1 metric. Fig. 8 . All black pixels are internal centers. eral as possible. Our proof uses facts which are specific to the Euclidean metric, and for which we have been unable to find a usable generalization.
Theorem 1O: In an n X n mesh-connected computer, simultaneously for all components, in 0(n) time each black component can determine its Euclidean planar center and Euclidean planar radius.
Proof: For the Euclidean metric, this problem is known as the smallest enclosing circle problem [211. The following facts will be used to prove the theorem. a) If a set has only one or two points, then the smallest enclosing circle can be found in 0(1) time.
b) For a set of three points, either all three points are on the boundary of the smallest enclosing circle or else two of the points form a diameter of the circle. In either case, the center and radius of the circle can be found in 0(1) time. c) For a set S of three or more points, there is a threeelement subset T of S such that the smallest enclosing circle of T is the smallest enclosing circle of S. The radius of the smallest enclosing circle of T is the maximum radius of any smallest enclosing circle of a three-element subset of S. Further, T can be taken to be a subset of the extreme points of S, except when all of S lies on a straight line, in which case T contains the two endpoints and any third point.
These facts are straightforward and the proofs will be omitted. Our strategy is quite simple: given a set, find its extreme points, and then for each three-element subset of the extreme points, find the smallest enclosing circle. However, if there are e extreme points, there will be ( ) = 6(e3) calculations. As was mentioned at the beginning of Section IV, on an n X n mesh, the worst case value of e is 0(n213), requiring 0(n2) calculations. If these calculations must be done in the e PE's, they will require at least 2(n1/3) time. We have prevented this by considering only connected components. If a component has p PE's, then e = O(min (p, n)2/3), so at most O(min(p, n)2) calculations are required. By suitably dividing these calculations among the p PE's, they can be completed in 0(n) time.
O
We should mention that finding the 11 and loo planar radii and planar centers are particularly easy. For these two metrics, the planar radius is half of the diameter, which we (and Dyer and Rosenfeld [5] ) have shown can be found in 0(n) time. The 11 (and loo) planar centers form a straight line segment (see Fig. 9 ) which may degenerate to a single point. We leave the details of finding the endpoints of these segments to the reader.
Our final distance problem is called an all-points radius query. (It is also known as an all-points fixed radius near neighbor problem [2] .) Given a radius r, for each pixel we are to determine the number of black pixels at distance r or less. The set of PE's at distance r or less from a PE P is called an r-ball centered at P.
To perform the all-points radius query efficiently, we need to impose an additional restriction on the metric. A metric is a vector metric if it is monotone and if d(P, Q) is dependent only on the vector from P's position to Q's position. Vector metrics have the property that for any radius r and any PE's P and Q, the r-ball centered at P is just a rigid translation (with no rotation) of the r-ball centered at Q, i.e., the metric looks the same everywhere. All lp metrics are vector metrics, and it seems that all metrics encountered in practice are vector metrics.
Theorem 11: In an n X n mesh-connected computer, for any vector metric and for any radius, an all-points radius query can be solved in 0(n) time.
Proof: Suppose that the radius r is sufficiently small so that the r-ball centered at PE(n/2, n/2) lies entirely within the n X n mesh. The monotonicity guarantees that to traverse the perimeter of the r-ball, one will visit at most 4n PE's. (Fig. 10 shows a typical r-ball.) Suppose that each PE has a value, de- noted B, which is the number of black pixels in its row to its left. Consider a traversal of the perimeter of an r-ball during which a running total will be kept. Initially the total is 0, and as the traversal reaches a PE which is rightmost in its row (among those in the r-ball), one adds the B value, plus 1 if the pixel there is black. At each PE which is leftmost in its row (among those in the r-ball), one subtracts the B value. The total at the end of the traversal is the number of black pixels in the r-ball. Using the above procedure is quite simple. To ensure that the traversal does not try to move off the n X n mesh, we think of the n X n mesh as being in the center of a 3n X 3n mesh, where all of the added pixels are white and each real PE must simulate nine PE's. We redefine the r-ball centered at a PEP to be {Q: d(P, Q) Sr and the lo. distance fromPto Q is An}.
Notice that the new r-ball centered at a PE in the original mesh lies entirely in the 3 n X 3 n mesh and contains the same PE's of the original mesh as does the original r-ball. In particular, it contains exactly the same number of black pixels.
To start, use a row rotation to have each PE determine its B value. Then all PE's in the original mesh create a record which acts as their representative in the traversal. Since the r-balls are identical, these representatives can be passed along in a lockstep fashion as they perform the traversal and return to their originating PE. No matter what the value of r, the modified r-ball has a perimeter of 0(n), so the algorithm is finished in 0(n) time. O VI. CONCLUSION Good solutions to higher level tasks increase the usefulness of mesh-connected computers. In a hybrid image processing system in which a mesh-connected computer is connected to a standard computer, much of the time is spent moving data from one machine to the other. If more of the higher level processing can be done in the mesh-connected computer, then its massive parallelism will be better exploited and the total computation time of the system will be significantly reduced.
Towards this end, we have shown that a large number of geometric problems can be solved in 0(n) time on an n X n mesh-connected computer. Many of these problems involve combining information from PE's far apart, in which case the use of sort-like data movements is crucial to the development of optimal algorithms. Often, people performing image processing try to avoid sorting, which may account for the previous 0(n2) solutions for these problems.
Since it takes 0(n) time for data to travel across an n X n mesh, all of our algorithms have optimal worst case times. However, there may be situations where the answer can be found faster. For [24] and [25] and can be viewed as a systematic use of counters.) The problems involving internal distances cause difficulties because our solutions create arrays having 0(n2 log (n)) bits of information, which cannot be held in an n X n mesh automaton. Beyer [3] 
