We consider a magnetic Schrödinger operator in two dimensions. The magnetic field is given as the sum of a large and constant magnetic field and a random magnetic field. Moreover, we allow for an additional deterministic potential as well as a magnetic field which are both periodic. We show that the spectrum of this operator is contained in broadened bands around the Landau levels and that the edges of these bands consist of pure point spectrum with exponentially decaying eigenfunctions. The proof is based on a recent Wegner estimate obtained in [5] and a multiscale analysis.
Introduction
The energy levels of a spinless quantum particle in the two dimensional Euclidean space R 2 subject to a constant magnetic field B 0 are given by the Landau levels, (2n + 1)B 0 , n = 0, 1, 2, . . .. A perturbation with an inhomogeneous random stationary magnetic field broadens the Landau levels into spectral bands. In this paper we prove Anderson localization near the band edges and we thus generalize our previous work [5] that treated only the bottom of the spectrum.
In the standard model for Anderson localization with a magnetic field (see, e.g., [2, 3, 7, 9, 16] ) the random perturbation is given by an additive external potential. In our model the randomness is carried by the magnetic field. The main mathematical difference between these models is twofold.
First, the correlation structure of the local Hamiltonians for magnetic fields is much more involved. Assuming finite range correlations for the random perturbation, in case of potential perturbations the local Hamiltonians on distant domains are independent since the external potential acts locally. Some sufficiently decaying but not finite range correlations can also be treated with the known methods, see [4, 11] and references therein. In case of magnetic perturbations, it is the vector potential A and not the magnetic field B = ∇ × A that appears directly in the Hamiltonian. Since the dependence of the vector potential on the magnetic field is nonlocal, the local Hamiltonians with distant domains are typically strongly correlated even for magnetic fields with a short range correlation. This strong correlation cannot be directly tackled with the standard methods of multiscale analysis, but using appropriate gauge transformations helps.
The second difference between random external potentials and random magnetic fields is that the energy depends monotonically on the external potential but not on the magnetic field. A cornerstone of any existing proof of Anderson localization is the Wegner estimate whose standard proofs rely on monotonicity. Prior to our work [5] , Wegner estimate, and hence localization, has only been proven for random magnetic fields with a zero flux condition [13] and for fields generated by stationary vector potentials in [15, 8] , motivated by a method in [10] . Note that stationary vector potentials imply that the flux is zero on average.
In [5] we developed a new method to prove Wegner estimate for stationary random fields, i.e. for a model without monotonicity. In particular, zero-flux condition was not needed. We also proved Lifshitz tail at the bottom of the spectrum. These ingredients, combined with the usual multi-scale argument yielded localization at the bottom of the spectrum. In [6] we solved the same problem for the lattice model.
In the current paper we extend our method for higher band edges. The Wegner estimate and the multi-scale argument remain essentially unchanged and we will just quote the necessary results. The new ingredients are (i) the precise location of the higher band edges and (ii) an estimate on the Lifshitz tail. Both results are especially effective if the background constant field is strong compared with the random perturbation.
Model and Statement of Results
We work in R 2 and we set |x| ∞ := max{|x 1 |, |x 2 |} for any x ∈ R 2 . We shall denote magnetic fields by B. Let A be a magnetic vector potential such that ∇ × A = B. By H(A) we denote the magnetic Schrödinger operator on L 2 (R 2 ) with a bounded external potential V , i.e.,
We realize this as a self adjoint operator by means of the Friedrichs extension. If we refer to statements which are independent of the particular choice of gauge, with a slight abuse of notation, we shall occasionally write H(B). In particular, we denote by σ(H(A)) the spectrum of the magnetic Schrödinger operator H(A).
Since the spectrum is gauge invariant sometimes we will also use the notation σ(H(B)).
We consider a deterministic magnetic field B det (x) = B 0 + B var (x) where B 0 denotes a constant magnetic field and B var is a perturbation that typically varies in space. We perturb this deterministic magnetic field by a random one, i.e., we consider
where µ ∈ (0, 1] denotes the coupling constant and B ω ran is a random magnetic field constructed as follows. We choose a profile function u ∈ C 1 0 (R 2 ), 0 ≤ u ≤ 1. Fix k ∈ N and define the lattice
The randomness is represented by a collection of independent random variables
We assume that all ω
have zero expectation, and they satisfy a bound that is uniform in z
3)
we shall denote the density function of ω (k) z (which strictly speaking might be a distribution). For each (k, z) ∈ L := k∈N {k} × Λ (k) we have a probability measure with density v (k)
z . The associated product measure, P, is probability measure on Ω = R L , and we denote expectation with respect to this measure by E. We define the random magnetic field as
i.e. B ω ran is the sum of independent local magnetic fields on each scale k and at every z ∈ Λ (k) .
The random magnetic field just constructed will in general live on infinitely many scales. This structure will be necessary to prove the Wegner estimate and hence the Anderson localization. Before that, we will state several results about the location of the spectrum. In these results the genuine multi-scale structure is not necessary; it is allowed that there is only one scale. This case is included in the above construction by choosing all ω (k) z = 0 for k ≥ 1 (which corresponds to the case where the corresponding distribution is a point measure at the origin).
To state our results about the deterministic spectrum we need that the random magnetic field is stationary. This is ensured if we make the following assumption.
(i.i.d.) For any fixed k ∈ N the random variables {ω 
Henceforth we will denote by Σ the almost sure deterministic spectrum of H(B ω ). The next two theorems provide estimates on the location of the deterministic spectrum. We define two specific configurations of the collection of random variables,
where [f ] + = max(0, f ) denotes the positive part. The configuration ω ± corresponds to maximal respectively minimal magnetic field. These configurations give rise to the following points close to the band edges of the deterministic spectrum (provided one has band structure),
Moreover, we need that the derivatives of the fluctuations are not to large. This is quantified in terms of the following constants
Note that using (2.3) and the support properties of the profile function u for any ω in the support of P we have ∇B
i.e. a sufficient condition for B ω ran to be differentiable is ρ > ln 2. We will use the following theorem in the proof of our localization result to show that the interval for which we prove pure point spectrum, does in fact contain spectrum, (2.23) in Theorem 2.5. 
The following theorem can be used to establish that the random Hamiltonian exhibits band structure under the additional condition that B det = B 0 is constant, i.e. B var = 0 and V = 0. 
There exists a constant C n (depending only on n and K 0 ) such that
Remark 2.4 Theorem 2.3 can be used to show that the spectrum exhibits band structure. For fixed n and bounded random field |B ran | ≤ C the intervals Σ n will be disjoint for large b 0 . However, the distance between neighboring Landau levels does not depend on n, but the width of Σ n is typically increasing in n. Thus for fixed b 0 and large n the intervals Σ n will no longer be disjoint and the gaps close, i.e. the high-energy spectrum will be a half-life.
Below we list additional assumptions which are needed in [5] to show the Wegner estimate, and which are hence needed to prove localization. It is here where we need that the random magnetic field lives on arbitrarily small scales. The profile function satisfies one of the following two conditions for some sufficiently small δ:
In both cases δ can be chosen as a sufficiently small positive number δ ≤ δ 0 ≤ 1, and the threshold δ 0 can be chosen as
under condition (2.11) 14) in particular the magnetic field has a non-trivial random component on every scale. The profile function satisfies 15) for some positive constant c u > 0. We are given positive numbers b 0 and K 0 > 3, such that
Moreover, we assume that
We also assume the following condition on the potential
The following list summarizes the assumptions for which a Wegner estimate was shown in [5] (see Theorem 5.1 below for the precise statement).
(W) B ω is a random magnetic field constructed in (2.1), (2.2), and (2.4), satisfying (2.3), (2.11) or (2.12) for some 0 < δ ≤ δ 0 , and (2.14)-(2.17) hold with some parameters K 0 > 3, b 0 > 0 and ρ > ln 2. Let also (2.19) hold.
Finally, we now collect the additional assumptions needed to prove the result about localization. Let τ > 0 be a parameter.
(A τ ) Hypothesis (W) and (i.i.d.) hold, and B var and V are Z 2 -periodic. The density function
is supported on an interval and there exists a polynomial bound on its lower tail, in the sense that there exist constants c v > 0 such that for all h ≥ 0 the probability distribution functions
To state the result we introduce the following quantity
Observe that one can derive an explicit upper bound on this constant with the help of (2.9).
Theorem 2.5 Let (A τ ) hold for some τ > 2 and let K 0 , b 0 be the parameters in (W). Let B ω = B det + µB ω ran with µ ∈ (0, 1] be the random magnetic field with a vector potential A ω . For every n ∈ N there exists an ε n > 0 and
is non-emtpy and for almost every ω the operator H(A ω ) has in I n pure point spectrum with exponentially decaying eigenfunctions. Moreover, this interval contains spectrum at least near its edges, i.e.
Remark 2.6 If B var = V = 0, then it is a trivial consequence of Theorem 2.3 that both intersections (2.23) contain in fact an interval of nonzero length.
Remark 2.7 For a typical random magnetic field we have E − n+1 < E + n for any sufficiently large n (the lower threshold depends on b 0 ). This is the signature that the broadening of the Landau levels will overlap, see Remark 2.4.
Remark 2.8
We note that the assumption (i.i.d.) could be relaxed to the weaker assumption that for any fixed k ∈ N and all z ∈ Λ (k) , {ω
Our proofs show that the results of Theorems 2.3, 2.3, and 2.5 still hold under this weaker assumption.
We will use the notation that 1 S as well as χ S denotes the characteristic function of a set S.
Let us now outline the remaining part of the paper. In Section 3, we prove a result, stated in Theorem 3.2, which gives an outer bound on the spectrum of a magnetic Hamiltonian. It will be used in the proof of both Theorem 2.3 and Theorem 2.5. The result might be of interest of its own.
In Section 4, we prove Theorems 2.2 and 2.3. Theorem 2.2 will follow by choosing a suitable trial state. To prove Theorem 2.3 we will use the outer bound on the spectrum and a perturbation theory argument in the continuous spectrum.
Section 5 is devoted to the proof of Theorem 2.5. It will be based on the Wegner estimate shown in [5] and a multi-scale analysis as used in [5] to prove localization at the bottom of the spectrum. To this end, one needs an initial length scale estimate. In [5] an elementary lower bound on the spectrum was sufficient to obtain an initial length scale estimate for the bottom of the spectrum. This bound is not helpful for higher band edges and instead we use Theorem 3.2, which provides an outer bound on the spectrum. There is an additional difficulty originating from the fact that for the finite volume Hamiltonians there is always spectrum not only near the unperturbed Landau levels but also well in between them which corresponds to states which live close to the boundary. To deal with this difficulty, we use the Wegner estimate to estimate the exponential decay of the finite volume Hamiltonian in terms of the exponential decay of the infinite volume Hamiltonian, this is outlined in Subsection 5.1. In Subsection 5.2 we show the initial length scale estimate and in Subsection 5.3 we introduce the multi-scale analysis, which is used to prove Theorem 2.5.
Outer bound on the spectrum
Let B(x) = B 0 + B 1 (x), where B 0 is a constant magnetic field and B 1 denotes a non-constant perturbation. We define
These numbers correspond to the maximal broadening of the Landau levels (2n + 1)B 0 for the constant B 0 field if the perturbation given by B 1 and V were considered by classical mechanics.
To formulate the next theorem, we introduce the following quantities,
The following theorem shows that in the large B 0 regime the classical edges e n,min [B] and e n,max [B] give an outer bound on the true spectrum up to a small correction. Theorem 3.2 Let C 1 > 0 and assume that
Then for every n ∈ N there exists a constant C ext,n ≥ 0 (depending only on C 1 ) such that the intervalŝ 5) are in the resolvent set of H(B).
To prove the theorem we localize the resolvent in position space and treat it as a perturbation of the resolvent of a Hamiltonian with a constant magnetic field. The choice of the constant magnetic field will depend on specific location in position space.
Proof. We fix a gauge A such that ∇ × A = B. To localize in position space, we choose a profile function, which equals the normalized characteristic function of a disk, centered at the origin, with radius one, g(x) := 1 π 1 {|x|<1} . We use this function to define a rescaled and translated version thereof, by setting
Moreover, we will denote the characteristic function of the support of g u by χ u := χ u,B0 := 1 suppgu .
Next we introduce suitable gauges to control the magnetic field on the support of g u . For each u ∈ R and we define the vector potentials
As a consequence of the definition we have ∇ × A u = B. Thus if we define the function
where γ x denotes any differentiable path connecting the origin with x ∈ R 2 (for example a straight line), then
The function λ u will be used below in (3.12) for a gauge transformation, and we set
As an immediate consequence of the definition we have
Moreover, we introduce the notation V u = V (u), δ u [V ] = V − V u , and for any vector potential a we write H u (a) = (p − a) 2 + V u . We consider the following resolvent identity which depends on the position u,
which we integrate over u as a weak integral and obtain, using the above gauge transformation,
where we defined
Now by (3.12) and the triangle inequality
where
By Proposition 3.4, below, the first term on the right hand side of (3.14) is bounded. Thus (z − H(A))
will be bounded and the theorem will follow, provided we show that K < 1. But this follows from Lemma 3.3 and Lemma 3.5 provided C ext,n is chosen sufficiently large.
with integral kernel T u (x, y) depending measurably on u, x, y. Let C be a bounded operator with integral kernel satisfying |T u (x, y)| ≤ C(x, y) for all u ∈ R 2 . Then
. Then using (3.6) we find
Proof. Recall that A u,0 is a vector potential for the constant magnetic field B u,0 , (3.11). Thus by definition
]. Now we use Lemma A.1 in the appendix, to estimate the integral kernel of the resolvent. We conclude using (A.3), (A.4), and (3.3) that there exist an operator D z with integral kernel D z (x, y) such that for all u ∈ R
for some constants C z and c z > 0. From this it follows that D z is a bounded operator (with bound depending on B 0 ), since D z 1 is bounded and hence also the Fourier transform of D z . Now the claim follows in view of Lemma 3.3.
The next lemma estimates the operator S u,z for z in the following neighborhood of the n-th Landau level,
Lemma 3.5 Fix n ∈ N 0 and let z ∈ C satisfy (3.16). Suppose (3.3) holds and let σ n := [e n,min [B] , e n,max [B] ]. Then
and P n (x) = C n (1 + |x| −1 + |x| 2(n+1) ) for some C n . The operator Q n is bounded uniformly in B 0 .
Proof. The last sentence is a consequence of (3.17), which can be seen by observing that Q n 1 and hence the Fourier transform of Q n are uniformly bounded in B 0 . In the proof we shall write C for a numerical constant which may depend on n. For notational simplicity we set
Thus we find
where we defined R u := (z − H u (A u,0 )) −1 and for simplicity we omitted z from the notation. To estimate the right hand side of (3.18) note first that from (3.8) one has the bounds
Moreover, we will use the explicit expression of the integral kernel for the resolvent,
as given in Lemma A.1, where, with z u := z − V u , we define
Here Γ(·) stands for the usual Gamma-function and U (·, ·; ·) is the confluent hypergeometric function. For more details, see Appendix A. Using this representation, one finds for the two components (
where we introduced R
(U 3 denotes the partial derivative with respect to the third variable). We conclude that
Now using (3.22), the bounds (3.19)-(3.21), the triangle inequality |x− u| ≤ |x− y|+ |y − u|, and χ u,B0 (y)|y − u| ≤ CB −1/2 0 , to estimate (3.18) we obtain
Now using (A.3), (A.4), (A.5), and (3.3) to estimate (3.23), we find for z satisfying (3.16),
with P n of the form as stated in the lemma. Now in view of (3.3) the bound in the lemma now follows. 
Location of the Spectrum

Deterministic Part
The following preparatory Lemma is a trivial consequence of the spectral theorem. Lemma 4.1 Let H be a self-adjoint operator E ∈ R and ψ ∈ H, ψ = 0. Then
Then by the spectral theorem the assumption implies
which is a contradiction.
The following Lemma holds for an arbitrary magnetic field B, which is bounded from below. It will be used in the proof of Theorem 2.2.
Lemma 4.2 Let B(x) be a magnetic field with
Then for any n ∈ N 0 there exists a constant C n (depending on n) such that for all λ in the range of the function (2n + 1)B + V ,
Proof. By assumption, there exists an x ∈ R 2 such that λ = V ( x) + (2n + 1)B( x). Choose a gauge 
where L n is the n-th Laguerre polynomial. We set
Expanding the square, one finds
with Π := (p − A 0 ). Using the estimates
and (4.2), we find that
The lemma now follows in view of Lemma 4.1 and since by definition B 0 ≥ B inf .
The following Lemma estimates the change of the spectrum of a magnetic Schrödinger with arbitrary magnetic field B under a the perturbation by a small magnetic field B ′ . It will be used in the proof of Theorem 2.3. 
The crucial part of the lemma is that the η does not depend on the magnetic field B.
Proof. First, we will show that there exists a trial state which is localized in a box of finite side length L (depending only on ǫ, K, and v), see (4.11). Then we can use perturbation theory to complete the proof. We consider the following partition of R 2 . Let χ be a smooth function with support contained in B 2 (0) = {x ∈ R 2 : |x| ≤ 2} such that z∈Z 2 χ 2 z (x) = 1, where χ z (x) = χ(x − z). We assume that at most four different χ z 's overlap, that is
Without loss we can assume that 0 < ǫ ≤ 1. Let ψ be a normalized state such that
Choose L sufficiently large such that 80 ∇χ
We claim, that there exists a z ∈ Z 2 such that
where ξ := (H − E)ψ and Π := p − A. Suppose this were not the case: then for all z ∈ Z 2 one of the inequalities (4.7)-(4.9) would not hold and this would imply the first inequality of the following estimate 10) where the first term on the second line were estimated by 1/10 as follows,
where we used (4.4) in the second line and (4.5) in the last. The other terms in the second line of (4.10) can be estimated in a similar but easier way. But (4.10) yields a contradiction. Thus let z * ∈ Z 2 be such that (4.7)-(4.9) hold. Then calculating a commutator, using the triangle inequality, we find
where the last inequality is a consequence of (4.7)-(4.9) and the choice of L, (4.6). Now we can use ordinary perturbation theory. We choose the gauge
Let ϕ = χ L,z * ψ and let G denote the support of χ L,z * . Then by (4.12) we have
We find, using first the triangle inequality and then (4.11) and (4.13),
Now inserting the estimate
into (4.14) we find
provided we choose η > 0 sufficiently small (depending only on K and L). The Lemma now follows in view of Lemma 4.1.
Probabilistic Part
To show Theorems 2.2 and 2.3, we will combine the previous two Lemmas concerning a deterministic magnetic field, with the following probabilistic result Proof of Theorem 2.3. By Theorem 2.1 there exists an ω * such that Σ = σ(H(A ω * )). In particular, it follows that Σ is a closed set. Let E ∈ Σ and let ǫ > 0. Now we consider the path ω t = tω * , with t ∈ [0, 1]. Using Lemma 4.3, we can find a sufficiently large N such that for the numbers
Clearly, E N ∈ {B 0 (2n + 1) : n ∈ N}. By Theorem 4.4, we know that E i ∈ Σ. Since ǫ > 0 can be chosen arbitrarily small by choosing N sufficiently large, it follows that all numbers between E and B 0 (2n + 1), for some n ∈ N 0 , are contained in Σ, since Σ is closed.
This implies the existence of the intervals as stated in the theorem. It remains to show the estimate regarding the endpoints of Σ n . We will set C n = max(C int,n , C ext,n ).
(4.15)
Fix n. By Theorem 3.2 we can choose B 0 sufficiently large such that there is a gap in the spectrum Σ located between the Landau levels B 0 (2n + 1) and B 0 (2n + 3) and that E min,n is to the left of the gap and E max,n+1 is to the right of the gap. The estimate (2.10) regarding the endpoints of Σ n can be rephrased as two inequalities. One of the inequalities follows in view of (3.2) from Theorem 2.2 and the other from Theorem 3.2.
Localization
In this section we show Theorem 2.5 using multi-scale analysis and the Wegner estimate from [5] . We have to show the initial length scale estimate, which is the content of Subsections 5.1, 5.2, and 5.3. By Λ ⊂ R 2 we denote a square. We will consider the magnetic Schrödinger operator with Dirichlet boundary conditions on Λ, and denote it by
We realize this as a self adjoint operator by means of the Friedrichs extension. We will work in the Hilbert space L 2 (Λ) and denote the scalar product by ·, · and the norm by · . In particular we will work with the following squares. For l > 0 and x ∈ R 2 we denote by
the open square centered at x with sidelength l.
If l ∈ N, we will write
Boxes with sidelength l ∈ 2N + 1 and center x ∈ Z 2 are called suitable. For suitable squares, we set
and we set χ int = χ Λ int and χ out = χ Λ out . We introduce the constant c δ to be the smallest integer such that
in case (2.11) δ −1 , in case (2.12) (5.4) which gives the distance beyond which the random magnetic field is independent. We define Λ := Λ + [−c δ , c δ ] 2 . In this section we consider the random magnetic field B ω = B det + µB ω ran , as introduced in Section 2. Let A ω be a vector potential with ∇ × A ω = B det + µB ω ran . We introduce a random magnetic field subordinate to the square Λ,
for notation we refer the reader to (2.4). Informally speaking, the random field (5.5) is obtained by adding to the deterministic magnetic field the random magnetic field generated only by the random variables living on the square Λ. Likewise, for a random vector potential A ω generating the magnetic field B ω , we introduce a random vector potential subordinated to the square Λ, centered at z, by
Observe that A Λ,ω is a vector potential with magnetic field B Λ,ω such that A Λ,ω = A ω on Λ.
For an operator T in a Hilbert space we will denote by ρ(T ) the resolvent set of T .
The Wegner Estimate and Exponential Decay
In this subsection we first state the Wegner estimate from [5] . Fix an energy E and a window of width η ≤ 1 about E. Let χ E,η be the characteristic function of the interval [E − η/2, E + η/2].
Now we use the Wegner estimate and the geometric resolvent identity to show the following Lemma. It will be used to show that for two given independent squares (squares which are sufficiently far apart such that their Hamiltonians are independent) with very high probability for at least one of the squares the exponential decay of the finite volume Hamiltonian can be estimated in terms of the infinite volume Hamiltonian. In precise terms, we say a square Λ = Λ l (x) is (E, C ∞ , α)-balanced if E ∈ ρ((H Λ (A)) and
Lemma 5.2 Let (W) hold with K 0 > 3, and let K 1 ≥ 1 and 0 < κ ≤ 1. There exist constants C 0 , C 1 , L * 0 (the same as in Theorem 5.1) and a constant
and any x, y ∈ Z 2 with |x − y| ∞ ≥ l + c δ ,
Proof. To shorten notation we set β = C 1 (κ −1 + ρ) and D 0 = C 0 µ −2 .
Step 1: Let E ∈ J. Then we claim that with probability greater or equal than the right hand side of (5.7) we have for w = x or w = y that E ∈ ρ(H Λ(w) ) and
To prove (5.8), let a denote the left endpoint of the interval J and we consider a partition of J with respect to the points
Define the intervals J j,1 = [x 2j−1 , x 2j+1 ], and 9) where N denotes the smallest integer larger than |J|l α /2. Using the independence of spectral properties of the local Hamiltonians in Λ(x) and Λ(y) in addition to the Wegner estimate, we find
Since the covering of J given in (5.9) contains 2N (≤ 3|J|l α ) intervals, we have
Thus the probability that this event does not occur can be estimated from below,
(5.10) By (5.9) for any E ∈ J there exists an interval J j,σ which contains E such that the distance of E to the boundary of J j,σ is greater than l −α /8. This observation and (5.10) imply the claim in Step 1.
Step 2:
Step 1 implies (5.7).
For w = x or w = y we write Λ = Λ(w). By the geometric resolvent identity, we have
To estimate the second term in (5.11) we use
and we use Lemma B.1 of [5] with u = (H(
using that χ int = 0 on Ω. Now using (5.12), (5.13) and (5.8) to estimate (5.11)
Step 2 and hence the lemma follows, since E ∈ [ 
Lifshitz asymptotics
In this subsection we show a Lifshitz estimate for the probability that the operator H( A Λ ) with a local magnetic field has an eigenvalue beyond the outer bound on the infinite volume operator. This result will imply a spectral estimate in Corollary 5.4 which will be used in the next section to obtain the initial length scale estimate. In the theorem below we will use similar notation as introduced in Theorem (3.2), but we take the supremum over the essential support of the probability measure. That is we define 
14) 15) with
Theorem 5.3 Assume that (A τ ) holds. Then for h > 0 the probability that
holds, satisfies the lower bound
For the sake of a transparent exposition, we set (m + ) (k)
If event (5.18) holds, then 
where the last line follows from the binomial formula.
Corollary 5.4 Assume that (A τ ) holds for some fixed τ > 2 and c v . For any ξ ∈ (0, τ − 2) set β :=
for any Λ = Λ l (x), with x ∈ Z 2 and l ≥ l initial (we adopt the convention that the distance to the empty set is infinity).
where the first inequality follows from assumption (A τ ), and the second inequality holds for large l.
Multi-scale Analysis: Proof of Theorem 2.5
For the proof of Theorem 2.5, we will essentially follow the argument in [5] that is based on [14] after including the magnetic field. We assume (A τ ) throughout this section for some fixed τ > 2 and c v . The constants b 0 , ρ, δ are as in the assumptions of Theorem 5.1.
Let us introduce the multiscale induction hypotheses. Below we denote by I ⊂ R an interval and assume l ∈ 2N + 1. First, for γ > 0, and ξ > 0 we introduce the following hypothesis.
G(I, l, γ, ξ): ∀x, y ∈ Z 2 , |x − y| ∞ ≥ l + c δ , the following estimate holds:
Note that this definition includes a security distance c δ , to ensure the independence of squares.
Lemma 5.6 Fix n ∈ N. For any ξ ∈ (0,
, and if I is any of the intervals of the form
Proof. First we give a deterministic estimate and then we estimate the probability.
Let A be a vector potential and let Λ = Λ l . Suppose the vector potential satisfies
Thus by the resolvent decay estimate, see Theorem B.1, we find
Thus we conclude from (5.23) and (5.24) that there exists anL G =L G (τ, ξ, µ, n, α, κ), such that Λ is (γ, E)-good provided (5.22) holds, Λ is (E, b 0 C ∞ , α)-balanced, and
It remains to estimate the probability. Let α > 3C 1 (κ −1 + ρ) (with C 1 as in Theorem 5.3) and let l satisfy (5.25). Then using the conclusion of the sentence leading up to (5.25), we find On the other hand by Lemma 5.2
where we used that the width of the interval for which we want to prove localization is bounded by µ, and the last inequality follows if we choose α sufficiently large. Thus inserting (5.30) and (5.29) into (5.27), we find that (5.26) is bonded from below by
for l ≥ l initial satisfying (5.25).
For Θ > 0, and q > 0 we introduce the following hypothesis.
W (I, l, Θ, q): For all E ∈ I and Λ = Λ l (x), x ∈ Z 2 , the following estimate holds:
The following Lemma is a consequence of Theorem 5.1. Proof of Theorem 2.5. We consider only the upper band edges. The lower band edges are proven analogously. Fix ξ ∈ (0, τ − 2) and let β = . Thus one now apply the multiscale analysis as outlined in [14] for the interval J 0 := I l0 (This is explained in detail in [5] ).
Having established the application of the multiscale analysis we can now show using standard arguments that H(A ω ) has pure point spectrum in J 0 for almost all ω ∈ Ω. We write J 0 = I Since |∇ρ| and |∆ρ| are bounded and (−i∇ − a) is infinitesimally small with respect to H, we obtain that H(α) is an analytic family of type A on C. Using this property one can show the following result, following the proof of Theorem 2.4.1. in [14] . 
