Abstract. In this paper, we establish a structure theorem for connected graded Hopf algebras over a field of characteristic 0 by claiming the existence of a family of homogeneous generators and a total order on the index set that satisfy some excellent conditions. The approach to the structure theorem is constructive based on the combinatorial properties of Lyndon words and the standard bracketing on words. As a surprising consequence of the structure theorem, we show that connected graded Hopf algebras of finite Gelfand-Kirillov dimension over a field of characteristic 0 are all iterated Hopf Ore extensions of the base field. In addition, some keystone facts of connected Hopf algebras over a field of characteristic 0 are observed as corollaries of the structure theorem, without the assumptions of having finite Gelfand-Kirillov dimension (or affineness) on Hopf algebras or of algebraically closedness on the base field.
Introduction
The classification project of noetherian/affine Hopf algebras of finite Gelfand-Kirillov dimension (GK dimension, for short) by using homological tools attracts many recent studies and interests. The cases that of GK dimensions one and two have been made much progress by Brown, Goodearl, Liu, Zhang and their collaborators [8, 10, 15, 16, 23, 25] . Some mild conditions are added on Hopf algebras in all these works. For the cases of higher GK dimensions, one line of research is by adding on Hopf algebras a quite restrictive condition: the Hopf algebras are connected, i.e., the coradical is onedimensional. This line of research was initiated by Zhuang [29] and continued in [4, 5, 6, 24] . As a matter of fact, connected Hopf algebras of GK dimension three and four over algebraically closed fields of characteristic 0 are completely classified by Zhuang [29] and Wang, Zhang and Zhuang [24] respectively. Some new interesting Hopf algebras occur in the classification results. The motivation of this paper is to understand the structure of general connected Hopf algebras.
There is little chance to list all isomorphism classes of connected Hopf algebras. However, it is well-known that commutative affine connected Hopf algebras over algebraically closed fields of characteristic 0 are polynomial algebras in finitely many variables, and cocommutative connected Hopf algebras over fields of characteristic 0 are universal enveloping algebras of Lie algebras. Both facts play important roles in the study of general connected Hopf algebras. One goal of this paper is to decode, up to some extent, some other natural subclasses of connected Hopf algebras. We examine this idea by considering the subclass of connected graded Hopf algebras.
Recall that a graded Hopf algebra is a Hopf algebra H equipped with a grading H = n≥0 H n such that H is both a graded algebra and a graded coalgebra, and the antipode preserves the given Actually, there is a connected graded Hopf algebra of GK dimension 5 which is not isomorphic even as an algebra to the universal enveloping algebra of any Lie algebra [5] . We have:
Theorem A. (Theorem 3.1) Assume that the base field k is of characteristic 0. Let H be a connected graded Hopf algebra. Then there exists an indexed family {z γ } γ∈Γ of homogeneous elements of H of positive degrees and a total order ≤ on Γ satisfying the following conditions:
(1) for every index γ ∈ Γ,
where H <γ denotes the subalgebra of H generated by { z δ | δ ∈ Γ, δ < γ };
(2) for every pair of indexes γ, δ ∈ Γ with δ < γ,
(3) the set { z γ 1 · · · z γ n | n ≥ 0, γ 1 , · · · , γ n ∈ Γ, γ 1 ≤ · · · ≤ γ n } is a basis of H.
Moreover, GKdim H is finite if and only if Γ is finite; and in this case GKdim H = #(Γ).
As corollaries of the above theorem, some interesting facts of connected Hopf algebras over a field of characteristic 0 are established, without the assumptions of having finite GK dimension (or affineness) on Hopf algebras or of algebraically closedness on the base field. For example, we show that a commutative connected Hopf algebra over a field of charactersitic 0 is isomorphic as an algebra to the polynomial algebra in some family of variables (Propositon 3.5). In addition, Theorem A has a corollary (Theorem 3.9) which indicates that one may find out all connected Hopf algebras of finite GK dimension over a field of characteristic 0 by a tedious but straightforward computation.
The most surprising consequence of Theorem A is on the relation of connected Hopf algebras and Ore extensions. Recall from [6] 
where Now let us briefly summarize the basic ideas used in the proof of Theorem A. The approach is constructive. First choose an arbitrary set X of homogeneous generators of H and then fix an appropriate well-order on X. By the combinatorial properties of Lyndon words and the standard bracketing on words, one may construct from X a new family of homogeneous generators of H indexed by a totally ordered set (Lemma 1.11). Next we employ the coalgebra structure of H. It is easy to lift ∆ H into a graded algebra homomorphism ∆ : k X → k X ⊗ k X that is triangular (see Definition 2.1). Generally, ∆(x) 1 ⊗ x + x ⊗ 1 because x is not necessary primitive in H; and moreover ∆ is not necessary coassociative in the sense that (∆ ⊗ id) • ∆ = (id ⊗∆) • ∆. Nevertheless, as an immediate consequence of a technical result (Proposition 2.4), the triangular-ness of ∆ is sufficient to deduce that this new family of generators and the total order on the index set satisfy the requirements.
The technical result (Proposition 2.4) has its own interest. Ideals of free algebras that satisfy the conditions listed there are studied extensively in the subsequent paper [28] . The proof of the technical result is complicate and occupies a large part of the paper. However, the idea of the proof has its origin in [11, 22] , where Lyndon words and the braided bracketing on words are employed to construct a Poincaré-Birkhoff-Witt type basis for primitively generated braided Hopf algebras.
The paper is organized as follows. In Section 1, we recall the definitions and basic facts of Lyndon words and the standard bracketing on words. In Section 2, we introduce the notion of triangular comultiplication on free algebras and study their properties. Section 3 is the main part of the paper.
It is devoted to study the structure of connected (graded) Hopf algebras. In particular, the above two main theorems are proved there. As a matter of fact, though the terminologies and results developed in the sections 1 and 2 have their own interest, they are aimed to prove Theorem A (i.e. Theorem 3.1).
The last section is devoted to prove the technical result (Proposition 2.4).
Throughout the paper, we work over a fixed field denoted by k. All vector spaces, algebras, coalgebras and unadorned tensors are over k. The notation N denotes the set of non-negative integers.
Lyndon words and the standard bracketing
The bricks in the construction of the required family of generators for connected graded Hopf algebras as stated in the main theorems are Lyndon words and the standard bracketing on words. In this section, we recall the definitions of Lyndon words and the standard bracketing. Moreover we present some of their well-known facts for reader's convenience. The materials of Lyndon words and standard bracketing in our context are mostly extracted or modified from [9, 11, 17] .
Throughout this section, X stands for a totally ordered alphabet. If X = {x 1 , · · · , x θ } for some positive integer θ, then X is tacitly equipped with the natural order x 1 < · · · < x θ . We denote by X the set of all words on X. The empty word is denoted by 1. The length of a word u is denoted by |u|.
A word v on X is called a factor of a word u on X if there exist words w 1 , w 2 on X such that
If w 1 (resp. w 2 ) can be chosen to be the empty word then v is called a prefix (resp. suffix)
The lexicographic order on X , denoted by < lex , is defined as follows. For words u, v ∈ X ,
Clearly, it is a total order compatible with the concatenation of words from left but not from right. For example if x, y ∈ X with x > y, one has x > lex x 2 but xy < lex x 2 y. Remark 1.3. In [9, 17, 13] , u < lex v means that either u is a proper prefix of v or u = rxs and v = ryt with x < y; and a word u ∈ X is Lyndon if u 1 and u < lex wv for every factorization u = vw with v, w 1. So the results in [9, 17, 13] need to be changed accordingly in our context. We follow the convention of [11] , where Lyndon words are called standard words after Shirshov.
For a word u of length ≥ 2, define u R ∈ X to be the lexicographically largest proper suffix of u and define u L ∈ X by the decomposition u = u L u R . The pair of words
is called the Shirshov factorization of u. As an example, Sh(x 
The standard bracketing on X is the map [−] : X → k X defined as follows. First set [1] = 1 and
[x] := x for x ∈ X; and then for words u of length ≥ 2, inductively set 
For a word w on X, we write k X <w (resp. k X ≤w ) for the subalgebra of k X generated by
Lemma 1.9. For every pair of Lyndon words u > lex v on X,
Proof. We only show the first inclusion, the second one is similar to see. Let w 1 , · · · , w r be a finite sequence of Lyndon words that < lex v. One has
By Proposition 1.4 (L1), w i < lex v < lex uv; and by Lemma 1.7,
The result follows immediately.
Now we assume that the free algebra k X is connected graded with each letter homogeneous of positive degree. The degree of a homogeneous polynomial f is denoted by deg( f ). Define the graded lex order on X , denoted by < glex , as follows. For words u, v,
Clearly, it is a well order compatible with the concatenation of words from both sides. The leading word of a nonzero polynomial f , denoted by LW( f ), is the largest word that occurs in f with respect to the graded lex order. Note that LW([w]) = w for every word w by Lemma 1.6.
Let I be an ideal of k X . A word on X is called I-reducible if it is the leading word of some polynomials in I. A word that is not I-reducible is called I-irreducible. We let
By Proposition 1.4 (L5), it is easy to see that B I contains every I-irreducible word.
So for a given ideal I, N I may include X with respect to one grading structure on k X but does not with respect to another. Proof. We prove the first statement, the others are clear. Firstly, we show that these residue classes are linearly independent. Suppose not, then there
, with u i pairwise distinct I-irreducible words of degree ≤ n and λ i ∈ k\{0}. We may assume that u 1 > glex · · · > glex u r . By Lemma 1.6, the leading word of f is u 1 , which is impossible. Now we show these residue classes span F n A. It suffices to show they span the residue classes of all words of degree ≤ n. We show this by induction on words with respect to the graded lex order. Clearly, it is true for the empty word, which is the smallest element with respect to ≤ glex . Let u be a nonempty word of degree ≤ n. If u is I-reducible, then u + I = f u + I with f u a linear combination of words that
, which by Lemma 1.6 is also a linear combination of words that < glex u. So by the induction hypothesis, u + I is a linear combination of the residue classes of the standard bracketing of I-irreducible words of degree ≤ n.
Triangular commultiplications on free algebras
Given an algebra A and an algebra homomorphism ∆ A : A → A ⊗ A (e.g., Hopf algebras), one may choose a set of generators X and then lift ∆ A into an algebra homomorphism ∆ :
Generally, it is not easy to read from ∆ any interesting information for the ideal I ⊆ k X of relations of A. In this section, we introduce a class of algebra homomorphisms k X → k X ⊗ k X and study their properties by the combinatorial properties of Lyndon words and the standard bracketing. An interesting observation is that if ∆ can be chosen to belong this class then the ideal I of relations behaves well. This observation is the key to explore the structure of connected graded Hopf algebras in the next section.
Throughout, X stands for a well-ordered alphabet and k X is connected graded with each letter homogeneous of positive degree. The tensor algebra k X ⊗ k X is graded in the natural way. For a word w, recall that k X <w (resp. k X ≤w ) denotes the homogeneous subalgebra of k X generated by the set of the standard bracketing of Lyndon words that < lex w (resp. ≤ lex w).
If in addition ∆ is graded linear of degree 0 then it is called graded triangular.
Remark 2.2. The standard comultiplication on k X is defined to be the algebra homomorphism
It is graded triangular by definition. Note that ∆ s is coassociative, which clearly does not necessarily hold for general (triangular) comultiplications. Moreover, it is easy to check that
n−p for every Lyndon word u and every positive integer n.
for every Lyndon word u and every positive integer n.
Proof. We show the result by induction on n. For n = 1, we do it by induction on l = |u|. For l = 1, u is a letter and the formula holds by the assumption. Assume l > 1. By induction,
Here, the inclusion comes from the observations
which are followed from Lemma 1.1, Proposition 1.4 (L1) and Lemma 1.9 respectively. Now assume n > 1. By induction,
Here, the containment is by the observation
The next proposition is the key observation to prove the main results and has an interest in its own right. The following notations are employed. For an ideal I of k X and a word w, we write k X|I resp. k X|I <w , resp. k X|I ≤w for the subalgebra of k X that generated by
Note that they are all homogeneous subalgebras of k X . We use the notations k X|I n and k X|I ≤n in the obvious sense. Similar convention applies to k X|I <w and k X|I ≤w .
Proposition 2.4. Let I be an ideal of k X and A := k X /I. Assume that there exists a triangular
(1) For every I-reducible Lyndon words v,
(2) For every pair of I-irreducible Lyndon words u, v ∈ N I with u > lex v, The proof of the above proposition is complicate. To make the reading more fluent, it will be addressed in Section 4 through a number of technical lemmas.
Remark 2.5. Ideals of k X satisfying the conditions in Proposition 2.4 are studied extensively in [28] . It turns out that the quotient algebras of k X defined by such ideals share many fundamental ring-theoretic and homological properties. In fact, the conditions (1) and (2) of Proposition 2.4 are equivalent for ideals of k X with letters all irreducible (see [28] ).
To understand Proposition 2.4 better, we reclaim the following well-known fact as its consequence.
Let Lie(X) be the free Lie algebra on X. It is the subspace of k X that spanned by the standard (1) If I is generated by Lie polynomials then
(2) The converse of (1) holds, provided that k is of characteristic 0.
Proof. Part (1) is by the formula (ST) in Remark 2.2.
Next we show Part (2). Assume k is of characteristic 0 and ∆ s (I) ⊆ I ⊗ k X + k X ⊗ I. By Proposition 2.4 (3), for any nondecreasing nonempty sequence u 1 ≤ lex u 2 ≤ lex · · · ≤ lex u n in N I , one may define a functional τ u 1 ,··· ,u n : k X ⊗ k X → k as follows.
•
One may define the functional τ ∅ as well. Now let v be an arbitrary I-reducible Lyndon word. Applying Proposition 2.4 (3), there is a (unique) polynomial g v ∈ I of the following form
By the formula (ST), one has
where p is the number of i in {1, · · · , n} such that u i = u 1 ; and note that
Thus g v is a Lie polynomial with leading word v for any I-reducible Lyndon word. By standard Gröbner bases theory, I is generated by { g v | v is an I-reducible Lyndon word }.
The structure of connected (graded) Hopf algebras
In this section we study the structure of connected (graded) Hopf algebras over a field of characteristic 0. In addition to the main theorems that stated in the introduction, we also observe some keystone facts of connected Hopf algebras over a field of characteristic 0.
Let us begin by recalling some notations and definitions on Hopf algebras. For a general Hopf algebra H, the usual notations ∆ H , ε H and S H are employed to denote the comultiplication, counit and antipode of H respectively. The coradical of H is defined to be the sum of all simple subcoalgebras of H. It is denoted by H (0) . Also, the coradical filtration of H ([20, Section 5.2]) is denoted by {H (n) } n≥0 .
Note that the notations for coradical and coradical filtration we used differ from that of [20] . A Hopf algebra is called connected if its coradical is one-dimensional.
By a graded Hopf algebra we mean a Hopf algebra H equipped with a grading H = n≥0 H n such that H is both a graded algebra and a graded coalgebra, and the antipode preserves the given grading (1) for every index γ ∈ Γ,
Moreover, GKdim H is finite if and only if Γ is finite; and in this case GKdim H = #(Γ).
Proof. By choosing a set of homogeneous generators of positive degrees, we may fix an alphabet X of graded variables and consider H as a graded quotient algebra k X /I for some homogeneous ideal I.
For any f ∈ k X , write f for the coset of f in H. By the counitality, one has
since H is graded as a coalgebra. It follows that one may lift ∆ H to a graded algebra homomorphism ∆ : k X → k X ⊗ k X which satisfies the following condition:
Note that ∆(I) ⊆ I ⊗ k X + k X ⊗ I by the construction. Further, equip a well-order on X as follows.
First fix a well-order ≤ r on X r := { x ∈ X | deg(x) = r } for each integer r ≥ 1; then for x 1 , x 2 ∈ X,
It is easy to read from (TC) that ∆ is a graded triangular comultiplication. Now let Γ := N I and Next we show the last statement. For any finite subset Ξ of Γ, let H Ξ be the subalgebra of H generated by { z ξ | ξ ∈ Ξ }. For any integer n, let d Ξ (n) be the number of nondecreasing sequences
By Part (3) and a simple combinatorial argument,
where the inequality means that the difference of the series has no negative coefficients. Consequently,
Here, the first equality is by [12, Lemma 6.1 (b)] and the second equality is by [2, Proposition 2.21].
It follows that if Γ is infinite then GKdim(H) ≥ GKdim(H Ξ ) ≥ #(Ξ) for any finite subset Ξ of Γ and hence GKdim(H) = ∞. If Γ is finite then H = H Γ and the inequality in ( * ) becomes an equality for Ξ = Γ by Part (3), whence GKdim(H) = GKdim(H Γ ) = #(Γ).
Remark 3.2. It is worth to mention that for a family {z γ } γ∈Γ of homogeneous elements of H and a total order on the index set Γ as in the above theorem, the function Γ → N sending γ to deg(z γ ) may fail to preserve order, that is, it may occur that deg(z γ ) > deg(z δ ) for some indices γ < δ.
Proposition 3.3. Assume k is of characteristic 0. Let H be a connected Hopf algebra. Then
GKdim H = GKdim gr c (H) ∈ N ∪ {∞}. According to the above discussion, to see the result one may assume that H itself is a connected graded Hopf algebra. The uniqueness of such sequence is clearly determined by the Hilbert series of degrees and a total order ≤ on Γ as in Theorem 3.1. Then the set
Proof. If GKdim gr c (H) is infinite then GKdim(H)
is finite for every integer i ≥ 1, since H is locally finite. Set n i to be the cardinality of Γ i for every i ≥ 1.
Applying Theorem 3.1 (3), a simple combinatorial argument tells us that the Hilbert series of H is of the required form. The last statement is clear because GKdim H = #(Γ).
Proposition 3.5. Assume that k is of characteristic 0. Let H be a connected commutative Hopf algebra.
Then H is isomorphic as an algebra to the polynomial algebra in some family of variables.
Proof. Choose an indexed family {z γ } γ∈Γ of homogeneous elements of gr c (H) of positive degrees and a total order ≤ on Γ as in Theorem 3.1. For each index γ with deg(z γ ) = n, pick an element a γ ∈ H (n) such that a γ + H (n−1) = z γ in gr c (H). By a standard application of filtered-graded methods,
is a basis of H. Since H is commutative, H is obviously a polynomial algebra. 
forms a Z 2 -homogeneous basis for B. By a standard application of filtered-graded method and the observation that (m i ) r = 0 for integers 0 ≤ r < i, it is not hard to conclude that the set
forms a homogeneous basis for H. Since H is commutative, H is a graded polynomial algebra.
Recall from [5, Theorem 0.1] that an affine commutative Hopf algebra is connected graded as an algebra if and only if it is a connected Hopf algebra, and if and only if it is isomorphic as an algebra to a polynomial algebra in finite variables, provided that the base field is algebraically closed of characteristic 0. The above two propositions naturally yield the following question.
Question 3.7. For (affine) commutative Hopf algebras over a field of characteristic 0, is the condition being connected graded as an algebra equivalent to the condition being a connected Hopf algebra?
Let H be a connected Hopf algebra of finite GK dimension over a field of characteristic 0. Proof. It is well-known that K := gr c (H) is coradically graded (i.e.
Then by [1, Lemma 5.5], the graded dual K * is generated in degree 1 as an algebra. Note that
where g is the Lie subalgebra of
where the first equality is well-known (see [12, Example 6.9] ), the second equality is by [12, Lemma 6.1 (b)] and the observations that K and K * are both finitely generated and have the same Hilbert series, and where the third equality is by Proposition 3.3.
Connected Hopf algebras of GK dimension ≤ 4 over algebraically closed fields of characteristic 0 were classified by Zhuang [29] and Wang, Zhang and Zhuang [24] . The next result may shed some light on the classification of connected Hopf algebras of higher finite GK dimension. For a Hopf algebra H and an element a ∈ H we denote by ρ H (a) the least number n ≥ 0 such that a ∈ H (n) .
Theorem 3.9. Assume that k is of characteristic 0. Let H be a connected Hopf algebra of finite GK dimension d. Then there is a sequence of elements a
(2) for every integer r ≥ 1 the number of indices i with
(3) for every integer n, the space H (n) has a basis 
The condition that the tensor algebra H ⊗ H being a domain is important in the study of Hopf Ore extensions by Brown, O'Hagan, Zhang and Zhuang [6] . At the beginning of the Subsection 2.8 of [6] , the authors indicate that if H is a connected Hopf algebra then H ⊗n is a domain for every integer n ≥ 1, provided that the base field k is algebraically closed of characteristic 0. We extend their result to arbitrary fields of characteristic 0 by a different argument. As a consequence, some results of [6] can be generalized by omitting the assumption of algebraically closedness on the base field. 
It is easy to check that 
and
where (2), it is not hard to check that
for every homogeneous element f in H in the theorem is standard, and can be found for example in [3, 7, 14, 19, 21, 26, 27] . 
on H ⊗ R and it is easy to check that
Then Part (1) Since H is Cohen-Macaulay, by definition one has 
It follows that Ext

Proof of Proposition 2.4
This section is devoted to prove Proposition 2.4. The argument has its origin in [11, 22] . The notations and conventions employed in Section 2 are retained. So X is a well-ordered alphabet and the free algebra k X is connected graded with letters homogeneous of positive degrees. 
Proof. Firstly we prove that every word that < glex u l is contained in the space right to the inclusion, by induction on all such words with respect to the graded lex order. Clearly, the empty word is in the space of the right hand. Now let f be an arbitrary nonzero element of the space left to the inclusion. By Lemma 1.8,
p ) ∈ k, where i runs over integers from 0 to l − 1 and (a
p ) runs over nondecreasing sequence of Lyndon words that < lex u and of total degree ≤ (l − i) · deg(u). By Lemma 1.5 and Lemma 1.6, the leading word of f is < glex u l , and so f is contained in the space right to the inclusion.
Let I be a proper ideal of k X . For a Lyndon word u ∈ N I , define the height of u by
By the convention, h I (u) = ∞ if there is no integer n such that u n is I-reducible. Note that h I (u) = 1 if u is I-reducible; and h I (u) ≥ 2 for every I-irreducible Lyndon word u. Write
Note that C I ⊆ B I and it contains all I-irreducible words. So by Lemma 1.11, the residue classes of the standard bracketing of words in C I span the quotient algebra k X /I. 
where
| Lyndon words in the Lyndon decomposition of w are < lex u, λ wu i 0 } and γ w i := λ w i u i . Note that
If n = l · deg(u), then P l = {1} and LW( f ) = u l by Lemma 1.5, which contradicts to l < h I (u). Thus we must have n > deg(u l ), and the words w l are all of positive degree n − deg(u l ).
Now by Proposition 2.3,
By the induction hypothesis,
Then by Lemma 4.1,
It is easy to see ρ(k
Applying the linear map id ⊗ρ :
The leading word off is then contained in P l , so it is I-irreducible. Thereforef I. But ∆( f ) ∈ I ⊗ k X + k X ⊗ I. It follows thatf ∈ I, a contradiction. By Proposition 2.3,
and γ w l 0 for some w l ∈ Q l . We only deal with the second case (the first one is similar and much easier). By Proposition 2.3,
By Lemma 4.2, one may define two linear functionals φ, ψ : k X → k as follows.
• φ(I) = φ(k X >deg(u) ) = 0, φ([w]) = 0 for w ∈ C I \{u} and φ([u]) = 1;
• ψ(I) = ψ(k X >deg(u n−1 ) ) = 0, ψ([w]) = 0 for w ∈ C I \{u n−1 } and ψ([u] n−1 ) = 1.
By Lemma 4.1,
It is also easy to see φ(k X i ) = 0 for i deg(u) and ψ(k X j ) = 0 for j deg(u n−1 ), so
Applying the linear map φ ⊗ ψ : k X ⊗ k X → k to ∆(g), one gets (PI) 0 = (φ ⊗ ψ)(∆(g)) = n · 1 k .
Here the first equality holds because ∆(g) ∈ I ⊗ k X + k X ⊗ I.
When k is of characteristic 0 then we have got a contradiction (PI), and so in this case one must have h I (u) = ∞. This proves (1).
To see (2), we continue to assume n = h I (u) < ∞. By (PI), we may write n = p s t for some s ≥ 1 and t a positive number that not divided by p. It remains to show t = 1. So assume t > 1. Define two linear functionals φ ′ , ψ ′ : k X → k as follows.
• Here, the containment is by the induction hypothesis; the last equality is by Part (1) and Lemma 1.11; and the inclusion is by Lemma 1.9 and the following two observations. The first one is u R < lex uv by Lemma 1.1; and the second one is u L v < lex uv by Proposition 1.4 (L2). 
