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Abstract
The Receiver Operating Characteristic
(ROC) has become a standard tool for the
analysis and comparision of classifiers when
the costs of misclassification are unknown.
There has been relatively little work, how-
ever, examining ROC for more than two
classes.
Here we define the ROC surface for the Q-
class problem in terms of a multi-objective
optimisation problem in which the goal is to
simultaneously minimise the Q(Q − 1) mis-
classification rates, when the misclassifica-
tion costs and parameters governing the clas-
sifier’s behaviour are unknown. We present
an evolutionary algorithm to locate the op-
timal trade-off surface between misclassifica-
tions of different types. The performance of
the evolutionary algorithm is illustrated on
a synthetic three class problem. In addition
the use of the Pareto optimal surface to com-
pare classifiers is discussed, and we present
a straightforward multi-class analogue of the
Gini coefficient. This is illustrated on syn-
thetic and standard machine learning data.
1. Introduction
Classification or discrimination of unknown exemplars
into two or more classes based on a ‘training’ dataset
of examples, whose classification is known, is one of the
fundamental problems in supervised pattern recogni-
tion. Given a classifier that yields estimates of the ex-
emplar’s probability of belonging to each of the classes
and when the relative relative costs of misclassifica-
tion are known, it is straightforward to determine the
decision rule that minimises the average cost of mis-
classification. If the costs of misclassification are equal
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and there is no penalty for a correct classification then
the optimal rule becomes: assign to the class with the
highest posterior probability. In practical situations,
however, the true costs of misclassification are unequal
and frequently unknown or difficult to determine (e.g.
(Adams & Hand, 1999; Bradley, 1997)). In such cases
the practitioner must either guess the misclassification
costs or explore the trade-off in classification rates as
the decision rule is varied.
Receiver Operating Characteristic (ROC) analysis
provides a convenient graphical display of the trade-off
between true and false positive classification rates for
two class problems (Provost & Fawcett, 1997). Since
its introduction in the medical and signal processing
literatures (Hanley & McNeil, 1982) ROC analysis has
become a prominent method for selecting an operating
point; see (Flach et al., 2003) and (Herna´ndez-Orallo
et al., 2004) for a recent overview of methodologies
and applications.
In this paper we extend the spirit of ROC analy-
sis to multi-class problems by considering the trade-
offs between the misclassification rates from one class
into each of the other classes. Rather than consid-
ering the true and false positive rates, we consider
the multi-class ROC surface to be the solution of the
multi-objective optimisation problem in which these
misclassification rates are simultaneously optimised.
Srinivasan (1999) has discussed a similar formulation
of multi-class ROC, showing that if classifiers for Q
classes are considered to be points with coordinates
given by their Q(Q − 1) misclassification rates, then
optimal classifiers lie on the convex hull of these points.
Here we describe the surface in terms of Pareto opti-
mality and in section 3 we give an evolutionary algo-
rithm for locating the optimal ROC surface when the
classifier’s parameters may be adjusted as part of the
optimisation.
ROC analysis is frequently used for evaluating and
comparing classifiers in terms of the area under the
ROC curve (AUC) or, equivalently, the Gini coeffi-
cient. Although the straightforward analogue of the
AUC is unsuitable for more than two classes, in sec-
tion 5 we develop a straightforward generalisation of
the Gini coefficient which quantifies the superiority of
a classifier’s performance to random allocation.
2. ROC Analysis
Here we describe the straightforward extension of ROC
analysis to more than two classes (multi-class ROC)
and draw some comparisons with the two class case.
In general a classifier seeks to allocate an exemplar or
measurement x to one of a number of classes. Alloca-
tion of x to the incorrect class, say Cj , usually incurs
some, often unknown, cost denoted by λkj ; we count
the cost of a correct classification as zero: λkk = 0 (see
(Elkan, 2001) for a nice discussion of the general case).
Denoting the probability of assigning an exemplar to
Cj when its true class is, in fact, Ck as p(Cj | Ck) the
overall risk or expected cost is
R =
∑
k,j
λkjp(Cj | Ck)pik (1)
where pik is the prior probability of Ck. The per-
formance of some particular classifier may be conve-
niently be summarised by a confusion matrix or con-
tingency table, Cˆ, which summarises the results of
classifying a set of examples. Each entry Cˆkj of the
confusion matrix gives the number of examples, whose
true class was Ck, that were actually assigned to Cj .
Normalising the confusion matrix so that each col-
umn sums to unity gives the confusion rate matrix,
C, whose entries are estimates of the misclassification
probabilities: p(Cj | Ck) ≈ Ckj . Thus the expected risk
is estimated as
R =
∑
k,j
λkjCkjpik. (2)
A slightly different perspective is gained by writing
expected risk in terms of the posterior probabilities
of classification to each class. The conditional risk or
average cost of assigning x to Cj is
R(Cj |x) =
∑
k
λkjp(Ck |x) (3)
where p(Ck |x) is the posterior probability that x be-
longs to Ck. The expected overall risk is
R =
∫
R(Cj |x)p(x) dx. (4)
The expected risk is then minimised, being equal to
the Bayes risk, by assigning x to the class with the
minimum conditional risk (e.g. (Duda & Hart, 1973)).
Choosing ‘zero-one costs’, λkj = 1 − δkj , means that
all misclassifications are equally costly and the condi-
tional risk is equal to the class posterior probability;
one thus assigns to the class with the greatest posterior
probability, which minimises the overall error rate.
If costs are known, it is straightforwardmake classifica-
tions that achieve the Bayes risk (provided, of course,
that the classifier yields accurate assessments of the
posterior probabilities p(Ck |x)). However, costs are
frequently unknown and difficult to estimate, partic-
ularly when there are many classes; in this case it is
useful to be able to compare the classification rates as
the costs vary. For binary classification the conditional
risk may be simply rewritten in terms of the posterior
probability of assigning to C1, resulting in the rule: as-
sign x to C1 if P (C1 |x) > t = λ12/(λ12 + λ22). This
classification rule reveals that there is, in fact, only
one degree of freedom in the binary cost matrix and,
as might be expected, the entire range of classification
rates for each class can be swept out as the classifica-
tion threshold t varies from 0 to 1. It is this variation
of rates that the ROC curve exposes for binary clas-
sifiers. ROC analysis focuses on the classification of
one particular class, say C1, and plots the true posi-
tive classification rate for C1 versus the false positive
rate as the threshold t or, equivalently, the ratio of
misclassification costs is varied.
If more than one classifier is available (often produced
by altering the parameters, w, of a particular classi-
fier) then it can be shown that the convex hull of the
ROC curves for the individual classifiers is the locus
of optimum performance for that set of classifiers.
Frequently in two class problems the focus is on a sin-
gle class, for example, whether a set of medical symp-
toms are to be classified as benign or dangerous, so the
ROC analysis practice of plotting of true and false pos-
itive rates for a single class is helpful. Also, since there
are only three degrees of freedom in the binary con-
fusion matrix, classification rates for the other class
are easily inferred. Indeed, the confusion rate ma-
trix, C, has only two degrees of freedom for binary
problems. Focusing on one particular class is likely to
be misleading when more than two classes are avail-
able for assignment. We therefore concentrate on the
misclassification rates of each class to the others. In
terms of the confusion rate matrix C we consider the
off-diagonal elements, the diagonal elements (i.e., the
true positives) being determined by the off-diagonal
elements since each row sums to unity.
With Q classes there are D = Q(Q − 1) degrees of
freedom in the confusion rate matrix and it is desir-
able to simultaneously minimise all the misclassifica-
tion rates represented by these. For most problems,
as for the binary problem, simultaneous optimisation
will clearly be impossible and some compromise be-
tween the various misclassification rates will have to
be found. Knowledge of the costs makes this determi-
nation simple, but if the costs are unknown we propose
to use multi-objective optimisation to discover the op-
timal trade-offs between the misclassification rates.
In general we will consider locating the optimal ROC
surface as a function of the classifier parameters, w,
as well as the costs. For notational convenience and
because they are treated as a single entity, we write
the cost matrix λ and parameters as a single vector
of generalised parameters, θ = {λ,w}; to distinguish
θ from the classifier parameters w we use the opti-
misation terminology decision vectors to refer to θ.
The D misclassification rates are functions (depend-
ing on the particular classifier) of the decision vectors,
thus Ckj = Ckj(θ). The optimal trade-off between
the misclassification rates is thus the defined by the
minimisation problem: minimise Ckj(θ) ∀k, j, k 6= j.
If all the misclassification rates for one classifier with
decision vector θ are no worse than the classification
rates for another classifier φ and at least one rate is
better, then the classifier parameterised by θ is said
to strictly dominate that parameterised by φ. Thus
θ strictly dominates φ (denoted θ ≺ φ) iff Ckj(θ) ≤
Ckj(φ) ∀k, j, k 6= j, and Ckj(θ) < Ckj(φ) for some
k, j, k 6= j. Less stringently, θ weakly dominates φ
(denoted θ  φ) iff Ckj(θ) ≤ Ckj(φ) ∀k, j, k 6= j.
A set E of decision vectors is said to be non-dominated
if no member of the set is dominated by any other
member: θ 6≺ φ ∀θ,φ ∈ E.
A solution to the minimisation problem is thus Pareto
optimal if it is not dominated by any other feasible
solution, and the non-dominated set of all Pareto opti-
mal solutions is the known as the Pareto front. Recent
years have seen the development of a number of evolu-
tionary techniques based on dominance measures for
locating the Pareto front; see (Deb, 2001) for a recent
review. Kupinski and Anastasio (1999) and Anastasio
et al. (1998) introduced the use of multi-objective
evolutionary algorithms (MOEAs) to optimise ROC
curves for binary problems, illustrating the method on
a synthetic data set and for medical imaging problems;
and we have used a similar methodology for locating
optimal ROC curves for safety-related systems (Field-
send & Everson, 2004; Everson & Fieldsend, 2006).
In the following section we describe a straightforward
evolutionary algorithm for locating the Pareto front
for multi-class problems. We illustrate the method
Algorithm 1 Multi-objective evolution scheme for
ROC surfaces.
Inputs:
T Number of generations
Nλ Number of costs to sample
1: E := initialise()
2: for t := 1 : T
3: {w,λ} = θ := select(E)
4: w′ := perturb(w)
5: for i := 1 : Nλ
6: λ′ := sample()
7: C := classify(w′,λ′)
8: θ′ := {w′,λ′}
9: if θ′ 6 φ ∀φ ∈ E
10: E := {φ ∈ E |φ ⊀ θ′}
11: E := E ∪ θ′
12: end
13: end
14: end
on a synthetic problem for two different classification
models in section 4.
3. Locating multi-class ROC surfaces
Here we describe a straightforward algorithm for lo-
cating the Pareto front for multi-class ROC prob-
lems using an analogue of mutation-based evolution.
The procedure is based on the Pareto Archive Evolu-
tionary Strategy (PAES) introduced by Knowles and
Corne (2000). In outline, the algorithm maintains a
set or archive E, whose members are mutually non-
dominating, which forms the current approximation
to the Pareto front. As the computation progresses
members of E are selected, copied and their decision
vectors perturbed, and the objectives corresponding
to the perturbed decision vector evaluated; if the per-
turbed solution is not dominated by any element of E,
it is inserted into E and any members of E which are
dominated by the new entrant are removed. It is clear,
therefore, that the archive can only move towards the
Pareto front: it is in essence a greedy search where the
archive E is the current point of the search and per-
turbations to E that are not dominated by the current
E are always accepted.
Algorithm 1 describes the procedure in more detail.
The archiveE is initialised by evaluating the misclassi-
fication rates for a number (here 100) of randomly cho-
sen parameter values and costs, and discarding those
which are dominated by another element of the initial
set. Then at each generation a single element, θ is
selected from E (line 3 of Algorithm 1); selection may
be uniformly random, but partitioned quasi-random
selection (PQRS) (Fieldsend et al., 2003) was used
here to promote exploration of the front. PQRS in-
creases the efficiency and range of the search by pre-
venting clustering of solutions in a particular region
of the front which would otherwise bias the search be-
cause they would be selected more frequently.
The selected parent decision vector is copied, after
which the costs λ and classifier parameters w are
treated separately. The parameters w of the classifier
are perturbed or, in the nomenclature of evolution-
ary algorithms, mutated to form a child, w′ (line 4).
Here we seek to encourage wide exploration of param-
eter space by perturbing each of the parameters with a
random number δ drawn from a heavy tailed distribu-
tion (such as the Laplacian density, p(δ) ∝ e−|δ|). The
Laplacian distribution has tails that decay relatively
slowly, ensuring that there is a high probability of ex-
ploring regions distant from the current solutions, fa-
cilitating escape from local minima (Yao et al., 1999).
With a proposed parameter set w′ on hand the pro-
cedure then investigates the misclassification rates as
the costs are varied with fixed parameters. In order
to do this we generate Nλ sample costs λ
′ and evalu-
ate the misclassification rates for each of them. Since
the misclassification costs are non-negative and sum
to unity, a straightforward way of producing samples
is to make a draws from a Dirichlet distribution:
p(λ) = Dir(λ |α1, . . . , αi, . . . , αD) (5)
where the index i labels the D = Q(Q−1) off-diagonal
entries in the cost matrix. Samples from a Dirichlet
density lie on the simplex
∑
kj λkj = 1. The αkj ≥ 0
determine the density of the samples; since we have
no preference for particular costs here, we set all the
αkj = 1 so that the simplex (that is, cost space) is
sampled uniformly with respect to Lebesgue measure.
The misclassification rates for each cost sample λ′
and classifier parameters w are used to make class as-
signments for each example in the given dataset (line
7). Usually this step consists of merely modifying the
posterior probabilities p(Ck |x) to find the assignment
with the minimum expected cost and is therefore com-
putationally inexpensive as the probabilities need only
be computed once for each w′. The misclassification
rates Ckj(θ
′) (k 6= j) comprise the objective values for
the decision vector θ′ = {w′,λ} and decision vectors
that are not dominated by members of the archive E
are inserted into E (line 11) and any decision vectors in
E that are dominated by the new entrant are removed
(line 10). We remark that this algorithm, unlike the
original PAES algorithm, uses an archive whose size is
unconstrained, permitting better convergence (Field-
send et al., 2003).
4. Illustrations
In this section we illustrate the performance of the
evolutionary algorithm on synthetic data, which is
readily understood. Subsequently we give results for
a number of standard multi-class problems. We use
two relatively simple classifiers, the multinomial logis-
tic regression classifier and the probabilistic k -nearest
neighbour classifier.
4.1. Synthetic data
In order to gain an understanding of the Pareto opti-
mal ROC surface for multiple class classifications we
extend a two-dimensional, two-class synthetic data set
devised by Ripley (1994) by adding additional Gaus-
sian functions corresponding to an additional class.
The resulting data set comprises 3 classes, the con-
ditional density for each being a mixture of two Gaus-
sians.1
4.2. Multinomial logistic regression
The functional form of the multinomial logistic regres-
sion classifier is:
p(Cj |x, α,β) =
eαj+x
Tβj∑Q
i=1 e
αi+xTβi
(6)
where βj is a vector of feature coefficients for class j
and αj is a single bias (for each class). Therefore w
consists of these Q sets of βj and αj .
To discover the Pareto optimal ROC surface, the op-
timisation algorithm was run for T = 5000 proposed
parameter values, with Nλ = 100, resulting in an es-
timated Pareto front comprising approximately 9000
mutually non-dominating parameter and cost combi-
nations; we judge that the algorithm is very well con-
verged and obtain very similar results by permitting
the algorithm to run for only T = 2000 generations.
The left panel of the Figure 1 shows the decision re-
gions that yield the smallest total misclassification er-
ror, 40/300. Decision regions for this parameterisation
1Covariance matrices for all the components were
isotropic: Σj = 0.3I. Denoting by µji for i = 1, 2 the
means of the two Gaussian components generating samples
for class j, the centres were located at: µ
11
= (0.7, 0.3)T ,
µ
12
= (0.3, 0.3)T , µ
21
= (−0.7, 0.7)T , µ
22
= (0.4, 0.7)T ,
µ
31
= (1.0, 1.0)T and µ
32
= (0.0, 1.0)T . Each component
had equal mixing weight 1/6. The 300 samples used here,
together with the equal cost Bayes optimal decision bound-
aries, are shown in Figure 1.
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Figure 1. Decision regions for various multinomial logistic regression classifiers on multi-class ROC surface. Grey scale
background shows the class to which a point would be assigned. Black lines show the ideal equal-cost decision boundary.
Symbols show actual training data. Left: Parameters corresponding to minimum total misclassification error on the
training data. Middle: Decision regions corresponding to the minimum C21 and C23 and conditioned on this, minimum
C31 and C13. Right: Decision regions corresponding to minimising C12 and C32.
are not tightly fitted to the Bayes optimal ones, which
reflects the relative inflexibility of the particular clas-
sifier, rather than a problem with the training process.
By contrast with the decision regions which are opti-
mal for roughly equal costs, the middle and right pan-
els of Figure 1 show decision regions for imbalanced
costs. The middle panel shows decision regions corre-
sponding to minimising C21 and C23: this, of course,
can be achieved by setting λ21 and λ23 to be large,
so that every C2 example (triangle) is correctly clas-
sified, no matter what the cost. For these data there
are many decision regions correctly classifying every C2
and we display the decision regions that also minimise
C31 and C13. For these data, it is possible to make
C31 = C13 = 0 because C1 and C3 are adjacent only
along a boundary distant from C2 points; such com-
plete minimisation will in general not be possible. Of
course, the penalty to be paid for minimising the C2
rates together with C31 and C13 is that C32 and C12
are large.
The right panel of Figure 1 shows the reverse situation:
here the costs for misclassifying either C1 or C3 as C2
are high. With these data, although not in general, of
course, it is possible to reduce C12 and C32 to zero,
as shown by the decision regions which ensure that C2
examples are only classified correctly when it does not
result in incorrect assignment of the other two classes
to C2. In this case the greatest misclassification rate is
C23 (triangles as crosses).
It should be emphasised that the evolutionary algo-
rithm has explored a wide range of cost and parame-
ter combinations on the Pareto optimal ROC surface.
Values of each λkj on the front ranges from below
10−4 to above 0.79, all having means of approximately
1/D = 1/6, providing assurance that a complete range
of costs is being explored by the algorithm.
One way to view misclassification costs when Q = 3 is
to look at the trade-off surface for minimising all mis-
classifications into each class, that is the false positive
rate for each class. We thus minimise the Q objectives:
Fk(w,λ) =
∑
j 6=k
Ckj k = 1, . . . , Q. (7)
We call this front the ‘false positive rate front’.
The false positive rate Pareto front is easily visualised
(at least for three class problems), but clearly infor-
mation on exactly how misclassifications are made is
lost. However, the full D-dimensional Pareto surface
may usefully be viewed in ‘false positive space’. Figure
2 shows the solutions on the estimated Pareto front ob-
tained using the full Q(Q−1) objectives for the multi-
nomial logistic regression classifier, but each solution
is plotted at the coordinate given by the Q = 3 false
positive rates (7), with the greyscale denoting the class
into which the greatest number of misclassifications are
made. Although the solutions obtained by directly op-
timising the false positive rates clearly lie on the full
Pareto surface (in Q(Q− 1) dimensions) the converse
is not true and the projections into false positive space
do not form a surface. Nonetheless, at least for these
data, they lie close to a surface, which aids visuali-
sation and navigation of the full Pareto front. The
relation between the solutions on the full Pareto front
and the false positive rate front is made more precise
as follows. If E is a set of Q(Q− 1)-dimensional solu-
tions lying in the full Pareto front, let EQ be the set
of Q-dimensional vectors representing the false posi-
tive coordinates of elements of E. The extremal set of
non-dominated elements of EQ is
E˜Q = {f ∈ EQ | f 6≺ f
′ ∈ EQ}. (8)
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Figure 2. The estimated Pareto front for synthetic data
classified with a multinomial logistic regression classifier
viewed in false positive space. Axes show the false positive
rates for each class and different greyscales represent the
class into which the greatest number of misclassifications
are made. (Points better than random shown.)
Then solutions in E˜Q also lie in the false positive rate
front. Other more sophisticated methods for visualis-
ing Pareto fronts in the Q > 2 situation are described
in (Everson & Fieldsend, 2005).
5. Comparing classifiers
In two class problems the area under the ROC curve is
often used to compare classifiers. As clearly explained
by Hand and Till (2001), the AUC measures a classi-
fier’s ability to separate two classes over the range of
possible costs and is linearly related to the Gini co-
efficient. In this section we compare the multinomial
logistic regression and k-nn classifiers using a measure
based on the volume dominated by the Pareto optimal
ROC surface. We draw attention to Ferri et al. (2003)
who give another view of the volume under multi-class
ROC surfaces.
By analogy with the AUC, we might use the vol-
ume of the Q(Q − 1)-dimensional hypercube that is
dominated by elements of the ROC surface for clas-
sifier A as a measure of A’s performance. In binary
and multi-class problems alike its maximum value is
C21
C12
0 1
1
A
B
Figure 3. Illustration of the G and δ measures where Q =
2. Shaded area denotes G(A), horizontally hatched area
denotes δ(A,B), vertically hatched area denotes δ(B,A).
1 when A classifies perfectly. If the classifier allo-
cates at random, the ROC surface is the simplex in
Q(Q − 1)-dimensional space with vertices at distance
Q − 1 along each coordinate vector. The volume
of the unit hypercube dominated by this simplex is
1
[Q(Q−1)]! [(Q − 1)
Q(Q−1) −Q(Q − 1)(Q − 2)Q(Q−1)]; a
full derivation is provided in Everson and Fieldsend
(2005). It corresponds to the amount of the pyrami-
dal region dominated by the simplex in the Q(Q− 1)
hypercube with (Q− 1) length sides which also lies in
the unit hypercube; we denote by this truncated pyra-
midal region by P . When Q = 2 the volume (area)
is just 1/2, corresponding to the area under the di-
agonal in a conventional ROC plot.2 However, when
Q > 2, the volume not dominated by the random al-
location simplex is very small; even when Q = 3, the
volume not dominated is ≈ 0.0806. We therefore de-
fine G(A) to be the analogue of the Gini coefficient in
two dimensions, namely the proportion of the volume
of the Q(Q − 1)-dimensional unit hypercube that is
dominated by elements of the ROC surface, but is not
dominated by the simplex defined by random alloca-
tion (as illustrated by the shaded area in Figure 3 for
the Q = 2 case). In binary classification problems this
corresponds to twice the area between the ROC curve
and the diagonal. In multi-class problems G(A) quan-
tifies how much better A is than random allocation. It
can be simply estimated by Monte Carlo sampling of
this volume in the unit hypercube.
If every point on the optimal ROC surface for clas-
sifier A is dominated by a point on the ROC surface
for classifier B, then classifier B has a superior per-
2Although binary ROC plots are usually made in terms
of true positive rates versus false positive rates for one class,
the false positive rate for the other class is just 1 minus the
true positive rate for the other class.
formance to classifier A. In general, however, neither
ROC surface will completely dominate the other: re-
gions of A’s surface will be dominated by B and vice
versa; in binary problems this corresponds to ROC
curves that cross. To quantify the classifiers’ relative
performance we therefore define δ(A,B) to be the vol-
ume of P that is dominated by elements of A and not
by elements of B (marked in Figure 3 with horizontal
lines). Note that δ(A,B) is not a metric; although it
is non-negative, it is not symmetric. Also if A and
B are subsets of the same non-dominated set W, (i.e.,
A ⊆ W and B ⊆ W ), then δ(A,B) and δ(B,A) may
have a range of values depending on their precise com-
position (Fieldsend et al., 2003). Situations like this
are rare in practice, however, and measures like δ have
proved useful for comparing Pareto fronts.
5.1. Probabilistic k-nn classifiers
One of the most popular methods of statistical classi-
fication is the k -nearest neighbour model (k -nn). The
method is essentially geometrical, assigning the class
of an unknown exemplar to the class of the majority of
its k nearest neighbours in some training data. More
precisely, in order to assign a datum x, given known
classes and examples in the form of training data
D = {yn,xn}
N
n=1, the k -nn method first calculates the
distances di = ||x − xi||. If the Q classes are a priori
equally likely, the probability that x belongs to the
j-th class is then evaluated as p(Cj |x, k,D) = kj/k,
where kj is the number of the k data points with the
smallest dn belonging to Cj.
Holmes and Adams (2002) have extended the tradi-
tional k -nn classifier by adding a parameter β which
controls the ‘strength of association’ between neigh-
bours. The posterior probability of x belonging to
each class Cj is given by the predictive likelihood:
p(Cj |x, k, β,D) =
e
β
k
P
k
xn∼x
d(x,xn)δjyn
∑Q
q=1 e
β
k
P
k
xn∼x
d(x,xn)δqyn
. (9)
Here δmn is the Kronecker delta and
∑k
xn∼x
means
the sum over the k nearest neighbours of x (excluding
x itself). The term 1
k
∑k
xn∼x
d(xn,x)δjyn counts the
fraction of the k nearest neighbours of x in the same
class j as x. Here we regard w = {k, β} as parameters
to be adjusted as part of Algorithm 1 as the Pareto
optimal ROC surface is sought.
Table 1 shows the results of comparing the probabilis-
tic k -nn classifier with the multinomial logistic regres-
sion classifier on the Synthetic data, and also on the
UCI Image and Vehicle data sets.3 By using the δ mea-
3http://www.ics.uci.edu/~mlearn/MLRepository
Table 1. Generalised Gini coefficients and exclusively dom-
inated volume comparisons of the multinomial logistic re-
gression (MLR) and k -nn classifiers.
Measure Synth. Vehicle Image
G(MLR) 0.840 ≈ 0 ≈ 0
G(k-nn) 0.920 0.168 0.076
δ(MLR, k-nn) 0.001 0.000 0.000
δ(k-nn,MLR) 0.081 0.168 0.076
sure we can see that the k -nn model is wholly better
than the multinomial logistic regression for both the
UCI data sets (where Q = 4 and Q = 7), and almost
entirely better on the synthetic data.
6. Conclusion
In this paper we have considered multi-class general-
isations of ROC analysis from a multi-objective op-
timisation perspective. Consideration of the role of
costs in classification leads to a multi-objective opti-
misation problem in which misclassification rates are
simultaneously optimised. The resulting trade-off sur-
face generalises the binary classification ROC curve
because on it one misclassification rate cannot be im-
proved without degrading at least one other. We have
presented a straightforward general evolutionary algo-
rithm which efficiently locates approximations to the
Pareto optimal ROC surface. Although the algorithm
clearly takes longer than training a single classifier, on
the data presented here run times are on the order of
a few minutes.
The Pareto optimal ROC surface yields a natural way
of comparing classifiers in terms of the volume that
the classifiers’ ROC surfaces dominate. We defined
and illustrated a generalisation of the Gini coefficient
for multi-class problems that quantifies the superiority
of a classifier to random allocation. This measure in
turn has proved itself useful in practice.
Finally, we remark that some imprecise information
about the costs of misclassification may often be
available. Lachiche and Flach (2003) have consid-
ered multi-class ROC optimisation when the costs are
known. However, if partial information about the
costs, such as approximate bounds on the ratios of
the λkj , is known, the evolutionary algorithm is easily
focused on the relevant region by setting the Dirichlet
parameters αkj appearing in (5) to be in the ratio of
the expected costs, with their magnitudes setting the
variance in the cost ratios.
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