Abstract-Speech, Music and Noise classification/segmentation is an important preprocessing step for audio processing/indexing. To this end, we propose a novel 1D Convolutional Neural Network (CNN) -SwishNet. It is a fast and lightweight architecture that operates on MFCC features which is suitable to be added to the front-end of an audio processing pipeline. We showed that the performance of our network can be improved by distilling knowledge from a 2D CNN, pretrained on ImageNet. We investigated the performance of our network on the MUSAN corpus -an openly available comprehensive collection of noise, music and speech samples, suitable for deep learning. The proposed network achieved high overall accuracy in clip (length of 0.5-2s) classification (>97% accuracy) and frame-wise segmentation (>93% accuracy) tasks with even higher accuracy (>99%) in speech/non-speech discrimination task. To verify the robustness of our model, we trained it on MUSAN and evaluated it on a different corpus -GTZAN and found good accuracy with very little fine-tuning. We also demonstrated that our model is fast on both CPU and GPU, consumes a low amount of memory and is suitable for implementation in embedded systems.
I. INTRODUCTION
A UDIO classification involves assigning the content of a given audio excerpt to a particular class and audio segmentation involves assigning different temporal regions of a media to different classes. Music, speech and noise classification and segmentation is an important task because these three types of signals are inherently different in nature [1] and require different types of processing and/or coding schemes. For example, a good compression scheme for speech may not be good for compressing music. Also, the signal processing steps used for these two types of media are likely to be very different. So, correctly identifying the type of media before further processing should be considered a very important task.
In speech processing and coding, we are interested in distinguishing speech and non-speech regions in a given signal, which is the objective of Voice Activity Detection (VAD) algorithms [2] . Although many conventional VAD algorithms perform well in distinguishing voice from the background, they are prone to making errors when the same media contains vocal music and speech, such as TV and radio broadcast. Moreover, some types of noises (e.g. babble noise) may seem to have speech like features when looked at over only a short period of time e.g. a single frame or only a few consecutive frames. Therefore, it is desirable to formulate a method that efficiently uses contextual information i.e. the information from previous frames, to distinguish speech from both nonspeech signals i.e. music and background noise.
On the advent of widespread use of the internet, it is now possible to build large media databases from user-contributed data. However, labels for the collected data are rarely available. Manual media labeling can be both expensive and timeconsuming. So, a reliable method is required to automate the indexing of large media databases. It is intuitive to first classify/segment the media into broad categories such as speech, music and noise which may be followed by further finegrained classification/segmentation procedure (for example, into different musical genres).
The above discussion suggests that it is desirable to bring the classification/segmentation of media into speech, music and noise under a single framework. Engineering appropriate features for this problem can be both difficult and cumbersome. For example, a capella music has features similar to speech, whereas rock and roll music may have features similar to noise. Moreover, musical trends change over time and new genres may appear. So, we tried to solve this problem from general purpose features (such as MFCC and spectrogram) rather than artificially formulated task-specific features. Also, we wanted to use the contextual information most effectively. In recent years deep learning [3] algorithms have achieved unprecedented success in numerous classification problems, without any need for careful feature selection. Especially, deep convolutional neural networks have set new frontiers in many fields such as image and audio classification and segmentation. However, deep neural networks are generally known to be more computationally expensive and slower than other more conventional models. These models often need large-scale parallelization in GPUs for faster implementation. Since classification/segmentation is often set as a pre-processing step in an audio processing pipeline, it needs to be fast enough to prevent the delay in further processing. Also, the computational resources are limited in many scenarios such as in mobile devices and embedded systems where it is unreasonable to waste too much resource in the preprocessing step. This is where we put forth our contribution. In this work, we present SwishNet, a carefully designed novel 1D convolutional deep neural network architecture which can achieve a high level of accuracy while also being fast, lightweight and memory efficient, even without large-scale parallelization in a GPU. Also, the deep convolutional nature of the architecture allows it to pick up contextual information from previous frames effectively. It can be trained on a sufficiently diverse dataset such as the MUSAN corpus without the need for any specific feature engineering. And in the presence of new data (e.g. new musical genres), it can simply be fine-tuned without the need for retraining from scratch.
II. PROPOSED NETWORK ARCHITECTURE

A. A Review of Deep Convolutional Neural Networks
A Deep Neural Network (DNN) [4] consists of multiple layers of neurons stacked on top of one another. Higher layers process the outputs from the lower layers and thus form a more abstract representation of the input data. Multiple layers of abstraction allow the network to extract complex features inherently. Convolutional Neural Networks (CNN) [5] , [6] are a class of feed-forward neural networks, which implement one or more convolutional layers. A convolutional layer consists of a set of filters, each of which shares its weights across spatial/temporal dimensions of the input. This ensures a shiftinvariant approach which is effective for feature extraction. CNNs also have fewer parameters than fully connected networks because of weight sharing.
B. Feature Selection
While 1D convolutional networks, like WaveNet [7] can operate on raw audio, we trained our network on framewise extracted features because processing raw audio input is infeasible in terms of computational cost and memory requirement for our problem. Since the discrimination of speech, noise and music is related to human perception, we investigated perceptually weighted features. MFCC (MelFrequency Cepstral Coefficients) is the most versatile feature which is used in both speech and music [8] processing. So, we used frame-wise MFCC for training our network.
C. SwishNet A 1D Convolutional Neural Network
SwishNet is a 1D convolutional network which operates on frame-wise MFCC features. The rationale behind designing a 1D CNN instead of a conventional 2D CNN (that operates on spectrogram) is that, 1D convolutions are much less computationally expensive and 1D feature maps require less memory during processing. Also, a carefully designed 1D CNN is likely to be much smaller in size than a 2D CNN. In SwishNet, convolutions are carried out along the temporal dimension only. The MFC coefficients are treated as input channels. This approach is based on the fact that MFC coefficients are are almost uncorrelated, like the channels (i.e. Red, Green, Blue) of an image.
We investigated with two versions of SwishNet i.e. slim and wide. The detailed network architecture of SwishNet-slim is shown in Fig. 1 . For SwishNet-wide, we simply doubled the width of each layer.
Our network architecture is partly inspired by the new WaveNet [7] architecture and the Inception [9] architecture. Like the WaveNet architecture, we used multiple layers of causal convolutions to gradually increase the receptive field and gated activation functions [10] containing sigmoid and tanh functions instead of widely used ReLU activations. The gated activations allow the network to select which information to pass from one time step to the next, just like a gated recurrent network. It also conveniently cuts down the number of feature maps passing from one layer to the next to half.
The WaveNet architecture was originally designed for autoregressive audio generation, but our network is focused on classification. So, we used strided convolutions instead of dilated convolutions to reduce the computational cost. Adding residual and skip connections improved both accuracy and ease of training. Residual connections were applied to the middle layers and skip connections were applied to the last three layers.
The WaveNet architecture was designed for audio signals with high sampling rates, so an exponential increase of the receptive field was encouraged. But, our network operates on derived features, so we used longer filters with overlapping receptive fields and allowed a more gentle increase of the receptive field from lower to upper layers in order to prioritize the capture of more recent information in the lower layers.
We found that it is vital to capture long-term dependencies i.e. information in the previous frames in the lower layers, which requires longer filters. The inception architecture uses parallel branches to capture features at different scales. With a similar purpose in mind, we added depthwise separable 1D convolutional [11] layers with longer (kernel size 6) un-dilated filters parallel to the conventional convolutional filters and concatenated the outputs from the two branches. Separable convolutions are faster and require less memory than conventional convolutions, especially for longer filter kernels, so this modification further improved accuracy without compromising size and speed.
As a regularization method, we (optionally) added dropout layers (not shown in the figure) in between convolutional blocks which slightly improved accuracy. However, depending on the size of the dataset and the width of the network, it may not be necessary.
D. A 2D Convolutional Neural Network for Distillation and Comparison -MobileNet
The most widely used deep learning technique for audio classification is to apply a 2D convolutional network on the spectrogram or other derived features [12] - [14] . However, to the best of our knowledge, no other deep learning scheme has specifically addressed classification/segmentation into all of the three classes -Music, Speech and noise under a single unified framework. So, for comparison, we sought an established 2D architecture that achieves highest performance for the task at hand. We propose that our 1D CNN can come very close in terms of performance to 2D CNNs while also drastically reducing the computational time, network size and memory requirement. We will also show that the knowledge from a 2D network can be distilled in SwishNet to further improve its performance.
For 2D convolutional networks, we treated the log MFB (Mel Filter Banks) spectrum as a 2D signal and convolutions were done along both frequency and time axes. Among the CNN architectures, we considered, the ones that performed well on ImageNet [15] , also performed well for our problem, especially when they were initialized with ImageNet weights. They also converged much faster and achieved higher accuracy when initialized with ImageNet weights rather than with random weights. So, it is apparent that transfer learning [16] is at work here, even though the input is not a natural image, but rather a visual representation of the time-frequency spectrum.
To apply the pre-trained networks on log MFB spectrum, we copied the input along three input channels (Red, Green and Blue) which is equivalent to using a greyscale image. We only kept the convolutional parts of the networks and applied Global Average Pooling to the outputs. Then, we applied two dense layers ending in a softmax output.
We experimented with VGG16 [17] , MobileNet [18] and NASNet Mobile [19] . We did not experiment with bigger MobileNet uses depthwise separable 2D convolutions which make the network fast while also keeping the network size in check. Details of the network can be found in [18] . Fig. 2 shows the overview of our network architecture.
As shown in [20] , knowledge from a bigger network can be distilled into a smaller network to improve its performance. Accordingly, we distilled the knowledge from frame-wise classification results produced by MobileNet to SwishNet which further improved the accuracy of SwishNet. We trained two versions of SwishNet with different widths. We found that a higher distillation temperature is suitable for the wider network which is consistent with [20] .
III. EXPERIMENTAL METHODS
A. Description of the Corpora
The MUSAN corpus [21] is compiled from Creative Commons and US Public Domain sources. It is freely available (at OpenSLR [22] ) and redistributable. It consists of approximately 109 hours of audio in three categories. It has 660 music files of different genres, 930 noise files and 426 speech files (in 12 different languages) from LibriVox recordings and US Govt. hearings. All the audio files are in 16 kHz WAV format.
The GTZAN [23] music and speech collection contains 60 music files of different genres and 60 speech files from different sources. Each of the tracks is 30 seconds long. All files are in 22050Hz WAV format.
B. Evaluation Strategy
The files in the MUSAN corpus were randomly divided into three sets. 65%, 10% and 25% of the all files in each category (i.e. speech, music and noise) were assigned to training, validation and test sets respectively. The same preprocessing and data preparation steps were followed for all three sets. Silent parts of the files were removed using power thresholding. Loudness was equalized with a window length of 250ms. For speech/music classification on the GTZAN corpus, background noise was removed using the Log MMSE [24] method. For evaluation on GTZAN, we selected 25% of the files for fine-tuning and the rest for testing. For classification data, we segmented the files to form either 0.5s, 1s or 2s clips with 50% overlap. The clips were framed into 25ms frames with 15ms overlap. 20 MFC coefficients from 32 melfrequency bands or 64 band log MFB features were extracted from each frame depending on the model to be trained.
For segmentation, we used the same networks trained for classification purpose. We built an artificial dataset of 500 files of randomly chosen lengths ranging 20s to 120s; by randomly concatenating silence, noise, speech and music signals from the test set with average lengths 0.5s, 5s, 10s and 12s respectively. Some of the transitions were abrupt, while others were separated by silence. Instead of zeroing out the silenced parts, we used natural silence portions clipped from within the dataset. We applied the neural networks on a windowed signal around a particular frame to gather contextual information. So, the decision of a frame depends not only on that frame but also on other frames within the contextual window. Window length was varied from 0.5s to 2.0s in order to evaluate its impact on the segmentation performance. Then, median filtering (filter length of 200 frames) was applied on the frame-wise predictions (probabilities) which slightly improved final accuracy. Accuracy was measured frame-wise against true annotations. Silence frames were excluded from the evaluation.
As a baseline, we compared our results with the widely used Gaussian Mixture Model (GMM) and also with a FullyConnected Neural Network (FNN). They were both trained in a frame-wise manner, and MFCC with first and second order deltas were used as input features. The final decision for segment classification was taken by majority voting. We used 3 GMMs for the 3 classes, each with 256 components with diagonal covariance. As for the FNN, we used a 4-layered Self-Normalizing Neural Network (SNN) [25] with Alpha dropout (which is the current state-of-the-art for FNNs). The design choices of these models were focused on improving classification performance rather than speed.
C. Optimization Strategy
We used the Adam optimizer [26] to train all our networks. Gated activations used in SwishNet seemed to cause vanishing gradient problems to some extent and training was relatively slow. So, to speed up training we used cosine annealing and warm restarts as described in [27] . The batch size was tuned for fastest training. For smaller segments, the number of training samples increased, so we increased the batch size proportionately to keep the number of gradient updates per epoch same. We trained SwishNet for 120 epochs. MobileNet trained really fast when initialized with ImageNet weights and reached convergence within very few (8-10) epochs. The GMM was trained until convergence and SNN was trained until the validation loss plateaued. For fine-tuning on GTZAN we took the networks trained on MUSAN, and trained them with a low learning rate for 50 epochs on the GTZAN training data.
D. Distillation Strategy
For distillation a pretrained (on ImageNet) MobileNet was first trained on the training data. Then we used the output logits from the MobileNet to distill SwishNet (on the same training data). The validation data was used to choose the best temperature for distillation. We formed a weighted loss from 90% of the soft target loss and 10% of the true label loss. The best temperatures were found to be 4, 2, 1 for SwishNet-sim and 10, 10, 8 for SwishNet-wide for clip lengths of 2s, 1s and 0.5s respectively.
IV. RESULTS AND DISCUSSIONS
A. Classification Results
Both SwishNet and MobileNet can handle variable input lengths. So we kept the network structures fixed for all tests. Table I compares the sizes prediction speeds of the three networks as well as the baseline models. To simulate comparison of real-time computational cost, we fixed batch size to 1 for all models and compared their speed on CPU and GPU. Our CPU was Core i7 8700K, a 6 core processor and our GPU was NVIDIA GTX 1080ti and the networks were implemented in Tensorflow [28] . We see that SwishNet-slim is actually faster on CPU than on GPU and so is SwishNetwide for shorter clip lengths. This is due to the fact that, when parallelization requirement is minimal, clock speed plays the major role in computational speed. Also, latency is introduced when data is passed from CPU memory to GPU memory. SwishNet slim has a computational speed on CPU comparable to SNN while being much smaller in size. The fully-connected SNN enjoys an advantage in speed performance due to its lower depth and simplistic computational requirement. But, as we will show presently, the performance gain of SwishNet justifies the use of a deep convolutional architecture. SwishNet is 4 to 8 times faster than MobileNet on CPU, due to its low parallelization requirement.
The SwishNet models are much faster on the CPU than the conventional GMM approach for all clip lengths. Of all the models under consideration, SwishNet has the lowest number of parameters and the smallest weight file sizes. SwishNetslim and SwishNet-wide are about 2.5% and 7.5% of the size of MobileNet respectively. Also, the memory consumed by intermediate calculations is very low due to the 1D (instead of 2D) feature maps in SwishNet. In the intermediate layers of SwishNet as few as 8/16 1D feature maps pass from one layer to the next which is even smaller in number than the original MFCC feature space (20 channels efficiency on CPU, combined with the small network size, makes SwishNet suitable for implementation on CPU-centric systems.
The classification results are presented in Table II , III and IV. We see that SwishNet performs better than the conventional GMM approach and also the fully connected SNN for all clip lengths. The performance of SwishNet is only overshadowed by MobileNet which is a much bigger network, pretrained on a huge dataset i.e. ImageNet. From the confusion matrices, we can see that recall for noise is low for all models, especially for smaller clip lengths, even though the speech/non-non-speech discrimination accuracy is high for all clip lengths. This result indicates that for smaller contextual windows, it is hard to differentiate noise from music. This is because, some of the noises, such as bells tolling or phones ringing are slightly musical in nature and short segments of music may sound like noise. So, a longer context is necessary for discriminating noise from music. Also, we see that although SNN can reasonably distinguish speech from non-speech, its performance in discriminating between noise and music is not at all satisfactory. This is because of the inability of an FNN to properly utilize contextual information, which is essential for distinguishing noise from music. This result justifies our use of a deep convolutional architecture which ensures proper utilization of contextual information.
We see a significant improvement in classification performance of MobileNet when it is initialized with ImageNet weights rather than random weights. This result validates our assumption of transfer learning from ImageNet. When knowledge is distilled from MobileNet to SwishNet, we see a more noticeable improvement of performance for the wider version. For shorter clip lengths SwishNet-slim cannot benefit much from distillation because of its low capacity. The results in the following sections are given for undistilled SwishNetslim and distilled SwishNet-wide. The performance levels of different models are compared in Fig. 3 , which demonstrates that the SwishNet models give a very good balance among size, speed and accuracy.
B. Segmentation Results
The segmentation results are presented in Table V and VI. Table V shows that a 1s long contextual window with median filtering achieves the best accuracy. This is because networks with longer contextual windows are prone to making wrong predictions during transitions from one category to another. Relative performance levels of different models are similar to that for classification, with SwishNet models performing better than GMM and SNN. Table VI shows that noise-recall has further deteriorated for segmentation. This is because some noise periods are very short (∼0.1s) in duration which are hard to detect.
C. Classification Results on GTZAN
The music/speech classification results for 2s long clips derived from GTZAN corpus are presented in Table VII . From the results, we see that even when fine-tuned on only 25% of the new dataset, SwishNet achieves really good results. This is impressive since the GTZAN speech data have severe background noise, but the MUSAN corpus, on which the networks were trained, had almost no background noise. The recall for music is excellent even though the test data had genres of music that the networks were not even trained on. This indicates the robustness of the networks to input data.
D. Discussions and Trade-offs
SwishNet-slim is an extremely fast and lightweight network. It can be easily integrated to the front end of a real-time processing pipeline while introducing very little delay. SwishNetwide compromises speed and size slightly in favour of higher performance and robustness which increases with distillation. The graceful performance improvement with network size also proves the scalability of our architecture and provides a very balanced trade-off between speed and performance.
SwishNet performs much better than frame-wise approaches such as GMM an SNN because of its ability to pick up and retain information over long contextual windows. However, its performance is quite lower compared to pretrained MobileNet. Without pretraining, MobileNet is actually similar in performance to SwishNet-wide. However, when aided by transfer learning from ImageNet, it achieves excellent accuracy scores and robustness. However, while comparing our network to pretrained MobileNet, we should keep in mind that, MobileNet is a much more heavyweight and slower network compared to ours. Also, it enjoys the advantage of being pretrained on a massive dataset i.e. ImageNet. While it may be practical to use MobileNet in some off-line indexing tasks, the increased performance may not be justifiable when speed and efficiency is the priority and also when computational resources are limited. SwishNet would be a much better choice in those scenarios.
However, it is interesting to notice that, we can distill some of the knowledge from MobileNet (initialized with ImageNet weights) to SwishNet-wide. It can be assumed that we can indirectly transfer knowledge from ImageNet which is a database of natural images to SwishNet, a model designed to classify audio, which is an interesting finding.
V. CONCLUSION
In this work, we proposed a novel 1D convolutional neural network -SwishNet designed for efficient classification and segmentation of audio signals into three major categories Speech, Music and Noise. We presented the results for two different versions of the network tuned for speed and performance respectively and compared them with conventional models such as GMM as well as a well-established 2D CNNMobileNet, in terms of speed and accuracy. We further showed how the performance of our network can be improved by distillation. We demonstrated that our network achieves high performance while also being less demanding on the system and introducing very little processing delay.
