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Resumen
En este proyecto se presenta el disen˜o, implementacio´n y evaluacio´n de un prototipo realizado
para obtener una cifra aproximada del recurso solar aprovechable a partir de variables clima-
tolo´gicas de una zona determinada. Para ello se utilizan bibliotecas como OpenCV y K-means
Clustering para el ana´lisis de ima´genes del cielo, adema´s se hace uso de variables como tempe-
ratura, irradiancia global, humedad, entre otras, que permitan caracterizar el ambiente. Dicho
prototipo presenta una primera etapa a la obtencio´n de una cifra porcentual que permita la
introduccio´n por parte del ITCR a corroborar los ca´lculos teo´ricos que se plantean al predecir
el recurso solar aprovechable en diferentes zonas.




In this project is introduced a design, implementation, and evaluation of a prototype created
to obtain data that could be used to obtain approximately the amount of usable solar resource.
For this application it’s used libraries like OpenCV and K-means Clustering for image analysis
of sky, also variables such as global irradiance, temperature, humidity, etc, to characterize the
environment. This prototype established a first stage to ITRC to obtain a percentage values
about usable solar resource to be corroborated with theoretical data in different zones.
Keywords: Camera,DSP, K-means, OpenCV, Photovoltaic Panel, Power, Spectre, Solar Re-
source.
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El aprovechamiento del recurso solar por medio de tecnolog´ıas fotovoltaicas depende de mu´ltiples
variables ambientales tales como temperatura ambiente, humedad, irradiancia, nubosidad, entre
otras. Existen diferentes tipos de tecnolog´ıas fotovoltaicas en el mercado y en desarrollo; cada
una de ellas responde de forma distinta a las variables ambientales antes mencionadas. Para
determinar de que´ forma afectan e´stas variables los distintos tipos de tecnolog´ıas fotovoltaicas es
necesario cuantificarlas y asociarlas con la produccio´n de energ´ıa. La correlacio´n entre variables
ambientales y generacio´n fotovoltaica es u´til para determinar cua´l tecnolog´ıa es ma´s adecuada
para un lugar determinado y para poder estimar de forma ma´s precisa la energ´ıa fotovoltaica
que se puede generar en un lugar determinado.
El presente proyecto desarrolla un prototipo electro´nico que permite cuantificar diferentes va-
riables ambientales necesarias para determinar el aprovechamiento del recurso solar en un lugar
determinado con distintas tecnolog´ıas fotovoltaicas. Las variables que sera´n cuantificadas son
las siguientes:





El principal aporte de este proyecto fue la determinacio´n de un algoritmo que, a partir de
ima´genes, puede identificar el porcentaje de nubosidad presente en un instante determinado.
De esta forma, en este proyecto se desarrollan los circuitos acondicionadores para la cuantifica-





• Disen˜ar un sistema electro´nico que mida y registre datos que permitan caracterizar el
recurso solar aprovechable de una zona establecida para determinada la potencia esperada
en la generacio´n de energ´ıa fotovoltaica.
1.2.2 Objetivos espec´ıficos
• Desarrollar algoritmos que permitan determinar radiacio´n global, temperatura ambiente,
humedad y temperatura de panel.
• Desarrollar un algoritmo que permita establecer un ı´ndice de nubosidad con base en
ima´genes del cielo.
1.3 Restricciones
• Trabajar con un sistema operativo de libre uso basado en Debian.
• Disponer de una ca´mara que sea capaz de obtener ima´genes de resoluciones de al menos
1920x1080 p´ıxeles, y que permita controlar la apertura del lente, sensibilidad a la luz y
tiempo de disparo.
• Una plataforma embebida que posea GPIO (General Purpose Input Output) y disponga
de protocolos de comunicacio´n SPI y I2C.
• El panel fotovoltaico a caracterizar no produce ma´s de 9,5 Amperios de corriente en corto
circuito.
• El panel fotovoltaico a caracterizar no produce ma´s de 42 Voltios de tensio´n en circuito
abierto.
• La irradiancia ma´xima no supera lo 1350 W/m2 .
1.4 Supuestos
• Las nubes poseen colores solo en la escala de grises.
• El sol es de color blanco puro, es decir, en una escala RGB unitaria tendr´ıa el valor de
(1,1,1).
• El cielo siempre es de algu´n color de la escala de azules.
• No existen obstrucciones entre el lente de la ca´mara y el cielo.
1 Introduccio´n 3
1.5 Contribuciones
• Desarrollo de un algoritmo para la identificacio´n de nubosidad a partir de ima´genes.
• Prototipo electro´nico que cuantifica y registra todas las variables ambientales necesarias
para estimar la produccio´n de energ´ıa fotovoltaica.
1.6 Glosario y Acro´nimos
RTD: Resistance Temperature Detector (Resistencia Detectora de Temperatura)
DSP: Digital Signal Processing / Digital Signal Processor(Procesamiento Digital de Sen˜ales o
Procesador Digital de Sen˜ales)
ISO: Sensibilidad a la luz
Nu´mero F: Apertura de la ca´mara
PV: Photovoltaic Panel (Panel Fotovoltaico)
Voc: tensio´n en circuito abierto
Isc:: corriente en corto circuito
JPEG: Joint Photographic Experts Group




GPIO: General Purpose Input Output
SPI: Serial Peripheral Interface (Protocolo de comunicacio´n)
I2C: Inter-Integrated Circuit (Protocolo de comunicacio´n)
PCB Printed Circuit Board (Tarjeta de Circuito Impreso)
1.7 Estructura del documento
El cap´ıtulo 2 muestra las bases teo´ricas complementarias al proyecto, de la cual se basan los
algoritmos y las soluciones propuestas. En el cap´ıutlo 3 se propone las soluciones para la ob-
tencio´n de las variables ambientales, en el cap´ıtulo 4 se proponen los algoritmos que permitan
obtener el ı´ndice de nubosidad. En el cap´ıtulo 5 se validara´n las soluciones propuestas imple-
mentadas en un co´digo de Python. En el cap´ıtulo 6 se validra´n las soluciones porpuestas para
obtener variables ambientales. Finalmente en el cap´ıtulo 7 se encuentran las conclusiones y




Un panel fotovoltaico es un arreglo de celdas solares en serie y paralelo, que consisten en una
unio´n p-n compuesta por materiales semiconductores. Las capas n semiconductoras son forma-
ciones de silicio dopada por impurezas para generar una gran cantidad de electrones libres. Al
incidir los fotones en materiales fotovoltaicos se liberan los electrones de las capas ma´s superfi-
ciales generando una corriente ele´ctrica[21].
2.1.1 Curvas Caracter´ısticas de Corriente y Tensio´n para un PV
El panel fotovoltaico produce su ma´xima corriente cuando la carga conectada no representa
ningua impedancia, es decir cuando se da un corto circuito Isc entre sus terminales positivas y
negativas, bajo esta condicio´n la tensio´n del mismo es nula[16].
Caso contrario la ma´xima tensio´n de un panel fotovoltaico se da cuando la carga conectada repre-
senta un impedacian infinita, es decir cuando existe un circuito abierto Voc entre sus terminales
positivas y negativas, bajo esta condicio´n la corriente del mismo es nula[17].
Un panel fotovoltaico se caracteriza por medio de su curva corriente vs tensio´n las cuales se
llevan a cabo bajo condiciones esta´ndar (STC), en la que establece una irradiancia de 1000
W/m2 a un valor de 25 grados celsius de temperatura[18].
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Figura 2.1: Curva Caracter´ıstica de corriente (A)-tensio´n (V) y potencia(P)-tensio´n(V) para un panel
fotovoltaico.
De la figura 2.1 se extrae que el punto de ma´xima potencia del panel fotovoltaico se encuentra
en determinado valor de corriente y tensio´n, siendo principalmente sujeto a la carga que este
este conectado [18]. De manera que la carga debe ser de un valor resistivo alto que se asemeje
lo ma´s posible al comportamiento de un circuito abierto, pero sin disminuir la corriente en
grandes cantidades (caracter´ısitco para cada panel)[19]. Finalmente tenemos que la potencia es
el producto de la corriente y la tensio´n como se describe en (2.1).
Pmax = ImaxVmax (2.1)
2.1.2 Modelo Matema´tico
El modelo matema´tico de un panel fotovoltaico se obtiene a partir del circuito planteado como
se muestra en la figura 2.2 de: una fuente de corriente en paralelo a un diodo y una resistencia,
y en serie otra resistencia [19]. Este modelo incluye las variables caracter´ısticas del panel:
• Dependenciad de la temperatura, corriente de saturacio´n del diodo Is y fotocorriente Ig.
• Pe´rdida debidas al flujo de corriente Rs y pe´rdidas con referencias a tierra Rp.
• Nu´mero de celdas en el ana´lisis n.
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Figura 2.2: Modelo de un panel fotovoltaico, mediante una fuente de corriente, un diodo y dos resis-
tencias.
Del modelo planteado en la figura 2.2 es posible deducir (2.2) y (2.3) las cuales describen las
corrientes ipv e Ig, de la siguiente manera [19]:
ipv = Ig − id + ip (2.2)
Ig = 2ipv +
vpv + ipvRs
Rp








Ig − vpv + ipvRs
Rp





la corriente que fluye por las terminales de un generador fotovoltaico esta´ determinada por tres
corrientes tales como:
• Corriente generada debido al efecto fotoele´ctrico Ig
• Corriente de pe´rdida debido a la juntura p-n id
• Corriente de pe´rdida de naturaleza resistiva ip
Las siguiente suposiciones se consideran para el comportamiento esta´tico del generador fotovol-
taico
• Ig depende de la irradiancia (S), pero no depende de la tensio´n en las terminales del
generador fotovoltaico vpv
• ip e id dependen de la tensio´n vpv
• ip depende de la temperatura (T)
Con base a los supuestos anteriores, en (2.5) se describe la ipv de manera que:
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ipv(vpv, T, S) = Ig(vpv)− id(vpv, T ) (2.5)
Se obtiene un modelo general del comportamiento esta´tico de un panel fotovoltaico:
ipv(vpv) = KS −Gpvpv −GpipvRs − id (2.6)





Para otros modelos de complejidad y precisio´n distintas, estara´n dados por los valores que se le
den a las funciones id e ipv, algunos ejemplos de ello se muestran en la tabla 2.1.
Tabla 2.1: Modelos para un PV ideal, con pe´rdidas en serie Rs y con pe´rdidas en paralelo Rp
Modelo ig ip id
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2.2 Nubosidad
La nubosidad afecta la intensidad y el espectro de la radiacio´n solar, debido a ello es importante
comprender co´mo determinar su efecto en la radiacio´n. A continuacio´n se presenta la teor´ıa
relevante sobre las nubes.
2.2.1 Definicio´n y Procesos de Formacio´n
De acuerdo con la Organizacio´n Meteorolo´gica Mundial(OMM) la nubes se definen como hidro-
meteoros formados de una masa visible a base de cristales de nieve o gotas de agua microsco´picas
suspendidas en el aire[1].
Estas poseen sus colores blancos basados en la teor´ıa de Mie que da una solucio´n a la dispersio´n
de la radiacio´n electromagne´tica en estas part´ıculas con mayor taman˜o a la longitud de onda de
los colores de la luz, la cual es la razo´n por la cual se suele observar que estas son blancas[2].
Se establecio´ por el cient´ıfico del siglo XVIII Luke Howard (pionero de la meteorolog´ıa) las
cuatro clasificaciones generales de las nubes como se ilustra en la figura 2.3 [3]:
• Cirros: del lat´ın hace refrencia a ’rizo’, caracterizado por bandas delgadas, finas, acom-
pan˜adas por copetes.
• Estratos: del lat´ın hace refrencia a ’extendido’, caracterizada por poseer capas horizontales
con una base uniforme.
• Nimbos: del lat´ın hace refrencia a ’nube de lluvia’, caracterizado por su color gris oscuro
y capaz de formar precipitacio´n.
• Cu´mulos: del lat´ın hace refrencia a ’por acumulacio´n’, caractizado por bordes delimitados
y poseer la textura de ”algodo´n”.
Las nubes se pueden formar de tres procesos distintos, descritos a continuacio´n [4]:
• Mediante conveccio´n te´rmica: La evaporacio´n superficial de lo r´ıos, lagos y mares, y la
transpiracio´n de las plantas acumulan humedad en el aire, cercano al suelo cuando se
calienta, asciende creando una corriente te´rmica. Al ascender se dilata y enfr´ıa, conden-
sandose en gotas diminutas y formando nubes. El proceso continua y ma´s aire caliente
y hu´medo alimenta la nube, da´ndole mayor altura, hasta alcanzar una altura ma´xima
limitada por las corriente fr´ıas, de este comportamiento se empieza a ensanchar la nube
y a tomar forma de yunque, finalmente mediante las precipitaciones esta se subidivide en
algunos tipos de nubes antes mencionados.
• Mediante ascenso orogra´fico: el aire ca´lido y hu´medo que procede del mar es obligado
por la orograf´ıa a ascender, durante el ascenso este se enfr´ıa y por ende se condensa en
pequen˜as gotas, formando una nube. De forma que el aire que desciende por las montan˜as
es seco, ya que su humedad yace en la nube creada.
• Mediante conveccio´n de un frente: cuando un frente fr´ıo choca con una masa de aire
caliente y hu´medo forma una condensacio´n al bajar su temperatura formando una nube
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en altura (cumulonimbo). Adema´s existe el proceso inverso, es decir, un frente ca´lido y
hu´medo chocando una masa de aire fr´ıo, pero en cambio´ esta masa asciende sobre el aire
fr´ıo debido a su baja densidad. Este se enfr´ıa y comienza a condensarse formando una
nubes bajas y oscuras con capacidad de precipitacio´n (nimboestrato).
Figura 2.3: a) Nube de clasificacio´n Cirros, b) Nube de clasificacio´n de Estratos, c) Nube de clasificacio´n
Nimbos, d) Nube de clasificacio´n Cu´mulos
2.2.2 Tipos y Clasificacio´n de Nubes Troposfe´ricas
La clasificacio´n de las nubes esta´ basada en caracter´ısitcas visuales, proveniente de la OMM y
recogida por parte del Atlas Internacional de las Nubes [1].
A continuacio´n se mencionan los ge´neros en los que se subdivide los 10 tipos de nubes recono-
cidos por este ente, dentro de los cuales ocho tienen una forma paralela a la superficie terrestre
(estratiformes) y dos tienen forma vertical, es decir, perpendicular a la superficie terrestre (cu-
muliformes):
• Ge´nero cu´mulos/cumuliformes (Cu´mulos): nubes de desarrollo vertical.
• Ge´nero Estratos/estratiformes (Estratus, Altoestratus, Cirroestratus, Nimbostratus): son
nubes que esta´n compuestas de capas o estratos superpuestos.
• Ge´nero Nimbos/cumulonimbiformes (Cumulunimbos): nubes de desarrollo vertical con
capacidad de precipitacio´n.
• Ge´nero Cirros/cirriformes (Cirros): nubes blancas muy elevadas y de aspecto fibroso.
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• Ge´nero Estratocu´mulos/stratocumuliformes (Estratocu´mulos, Altocu´mulos, Cirrocu´mulos):
estas nubes poseen un desarrollo vertical limitado en forma de roolos u ondulaciones.
Estas nubes no solo son clasificadas por su caracter´ısitcas f´ısicas, sino tambie´n por familias segu´n
su altura:
• Familia A: gran altura, por encima de los 5 km.
• Familia B: altura media, de 2 a 5 km.
• Familia C: baja altura, a menos de 2 km.
• Familia D: desarrollo vertical, a menos de 3 km.
En la figura 2.4 podemos observar un resumen de los ge´neros de nubes con respecto a la familia
en que se encuentras (altura) de una forma compacta y fa´cil de entender:
Figura 2.4: Clasificacio´n de las nubes en base a su apariencia, caracter´ısticas f´ısicas y familia.
Para mayor facilidad establece la tabla 2.2 con abreviaciones de los diez diferentes tipos de nubes
segu´n la clasificacio´n anterior, de forma que permita posteriormente referirse a ellos sin escribir
su nombre completo.
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Tabla 2.2: Abreviaciones para las clasificaciones de nubes.











2.3 Ca´maras Digitales e Ima´genes
La forma ma´s directa de identificar la nubosidad es por medio de ima´genes del cielo. Las
ima´genes depende de las caracter´ısticas y forma en que operan las ca´maras, las cuales se discuten
a continuacio´n.
2.3.1 Funcionamiento y Evolucio´n
Las ca´maras han sido toda una revolucio´n por parte del ser humano en cuanto a la interpre-
tacio´n del espectro electromagne´tico. Hay ca´maras capaces de captar ima´genes de diferentes
secciones del espectro electromagne´tico, desde infrarrojo, espectro visible por el ser humano,
hasta ultravioleta, permitiendo mejorar la percepcio´n. Es en el an˜o de 1975 la primera ca´mara
digital es introducida por Cromemco llamada Cyclops[6].
Una ca´mara digital posee generalmente 2 tipos de sensores para captura de ima´genes ya sea un
CCD (Charged-Couple Device) o un CMOS-APS(Complementary Metal-Oxide Semiconduntor
Active Pixel Sensor), los cuales delimitan la capacidad de resolucio´n de la ca´mara. Hoy en d´ıa
hay empresas dedicadas a la creacio´n de DSP (Digital Signal Processors) que permiten mejorar
la recepcio´n de datos analo´gicos mediante su medida, compresio´n y filtrado[7].
Una ca´mara puede ser clasificada en cuanto a la cantidad de megap´ıxeles, apertura de los lentes,
ISO, velocidad de disparo, cantidad de colores percibidos, formatos de escritura, montura de
lente y velocidad de procesamiento.
2.3.2 Taman˜o de la Imagen
Un p´ıxel es la menor unidad homoge´nea en color que forma parte de una imagen digital [8]. Estos
se encargan de componer las ima´genes que son visualizadas en la pantalla de una computadora,
de forma que tienen un valor de un byte (256 valores posibles) y por ello se observan cifras
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entre los nu´meros 0 a 255. Estos a su vez utilizan el modelo RGB para poder representar la
proporcio´n de las 3 componentes binarias de cada p´ıxel.
En la tabla 2.3 se observa el comportamiento cuando se menciona a una cantidad X de Me-
gap´ıxeles.
Tabla 2.3: Valores de taman˜os de imagen para diferentes cantidades de Megapixeles

















2.3.3 Apertura de Lente (Nu´mero F)
Las ca´maras modernas poseen lentes con una apertura variables, esta limitacio´n esta´ determina-
da por el fabricante y hace referencia al mismo como relacio´n focal o nu´mero F siendo el mismo
la relacio´n de apertura del diafragma en el objetivo, este en algunos casos no es variable [9]. De
una manera ma´s sencilla de explicar la apertura del lente es como la pupila del ojo humano, a
mayor apertura mayor luz incide.
La escala para nu´mero F se ajusta de modo que cada valor vaya representando la mitad de la
intensidad luminosa que el anterior, para ello se divide el a´rea de la pupila de entrada entre 2, y
su dia´metro entre
√
2 de manera que se obtiene un comportamiento mostrado en la tabla 2.4 y
se puede relacionar directamente con un comportamiento de disminucio´n de d´ıametro como se
ilustra en la figura 2.5.
Tabla 2.4: Valores de taman˜os de apertura de lente de forma decreciente
f Nu´mero 1 1,4 2 2,8 4 5,6 8 11 16 22 32 45
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Figura 2.5: Apariencia del lente de forma decreciente en su nu´emro f
2.3.4 Sensibilidad a la Luz (ISO)
El ISO es la sensibilidad que tiene la ca´mara con respecto a la luz incidente. Para esto el
sensor de la ca´mara se ajusta para percibir la luz de otra manera. Este se comporta en valores
de doblar la sensibilidad, es decir, 100-200-400-800-1600-3600 y as´ı sucesivamente. Se puede
explicar mediante el siguiente ejemplo: se tiene un haz de luz con un valor 125, este se considera
un gris intermedio en la escala de grises para un ISO de 1600, si se cambia el ISO a 100 ese
mismo haz de luz ahora tendra´ un valor de 25 en la escala de grises (acerca´ndose al valor del
negro que es 0) o si se cambia el ISO a 12800 ese mismo haz de luz ahora tendra´ un valor de
240 en la escala de grises (acerca´ndose al valor del blanco que es 255), de esta manera el ISO
cambia los valores dados dentro de la ca´mara para un mismo haz de luz.
Esta es la caracter´ıstica ma´s cara que se puede encontrar en el cuerpo de una ca´mara y esta´
directamente relacionada en las fotos con la velocidad de disparo, provocando que cuando este
incrementa la velocidad de disparo se disminuye [10]. Pero el precio de la sensibilidad a la luz
produce una expresio´n a la que llamamos ruido, como se ilustra en la figura 2.6.
Figura 2.6: Comportamiento del ISO en una iamgen bajo las mismas condiciones
2.3.5 Velocidad de Disparo
La velocidad de disparo es la cantidad de tiempo que el sensor de imagen va a ser expuesto
a la luz. De esta manera se pueden obtener diferentes efectos sobre la imagen. Ya sea a una
velocidad muy alta de 1/4000 segundos que permite captar las gotas de agua en movimiento
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como una imagen esta´tica, hasta una velocidad muy baja de 1 min que permite realizar las
ima´genes de StarTrails donde se realizan ima´genes con el movimiento de las estrellas. Al estar
directamente relacionado con el ISO, se debe compensar para que las ima´genes tengan la forma
o´ptima o deseada [10]. El comportamiento de la velocidad de disparo se ilustra en la figura 2.7.
Figura 2.7: Comportamiento de la velocidad de disparo en una imagen bajo las mismas condiciones de
ISO y apertura de lente [12]
2.3.6 Digitalizacio´n de una Imagen
Para la digitalizacio´n de ima´genes existen tres procesos que pueden variar dependiendo del sensor
de luz que se tiene:
• El primero es por una u´nica exposicio´n: en la cual existen tres sensores para cada color
(Rojo, Azul y Verde), de forma que cada uno captura la informacio´n necesario y por medio
de un DSP se obtiene una cuantizacio´n de los datos y se exportan en manera binaria que
puede ser interpretada
• El segundo se basa en multi-exposiciones: en este se tienen varias exposiciones pero un
u´nico sensor que va recaudando la informacio´n para cada color (Rojo, Azul y Verde) y
transmite los datos a un DSP que se encarga de su interpreteacio´n.
• El tercero es por exploracio´n: se tiene un sistema capaz de explorar el espacio de luz, ya
sea de forma lineal o o tridimensional, como es el caso de los esca´neres o ca´maras rotativas
respectivamente. De manera que tiene sensores receptores para los colores y as´ı env´ıan los
datos a un DSP que se encarga de su interpretcio´n.
De estos tres me´todos el ma´s comu´n utilizados por las ca´maras es el de una u´nica exposicio´n.
Hoy en d´ıa existen sensores capaces de obtener ima´genes con una cantidad de colores mayor a
256 colores.
La informacio´n capturada por los sensores debe ser interpretada y comprimida en un formato
que se pueda utilizar. En general para el uso normal se tienen formatos como TIFF, PNG
o JPEG, sin embargo, las ca´maras suelen aportar un u´ltimo que se le comoce como RAW o
crudo en espan˜ol, que aporta no solo colores, sino que tambie´n transparencia de los mismos y
profundidad.
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2.3.7 Formato JPEG y RAW
El formato digital JPEG (Joint Photographic Experts Group) es un esta´ndar de compresio´n y
codificacio´n de archivos e ima´genes. E´ste utiliza un algoritmo de compresio´n con pe´rdida, es
decir, intenta representar la mayor cantidad de imagen con la menor cantidad de informacio´n.
Para el caso de JPEG intenta reducir los espacios de color a colores ma´s comunes o que no se
puedan percibir por el ojo humano como una diferencia, de modo que el peso en informacio´n de
la imagen disminuye.
Estos se pueden dividir en dos feno´menos visuales ma´s exactos, es mucho ma´s sensible en la
luminancia que en la crominancia y el brillo se denota con mayor facilidad en zonas homoge´neas.
Conforme ma´s comprime se obtiene ma´s pe´rdida de informacio´n, degradando cada vez ma´s la
imagen. Para la codificacio´n el formato utiliza 24 bits por p´ıxel (ocho para cada color Rojo,
Azul y Verde). A pesar de que se utilizan otros modelos de color, no suelen ser muy utilizados
en la compresio´n de dichas ima´genes [13].
Para el formato digital RAW cada fabricante de ca´maras tiene su propia extensio´n de archivo.
Este formato contiene los valores tal y como los captura el sensor de luz de la ca´mara. Su
compresio´n de datos no tiene pe´rdida y es por eso que cada pixel 48 bits.
2.4 RGB
2.4.1 Modelo del Color
El modelo RGB (por sus siglas Red-Blue-Green en ingle´s) es el sistema ma´s comu´n de ima´genes
utilizado en la computacio´n. Su caracter´ıstica principal es la aditiva, la cual se fundamenta en
la mezcla de estos tres colores para formar los dema´s 15. La cantidad de colores suele estar
expresada en una forma unitaria, hexadecimal o de valores en 0 a 255.
Figura 2.8: Tetraedro Con ve´rtices de colores caracter´ısticos de un sistema RGB.
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La figura 2.8 muestra los valores que se deben tener para poder obtener diferentes colores. El
primer ve´rtice es el negro que contiene el mı´nimo valor posible (0,0,0) y el blanco que posee el
mayor valor posible (255,255,255), luego cada distribucio´n de cada vector, rojo (255,0,0), azul
(0,0,255), verde (0,255,0) y por u´ltimo de colores como el cyan (0,255,255), amarillo (255,255,0),
magenta (255,0,255). As´ı cada valor ma´ximo del cubo a sido representado en sus debidos ve´rtices,
y de aqu´ı se obtiene otros modelos de color como el CMYK[26].
Para efectos de informa´tica, el sistema RGB puede ser expresada de forma decimal, segu´n
descrito por (2.8).
R ∗ 65536 +G ∗ 256 +B = V alorDecimal (2.8)
Tambie´n se puede tener su valor hexadecimal el cual es mucho ma´s comu´n, siendo un valor de
6 espacios en donde el rojo se asigna a los primeros espacios (0 y 1), el verde a los segundos
espacios (2 y 3) y el azul a los terceros espacios (4 y 5). Por ejemplo 00x000000 representa el
negro y 00xFFFFFF el blanco. La siguiente expresio´n indica como puede construir un valor
hexadecimal RGB, en donde ⊕ significa concatencacio´n):
Hex(R)⊕Hex(G)⊕Hex(B) = V alorHexadecimal (2.9)
2.4.2 Otros Modelos
Modelo CMYK
El modelo CMYK esta´ basado en la substraccio´n de los colores Amarillo, Cyan, Magenta y
Negro (Cyan-Magenta-Yellow-Key)[15]. Este modelo permite las te´cnicas que se utilizan en la
impresio´n, mediante el ana´lisis de cual longitud de onda se refleja y cual se absorbe, se crea
un espacio capaz de ello. Siendo el negro la ausencia de los colores, pero en este espacio la
contribucio´n de todos, conforme se le va quitando una contribucio´n se obtienen otros colores.
Esto se ilustra por medio de la figura 2.11[25].
Figura 2.9: Comportamiento de substraccio´n de color en el modelo CMYK
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Modelo HSL
Este modelo esta´ basado en el matiz, saturacio´n e intensidad luminosa (Hue, Saturation, Light-
ness) del color. Representado como un cono doble en donde sus ve´rtices son el blanco y el negro
ilustrado en la figura 2.10[25].
Figura 2.10: Cono doble del modelo HSL
La saturacio´n esta´ determinada por la diviso´n del croma(color) por el mayor croma de dicha
luminosidad.
La luminosidad es el promedio entre el mayor y el menor componente de RGB.
Modelo HSV
Este modelo esta´ basado en el matiz, saturacio´n y valor (Hue-Saturation-Value), muy parecido
en comportamiento al modelo HSL, solo que este contiene la capacidad de poder obtener una
versio´n bidimensional para escoger colores como en la figura 2.13[25].
Figura 2.11: Cono del modelo HSL y su espacio bidimensional.
Cap´ıtulo 3
Prototipo Electro´nico
Se estipula que el prototipo debe ser un mo´dulo capaz de obtener variables ambientales y tomar
ima´genes al cielo. Debe ser independiente de cualquier otra unidad de procesamiento y adema´s
poseer libertad de agregarle complejidad al mismo (agregar mo´dulos nuevos aparte y capacidad
de mejorar su programacio´n.)
Para solventar todas las necesidades y obtener datos con una buena precisio´n se opto´ por utilizar
una Raspberry Pi 3 model B. Esto debido a que posee caracter´ısticas que dan facilidad al
proyecto, la cuales se enlistan a continuacio´n:
• Se puede operar con un sistema operativo basado en Debian. Esto permite que se realicen
algoritmos y pruebas en otras sistemas operativos basados Debian, en este caso en un
computador local, as´ı se pueden analizar algoritmos que requieran ma´s tiempo ejecucio´n,
mayor memoria y as´ı clasificar que´ es viable para las capacidades de las raspberry pi.
• Protoclos de comunicacio´n SPI (Serial Peripheral Interface), I2C (Integrated Integrated
Circuit) y SSH.
• Soporte en l´ınea y an˜os de estar en el mercado, lo cual facilita la obtencio´n de informacio´n
ante problemas y paquetes necesarios para programacio´n.
• Poseer bluetooth y Wi-Fi integrados, adema´s de varios nu´cleos de procesamiento (cuatro)
y 40 pines de GPIO (General Purpose Input Output).
• Dimensiones igual o menores a 10 cm x 8 cm que minimizan el espacio del prototipo final.
• Bajo costo y adaptacio´n a diferentes mo´dulos open hardware que son compatibles con la
misma.
En la figura 3.1 se puede observar un diagrama de bloques en do´nde se explica el comportamiento
del prototipo electro´nico, con sus variables de entrada, procesos y datos guardados dentro de la
misma.
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Figura 3.1: Diagrama de ejecucio´n Raspberry Pi 3
3.1 Equipo a utilizar y procesamiento para obtencio´n de varia-
bles ambientales
Se procede a decribir las variables a medir, como obtenerlas por medio de un hardware de-
terminado a utilizar y el comportamiento de los programas escritos en Python y otros en C,
ejecutados en la Raspberry Pi 3.
3.1.1 Temperatura Ambiente y humedad
Para determinar la temperatura ambiente y la humedad se utiliza el sensor SHT-31D de Adafruit,
el cua´l esta´ en el rango deseado de operacio´n para este proyecto de un porcentaje de error de ±2%
en humedad relativa y una diferencia en la temperatura ambiente de ± 0.3 ◦C. Este se comunica
con la plataforma embebida por medio del protocolo de comuniacio´n I2C con la direccio´n 0X44
[31].
En el algoritmo 1 se describe el funcionamiento del algoritmo de adquisicio´n de datos mediente
un pseudoco´digo para la obtencio´n de datos:
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Datos: Temperatura ambiente y Humedad
Resultado: Variables Promediadas de Temperatura ambiente y humedad
initialization;
mientras programa en ejecucio´n hacer
si direccio´n del sensor existe entonces
verificar estado del sensor;
si estado del sensor malo entonces
mostrar mensaje de error;
cerrar programa;
en otro caso
mientras n cantidad de veces hacer
tomar datos de temperatura y humedad;
guardarlos en un arreglo;
fin
promediar n cantidad de valores del arreglo;







Algoritmo 1: Pseudoco´digo para Sensor SHT-31D
3.1.2 Irradiancia Global (W/m2)
La irradiancia global se puede obtener mediante el sensor Apogee SP-110, que posee una auto-
alimentacio´n, fa´cil conexio´n de solo 3 cables a utilizar(Tensio´n positiva, tierra y negativo), y
caracter´ısitcas deseadas como se pueden ovservar en la tabla 3.2[33]:
Tabla 3.1: Especificaciones Apogee SP-110
Caracter´ıstica Valor
Sensibilidad 0.2 mV por W/m2
Factor de calibracio´n 5.0 W/m2 por mV
Incertidumbre de Calibracio´n ±5%
No-linealidad < de 1% hasta los 1750 W/m2
Inestabilidad a largo plazo menos del 2% por an˜o
Campo de Visio´n 180 ◦
Rango espectral 360 a 1120 nm
Reespuesta a temperatura 0.04±0.04% por ◦C
Peso 90g
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3.1.3 Temperatura de Panel Fotovoltaico
La temperatura del panel se mide utilizando una termo-resistencia (RTD), en este caso espec´ıfico
se utilizara´ la Thermoprozees Austria RTD Type Pt1000/2L/A/AS5000mm, la cua´l consiste de
resistencia de platino de 1000Ω a 0 ◦C y descrita por la ecuacio´n (3.1):
R(T ) = R(0 ◦C)(1 + αT ) (3.1)
Donde el valor de R(0 ◦C) = 1000Ω, α = 0.00392 y T es de temperatura de la celda. Reacomo-
dando (3.1) se obtiene (3.2):
T =
R(T )
R(0 ◦C) − 1
α
(3.2)
Sin embargo para determinar la resistencia caracter´ıstica R(T ) se sugiere el circuito de la figura
3.2, de donde se medira´ don tensiones, la primer la tensio´n de entrada y la segunda la tensio´n en
la conexio´n entre una resistencia conocida (1000 Ω por ser el valor a 0 ◦C) y la RTD, aplicando





Donde R1 = 1000Ω y R2 = RTD. En la figura 3.2 se muestra el circuito a utilizar, sin embargo
la diferencia entre las tensiones Vin y Vout ser´ıan muy bajas entre si y necesita de un amplificador
de instrumentacio´n para obtener estos valores de diferencia. La problema´tica poder cuantificar
niveles de tensiones muy bajos (por debajo de los 100 mV) queda resuelta gracias al ADC con
amplificador de ganancia que se utiliza, explicado en la seccio´n 3.2.
Figura 3.2: Divisor de Tensio´n
3.1.4 Toma de fotograf´ıas del cielo
Para obtener ima´genes del cielo se utiliza la ca´mara OV2640 la cual posee una resolucio´n de 2
megap´ıxeles, cambios en la resolucio´n, protocolos SPI y I2C para comuniacio´n con la Raspberry
Pi 3, dimensiones de 7.62 x 5.08 x 2.54 cm, con lente intercambiable y un precio inferior a los 30
do´lares. A esta ca´mara se le intercambio su lente original por uno de ojo de pez, el cual permite
una visio´n de 170 grados para obtener una mejor imagen del cielo[35].
3 Prototipo Electro´nico 22
Las caracter´ısticas antes mencionadas permiten el fa´cil reemplazo de la ca´mara, como tambien
su constante intercambio de lentes para corroborar diferentes resultados en la toma de ima´genes.
Existe la limitacio´n que el enfoque se realiza manualmente, y este es muy sensible, por lo que
puede producir problemas para un sistema totalmente aislado sin verificacio´n constante.
La ca´mara tiene un proceso de comportamiento que se explica en el algoritmo 2 mediente un
pseudoco´digo.
Datos: Solicitud de imagen
Resultado: Imagen capturada por el sensor
initialization;
mientras programa en ejecucio´n hacer
si direccio´n del sensor existe entonces
iniciar protocolo SPI para comunicarse con la ca´mara;
si existe comunicacio´n exitosa entonces
activar sensor de imagen;
captura de datos y enviarlos por I2C;
indicar final de comunicacio´n;
guardar imagen;
en otro caso







Algoritmo 2: Comportamiento de programacio´n para arducam mini OV2640
3.2 Acondicionamiento de Sen˜al
Existen varios tipos de acondicionamientos de sen˜al, ya sean: amplificacio´n, filtrado, linealiza-
cio´n, entre otros. Utilizados para una correcta lectura de los datos que se esta´n recibiendo. Para
el prototipo es necesario obtener amplificaciones de sen˜al y cambios de niveles lo´gicos en los
GPIO de la Raspberry Pi 3, para ello se utilizan los siguientes mo´dulos.
3.2.1 Analog to Digital Converter (ADC)
Debido a que las variables bajo ana´lisis esta´n en diferentes rangos de tensio´n, se utilizara´ un ADC
con un amplificador de ganancia. Se hace uso del ADS-1115 de Adafruit, con una resolucio´n de
15 bits y 1 bit de signo, cuatro canales de lectura A0 A1 A2 A3, adema´s de la posibilidad de
ser conectados simulta´neamente por medio del protocolo de comunicacio´n I2C dado que existen
4 posibles direcciones y de posee un amplificador de ganancia que permite medir tensiones muy
pequen˜as. En la tabla 3.2 se muestran los valores que se pueden configurarr con este ADC y un
algoritmo que detalla el comportamiento de la programacio´n implementada para el mismo[32].
3 Prototipo Electro´nico 23
Tabla 3.2: Valores de ganancia para diferentes configuraciones del ADS1115







Datos: Tensio´n analo´gica en el canal
Resultado: Valores de tensio´n digital
initialization;
mientras programa en ejecucio´n hacer
si direccio´n del sensor existe entonces
verificar estado del sensor;
si estado del sensor malo entonces
mostrar mensaje de error;
cerrar programa;
en otro caso
verificar ganancia de cada canal;
mientras n cantidad de veces hacer
tomar datos de los canales;
guardarlos en un arreglo;
fin
promediar n cantidad de valores del arreglo;







Algoritmo 3: Comportamiento de programacio´n para ADS1115
3.2.2 Cambio de Niveles Lo´gicos
Los niveles de tensio´n de la Raspberry Pi 3 es de 0V (bajo) o 3.3V (alto), ya que varios mo´dulos
se comunican con niveles de lo´gicos de 0V (bajo) y 5V (alto), se propone utilizar un circuito
integrado bidirenccional de cambio de niveles lo´gicos. Para ello el BS138 solventa la necesidad,
este convierte el valor de 3.3V a 5V y viceversa para lograr la comunicacio´n con los diferentes
mo´dulos a trave´s de 4 canales bidireccionales.
Cap´ıtulo 4
Identificacio´n de Nubes
La nubosidad al afectar directamente la intensidad y el espectro de la radiacio´n solar, provoca
que el recurso solar aprovechable en una zona cambie. Para determinarla se toman ima´genes
del cielo y se obtiene por medio de algoritmos un ı´ndice de nubosidad que facilite comprender
el comportamiento que existe. A continuacio´n se dara´ una explicacio´n del comportamiento de
los algoritmos propuestos para el ana´lisis de nubosidad.
4.1 Algoritmos Para Ana´lisis de Nubosidad
El ana´lisis de nubes es toda una materia en desarrollo, y se han implementado varios algoritmos,
en este caso, el ma´s comu´n es utilizar el algoritmo KNN (K Nearest Neighbors), con el cual se
obtienen ima´genes de alta calidad con respceto a nubosidad se propone. Para el SESLab, son
importantes tres variables en la implementacio´n del algoritmo:
• Porcentaje de nubosidad en la imagen
• Color de la nube
• Poder ignorar el sol en las ima´genes (esto debido a que algoritmos como el KNN necesitan
un bloque entre la posicio´n del sol y la ca´mara para obtener una imagen sin luz del sol)
Se propone utilizar el algoritmo K-means Clustering debido a que cumple con las caracter´ısitcas
anteriores si se realiza su debida interpretacio´n. Como base para realizar esto se hace uso de las
bibliotecas en Python (propiamente scikit−learn que esta´ orientada al aprendizaje de ma´quinas
y OpenCV para el ana´lisis de ima´genes). De aqu´ı se puede obtener una base directa para la
segmentacio´n de ima´genes, la obtencio´n de valor de los agrupamientos en una escala RGB que
var´ıa entre 0 y 1, adema´s de predecir tiempos de ejecucio´n. De la figura 4.1 se puede extraer
los valores vectoriales que posee el RGB y nombres comunes a saturaciones de cada componente
(valor unitario en solo 1 de las 3 componentes del vector).
24
4 Identificacio´n de Nubes 25
Figura 4.1: Tetraedro de comportamiento en valores RGB de k-means Clustering.
4.1.1 Primer Algoritmo Propuesto
En la primera propuesta de algoritmo se realiza con base al comportamiento de valores unitarios
del tetraerdro de la figura 4.1. La escala de grises (los colores supuestos para una nube) esta
dada por el vector que inicia en (0,0,0) y finaliza en (1,1,1) contemplando todos sus valores
intermedios. En un caso ideal cada cluster tendr´ıa un valor de (x,x,x), en do´nde x es un valor
en 0 y 1, as´ı este siempre ser´ıa una tonalidad de gris.
Sin embargo, la nubes no suelen ser perfectas combinaciones de grises y se desea brindar cierta
libertad al agrupamiento en cuanto a sus valores. De forma que si un agrupamiento tiene un
valor de (x,y,z), ese punto en espec´ıfico no pertenece al vector antes planteado, pero puede
pertenecer a una tonalidad de gris ante el ojo humano y este debe ser considerado. Para ello se
realiza un cilindro que de libertad al punto tridimensional pero que siga comporta´ndose dentro
de una uniformidad de color. Si el cilindro es muy delgado, el valor entre sus componentes
x-y-z no podra´n tener gran diferencia. Conforme el cilindro aumente la diferencia entre esas
componentes puede ir aumentando. La figura 4.2 ilustra la teor´ıa de cilindros que se plantea
para el algoritmo.
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Figura 4.2: a)Cilindro de un 10% del volumen total, b)Cilindro de un 20% del volumen total, c)Cilindro
de un 30% del volumen total, d)Cilindro de un 40% del volumen total, e)Cilindro de un
50% del volumen total, e)Visualizacio´n de todos los cilindros y sus volumenes en un mismo
plano.
Se plantea obtener un punto en el espacio tridimensional, lo cual har´ıa que se pudiese definir
si el agrupamiento se encuentra dentro del cilindro, sin embargo, para hacer ma´s sencillo su
ana´lisis a la hora de programacio´n no se buscara´ un espacio ni l´ımites tridimensionales, ya que
cargar´ıan de un fuerte ana´lisis al computador y por medio de una ana´lisis 2D se puede obtener
el mismo resultado mucho ma´s sencillo. A continuacio´n se planteara´ como se obtiene los l´ımites
adecuados para garantizar que el punto se encuentra dentro de un cilindro que abarca el 19% del
volumen total del cubo RGB (esto para simplificar el ca´lculo), los dema´s tubos es simplemente
repetir el proceso cambiando los valores que se indicara´n en el proceso.
De un ca´lculo de a´reas esposible obtener los valores para las funciones en cuanto a su interseccio´n,
los valores se obtendr´ıan mediante la resta del a´rea de 2 tr´ıangulos, 1 que contempla toda la













Primero se obtiene una visio´n en 2D para lo que ser´ıa el cilindro propuesto del algoritmo. En la
figura 4.3 se observa como se visualizar´ıa el cilindro en un plano 2D y que este ser´ıa igual para
los 3 planos necesarios (X vs Y, X vs Z, Y vs Z).
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Figura 4.3: Vista del cilindro en un plano 2D, el cua´l no tiene ningun cambio en sus diferentes valores
de ejes.
De la figura 4.3 se extraen las funciones de los valores de las rectas que contiene el a´rea en do´nde
se puede encontrar el punto. Estas ser´ıan para un plano Y vs X tal como se describe en (4.4) y
(4.5):
ysuperior = x+ 0.1 (4.4)
yinferior = x− 0.1 (4.5)
Para un plano Z vs X tal como se describe en (4.6) y (4.7):
zsuperior = x+ 0.1 (4.6)
zinferior = x+ 0.1 (4.7)
Para un plano Z vs Y tal como se describe en (4.8) y (4.9):
zsuperior = y + 0.1 (4.8)
zinferiorrior = y + 0.1 (4.9)
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Con estas funciones se puede analizar cada agrupamiento y por ende determinar si este pertenece
al cilindro que hemos especificado, esto mediante la asignacio´n siguiente: R = x, G = y, B = z.
Sabiendo que el valor ma´ximo de cualquier agrupamiento es de 1, no existira´n problemas con
los l´ımites del tetraedro RGB de la figura 4.1. Adema´s se contempla para el algoritmo que un
valor muy alto de RGB son los rayos solares directamente y deben ser ignorados (considerados
como cielo abierto), para esto se utiliza la siguiente premisa para cada valor (R,G,B):
Vsol(RGB) > 0.97 (4.10)
El algoritmo como tal le asigna un valor o mejor dicho etiqueta a cada p´ıxel, de forma que este´
directamente asociada a algu´n agrupamiento existente, despue´s del ana´lisis de cada agrupamien-
to de si es considerado nube o cielo se reasignan estas etiquetas con un valor de 0 para cielo y de
1 para nube, de aqu´ı se obtienen las cantidades asociadas a la nubosidad. El siguiente algoritmo
4 explica el funcionamiento del mismo.
Datos: imagen de Cielo
Resultado: Porcentaje de nubosidad y valor RGB de los clusters
initialization;
mientras programa en ejecucio´n hacer
si valores de direccio´n de imagen correctos y cantidad nume´rica de clusters entonces
iniciar ejecucio´n de algoritmo k-means clustering;
verificar posicio´n de cada cluster en el cilindro descrito con sus l´ımites;
asignar a cada cluster una etiqueta;
reasignar etiquetas de cada pixel;
recrear la imagen en base s 2 colores, negro para cielo y blanco para nubes;
guardar imagen recreada;
guardar valores de los clusters;
en otro caso
indicar error de direccio´n y cerrar programa
fin
esperar el usuario vea las ima´genes;
cerrar programa;
fin
Algoritmo 4: Comportamiento de programacio´n para ana´lisis de nubes mediante cilindro
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4.1.2 Segundo Algoritmo Propuesto
En la segunda propuesta del algoritmo se pretende utilizar un me´todo de aproximacio´n conjunto
a una pequen˜a base de datos. Esto debido a que la premisa que de las nubes solo poseen
tonalidades de la escala de grises no es posible estimarlo.
A diferencia del algoritmo pasado, ya no se desea trabajar en la escala de 0 a 1 para los valores
RGB, ahora se desea obtener su valor de 0 a 255, adema´s se redondea su valor a un nu´mero
entero y as´ı utilizar la ecuacio´n (4.11) para obtener su valor decimal.
R ∗ 65536 +G ∗ 256 +B = V alorDecimal (4.11)
De esta manera se puede comparar con respecto a otros valores. A continuacio´n lo que se hace es
crear un pequen˜a base de datos con el valor decimal a partir de un valor hexadecimal conocido
de los colores. Es decir se insertara´ una matriz de n cantidad de posiciones, en base a una
determinada cantidad de valores. Como se muestra en la siguiente ecuacio´n:
Avalores =
(
v1 v2 v3 · · · vn
)
(4.12)
Tenemos que cada valor es el decimal del color en RGB(a partir de una cantidad hexadecimal).
Para este algoritmo se insertaron 350 valores, de los cuales los primeros 113 son solo colores de
escala de grises y los 237 valores restantes pertenecen a escala de azules. De esta manera se
puede ir evaluando que colores de azules pertenecen a nubes y que colores no, permitiendo una
mejor aproximacio´n al porcentaje de nubosidad contemplando algo ma´s que escala de grises.




v1 v2 v3 · · · vx
)
− V alorDecimal (4.13)
Se continua por buscar el valor ma´s bajo de esta matriz y se aproxima de forma abrupta que el
color del agrupamiento al que pertence esta´ dado por esa posico´n. Una vez asignado pasa por
varias estapas de ana´lisis.
La primera estapa consiste en averiguar si este pertenece a los rayos del sol, para ello se da la
siguiente premisa estructurada en la premisa (4.14) en donde se quiere saber si cada componente
del RGB son superiores al valor de 235 y por lo menos 2 de estas son superiores al valor de 240,
si esto se cumple dicho agrupamiento se considera como los rayos incidentes del sol, debido a
que esta´ muy cerca de ser una saturacio´n total del RGB (blanco puro) que solo puede ser dotado
por los rayos del sol..
VR,G,B > 240 ∧ VR,G,B > 240 ∧ VR−G−B > 235 (4.14)
En la segunda etapa se desea saber si es un valor que este´ en la escala de grises pero siga
poseyendo un rango aceptable entre sus valores RGB (semejante a los l´ımites que exist´ıan en el
cilindro), solo que esta vez se visualiza como si los valores absolutos entre los valores RGB no
superen una diferencia de 20 unidades.
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|VR − VG| ≤ 20 ∧ |VR − VG| ≤ 20 ∧ |VG − VB| ≤ 20 (4.15)
Si la premisa (4.15) se cumple entonces al agrupamiento se le considerara´ una nube, de lo
contrario pasara´ a ser analizada en la escala de azules. Para ello el valor mı´nimo de la resta
en la matriz tiene que ser un valor superior en cuanto a posicio´n al 113. De igual forma para
considerarse nube este debe ser evaluado igual que la forma anterior, solo que con rangos ma´s
amplios.
|VR − VG| ≤ 34 ∧ |VR − VG| ≤ 34 ∧ |VG − VB| ≤ 34 (4.16)
La en la premisa (4.16) permite da un espacio de libertad amplio para la clasificacio´n de color
perteneciente a la escala de azules. Si ests se cumple tambie´n se le considera nube. Si ninguno
de estas clasificaciones se ajusta este sera´ considera cielo por descarte.
En esencia el algoritmo reconoce 3 cosas:
• Cual cluster es el sol
• Cual cluster es una nube de escala de grises
• Cual cluster es una nube de escala de azules
Se podr´ıa concluir que lo que se considera cielo se realiza por descarte ya que no es una nube.
Despue´s de esta clasificacio´n el proceder de etiquetar y construir ima´genes es exactamente igual
al algoritmo anterior. En el algoritmo 5 se observa el comporamiento del mismo.
Datos: imagen de Cielo
Resultado: Porcentaje de nubosidad y valor RGB de los clusters
initialization;
mientras programa en ejecucio´n hacer
si valores de direccio´n de imagen correctos y cantidad nume´rica de clusters entonces
iniciar ejecucio´n de algoritmo k-means clustering;
obtener valor RGB de 0 a 255 de cada cluster;
obtener valor decimal RGB de cada cluster;
verificar color de cluster por aproximacio´n;
asignar a cada cluster una etiqueta;
reasignar etiquetas de cada pixel;
recrear la imagen en base s 2 colores, negro para cielo y blanco para nubes;
guardar imagen recreada;
guardar valores de los clusters;
en otro caso
indicar error de direccio´n y cerrar programa
fin
esperar el usuario vea las ima´genes;
cerrar programa;
fin
Algoritmo 5: Comportamiento de programacio´n para ana´lisis de nubes mediante aproxima-
cio´n de colores de una matriz
Cap´ıtulo 5
Resultados y ana´lisis de Nubosidad
5.1 Resultados y ana´lisis de algoritmo propuesto K-means Clus-
tering
Para las pruebas experimentales de este algoritmo se utilizo´ una ca´mara Nikon D3200, la cual
posee caracter´ısitcas de control deseadas y explicadas en el cap´ıtulo 2 en la seccio´n 2.3, de esta
manera se podra´n controlar dichas variables y analizar si el algoritmo procede correctamente y
de forma o´ptima a lo deseado.
Gracias a su caracter´ısitca de auto ajuste, la variables ISO, Velocidad de disparo o Apertura de
lente van a estar en sus valores o´ptimos para la fotograf´ıa. Por lo tanto se selecciona este modo
y se pasan a realizar todas las pruebas, ma´s adelante en otra sub-seccio´n se analizara´ como estas
variables influyen si no se posee el o´ptimo escenario.
5.1.1 Cantidad de valores K para algoritmo 1 y 2
El algoritmo propuesto se basa en una reconstruccio´n de ima´genes con K cantidad de colores
dados, estos son seleccionados aleatoriamente y para el ojo humano basta con tener aproxima-
damente 64 colores para considerarla pra´cticamente la misma imagen.
Figura 5.1: Comparacio´n de reconstruccio´n de imagen a 64 colores por mediod el algoritmo K-means
Clustering, a)Imagen a 64 colores, b)Imagen a 96 615 colores
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De la figura 5.1 se destaca que en la reconstruccio´n de ima´genes no se necesitan miles de colores
para considerarla adecuada para el ojo humano. Por lo tanto se intentara´ minimizar la cantidad
de colores (la cual esta´ asociada directamente con el valor K del algoritmo) a un punto en do´nde
la imagen se considere adecuada y a la vez posea la caracter´ısticas necesarias para un ana´lisis
adecuado. Adema´s el tiempo de ejecucio´n del algoritmo varia con base a la cantidad de colores
con que se desea reconstruir la imagen, este comportamiento se analizara´ con mayor detalle ma´s
adelante.
En la figura 5.2 se obesrva en el caso de las nubes la forma en que se va reconstruyendo la imagen
dependiendo de su valor de K, permitiendo cada vez una visio´n ma´s clara del comportamiento
del algoritmo en cuanto a sus agrupamientos.
Figura 5.2: Reconstruccio´n de Imagen a diferentes valores de K, a)K=4, b)K=6, c)K=8, d)K=10,
e)K=16, f)K=22
De la figura 5.2 se puede observar como conforme aumenta el valor de K, la reconstruccio´n de
la imagen tiende a ser ma´s precisa, la cantidad de colores permite tener una imagen ma´s suave
en la visualizacio´n, es decir, elimina los sectores que se consideran l´ımites y van difuminando el
color como es debido.
En el ana´lisis que se esta´ efectuando se hace uso de un algoritmo de aprendizaje de ma´quina no
supervisado, por lo tanto se debe garantizar que los agrupamientos realizados por el algoritmo
son los adecuados, en la figura 5.2 en la imagen d) se aprecia que la informacio´n es suficiente
para realizar un ana´lisis adecuado ya que el valor RGB del sol esta´ definido cerca de un valor
de saturacio´n total (RGB de (255,255,255)) y la cantidad de agrupamientos para las nubes y
cielo definen bien las figuras. Para la ima´genes e) y f) el agregar ma´s colores solo afecta en
el cielo (agregando ma´s agrupamientos diferentes al cielo), que precisamente se quiere todo lo
contrario, se espera siempre que el color del cielo este´ considerado lo ma´s uniforme posible
(mismo agrupamiento).
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De esta manera valores muy altos de K no aportan informacio´n u´til en las nubes, ya que estas
suelen ser de tonalidades grises y algunos azules (caso que ma´s adelante se le dara´ un solucio´n
parcial). Es importante destacar que se necesita obligatoriamente percibir el Sol, de forma que
pueda ser discriminado en los algoritmos, esto provocar´ıa que para valores bajos de K como
4, 6, 8, este´n descartados ya que, a nivel de cielo se consideran o´ptimos, pero no pueden saber si
se encuentra el Sol o no en la imagen, esto se puede notar mediante su ana´lisis de agrupamientos
de los cuales ninguno posee un valor cerca del vector (255,255,255).
Adema´s para seleccionar el valor de K es necesario revisar el tiempo de ejecucio´n del algoritmo
y relacionarlo con la informacio´n que se necesita, para ello en el siguiente gra´fico ilustrado en la
figura 5.3, se observa el tiempo de ejecucio´n con respecto a un determinado K dado.


























Valores de K en mu´ltiplos de 2
Figura 5.3: Gra´fico de Tiempo de ejecucio´n(s) vs Valores de ”K” en un computador que posee 10 GB
de RAM y dos nu´cleos de 2.5 GHz
De la figura 5.3 se obtiene que el tiempo de ejecucio´n aumenta cuando el valor de K aumenta.
Esto es una clara indicacio´n de que a mayor nu´mero de colores a incluir, mayor tiempo de
ejecucio´n se ocupa, entonces se tiene un ru´brica importante, ya que se espera que el programa sea
lo ma´s eficiente posible, para ello se ha estimado que el tiempo de ejecucio´n entre la Raspberry
Pi 3 y el computador de pruebas diferencia en aproximadamente 10 veces y para efectos del
proyecto no se desea que este tarde ma´s de 90 s en ejecutarse. En la la figura 5.3 tambien se
extrae que para valores de K entre 14 y 26 tienden a poseer mucha incertidumbre en cuanto al
tiempo de ejecucio´n (es decir no se puede supone que a mayor K siempre habra´ mayor tiempo de
ejecucio´n), pero igual contiene el comportamiento general de aumentar su tiempo de ejecucio´n
con respecto a valores de K menores. Para un valor de K = 10 se obtienen los resultado de
informacio´n mı´nimos esperados para ana´lisis de la nube y posee un tiempo de ejecucio´n bajo en
comparacio´n a los K de mayor valor.
La imagen utilizada para esta prueba esta´ en los valores o´ptimos de auto-ajuste de la ca´mara
(ISO-100,F-13,Velocidad de Disparo-1/640, Megapixeles-24.1). Estos valores es importante re-
cordarlos ya que ma´s adelante se dara´ una explicacio´n de cada valor y su comportamiento,
denotando que para cada prueba estos valores pueden cambiar.
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5.1.2 Procentaje de nubosidad entre ambos algoritmos
Ahora bien los algoritmos intentan delimitar entre lo que es cielo o nube. En pocas palabras se
intenta realizar una binarizacio´n de la imagen, que en este caso se espera lograr que el valor de 1
sea otrogado a la nube (color blanco) y el valor de 0 sea otorgado al cielo (color negro). Para ello
primero se debe observar el comportamiento de las nubes ante la binarizacio´n de la misma. Se
estudiara´n 3 tipos de algoritmos que justifiquen la creacio´n de uno nuevo para obtener valores
congruentes a lo esperado en relacio´n a lo que se puede observar por el ojo humano y lo que es
analizado por el computador. Dichos algoritmos de fa´cil implementacio´n permitira´ entender las
problema´ticas presentes en el ana´lsis de las nubes.
• Algoritmo Canny: en la figura 5.4 se observa lo que el algoritmo es capaz de detectar como
bordes [28].
Figura 5.4: Deteccio´n de bordes de una imagen de un carro, a)Binarizacio´n de sus bordes, b)Imagen
original.
Se esperan resultados similares ante una imagen de nubes, ya que poder determinar bordes
podr´ıa crear a´reas determinadas y as´ı poder separar nubes de cielo, sin embargo, el resultado es
desastrozo comose observa en la figura 5.5.
Figura 5.5: a)Binarizacio´n de los bordes de una nube, b)Imagen original.
Esto tiene una sencilla explicacio´n, el algoritmo Canny por su comportamiento de buscar bordes
basado en la conexio´n de p´ıxeles entre s´ı, hace que no encuentre un solo borde. Esto debido a que
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la nube visualmente aparenta tener un borde, pero esta´ compuesta por millones de part´ıculas
gaseosas y l´ıquidas, que se ven reflejadas en las fotos, no tiene un l´ımite determinado y un
algoritmo de esta ı´ndole es incapaz de reconocer algo para un ana´lisis posterior.
• Algoritmo de Limitacio´n General: para este caso se utiliza una binarizacio´n basado en un
valor medio (127 para escala de grises) de forma que pueda realizar una segmentacio´n muy
general[29]. Como se puede observar en la figura 5.6.
Figura 5.6: a)Binarizacio´n general de una nube con un valor de 127 en escala de grises, b)Imagen
original.
De la figura 5.6 se puede ver claramente que no se obitene niguna informacio´n relevante que
pueda ser utilizada para ana´lisis del cielo y la nubosidad. El mayor problema recae cuando
hay presencia del Sol y satura la escala de grises, da´ndo colores por encima del l´ımite dado, sin
embargo, aunque no hubiese presencia del Sol, el comportamiento del algoritmo sigue siendo
altamente impreciso de do´nde la informacio´n se puede consdierar irrelevante para un ana´lisis
formal.
• Algoritmo de Binarizacio´n de Otsu con filtro Gaussiano: se espera una mejor binarizacio´n
ya que utiliza componentes de probabilidad para obtener el valor de cada p´ıxel, en la figura
5.7 se observa el comportamiento del mismo[27].
Figura 5.7: a)Binarizacio´n por medio de algoritmo de Otsu, b)Imagen original.
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De la figura 5.7 se aprecia que a pesar de obtener alguna informacio´n como lo es la pequen˜a
nube de la izquierda y en la parte superior derecha, y por lo menos ya existe una a´rea de cielo y
una de nube, a simple vista se puede notar que posee un error alt´ısimo en cuanto discernimiento
de nubes y la informacio´n que nos provee de la misma no es u´til.
As´ı se justifica el hecho de implementar un algoritmo ma´s complejo, que permita obtener los
valores de color de la nube en RGB y a la vez tenga una buena aproximacio´n en cuanto a al
reconocimiento de la nube nos referimos.
• El primer algoritmo propuesto se utilizan funciones matema´ticas para obtener los valores
de la nube y el resultado esperado es una aproximacio´n bastante congruente en cuanto a
la imagen de prueba. En la figura 5.8 se visualiza el comportamiento del mismo.
Figura 5.8: a)Binarizacio´n por medio de algoritmo 1 propuesto, b)Imagen original.
De la figura 5.8 se puede destacar como el algortimo tiene un discernimiento primeramente de
que´ es el Sol y lo denota como espacio abierto, sin embargo, a lo largo de diferente pruebas
se puede ver este comportamiento de la creacio´n de un aro alrededor del mismo, esto debido
a que se espera que las nubes solo posean valores de escala de grises, y en ciertas secciones
dadas de la imagen (alrededor del sol) algu´n agrupamiento forma un valor el cual cumple con
esta descripcio´n (pertenecer a esacala de grises), ya que los rayos de luz se van difuminando y
perdiendo su valor cercano al unitario en el RGB.
Se tiene una pequen˜a seccio´n en la parte inferior izquierda que se ha perdido como reconocimiento
de nube, pero no representa un valor alto de la imagen por lo tanto no es de mucha preocupacio´n
que el algoritmo falle en el mismo, por otro lado, podemos ver la clara pe´rdida de mucha
informacio´n debido a que una seccio´n de la nube es de una tonalidad azul y el algoritmo no esta´
disen˜ado para discernir estos colores como una nube.
El porcentaje de nubosidad de la imagen asignada por el algoritmo es de 6.588% y se espera que
por lo menos se considere un 10% de la imagen como nube. No es un error muy alto a simple
vista pero afecta en otras ima´genes analizadas, ya que las nubes no solo poseen escalas de grises
sino tambie´n de azules e inclusives rojos en los atardeceres.
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• El segundo algoritmo propuesto se utilizan me´todos ma´s simples de restas y aproximacio-
nes, a diferencia del primer algoritmo propuestos, el programa se puede depurar, ya que
este su aproximacio´n de colores yace en una base de datos guardada en una matriz, se le
pueden ir agregando nuevos valores de otros colores (verdes, rojos, pu´rpuras, etc) al cual
una nube puede pertenecer, a diferencia del primer algoritmo que lo u´nico que se puede
controlar es la libertad de diferencia entre el valor de un agrupamiento en sus valores RGB
(los valores estipulados como x-y-z dentro del cilindro). Se utilizaron 50 ima´genes de nubes
en esta versio´n preliminar para lograr resultados congruentes y aceptables en cuanto a las
nubes presentes en las ima´genes, de manera que, la seleccio´n de colores en los arreglos
que son considerados nubes son un promedio de cuantas veces dicho color realmente era
una nube y cuantas veces el mismo color era cielo. En la figura 5.9 se pued observar el
comportamiento del algoritmo propuesto.
Figura 5.9: a)Binarizacio´n por medio de algoritmo 2 propuesto, b)Imagen original.
Es de mucha importancia observar como se ha logrado unificar el cielo con la seccio´n del Sol,
obteniendo una sola masa de cielo (que es lo que se deseaba) y ya no posee pequen˜as secciones
alrededor del sol. Esto indica que a pesar de existir un pequen˜o aro de difuminacio´n, dicho color
fue aproximado como cielo.
Esta vez las secciones que han sido como perdidas son las que el primer algoritmo propuesto
hab´ıa destacado como nubes, sin embargo, aunque parece indcuir a un error, al contrario, se ha
obtenido un porcentaje de nubosidad ma´s alto. Este con un valor del 12.21% de nubosidad esta´
mucho ma´s cerca del valor de 10% de nubosidad esperado, el cual se reflejara´ como un porcentaje
de error menor en la imagen. Quiere decir que se ha logrado una mayor aproximacio´n en cuanto
a nubosidad se espera. Adema´s las pequen˜as partes de nubes en la seccio´n de la esquina inferior
izquierda han sido reconocidos y tomado su posicio´n como nube, lo cual es un excelente indicio
de como se esta´n formando los grupos por parte del algoritmo y que realmente el valor que
escogimos para el K aporta suficiente informacio´n para este ana´lisis.
5.1.3 Seleccio´n de algoritmo para prototipo
Ante los resultados expuestos se necesitan evaluar muchas ma´s fotograf´ıas del cielo para determi-
nar cua´l algoritmo posee una funcionalidad ma´s cercana a lo esperado. Para ello se va analizar
varios escenario. El primero es do´nde se encuentre una foto de una nubosidad del 100%, el
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segundo cuando no exista nubosidad del todo 0%, el tercero cuando haya nubes superpuestas de
tonalidades diferentes y una nubosidad aproximadamente del 60%, el cuarto cuando exista una
nube que este´ totalmente definida y ante un fondo totalmente depejado y posea una nubosidad
de aproximadamente al 5% y el quinto ante una nube de tonalidades rojizas (este u´ltima para
poner a prueba le algoritmo bajo una condicio´n no usual).
• Primer caso: se utilizara´ un imagen que se garantiza que el 100% de la misma es conside-
rada nube, los resultados para ambos algoritmos se pueden observar en la figura 5.10.
Figura 5.10: a)Imagen original, b)Binarizacio´n por medio de algoritmo 1, c)Binarizacio´n por medio de
algoritmo 2.
De la figura 5.10 se puede destacar con claridad como se obtuvo en ambos casos un resultado
totalmente positivo, en do´nde el color blanco es considerado nube y tenemos 2 recuadros total-
mente blancos(ima´gnes b) y c)), es decir, 100% de nubosidad para ambos algoritmos. En los dos
casos se considera totalemnte exitosa la prueba con un 0% de error en el ana´lisis de la imagen.
Este caso en espec´ıfico todav´ıa no nos da un criterio de cua´l imagen escoger.
• Segundo caso: se utilizara´ una imagen que se garantiza que el 0% de la misma es consi-
derada nube, es decir, un cielo despejado, los resultados para ambos algoritmos se pueden
observar en la figura 5.11.
Figura 5.11: a)Imagen original, b)Binarizacio´n por medio de algoritmo 1, c)Binarizacio´n por medio de
algoritmo 2.
De la figura 5.11 se observa que en esta ocasio´n si se existen cambios en la imagen analizada
entre ambos algoritmos, en la imagen b) podemos ver como por el color en la esquina superior
5 Resultados y ana´lisis de Nubosidad 39
izquierda cumple los requisitos para ser nube (un 5.37% de la imagen), sin embargo, esto no es
una nube realmente y simplemente es un cielo de mucha claridad. En cambio en a imagen c) se
denota como el algoritmo no ha fallado y toda la imagen es un recuadro negro que denota cielo,
ns s´ıntesis, posee un 0% de error en el ana´lisis.
• Tercer caso: se tiene varias nubes superpuestas definidas como si existiesen bordes entre
ellas, su calcula que aproximadamente la imagen posee un 60% nubosidad y es quiere saber
el detalle con que se puede extraer informacio´n de la misma, los resultados para ambos
algoritmos se pueden observar en la figura 5.12.
Figura 5.12: a)Imagen original, b)Binarizacio´n por medio de algoritmo 1, c)Binarizacio´n por medio de
algoritmo 2.
De la figura 5.12 se puede observar una imagen reconstruida por parte del primer algoritmo, en
donde sin importar las tonalidades ha considerado nube todas las secciones que consideramos
correctas, en este caso se debe realizar un e´nfasis en varios detalles. El primero de ellos es que se
ha perdido un poco de informacio´n de la parte central izquierda por aproximaciones de la nube,
segundo se tiene una forma ma´s uniforme de la nube en cuanto la binarizacio´n nos referimos,
tercero si aproxima que un 60% de la imagen es nube, y del agoritmo se obtiene un 66.81% es
nube, el porcentaje de error ser´ıa 11.34%.
En el segundo algoritmo se puede destacar el mayor detalle que existe con respecto a la diferen-
ciacio´n entre nube y cielo, si bien es cierto que existe un error en la esquina inferior derecha,
podemos resaltar como el algoritmo es capaz de identificar cada nube por aparte (una carac-
ter´ısitca muy deseada para poder discernir que agrupamientos realmente son una nube o no),
adema´s el error que existe en el algoritmo 1 para la parte central se ve corregida. Del algorit-
mo 2 se obtiene que el procentaje de nubes de la imagen es de un 51.17%, lo que produce un
porcentaje de error de 14.7%.
5 Resultados y ana´lisis de Nubosidad 40
• Cuarto caso: Se tiene una nube de un taman˜o muy pequen˜o, que se encuentra cerca del
Sol y esto complica el algoritmo a nivel de coloracio´n, adema´s de que se podr´ıa decir que
entre el fondo (cielo azul) y la nube existe una clara diferencia, los resultados para ambos
algoritmos se pueden observar en la figura 5.13.
Figura 5.13: a)Imagen original, b)Binarizacio´n por medio de algoritmo 1, c)Binarizacio´n por medio de
algoritmo 2.
De la figura 5.13 se obitene un claro ejemplo del error constante que posee el algoritmo 1, este es
menos sensible a pequen˜os detalles, por lo tanto las distribuciones existentes de nubes son muy
altas, los colores del cielo que este´n cerca del sol van a considerarse siempre como nubes y en la
figura 5.8 ya se hab´ıa destacado ese comportamiento y hab´ıa sido corregido en el algoritmo 2,
su porcentaje de error de 99% contra un distribucio´n de aproximadamente 5% de nubes en la
imagen, este error a pesar de que es casi total se puede interpretar como que simplemente para
pequen˜as nubes el algoritmo tiene dificultades en reconocer distribuciones.
Para el segundo algoritmo podemos ver una imagen mucho ma´s detallada de la nube en binari-
zacio´n, bordes mejor definidos y una distribucio´n de nube ma´s pequen˜a y aproximada a la real,
aunque existe este aro alrededor del sol, se puede ver con facilidad que su distribucio´n es muy
pequen˜a por lo tanto lo que aporta a la imagen en nubosidad es despreciable y por u´ltimo su
porcentaje de error ser´ıa 15.4%.
• Quinto caso: para el u´ltimo caso se desea ver el comportamiento de la nube ante tonaldi-
dades rojizas de un atardecer, de manera que el comportamiento pueda ser entendido con
mayor claridad, los resultados para ambos algoritmos se pueden observar en la figura 5.14.
Figura 5.14: a)Imagen original, b)Binarizacio´n por medio de algoritmo 1, c)Binarizacio´n por medio de
algoritmo 2.
5 Resultados y ana´lisis de Nubosidad 41
En la figura 5.14 se aprecia que del algoritmo 1 se puede extraer una vez ma´s que generaliza
porciones que son parte del cielo azul, elevando la cantidad de nubosidad, generando un porce-
taje de error mayor y haciendo un ana´lisis ma´s simple y sin detalle de la imagen. En el segundo
algoritmo resalta una vez ma´s la cantidad de detalle que se puede extraer de lal imagen, las
diferentes secciones de cielo y nube bien seccionadas. En ambos algoritmos se ve un comporta-
miento esperado que es el de esperar que la nube con una tonalidad rojiza sea considerada cielo,
si bien en el primer algoritmo sera´ as´ı, en el segundo no, ya que este al hacer aproximaciones
posee la caracter´ıstica de incrementar su base de datos de colores y de esta manera lograr que
ahora esta´ seccio´n, gracias a la extraccio´n del color del agrupamiento sea introducida dentro de
la base de datos para que sea considerada como nube y deje de interpretarse como cielo.
Ante el ana´lisis realizado en varios escenarios expuestos anteriormente, y muchas ma´s ima´genes
para entender el comportamiento de los mismos, se procede a escoger el algoritmo que cumpla las
siguientes caracter´ısticas, porcentaje de errores ma´s bajo en general, mayor detalle de imagen,
mı´nima creacio´n del aro alrededor del sol y finamente por posibilidad de depuracio´n para obtener
mejores resultados con respecto a tonalidad de escalas de otro colores. En el gra´fico que se
ilustra en la figura 5.15 se puede observar una comparacio´n de los porcentaje de errores entre
los algoritmos propuestos.





















Figura 5.15: Gra´fico de Porcentaje de error con repsecto a la nubosidad esperada en la imagen vs casos,
de ambos algoritmos propuestos para el prototipo.
Finalmente se concluye que el algoritmo que mejor se ajusta a las necesidades es el de la segunda
propuesta, esto debido a que cumple todas las caracter´ısticas esperadas y su porcentaje de error
no fluctu´a de forma tan alta como en el caso del primer algoritmo. Adema´s de que permite
mayor detalles para futuras referencias de la nube, y la posibilidad de mejorar la adquisicio´n de
diferentes nubes de otros colores que no necesariamente sean tonalidades de grises o azules.
5.1.4 Comportamiento del algoritmo ante diferentes tipos de nubes
A pesar de que el algoritmo suele ser una buena aproximacio´n a la nubosidad dada, hay veces
que pareciera obtener datos erroneos y esto se debe a que las nubes no siempre son iguales,
5 Resultados y ana´lisis de Nubosidad 42
es ma´s existen 10 tipos de ellas y cada una tiene un comportamiento diferente para el algorit-
mo. A continuacio´n se analizara´n las nubes que suelen dar mayor cantidad de anomal´ıas en el
comportamiento del algoritmo.
De diez tipos de nubes estudiados, se crean dos grandes secciones en do´nde estara´n clasificados
todas las nubes.
• El primero esta´ determinado por las sigueintes tipos: Estratocu´mulos, Cirrocu´mulos, Al-
tocu´mulos, Cu´mulos, Cumulonimbos y Nimboestratos. A estos le podr´ıamos llamar nubes
con bordes, por as´ı decirlo sus formas esta´n bien definidas visualmente, y a pesar de que
sus bordes realmente no existe, es fa´cil identicar un grupo de esta ı´ndole. En la figura 5.16
se puede observar como el algoritmo obtiene con facildiad un cu´mulo y lo diferencia del
cielo.
Figura 5.16: a)Imagen original, b)Binarizacio´n por medio de algoritmo propuesto para prototipo
• El segundo esta´ determinado por las siguiente nubes: Estratos, Cirros, Cirroestratos y
Altoestratos. Estas nubes se caracterizan por tener formas alargadas y sin bordes definidos.
Este tipo de nubes hacen que el algoritmo identifique grandes masas de nubes donde no
las hay. esto debido a la gran distribucio´n que existe en una zona de p´ıxeles separados.
En la figura 5.17 se puede observar el comportamiento descrito.
Figura 5.17: a)Imagen original, b)Binarizacio´n por medio de algoritmo propuesto para prototipo
Como se puede apreciar en la figura 5.17, para estos casos el agrupamiento de p´ıxeles en K
cantidad de colores, produce una anomal´ıa, ya que existen muchos p´ıxeles de nubes y cielo
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revueltos. De esta manera el algoritmo aproxima muchos p´ıxeles a un valor que realmente no
les pertenece y la confusio´n produce una cantidad de nubosidad no deseada y en muchos casos
que no es para nada despreciable.
5.1.5 Comportamiento del algoritmo ante diferentes variables de la ca´mara
En esta seccio´n ya se tiene claro el algoritmo que se va a utilizar, por lo tanto se hicieron pruebas
con la ca´mara propuesta(Arducam OV2640) y los resultados obtenidos no eran los esperados, por
lo tanto se procedio´ a analizar el comportamiento de las variables de la ca´mara y como esta altera
el comportamiento del algoritmo, de forma que se pueda dar explicacio´n al comportamiento no
deseado. En la figura 5.18 se puede observarr el comprotamiento de las ima´genes tomadas por
la ca´mara propuesta de bajo costo.
Figura 5.18: a)Imagen original Pi1, b)Binarizacio´n de Pi1 por medio de algoritmo 2 , c)Imagen original
Pi2, d)Binarizacio´n de Pi2 por medio de algoritmo 2.
Se observa en la figura 5.18 la imagen de un comportamiento no deseado, y para ello se debe
comprender porque´ se da, ya sea apertura del lente, velocidad de disparo, ISO o megap´ıxeles.
Para esta prueba no se va a utilizar la cantidad de colores que percibe la ca´mara, ya que se sabe
que es una cantidad inferior a la de una ca´mara semi-profesional (Nikon D3200), se intenta optar
por una v´ıa que no implique directamente la construccio´n del sensor de luz que viene integrado
en las ca´maras.
Para poder comprender el comportamiento no deseado del algoritmo en estas fotos, veremos
su comportamiento a trave´s de 4 variables vitales en la ca´mara: Resolucio´n (Megap´ıxeles),
Sensibilidad a la Luz (ISO), Velodidad de Disparo (Shutter Speed) y Apertura de lente (F
Number). Cada uno se evaluara´ dentro de los rangos ma´ximos y mı´nimos de la ca´mara marca
Nikon modelo D3200 para efectos de validacio´n.
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Resolucio´n (Megap´ıxeles)
En una imagen la cantidad de megap´ıxeles se puede ver directamente como la cantidad de
informacio´n que existe sobre la imagen, no a nivel de color, pero si a nivel de nitidez. A mayor
cantidad de p´ıxeles, mayor es el ana´lisis que se puede realizar gracias a que los grupos formados
poseen menos aproximacio´n en el algoritmo K-means Clustering. Para ello se hacen pruebas en
calidad baja, media y alta de la ca´mara que ser´ıan 6, 13.5 y 24.1 megap´ıxeles respectivamente.
En la siguiente figura 5.19 se establece un gra´fico para una misma imagen pero con estos valores
de p´ıxeles y su tiempo de ejecucio´n.


























Figura 5.19: Gra´fico de timepo de ejecucio´n vs cantidad de megap´ıxeles en un computador que posee
10 GB de RAM y dos nu´cleos de 2.5 GHz
De la figura 5.19 se puede extraer que tiene un comportamiento considerado lineal del tiempo
de ejecucio´n con respecto a los megap´ıxeles de la imagen, siendo proporcionalmente creciente
su relacio´n. Esto es importante ya que los agrupamientos realizados por el algoritmos utilizado
para el prototipo solo var´ıan para valores bajos de pixeles (por debajo de 6 megap´ıxeles), pero
en valores altos (por encima de los 6 megap´ıxeles) el cambio es nulo. Quiere decir que entre ma´s
bajo es el valor de los p´ıxeles , los agrupamientos tendra´n una forma ma´s simple y se perdera´
detalle en la imagen, y esto se vera´ reflejado en un ana´lisis inadecuado de nubosidad.
Sensibilidad a la Luz (ISO)
La sensibilidad a la luz es de las caracter´ısticas ma´s delicadas al tomar fotos, esto debido a que
la percepcio´n de la luz se duplica en cada valor y cambia abruptamente la imagen, se utilizaron
todos los niveles de ISO que pose´ıa la ca´mara para explicar este comportamiento. En la tabla
5.1 se puede ver una relacio´n planteada de nu´meros del 1 al 7 con una relacio´n de ISO de 100
a 6400 utilizada en el eje x de la figura 5.20.
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Tabla 5.1: Relacio´n de Nu´mero con ISO
1 2 3 4 5 6 7
100 200 400 800 1600 3200 6400

























Figura 5.20: Gra´fico de porcentaje de nubosidad en la imagen vs ISO, para ana´lisis de comportamiento
Un ISO muy bajo provocar´ıa que no pueda definir bien los espacios de luz y se emitan errores
en el ı´ndice de nubosidad, para este caso en espec´ıfico el mejor valor de ISO es de 200 capta la
imagen a la perfeccio´n y con los colores ma´s cercanos a lo percibido por el humano, podemos ver
que de ah´ı en adelante hay una pendiente negativa hasta llegar a 0% en el ı´ndice de nubosidad,
que significa que apesar de que hayan nubes, la luz incide de forma tan directa que solo se ven
fracciones blancas en la imagen, simulando as´ı el color que posee el sol y por ende descartado
por el algoritmo como nube y supone que toda la imagen es un cielo abierto.
Velodidad de Disparo (Shutter Speed)
Cuando una imagen tiene una velocidad de disparo muy ra´pida se traduce directmente como
una imagen oscura (tambie´n en casos de movimiento como un congelamiento de la imagen) y
para valores muy lentos se tiene mucho mayor tiempo de exposicio´n y por ende ima´genes ma´s
claras (tambie´n permite captar el movimiento de cuerpo celestes que parecen esta´ticos). Para
esto en cada imagen se analizo´ el tiempo de disparo y se realizo´ la gra´fica que se observa en la
figura 5.21, adema´s la tabla 5.2 indica la relacio´n de los nu´meros en el eje x de la figura 5.21
con respecto a la velocidad de disparo utilizada para tomar la imagen.
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Tabla 5.2: Relacio´n de Nu´mero con Velocidad de Disparo






































Figura 5.21: Gra´fico de porcentaje de nubosidad en la imagen vs velocidad de disparo (Shutter Speed),
para ana´lsiis de comportamiento
Si se observa en la figura 5.21 tres cuartos del gra´fico, el comportamiento del primer valor 0 de
disparo ma´s ra´pido( 14000) hasta el valor 20 de diparo (
1
60), su comportamiento suele oscilar en
una nubosidad entre el 20% y el 40%, es despue´s de este que empieza a haber una pendeiente
decreciente hasta que la incidencia de la luz es demasiada como para permitirle al algoritmo
realizar agrupamientos de colores diferentes, e igual que en el caso anterior con el ISO, tiene el
valor del sol y supone que es un cielo abierto.
Apertura de lente (F Number)
La apertura del lente para efectos de fotograf´ıa suele determinar el enfoque que existira´ entre
los diferentes planos de distancia con respecto a la ca´mara, sin embargo, para efectos del cielo
el enfoque apreciado de diferencia entre estos planos va a ser muy bajo debio a la existencia
que existe entre el lente y el sujeto de enfoque, por lo tanto se analizara´ el comportamiento de
la luz y el cambio de agrupamientos a trave´s de todos los valores de F. En la tabla 5.3 indica
la relacio´n de los nu´meros en el eje x de la figura 5.22 con respecto a la velocidad de disparo
utilizada para tomar la imagen.
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Tabla 5.3: Relacio´n de Nu´mero con Nu´mero F
1 2 4 6 8 10 12 14 16
3.5 4.5 5.6 7.1 9 11 14 18 22





















Figura 5.22: Gra´fico de porcentaje de nubosidad en la imagen vs nu´mero F, para ana´lsiis de compor-
tamiento
Del gra´fico que se observa en la figura 5.22 la caracter´ıstica ma´s notoria es la de la poca fluctua-
cio´n entre sus valores F, ante las pruebas se nota que por ser el caso del cielo y la distancia que
existe entre el lente y el espacio que se desea obtener la foto, la apertura del lente es indiferente
para este algoritmo.
Finalmente en la figura 5.23, se ilustra en la seccio´n a) la imagen con sus valores o´ptimos (ISO-
100,F-13,Velocidad de Disparo de 1640segundos) y en la seccio´n b) la imagen con sus valores ma´s
deficientes (ISO-3600, F-4.5, Velocidad de Disparo de 1 segundo). De esta se puede extraer como
la suma de todas las variables en sus valores ma´s deficiente para el ana´lisis de nubes produce la
ausencia de una imagen como tal, como se aprecia en la imagen b.
Figura 5.23: a)Imagen en o´ptimos valores , b)Imagen en valores ma´s deficientes
Cap´ıtulo 6
Resultados y ana´lisis de Variables
Ambientales
6.1 Resultados y ana´lisis de Variables Ambientales
Para validacio´n de estos para´metros se propone verificar dichos valores con respecto a una
estacio´n meteorolo´gica ubicada en el SESLab. Los valores a identificar principalmente sera´n
Irradiancia Total, Temperatura de la Celda, Temperatura Ambiente y Humedad Ambiente.
Estos valores permiten caracterizan el alrededor y algunas variables del panel (como la tensio´n
de salida). Las otras variables propuestas a medir (Tensio´n en circuito abierto y corriente en
corto circuito) son proposiciones extras que complementan el ana´lisis completo del sistema.
La estacio´n meteorolo´gica que se utiliza para validar los datos, solo utiliza valores enteros, por
ello se podra´n visualizar porcentaje de error en el caso de las temperaturas y humedad que se
pueden considerar despreciables practicamente. Adema´s se estima que la estacio´n calcula un
promedio de 12 mediciones (1 cada 5 segundos) y refresca cada minuto con base a este promedio,
ya que los programas a diferencia de la estacio´n lo que recurren es a una forma promedial de
10 muestras en el instante que se pide la medicio´n para evitar ruido en las medidas, podr´ıa
reflejarse como diferencias entre las medidas experimentales de los sensores y las extra´ıdas de la
estacio´n meteorolo´gica.
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6.1.1 Irradiancia Global
Para la irradiancia Global se utilizo´ el sensor marca Apogee modelo SP110 propuesto en el
cap´ıtulo anterior. Su fiabilidad y sencillo uso hace que la coleccio´n de datos sea posible con un
ADC sin necesidad de un circuito acondicionador de sen˜al. En la tabla 6.1 se resumen los datos
obtenidos durante una prueba con una frecuencia de recoleccio´n un minuto.
Tabla 6.1: Mediciones experimentales de Estacio´n Meteorolo´gica, Circuito propuesto y por-
centaje de error entre las mismas para Irradiancia Global





















Con base a los datos mostrados en la tabla 6.1 el porcentaje de error se encuentra generalmente
por debajo al 5%, sin embargo, en varias el procentaje de error esta´ por encima al 5% , a lo que se
le atribuye el hecho de que los pirano´metros no se encuentran en el mismo lugar, el de la estacio´n
meteorolo´gica se encuentra en un espacio totlamente abierto y elevado a aproximadamente 1.50
m en un lugar donde no se produce sombra, en cambio el pirano´metro marca Apogee modelo
SP110 se encuentra en la superficie del suelo cerca de un poste de luz y una estacio´n de recarga
cerca del SESLab (Refleja la irradiancia proveniente del Norte) a la hora de la toma de datos,
lo cual puede inducir en la diferencia que se puede notar en varios casos.
6 Resultados y ana´lisis de Variables Ambientales 50
6.1.2 Temperatura Ambiente
La temperatura ambiente sera´ medida por medio del sensor SHT-31D mencionado en el cap´ıtulo
anterior, y la temperatura a la que sera´ comparada esta´ dado por la estacio´n meteorolo´gica ubi-
cada en el SESLab. La tabla 6.2 se muestran los datos obtenidos en una prueba de temperatura
tomada cada minuto.
Tabla 6.2: Mediciones experimentales de Estacio´n Meteorolo´gica, Circuito propuesto y por-
centaje de error entre las mismas para Temperatura Ambiente





















Se puede analizar que en general la temperatura ambiente posee un error muy bajo (menor al
2%), sin embargo el comportamiento de la estacio´n meteorolo´gica de donde se obtenian los datos
a de temperatura a comparar con bajas cifras significativas (solo 1 valor despue´s del punto),
induce a cifras altas de error como los valores de un porcentaje de error mayor al 2%, por lo
tanto se necesita un reajuste del algoritmo en do´nde solo se cuantifiquen datos con cifras que se
encuentre en estos mismo valores, al tener mayor precisio´n en la temperatura, se aleja al valor
comparado que se utiliza para validar.
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6.1.3 Temperatura de Celda
La temperatura de la celda se valido´ en base a la temperatura ambiente, esto debido a que no se
dispon´ıa de un panel en funcionamiento y la RTD que se utiliza posee un adhesivo de u´nico uso,
por lo tanto solo se dejo´ a la intemperie y se espera que el valor se aproxime al de la estacio´n
meteorolo´gica. La tabla 6.3 se muestran los datos obtenidos en una prueba de temperatura
tomada cada minuto.
Tabla 6.3: Mediciones experimentales de Estacio´n Meteorolo´gica, Circuito propuesto y por-
centaje de error entre las mismas para Temperatura de Celda





















A pesar de utilizar una RTD de la cual solo se obtiene un valor de tensio´n, se tiene una muy
buena exactitud con respecto a la temperatura ambiente de un porcentaj de error por debajo
al 3% en la mayor´ıa de las mediciones, esto nos garantiza que cuando esta sea colocada en un
panel, la temperatura esperada sera´ la que realmente es, y para ana´lisis futuros sera´ una fuente
viable.
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6.1.4 Humedad
La Humedad del ambiente sera´ medida por medio del sensor SHT-31D mencionado en el cap´ıtulo
anterior, y la humedad a la que sera´ comparada esta´ dada por la estacio´n meteorolo´gica ubicada
en el SESLab. La tabla 6.4 se muestran los datos obtenidos en una prueba de temperatura
tomada cada minuto.
Tabla 6.4: Mediciones experimentales de Estacio´n Meteorolo´gica, Circuito propuesto y por-
centaje de error entre las mismas para Humedad





















En la humedad se percibe una muy buena exactitud, los valores se encuentran por debajo del
2%, a esto se le puede atribuir que dicha variable no suele tener cambios abruptos en el ambiente,
sin embargo se debe tener cuidado en la instalacio´n del sensor, debido a que si este posee un
ambiente encerrado la humedad se concentra produciendo una humedad mayor y sera´n datos
incorrectos lo que se obtiene del mismo, para ello siempre debe tener ventilas en el dispositivo




• Se demostro´ que es posible obtener un ı´ndice de nubosidad, colores de nubes e ignorar el
sol sin necesidad de un obsta´culo directo por medio de la implementacio´n de un algoritmo
basado en el K-means Clustering.
• Se evidencio´ que un me´todo de aproximacio´n de colores produce mejores resultados que un
me´todo de posicionamiento en el teatraedro RGB con base a un porcentaje de nubosidad
en una imagen.
• Se demostro´ que las nubes no solo poseen colores en escala de grises, sino tambie´n en
escalas de azules y rojos.
• Se evidencio´ que para obtener resultados congruentes con base a una imagen del cielo se
necesita un equipo con caracter´ısticas mı´nimas controlables para la toma de las mismas.
• Se demostro´ que con base al tipo de nubes existentes en la atmo´sfera el comportamiento
del algoritmo y el ana´lisis adecuado difiere del propuesto.
• Se comprobo´ que no se pueden utilizar algoritmos de binarizacio´n de ima´genes convencio-
nales para obtener ı´ndices de nubosidad.
• Se demostro´ que se obtienen datos fiables con base a un porcentaje de error menor al 2%
para la humedad, 3% para la temperatura de la celda, 2% para la temperatura ambiente
y 5% para la irradiancia global con el prototipo planteado.
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7.2 Recomendaciones
• Realizar ana´lisis para depurar las tonalidades rojizas que puedan tener las nubes.
• Realizar ma´s pruebas a diferentes resoluciones para obtener un algoritmo que se ejecute´
ma´s ra´pido pero sin pe´rdidad de informacio´n.
• Crear un algoritmo de identificacio´n de nubes para evitar porciones de nubosidad falsas
en el algoritmo ya propuesto.
• Utilizar una ca´mara con una cantidad de colores muy alta (mayor a los 50 mil colores)
para obtener resultados congruentes.
• Colocar el sistema en un lugar que no produzca sombra o se pueda proporcionar una
humedad diferente a la del ambiente.
• Utilizar algoritmos ma´s complejos como un watershed o las combinaciones de otros (co-
mo se puede ver propuesto en la tesis de doctorado del Dr. Pablo Alvarado Moya) que
produzcan mejores resultados y determine mejor las superficies deseadas.
• Realizar pruebas con ima´genes en formato RAW para analizar si la informacio´n extra del
mismo produce mejores resultados o si se puede adecuar el algoritmo en base a esta nueva
informacio´n provista.
• Explorar la distribucio´n de Rayleigh para obtener el color del cielo y de esta manera ivertir
el algoritmo y discernir que es cielo y que no.
Cap´ıtulo 8
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A.1 Algoritmo K-means Clustering
Existen algoritmo de aprendizaje de computadora subdivididos en 2 grandes categor´ıas: su-
pervisado y no supervisado. Los algoritmos de agrupamientos que no poseen una respuesta
determinado por el programador se consideran de la segunda categor´ıa (no supervisado). Am-
pliamente utilizados en la miner´ıa de datos, para crear agrupaciones de informacio´n que posean
caracter´ısticas similares.
Esto con el fin de poder dar ana´lisis posteriores a estos datos, un ejemplo de ello son las ca-
racter´ısticas del genoma humano, se utilizan estos algoritmos para agrupar caracter´ısticas y
posteriormente darles un significado; tambie´n se pueden observar en mercadeo en do´nde se
agrupan las prefrencias de las personas y con base a esa informacio´n se pueden crear productos.
El algoritmo K-means Clustering permite el ana´lisis adecuado de las nubes meddiante a agru-
pacio´n de p´ıxeles y posteriormente el ana´lisis del resultados de estas agrupaciones. Es una
algoritmo perteneciente a la miner´ıa de datos, este pertenece al campo de la estad´ıstica y las
ciencias de la computacio´n [22]. Es una te´cnica de miner´ıa de datos de tipo de agrupamiento
o Clustering. Utiliza criterios de vectores de distancia, en donde se buscara´ ir cambiando los
vectores de entrada con base en la informacio´n de aquellos que tengan caracter´ısitcas comunes
y este´n ma´s cerca.
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A.1.1 Comportamiento del algoritmo
En s´ıntesis el algoritmo se comporta de la siguiente manera:
Figura A.1: Pseudoco´digo del algoritmo k-means descrito en [23]
Se obtienen un conjunto de observaciones (x1,x2,...,xn) donde cada observacio´n es un vector real
de d dmensiones, el algoritmo k−meansclustering pretende una particio´n de estas observaciones
en k conjuntos S = (S1, S2, ..., Sk), esto con el fin de minimizar la suma de los cuadrados existente
entre sus grupos [24].
Se puede expresar de forma matema´tica mediante (A.1).









donde µi es la media de los puntos en Si. Este es el equivalente a minimizar el par cuadrado de







(xd − yd)2 (A.2)
A razo´n de que la varianza es constante, es es equivalente al cuadraro de las desviaciones entre
los puntos de diferentes grupos.
Paso de asignacio´n: se asigna a cada observacio´n un grupo en que la media produzca el mı´nimo
valor de la suma de los cuadrados dentro del grupo [20]. De esta forma se generan los grupos
basados en los diagramas de Voronoi (debido a que esta´ basado en su distancia euclidiana).




i = {Xp : ‖xp −m(t)i ‖2 ≤ {Xp : ‖xp −m(t)j ‖2∀j, 1 ≤ j ≤ k} (A.3)
Paso de actualizacio´n: se calcula la nueva media en donde los centroides de cada agrupamiento









Estos dos pasos se realizan hasta que se cumpla un nu´mero de cilcos deseados o hasta que
converga (su asignacio´n de espacio de centroide ya no cambia). Visualmente se puede explicar
en la A.2.
Figura A.2: a) Seleccio´n aleatoria de centroides, b) Creacio´n de grupos en base a los centroides, c)
Reajuste de los centroides, d) Reajuste de los grupos en base a la nueva posicio´n de los
centroides. El paso c y d se repiten hasta llegar a la convergencia
Ape´ndice B
Disen˜os Extras
B.1 Disen˜o Mo´dulo Principal para Prototipo
Para efectos del SESLab se propone que exista un mo´dulo en donde se integren todos estos sen-
sores, circuitos y la Raspberry Pi 3. Para ello utilizo´ la herramienta de Autocad para conformar
un mo´dulo principal que permita conexiones entre otros, es decir, deje la libertad de crear otro
mo´dulos e implementarlos por simples conexiones a este que se propone. En la figura B.1 se
encuentra lo que va a ser una caja color negro mate para corte la´ser en acr´ılico y su construccio´n.
Esta posee dimensiones de 196 mm x 106 mm.
Figura B.1: Disen˜o en Autocad de Mo´dulo Principal para el prototipo
Una vez realizado el corte la´ser y pegadas sus partes se obtiene como resultado una caja para
el mo´dulo del prototipo como se puede observar en la figura B.2
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Figura B.2: Disen˜o implementado en acr´ılico color negro mate para colocacio´n de PCB y Raspberry Pi
3 (Mo´dulo Principal)
Se disen˜o´ un PCB en donde se puedan soldar todas las partes necesarias que se se adecue
al mo´dulo principal previamente realizado. Con un taman˜o de 107 mm x 956 mm, presenta
cara´cter´ısticas extras que se propusieron hasta este disen˜o como lo son: GPIO libres para su
uso, GPIO a 5V libres para su uso, SDA y SCL de la Raspberry Pi 3 para utilizar I2C en futuros
mo´dulos, adema´s de varias tomas de 5V y GND para diferentes usos futuros. En la figura a
continuacio´n se puede observar el disen˜o creado en la herramienta Eagle.
Figura B.3: Disen˜o de PCB para conexiones de todos los sensores y Raspberry Pi 3
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B.2 Tensio´n Voc (circuito abierto) y corriente Isc (corto circuito)
del panel fotovoltaico
Al analizar las variables de un panel, se espera obtener sus valores ma´ximos, se proponen 2
circuitos, que permiten la lectura de los mismos.
- Para el circuito abierto, se utiliza una resistencia de muy alto valor(igual o mayo a 10MΩ),
para este caso se toma en cuenta que a una ganancia de 2/3 en el ADC para poder cuantificar
tensiones de hasta 6V. El ADS1115 tiene una resistencia caracter´ıstica de 10 MΩ y puede recibir






R2 ser´ıa el paralelo entre la resistencia caracter´ısitca del ADS1115 y la que se agregue por efectos










Finalmente tenemos que RT = R2, por lo tanto con un valor de R1 = 100MΩ tendr´ıamos los









Con esto podemos concluir que la tensio´n en circuito abierto que podemos medir mediante el
ADS1115 tiene un amplio rango de 5V hasta loas 120V, siempre y cuando su ganancia se man-
tenga en 2/3, es decir, ya con el dato extraido se procede a analizar por medio de programacio´n
el dato y obtener el valor de Voc del panel.
- Para el corto circuito ,se utiliza una resistencia muy baja, en teor´ıa ser´ıa conectar los terminales
del panel fotovoltaico entre s´ı, sin embargo para poder obtener un valor de tensio´n relativo a
la corriente que existe entre estos terminales, se conecta una resistencia de una resistencia para
corto circuito, que en pocas palabras, es una resistencia de un valor muy bajo (por debajo de
100 mΩ), que se considera casi como un cable (una fraccio´n de aluminio que se conoce el valor
de impedancia para este caso).
Se debe medir la tensio´n en el extremo positivo de la resistencia con referencia al extremo
negativo de la misma, utlizando una resistencia de 50 mΩ y mediante la ley de Ohm se conoce el
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De (B.7) se obtiene que para 1 A de 0.05 V , adema´s se sabe que la corriente de los paneles
comunes puede oscilar entre los 7 A a 15 A, colocando esto valores en la ecuacio´n se obtiene una
tensio´n de 0.35 V a 0.75 V respectivamente para los valores, los cuales son cantidades sencillas
de medir por el ADS1115 en ajustado en una ganancia 4 que ser´ıa directamente una impedancia
de 6MΩ y no existir´ıan ningu´n problema de corriente incidente en el ADC.
Ante el problema de medir el mismo panel variable diferentes, se establece un sencillo circuito
de conmutacio´n mediante un rele´ (el cual debera´ ser dimensionado en base a la cantidad de
corriente ma´xima a medir con un panel). Para ello se hace uso de los GPIO, as´ı se puede
controlar el tiempo de conmutacio´n que existe entre un circuito y el otro, ya que los GPIO
poseen tener sen˜al en alto (3.3V) o en bajo (0V), para los rele´s utilizados producen un problema
y aunque existen rele´s que pueden ser conmutados a ese nivel de tensio´n (3.3V) se hara´ uso de
un convertidor de nivel lo´gico bidireccional. El BSS138 descrito en el cap´ıtulo 3 en la seccio´n
3.2 soluciona el acondicionamiento de sen˜al para los GPIO.
B.3 Irradiancia en una celda fotovoltaica
El valor de irradiancia que se obtiene en una celda fotovoltaica difiere en una cantidad conside-
rable con respecto a un pirano´metro debido a que esta solo percibe la irradiancia perpendicular
al plano en el que se ubica (grado de inclinacio´n.) Para comprobar esta premisa se utiliza el
sensor SpektronIrradiationSensor210, el cual consiste en una celda monocristalina ya antes
estudiada, su conexio´n es sencilla (positivo y negativo para obtener tensio´n) y su sensibilidad a
la irrradiancia esta´ dada por un valor u´nico indicado en cada sensor a 1000W/m2, en este caso
su relacio´n es de 89 mV para 1000 W/m2. De igual manera a pesar de tener una tensio´n muy
baja para valores de irradiancia, para el ADS1115 no es ningu´n problema su lectura al poseer
una ganancia de 16 para el canal que se le asigne este sensor.
