A hazard-risk assessment model and a grey hazard-year prediction model (GHYPM) are constructed by integrating recent advances in the fuzzy mathematics, grey theory and information spread technique, and then applied to 17-year tropical cyclones (TCs) hazards in Southern China. In constructing the models, a genetic fuzzy mathematical algorithm is first developed to calculate the categorical and ranking weights of TC hazard impact and cause indicators, from which their combined weights are obtained after optimization. The hazard impact and cause index series are then found by coupling the combined weights with their corresponding down-scaled indicators. A two-dimensional normalspread technique is employed to create a primitive information matrix and a fuzzy relation matrix in order to make fuzzy rough inference of hazard risks with the factorial space theory. An exceeded probability model is developed to assess the possibility of exceeding any given hazard-year category. Results from the GHYPM show that the simulated hazard risk values are more or less consistent with the hazard-impact index series, with more than 60% probability of exceeding a moderate hazard year in Southern China. Results also show small relative errors of the GHYPM, indicating its applicability to the prediction of TC hazard-years up to 20 years.
Introduction
Skillful analysis and accurate prediction of natural hazards are of extreme importance for hazard mitigation. However, the fuzzy and stochastic nature of hazards and the pertinent data collection usually cause data incompleteness for statistical analysis and prediction. In addition, the duration of useful data samples for natural disasters is often too short, for instance, only 15-25 years in China. Clearly, such a small sample size can hardly be analyzed, using conventional statistical or parameter-estimation methods, to reach scientifically meaningful conclusions. Thus, numerous fuzzy mathematics, grey models (GMs) and information spread techniques have been developed since 1960s [1] to aid in the risk assessment of natural disasters and sporadically occurring events.
For example, Sun and Ma [2] showed the important roles of fuzzy rough set models, based on certain fuzzy compatible relations, in decision-making when they were applied to clinical diagnoses. Hundecha et al. [3] developed a fuzzy-logic based rainfall-runoff model to analyze the flood-related hazard conditions and predict possible hazard risks. Iliadis and Spartalis [4] used the fuzzy logics to study the risks of forest fires in Greece. Yui et al. [5] applied a fuzzy multi-objective scheme to the short-term (<24 h) prediction of rainfall associated with tropical cyclones (TCs); TCs are defined herein as having 0307-904X/$ -see front matter Ó 2011 Elsevier Inc. All rights reserved. doi:10.1016/j.apm.2011.07.024
Construction of a hazard risk assessment model

Data base
The TC hazard data used for this study are from the ''Dictionary of Hazards in China'' for the years of 1990-2000 [17] , and some statistics hazard data for the years of 2001-2007 (even up to 2011) provided by the National Meteorological Data and Hazard Information Internet (http://www.laxf.gov.cn/qbzq/qbswebsite/default.asp). The TC-related rainfall and wind data are from ''Annual Report of Tropical Cyclones'' [18] . However, the year of 2004 is excluded in this study because of its anomalous fewer landfalling TCs, less damages and economic losses, and its relatively higher rate of missing data.
Construction of the hazard-impact index series
To obtain an index series that could characterize the variability of TC hazards, we must consider the following two factors: (a) data representativeness, and (b) data continuity. For these two reasons, we select the 17-year (i.e., 1990-2007) database that records relatively more complete TC hazards over Southern China than earlier years. Because TC hazard risks are mainly associated with human casualties, property damages, and recovery of agricultural and industrial production, we define the following five parameters as the TC hazard-impact indicators: the number of human mortalities (RM), the affected population (RP), the affected agricultural area (RA), damaged buildings (RB), and direct economic losses (RL). Similarly, we consider the following three factors as the TC hazard-cause indicators over Southern China: the annual-total number (CN), the annual-mean daily maximum rainfall amount (CR), and the annual-mean daily maximum wind (CW) of TCs. Keep in mind that the above two groups of hazard indicators will be listed herein in the same order as listed above in the HIIS and HCIS, respectively, unless otherwise stated. The same is also held for various weight series to be derived. It should be mentioned that some indicators are similar to those used by Lu [12] and Chen et al. [13] . Appendices A and B tabulate the original data, after some minor data quality control and needed calculations, in accordance with the above selected indicators.
As we know, the magnitudes of assigned weights will reflect the rankings and roles of individual indicators in the integrated fuzzy assessment of hazard risks. They also signify to some degree the accuracy of a multi-indicator assessment system and affect the quality of the final assessment results. To take full use of the categorical and ranking information of various hazard indicators in the original high-dimensional space, Jin et al. [14] showed the use of an accelerated generic algorithm (AGA) to calculate the combined weights from the categorical and ranking weights. Thus, we construct a fuzzy GAHP-based, genetic projection pursuit algorithm with the inclusion of some AGA algorithm in order to calculate the categorical and ranking weights, and their combined weights are then obtained after optimization. Steps to attain these weights are described below.
(a) Standardize the hazard-impact indicator matrix, x ij (i = 1, 2, . . . , 5; j = 1, 2, . . . , 17), from the 17-year sample data, as tabulated in Appendix A. Normally, the larger the magnitudes of the selected indicators, the more meaningful are the final risk assessment results, which is the case herein. Thus, it is desirable to define the membership weight or down-scaled matrix r ij (i = 1, 2, . . . , 5; j = 1, 2, . . . , 17) as : (b) Determine the categorical weights of the hazard-impact indicators, A 1 = a i1 (i = 1, 2, . . . , 5), using a genetic projection pursuit algorithm. This algorithm is useful for analyzing the statistical properties of multi-dimensional datasets with non-normal distribution and nonlinearity [14] . In particular, it can help determine the projection direction of data characteristics in a multi-dimensional space such that they can be examined in reduced dimensions. In this study, we will use this algorithm to project the multi-dimensional information (i.e., multiple parameters involved in hazard-impact and cause indicators) to a one-dimensional (1D) line embedded in the multi-dimensional space. This is done by first synthesizing the membership weight matrix r ij (i = 1, 2, . . . , 5, j = 1, 2, . . . , 17) into a linear base function: e = (e 1 , e 2 , e 3 , e 4 , e 5 ), where e is a unit vector,
To obtain more realistically the aforementioned weights, it is necessary to ensure the one-dimensional distribution of the projected points locally as dense as possible, better condensed in clusters, and globally as well spread as possible. For this purpose, we calculate the standard deviation (S Z ) of z j ,
which measure the spread of the data. The local density (D Z ) of the projected points can be determined by,
where the window radius of the local density is defined as
, and the unit step function u(t) is 0 for t < 0 and 1 for t P 0. The associated objective function after projection [19] is then written as (c) Determine the ranking weights of the hazard-impact indicators, A 2 = (a i2 ; i = 1, 2, . . . , 5), using the GAHP method. As we know, systematic assessment of irregular data is essentially an optimized ranking process. Clearly, the greater an element, r ij , in the fuzzy indicator matrix, R, the more important role it has in determining the ranking weight of the indicators being concerned. This implies that for any i-th indicator the greater its algebraic addition, the more significant influence it may have on the optimized ranking weights. Let
and from c ij ¼
where max {s i } and min {s i } are the maximum and minimum values of s i , respectively, and c m ¼ minf9; R ½maxfs i g= minfs i g þ 0:5g is a constant, we obtain a level 1-9 decision matrix C to be used for calculating the ranking weights, 
:
According to fuzzy mathematics, the decision matrix C = (c ij ) = a i2 /a j2 ) i, j = 1, 2, . . . , n) has the reflective (i.e., c ii = 1 when i = j), reciprocal (i.e., c ij = 1/c ji ), and consistency (i.e., c ij c jk = c jk ) properties. The consistency property implies that the quantitative relationship among different elements can be transformed, whereas a positive reciprocal matrix has a single eigenvalue, and it must be a positive real number corresponding to a positive eigenvector. Moreover, it can be shown that when an n-order positive reciprocal matrix C has the maximum eigenvalue of k max ! n, C has the consistency property [20] . Thus, calculation of the eigenvalues of C (i.e., CIC) gives the consistency indicator: CIC = 4.0647 Â 10 À4 that is much less than 0.10; see [20] for its rationality. Note that if the matrix C does not meet the consistency requirement, a modified decision matrix can be derived using the optimization algorithms in Matlab [14] . The ranking weights of the hazard-impact indicators so obtained are: contributions. The combined weights show that the RM indicator is relatively more significant than the other indicators, which is the same as that from the categorical weights.
Because the original hazard impact indicators range in several orders of magnitude, it is necessary to minimize the influences of the large different magnitudes on the ranking of HIIS. After some experimentation, we found it is more reasonable to down-scale the magnitudes of RM, RP, RA, RB, and RL to the range of [0, 1], and represented by I d j ; I f j I h j ; I e j ; I s j , respectively, i.e., Table 1 lists the values of y j for the present study.
Construction of the hazard-cause index series
The HCIS can be constructed, following the same procedures as those associated with the HIIS. Specifically, the genetic projection pursuit algorithm is used to obtain the optimized projection direction (0.5377 0. and calculation of its eigenvalues (i.e., CIC) yields the consistency indicator: CIC = 9.6370 Â 10 À5 , which is much less than 0.10, indicating that the above decision matrix is satisfied with the matrix consistency requirements [20] . Then, we obtain the ranking weights (0.2451 0.4955 0.2594) showing more pronounced contribution of the CR indicator, and the combined weights a 0 k ¼ (0.3750 0.4415 0.1835), (k = 1, 2, 3), after performing optimization. The combined weights show more important contributions of the CR indicator, followed closely by the CN indicator. Unlike the hazard-impact indicators, the original data associated with hazard-cause indicators do not exhibit large differences in magnitude. Thus, we may construct the HCIS by summing the weighted average of the original data directly with the combined weights obtained above. Let the CN, CR, and CW index series be x 1j , x 2j , x 3j (j = 1, 2, . . . , 17), we attain the HCIS as
See Table 1 for the values of x j .
2.4. Assess hazard risks using the two-dimensional normal spread and factorial space theory
As mentioned before, assessing natural hazard risks deals mainly with the identification of a functional relationship between the probability distribution of hazard-cause factors (as inputs) and a hazard-impact system (as outputs) [8] . Because of the limited data samples, we adopt the information matrix algorithm to build an assessment model in order to objectively assess TC hazard risks over Southern China.
First, we need to construct a primitive information matrix. For this purpose, the HCIS x j and the HIIS y j are treated as an input and output sample, respectively, namely, X = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x 17 , y 17 )}. Next, we define U and V as a discrete input and output field, respectively, in a monitoring space, where U = {u 1 
where subscripts j = 1, 2, . . . , 17; h = 1, 2, . . . , 12; and k = 1, 2, . . . , 14; h x ¼
2:6851ðbxÀaxÞ nÀ1
and h y ¼
2:6851ðby ÀayÞ nÀ1
are the spread parameters in (x j , y j ) domain, n = 17, a x ¼ min 16j617 fx j ga x ¼ max 16j617 fx j g, b y ¼ min 16j617 fy j g; b y ¼ max 16j617 fy j g, we can spread the sample information in (x j , y j ) space into the monitoring space U Â V, and then obtain a fuzzy set {g jhk } that contains the spread information at each point in the monitoring space.
Summation of the fuzzy set {g jhk }, i.e.,
gives the primitive information matrix of X in the monitoring space U Â V, namely, After finding the primitive information matrix, we can now construct a fuzzy-relation matrix in order to make fuzzy rough inference. Since factorial relations can be used to synthesize the essence of concepts or identities, and since a fuzzy set can be used to quantify these variables, and even extrapolate them [21] , we may consider U Â V as a factorial space displaying a knowledge structure of the information matrix [22, 23] 
Through the calculation of the gravitational center of the above fuzzy set
we obtain the estimated values of the output samples, i.e., the hazard risk index values or HRIS as roughly determined by the hazard-cause indictors of TCs (see the last column in Table 1 ). We find that the standard deviation of assessment errors so obtained is 0.0628, with a mean error of 0.2583. The correlation coefficient between the HRIS and HIIS given in Table 1 is 0.7461. Because they do not follow the normal distribution when chronologically ordered, they are not appropriate for t-test. However, the HRIS and HIIS have similar distributions, based on the Kolmogorov-Smirnov test, with a 91.87% probability and k = 0.4118. It is apparent from Table 1 [24] . However, there is one exception for 1990, particularly when it is compared to 1994. We may attribute this exceptional result to the two different ways to calculate HIIS and HRIS. Specifically, the year of 1990 has a hazard-impact index value (i.e., 0.60) that is smaller than that of 1994 (i.e., 1.17) due to the smaller contributions of all the hazard-impact indicators in the combined weights, whereas the hazard-risk index value of 1990 (i.e., 0.84) is larger than that of 1994 (i.e., 0.72) due to the dominant RP and RW hazard-cause indicators (see Appendices A and B).
Of course, the above comparison also indicates the likely importance of including the total rainfall amounts of individual TCs instead of the daily mean rainfall amount as one of the hazard-cause indicators. For example, Typhoon Abe (1990) produced a total rainfall amount of 468 mm in two days, whereas Typhoon Fred (1994) left behind 678 mm in four days. One can clearly understand why Fred could produce more hazard problems, based on the RP indicator alone. Moreover, because the HRIS is assessed after spreading the HCIS information and some fuzzy mathematical manipulations, it should not be considered as accurate as the HIIS. Nevertheless, the above issues will be examined in our future studies.
3. An exceeded-probability model for the hazard risk index series Because of the randomness and irregularity of natural hazards, it is often desirable for decision-makers to know the possibility of reaching or exceeding certain hazard levels, as compared to previous hazard events. Thus, in this section, we construct an exceeded probability model, following Huang [8] and Huang and Shi [25] , to estimate the possibility of exceeding various categories of TC hazards over Southern China, based on the results obtained in the preceding section.
Given the hazard-impact index field Z = {z 1 , z 2 , . . . , z s } = {z 1 , z 2 , . . . , z 14 } = {0, 0.1, 0.2, . . . , 1.3}, we can use the following one-dimensional normal spread algorithm [8, 23] to spread the HIIS information carried by y j to every point in Z:
Its corresponding member function of the fuzzy subsetỹ is
and define the frequency of y j falling onto z k as the estimated probability, i.e., we obtain the probability of the assessed risk value that exceeds z k by taking the accumulative summation of p(z k ), i.e., Clearly, the larger the value of the hazard-risk index, the better is the assessed parameter. Therefore, applying the above exceeded probability result to the HIIS given in Table 1 That is, the probabilities of exceeding moderate, major and catastrophic hazards are 0.6624, 0.4053, and 0.1328, respectively. Obviously, the results conform the reality of the TC-caused hazard levels during the years of 1990 to 2007 in Southern China. They could also be roughly estimated from the original data given in Appendices A and B.
An improved grey hazard-year prediction model
The grey estimation system theory is built upon the concepts of correlation space, and discrete but smooth functions. It takes any stochastic process as the temporal and spatial variations of a grey process in a given four-dimensional domain such that any stochastic variable can be treated as a grey variable in this system. It can also consider a randomly varying (in time and space) discrete series as a manifestation of a potentially ranking series so that the former can be transformed into a ranking series using appropriate transformation algorithms [15] . In this regard, predicting the future years of TC hazard risks involves examining the hazard year series and HIIS and then finding their inherent characteristics. This can be achieved by constructing a GM (1, 1) model, based on the previous TC hazard-year series, to estimate the recurrence time intervals of future TC hazard risks, which is referred to as the GHYPM.
From the results obtained in Section 3, the hazard years exceeding the moderate hazard category are: {Y (0) (k)}(k = 1, 2, 3, . . . , 10) = {1991, 1993, 1994, 1995, 1996, 1997, 1998, 2001, 2003 To ensure the predictive accuracy, we use the fifth order roots to improve the smoothness of the original discrete data and obtain the following summed series: 
It is apparent that the mean relative error from the above series (25) is D ¼ 0:1014, so the relative accuracy is 1 À D ¼ 0:8986 and the simulated accuracy is 1 À D 7 = 0.9874. These results are all better than the respective mean relative accuracy and simulated accuracy of 0.8620 and 0.9028 as obtained by Liu and Zhi [16] . In particular, our improved algorithm is more rigorous than theirs from the theoretical perspective.
With the GHYPM solution, we may predict the hazard-year series after the year of 2006 asdð11Þ 2009, 2012, 2017, 2022, 2028, respectively, namely, after 3, 7, 11, 16 , and 22 years from the most recent year of the exceeded probability of moderate TC hazards. Indeed, there were 9 landfalling TCs in China in 2009, most of which took place in the coastal area of Southern China (see http://www.laxf.gov.cn/qbzq/qbswebsite/ default.asp). This verification is encouraging and it indicates that this GM (1, 1) model could be useful for predicting the future hazard years, assuming the recurrence of TC hazards, with appropriate transformations and adjustments due to changes in other parameters.
Summary and concluding remarks
In this study, a fuzzy mathematical model and a modified GHYPM are constructed to estimate and predict TC hazard-year risks in Southern China, respectively. In constructing these models, a genetic projection pursuit algorithm is developed to determine the categorical and ranking weights of the hazard-impact and hazard-cause indicators, and their combined weights, obtained through optimization, are then employed to construct the HIIS and HCIS after data down-scaling, based on different magnitudes of the hazard-impact indicators. Fig. 1 provides a flow chart of assessing the TC-hazard risks and predicting the associated risk-recurrence years.
To identify the input-output functional relation between the probability distributions of the hazard-cause and hazardimpact indicators, a two-dimensional normal spread algorithm is utilized to construct the primitive information and fuzzy relation matrix, which allows us to make fuzzy rough inference of hazard risks from the HCIS with the factorial space theory (see Fig. 1 ). For the TC hazards in Southern China, our calculation shows that the highest HRIS value corresponds to the years of 1990, 1996, and 2006 and the lowest HRIS value corresponds to the year of 1999, which are consistent with the results from the HIIS, except for the year of 1990. The standard deviation in estimation error is 0.0628, with a mean error of 0.2583. We have attributed the inconsistent result for 1990 to the use of the hazard-impact and hazard-cause indicators for calculating the HIIS and assessing the HRIS values, respectively. An exceeded probability model, based on the TC hazard-impact indicators, has been constructed to estimate the probability of exceeding a certain hazard-impact category (Fig. 1) . We group the TC hazard impacts during the past 20 years in Southern China into five categories. Results show that the probability of exceeding a moderate, major, and catastrophic hazard year is 0.6624, 0.4053, and 0.1328, respectively.
A dynamic GHYPM, expressed by a time-dependent differential equation, has been constructed through the GM (1, 1) theory using the original discrete hazard-year series, and its solution is represented in terms of a temporal response function. In constructing the GHYPM, the original HIIS is first summed accumulatively to make it in a decreased ranking, and the fifth root transformation is then performed to ensure its smoothness and predictive accuracy. Results show that the dynamical model has a mean relative error, a mean relative accuracy, and a simulation accuracy of 0.1014, 0.8986, and 0.9874, respectively. Because the response functiondðk þ 1Þ grows at an exponential rate, i.e., e 0.0342k ? 1 as k ? 1, the model has a relatively better performance for the first 5 recurrence time intervals, and its predictive accuracy drops rapidly after the year of 2028. Therefore, this model is more suitable for the hazard-year prediction within the first 20 years from 2007. It should be mentioned that because of the incompleteness and limited size of the data samples and unavoidable errors in data collection, we have noted that in some cases the hazard-impact and hazard-cause indicators could not be easily syn- chronized. In our future work, we will attempt to examine whether or not such a data sample could be considered as a piece of fuzzy information with certain fuzzy relations in order to take full use of all data samples for the analyses and prediction of TC hazard risks. Nevertheless, the above-mentioned problems may impose some limitations on the application of the fuzzy mathematical model and GHYPM constructed in this study to the analysis and prediction of TC hazard risks in the other coastal regions around the world. Thus, more future work is needed to gain insight into the inherent characteristics of TC hazard-impact data, and construct appropriate hazard-cause indicators in order to improve the quality and accuracy of these fuzzy mathematical models.
