When selecting from,or sorting, a file stored on a read-only tape and the internal storage is rather limited, several passes of the input tape may be required. We study the relation between the amount of internal storage available and the number of passes required to select the K th highest of N inputs. We show, for example, that to find , the median in two passes requires at least n(N 2 )
storage. The elements are from some totally ordered set (for example the real numbers) and a binary comparison can be made at any time between any two elements within the random-access storage.
Initially the storage is empty and the tape is placed with the reading head at the beginning.
After each pass the tape is rewound to this position with no reading permitted.
Notational note.
For functions of several arguments we shall write f((;) = O(g(~» when 3 c > a such that If(~)1 < c.g(~) for all~except those naturally or explicitly excluded. We also use f = 8(g) for g =O(f); and we use f = neg) for f = O(g) and g = O(f).
In section 2 we present results concerning the problem of sorting the data, where, in view of the limitations imposed by our model, this must be considered as the determination of the sorted order rather than any actual rearrangement. For P-pass algorithms we show that 8(N/P) storage locations are necessary and sufficient.
The greater part of this paper is occupied with the selection problem of retrieving for some given K, the K th highest among N input elements.
For clarity and convenience we adopt a terminology of altitude in respect of the ordering, e.g. we use terms such as "highest", "below", "lower than".
The most interesting special case of this is finding the median (i.e. when K = fN/2l) . By symmetry we may always assume that K~rN /2l.
It is easy to show that K + 1 locations are necessary and sufficient to retrieve the K th highest element (1~K~rN/2l) in a single pass.
Algorithms using this minimal storage are studied We give a simple lower bound al'gunect to establish the following result.
Theorem 1. The least storage required by any Ppass sorting algorithm for N elements is B(N/P).
Proof. In view of the algorithm given above we require only a lower bound. Suppose that the ordering of the data is such that 1st, 3rd, 5th, highest elements are in the first half of the tape, whereas the 2nd, 4th, 6th, ... are in the second half. Since a valid algorithm must at some time make a direct comparison between the (2r-l)st and For the initial pass the number of elements between the filters is N, and for the final pass this is to be reduced to at most S-2 so that all such elements can be retained for a final selection.
With the details of the algorithm we shall establish the following relation.
Lemma 1. If at most n elements lie between the filters at the beginning of a pass then for the following pass this nuw~er is O(n(log n) IS).
A simple estimation from this lemma yields the next upper bound.
Theorem 2. A P-pass algorithm which selects the "th . . . -. The maximum storage required is for a subsample (consisting of even-positioned elements of th a sample) for each level below the r ,for one "working sample" and for the pair of filters. This is at most rs/2 + s + 2. We choose s = rS/log nl and r = rlog(n/s)l so that n~2 r .s and the storage required is at most S, when S is sufficiently 
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Clearly, for 1~j~s, L . = M . = j -1. be verified that for 0 < IDI < S-l the probability that IDI is reduced at the next step is at least one half, and furthermore the condition that the median is found is equivalent to IDI < 8-1.
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For any E > 0, there is a constant C such that during the first CS 2 steps of a random walk about the origin, with equal probabilities of a step to the right or left, the probability of the random variable attaining magnitude 5-1 is at most E (see [3J) . Since the random walk for our algorithm is more biased towards the origin over the region of interest the same result holds.
The algorithm described can be used as the basis of a multi-pass algorithm in the following way. For suitably chosen constants C l ,C 2 , depending on E, the probability that the median of the whole input set lies between the extreme elements of the segment retained after C l S 2 steps is very high. From this point on, for the remainder of the pass, the same S-l elements are retained in storage and their ranks are found by comparisons with the rest of the input. If one of the retained elements is the median~the algorithm terminates;
if not, the number of elements sharing the same "gap" as the median with respect to the stored elements can be shown to be at most C 2 N/S 2 with high probability. This set of elements satisfy the same assumption as to randomness as the initial set and so the same procedure may be used for further passes. Hence:
Theorem 5. For any E > 0, P~1 there is a P-pass median-finding algorithm with probability of fail-. 1/2P ure at most E whlch uses only O(N ) storage.
Lower bound for probabilistic algorithms.
Theorem 6. There is an E > 0, such that any onepass algorithm which finds the median with probability of failure less than E requires at least , r2(N 2 ) storage.
Proof. Consider the situation after rN/21 elements have been read. The probability is at least half that the median is one of these, but only S of them can have been retained. The most likely candidates are towards the middle but the straightforward estimation of a hypergeornetric distribution [3J shows that for a subset of size S of these elements to contain the median with probability above one It seems likely that the upper bound may be reduced to about this value but analysis of the algorithms we considered has so far proved intractable.
