Abstract A very fast simulated annealing (VFSA) global optimization method is used to interpret and modeling of magnetic anomaly over a vertically magnetized semi-infinite vertical rod-type structure. The results of VFSA optimization reveal that various parameters show a number of equivalent solutions when shape of the target body is unidentified and shape factor is also optimized together with other model parameters. The study reveals that restricting the shape factor to its actual value gives the utmost reliable results. Inversion of noise-free, noisy synthetic data and field data demonstrates the efficacy of the approach.
Introduction
Geophysical surveys have been used to study an extensive range of geological structures. Those structures can be approximated by simple geological structures ranging in depth and size from deep basement blocks to near-surface ore bodies and has drawn significant attention in mineral exploration studies using various geophysical methods (Sharma et al. 2014; Biswas et al. 2014a, b; Biswas and Sharma 2016b) . Out of various geophysical methods, magnetic survey is also extensively applied in different exploration purposes (Mandal et al. 2013 (Mandal et al. , 2015 . Analyses of magnetic data are generally performed with the help of different interpretation techniques. The interpretation methods include curves matching (Gay 1963 (Gay , 1965 McGrath 1970) , Fourier transform (Bhattacharyya 1965), Hilbert transforms (Mohan et al. 1982) , monograms (Prakasa Rao et al. 1986 ), least squares minimization (McGrath and Hood 1973; Silva 1989) , characteristic points and distance approaches (Grant and West 1965; Abdelrahman 1994) , correlation factors between successive least-squares residual anomalies (Abdelrahman and Sharafeldin 1996) , Henkel transform (Singh et al. 2000) , linearized least squares (Salem et al. 2004) , normalized local wave number (Salem and Smith 2005) , analytic signal derivatives (Salem 2005) , Euler deconvolution (Salem and Ravat 2003) , Fair function minimization (Tlas and Asfahani 2011a), deconvolution technique (Tlas and Asfahani 2011b), secondhorizontal derivatives (Abdelrahman and Essa 2015) , Simplex algorithm (Tlas and Asfahani 2015) . Also, simulated annealing (Gokturkler and Balkaya 2012) , very fast simulated annealing (Sharma and Biswas 2013a; Sharma 2014a, b, 2015; Biswas 2015) , Particle swarm optimization (Singh and Biswas 2016) have been effectively used to solve similar nonlinear inversion problems of geometrically simple bodies.
The semi-infinite vertical rod-type structure was interpreted using Hankel Transform (Singh et al. 2000) . However, no further development was made for interpretation of such kind of structure. In the current work, very fast simulated annealing (VFSA) is applied to determine the different model parameters related to semi-infinite vertical rod-type structure for magnetic anomaly. As, VFSA optimization is able to search a vast model space without negotiating the resolution and has the capacity to avoid becoming trapped in local minima (Sharma and Biswas 2011 , 2013a Sharma 2012; Sen and Stoffa 2013; Biswas 2016a, b) and is used in interpreting the magnetic anomaly data. The applicability of the proposed technique is appraised and discussed with the help of synthetic noise-free, noisy data and one field example. This work is the first use of VFSA in interpreting magnetic anomaly over semi-infinite rod type structure.
Theory and methodology Theory
The general expression of a magnetic anomaly m(x) for semi-infinite vertical rod at any point on the surface (Fig. 1) is given by the equation (after Telford et al. 1990; Singh et al. 2000) :
where, I is the intensity of magnetization, S is the cross sectional area of the rod, z is the depth to the top of the rod, x is the distance of the point of measurement and q is the shape factor which is 1.5.
Inversion
The Global optimization procedures such as simulated annealing, genetic algorithms, artificial neural networks and particle swarm optimization have been applied in various geophysical data sets (Rothman 1985 (Rothman , 1986 Dosso and Oldenburg 1991; Zhao et al. 1996; Kaikkonen 1998, 1999a, b; Juan et al. 2010; Biswas 2011, 2013a, b; Sharma 2012; Sen and Stoffa 2013; , b, 2015 , 2016a Biswas 2015 Biswas , 2016a Singh and Biswas 2016) . In the present study, a variant of Simulated Annealig called as Very fast Simulated Annealing (VFSA) algorithm is developed. The details of Very Fast Simulated Annealing (VFSA) can be found in various literatures mentioned above. The following misfit (u) is used in the present study (after Sharma and Kaikkonen 1998; Biswas 2016a) .
where N is number of data point, V The detailed VFSA algorithm can be found in the referred work of Sharma (2012); Sen and Stoffa (2013) , Biswas (2013) , Sharma and Biswas (2013a) and Biswas (2015) .
A single run of global converging algorithm is not adequate to locate the global solution (Sen and Stoffa 2013) . Henceforth, various great fitting models are streamlined (10 VFSA keeps running in the present study). Model parameters of these great fitting models may differ from each other and lie in a wide range in the multi-dimensional model space. It is important to test the models from the most reasonable zone (where countless are situated) of the model space. Diverse interpretation procedures have been utilized by various researchers (Mosegaard and Tarantola 1995; Sen and Stoffa 1996) to get the global model and minimize uncertainty in the solution. Examining in the model space depends on various statistical distributions and could contrast from one geophysical information to other. To obtain the best fittings model, parameters such as Initial temperature 1.0, cooling schedule 0.4, number of iterations 2000 and number of moves per temperature 50 is used in the present study. Thus 10 6 models and their misfits are stored in memory for subsequent statistical analysis. Further, selected models with higher misfit than a predefined threshold value (0.0001 for noise free synthetic data and 0.01/0.02 for noisy and field data) are ignored. Therefore, only models that fit the observed response up to a certain degree are selected for statistical analysis.
It is predictable that the histogram of model parameters of good-fitting models would follow a definite statistical distribution. Therefore, first, a histogram of all models that have misfit lower than the predefined threshold value is prepared to identify the appropriate statistical distribution. It has been observed during the present study that the histogram of the models with misfit error smaller than the defined threshold shows a Gaussian distribution. Subsequently, Gaussian Probability Density Function (PDF) is computed using models that show misfit lower than the selected threshold value. The Gaussian probability density function f y (y, l, r 2 ) of a variable y is given by
In a Gaussian distribution, parameters denoted as l and r is the mean and standard deviation, respectively, of the variable y. The PDF for all selected models is computed using Eq. (3) and subsequently the maximum value of PDF for each model parameter is chosen up. A 60.65% limit (one standard deviation) for the PDF is set for each parameter for the selection of good models lying in the high PDF region of the model space for the computation of the mean model. Any model, in which any parameter lies outside of one standard deviation, is also discarded. Thus models in the high probability region in the multidimensional model space are selected for computation of the mean model. The mean model is computed using the formulation given by Tarantola (2005) . 
In the above equation NM is the number of models in a higher PDF region of the model space.
The code was developed using MS FORTRAN Developer studio in Window 7 environment on a simple desktop PC with Intel Pentium Processor. For each step of optimization, a total of 10 6 forward computations (2000 iteration 9 50 number of moves 9 10 VFSA runs) were performed and accepted models stored in memory. A flowchart of the whole process is shown in Fig. 2 .
Results and discussion

Synthetic example
The VFSA global optimization was applied using noisefree and noisy synthetic data (10% and 20% Gaussian The bold faces are to highlight the value of shape factor Fig. 3 Histograms of all accepted models having misfit \10 -4 for noise-free synthetic data when q is unrestricted: a Model 1; b Model 2 and c Model 3 noise) for magnetic anomaly over a semi-infinite vertical rod-type model. Initially, all model parameters are optimized for each data set. The magnetic moment for each of the model has been chosen as IS = 10 6 A-turn-meter.
Model 1
At first, synthetic data are generated using Eq.
(1) for a semiinfinite vertical rod-type model (Table 1 ) and 10% Gaussian noise was added to the synthetic data. Inversion was employed using noise-free and noisy synthetic data to retrieve the actual model parameters and study the effect of noise on the interpreted model parameters. Mainly, a suitable search range for each model parameter was selected and a single VFSA optimization was executed. After studying the proper convergence of each model parameter (IS, x, z, and q) and misfit by adjusting VFSA parameters (such as initial temperature, cooling schedule, number of moved per temperature and number of iterations), 10 VFSA runs were performed. Then, histograms (Fig. 3a) were prepared using accepted models whose misfit is lower than 10 -4 . The histograms in Fig. 3a depict that x is closer to the actual solution however, other parameters such as IS, z and q shows an irregular distribution. A statistical mean model was computed using models that have misfit lower than 10 -4 and lie within one standard deviation. Table 1 depicts that the estimated mean model was far from the actual model and also it shows a large uncertainty (e.g. IS). Other parameters x, z, and q of the mean model were quite close to their actual values but actual model was not located within the estimated uncertainty. It divulges a strong relationship between different model parameters. This specifies that model parameters were inter-dependent and cannot be determined distinctively. Therefore, such kind of solution cannot be reliable and hence should not be used for the interpretation.
To avoid such undependable result, q was restricted to its actual value at 1.5 and VFSA optimization was The bold faces are to highlight the value of shape factor Next, VFSA optimization was performed again using 10% Gaussian noise added data for Model 1 (Table 1) . The convergence of each model parameter and reduction of misfit was also studied for a single solution. After noticing the decrease of misfit systematically and stabilization of each model parameter during later iteration, ten VFSA runs were performed. The histogram shows similar nature like for noise-free synthetic data. A statistical mean model is also computed using models that have misfit lower than 10 -2 and lie within one standard deviation. Table 1 depicts that the estimated mean model and uncertainty for noisy model. Figure 5a illustrates a comparison between the observed and the mean model response for noisy data.
Model 2
Another synthetic data were generated using Eq. (1) for a semi-infinite vertical rod-type model (Table 2 ) and 20% Gaussian noise is added to the synthetic data to check the effect of more noise. Inversion is implemented using noisefree and noisy synthetic data to retrieve the actual model parameters and study the effect of higher noise on the interpreted model parameters. The procedure was repeated again as discussed in Model 1. The histogram is shown in Fig. 3b when q is unrestricted and Fig. 4b when q is restricted. Figures 5b and 6b show a comparison between the observed and the mean model response for noise-free and noisy data. The bold faces are to highlight the value of shape factor 
Model 3
Another synthetic data were generated using Eq. (1) for a semi-infinite vertical rod-type model (Table 3 ) and 10% Gaussian noise is added to the synthetic data. This model was taken to see the effect of higher depth and also to check the effect of noise. Inversion was also implemented the same way using noise-free and noisy synthetic data to retrieve the actual model parameters. The procedure was repeated again as discussed in Model 1. The histogram are shown in Fig. 3c (q unrestricted) and Fig. 4c (q restricted).
Figures 5c and 6c demonstrate a comparison between the observed and the mean model response for noise-free and noisy data.
Field example
The field example is taken from Parnaiba basin, Brazil (after Silva 1989) . The anomaly is associated with a Mesozoic diabase dike intruded into Paleozoic sediments (Fig. 7) . The anomaly is obtained by digitizing at 0.4 m interval. This anomaly has been interpreted by several authors (Silva 1989; Asfahani and Tlas 2007; Abdelrahman and Essa 2015; Tlas and Asfahani 2015) assuming a horizontal cylinder and thin sheet model. The data is interpreted using VFSA technique. Table 4 presents the interpreted model parameters and uncertainty as well as comparison with other recently published results.
The depth of the body estimated in the present study is 2.9 m. This depth is also matching with the other methods mentioned in the Table 4 . However, the shape of the structure interpreted in the present study is vertical rod type structure which is closely matching with the thin sheet type structure. The present result however, matches well with the results of other methods and the results are in good agreement. A comparison between the field data and modeled data is shown in Fig. 7 and compared with Tlas and Asfahani 2015. It must be mentioned that the equation and the parameters are slightly different in case of present study but the important aspect is to find out the depth, shape and location of the body which is matching well with other interpretation methods.
Conclusion
The present work demonstrates the application of VFSA global optimization method for modeling and interpretation of magnetic anomalies over vertically magnetized semiinfinite vertical rod. Theoretical anomaly curves for three synthetic models are interpreted using VFSA approach for the model parameters: magnetic moment, location, depth and shape factor. The present study reveals that, while enhancing all model parameters together, the VFSA approach yields a number of equivalent solutions. It has been observed that the shape factor q plays an important role in finding a steady appraisal of other model parameters. Hence, the inversion method was tested using two step procedures. In the first step, the shape factor was unrestricted and all model parameters were optimized. In the next step, the shape factor was restricted to its actual value and the model parameters were optimized. Thus, the most excellent reliable result has been obtained and uncertainty in the interpretation has also become of no importance. Interpreted results show significant match with those taken for the synthetic models. The efficacy of this approach has been successfully verified, recognized and authenticated using noise-free, noisy synthetic data as well as field data. 
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