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INFINITE GEODESICS OF SUB-FINSLER DISTANCES IN HEISENBERG
GROUPS
ZOLTÁNM. BALOGH AND ANDREA CALOGERO
ABSTRACT. We consider Heisenberg groups equipped with a sub-Finsler metric. Using
methods of optimal control theory we prove that in this geometric setting the infinite
geodesics are horizontal lines under the assumption that the sub-Finsler metric is defined
by a strictly convex norm. This answers a question posed in [5] and has applications in
the characterisation of isometric embeddings into Heisenberg groups.
1. INTRODUCTION
In the recent paper [5] the problem of classification of isometric embeddings of Heisen-
berg groups Hm into Hn for m ≤ n has been considered. Here both groups Hm and
H
n were endowed with a homogeneous distance. By such a distance, we mean a left-
invariant metric induced by a gauge function which is homogeneous with respect to a
one-parameter family of ‘Heisenberg dilations’ adapted to the stratification of the un-
derlying Lie algebra. These type of geometric structures are interesting objects and have
been in the focus of several recent studies as shown in [2, 4, 7, 11, 13, 14, 17]. In the above
referenced papers the more local aspects of the geometry were mainly considered. Our
purpose is to concentrate on more global geometrical aspects as we study the behaviour
of infinite geodesics in sub-Finsler distances.
The main motivation of our work is the following result of [5]: consider Hm and Hn,
n ≥ m, to be equipped with left-invariant homogeneous distances d and d′, respectively.
Assuming that every infinite geodesic in the target space (Hn, d′) is a line, then every
isometric embedding f : (Hm, d) → (Hn, d′) is the composition of a left translation and a
homogeneous homomorphism.
The above result raises the natural question of characterising homogeneous distances
d defined on Hn such that the space (Hn, d) has the property that every infinite geodesic
in (Hn, d) is a line. In [5] this property was called the geodesic linearity property orGLP
of the space (Hn, d). It was conjectured in [5] that (Hn, d) satisfies GLP if and only if the
underlying Euclidean normN associated to d is strictly convex. In [5] this conjecture has
been verified for several concrete examples. The purpose of this paper is to prove this
conjecture for general homogeneous distances on Hn. In order to formulate our result
we need to fix notation and recall some preliminaries.
Date: November 9, 2018.
2010 Mathematics Subject Classification. 53C17, 22E25, 49K15.
Key words and phrases. Heisenberg group, homogeneous norms, geodesics, optimal control.
Z.M.B. was supported by the Swiss National Science Foundation through the project 165507 ‘Geometric
Analysis of Sub-Riemannian Spaces’.
1
2 Z. M. BALOGHAND A. CALOGERO
The n-th Heisenberg group Hn is the set R2n × R equipped with the multiplication
g ∗ g′ = (z, t) ∗ (z′, t′) := (z + z′, t+ t′ + 2〈z, Jnz′〉), where Jn =
(
0 −En
En 0
)
∈ R2n×2n,
is the standard symplectic matrix on R2n and En denotes the (n × n) unit matrix. Some-
times it is convenient to write in coordinates
z = (x1, . . . , xn, y1, . . . , yn).
It can be easily verified that (Hn, ∗) satisfies all properties of a groupwith neutral element
e := (0, 0) and inverse (z, t)−1 := (−z,−t). Denoting the nonlinear term 〈z, Jnz′〉 by
ωn(z, z
′), we remark that this expression defines a skew-symmetric bilinear form on R2n,
and that two elements (z, t) and (z′, t′) in Hn commute if and only if the term ωn(z, z′)
is zero. Since this does not hold for all elements in Hn, it turns out that the Heisenberg
group is non-abelian. For λ > 0, the map δλ : Hn → Hn, (z, t) 7→ (λz, λ2t) is called
λ-dilation. It can be easily verified that any λ-dilation defines a group isomorphism with
inverse δλ−1 . It plays an analogous role as the usual scalar multiplication in Rn.
We say that a norm on Hn is a map Nˆ : Hn → R≥0 that satisfies
i) Nˆ(g) = 0⇔ g = e, ∀g ∈ Hn,
ii) Nˆ(g−1) = Nˆ(g), ∀g ∈ Hn,
iii) Nˆ(g ∗ g′) ≤ Nˆ(g) + Nˆ(g′), ∀g, g′ ∈ Hn.
A metric d : Hn × Hn → R≥0 is called left-invariant, if for every go ∈ Hn, the map
Lgo : (H
n, d) → (Hn, d), g 7→ go ∗ g is an isometry, that is, d(go ∗ g, go ∗ g′) = d(g, g′), for all
g, g′ ∈ Hn.
Every norm Nˆ : Hn → R≥0 induces a left-invariant metric dNˆ : Hn × Hn → R≥0, and
vice versa. More precisely, we can establish the following bijection
{Nˆ : Hn → R≥0 : Nˆ is a norm} → {d : Hn ×Hn → R≥0 : d is a left-invariant metric}
N 7→ dNˆ : Hn ×Hn → R≥0, (g, g′) 7→ Nˆ(g−1 ∗ g′),
{d : Hn ×Hn → R≥0 : d is a left-invariant metric} → {Nˆ : Hn → R≥0 : N is a norm}
d 7→ Nˆd : Hn → R≥0, g 7→ d(g, e).
A norm Nˆ : Hn → R≥0 on the Heisenberg group is called homogeneous if
Nˆ(δλ(g)) = λNˆ(g), for all λ > 0, for all g ∈ Hn.
It is easy to see that a norm Nˆ on Hn is homogeneous if and only its associated left-
invariant metric is homogeneous in the sense that dNˆ (δλ(g), δλ(g
′)) = λdNˆ (g, g
′). Every
left-invariant distance on Hn induced by a homogeneous norm is a homogeneous dis-
tance. From now on, we will use the expression "homogeneous distance on Hn" to talk
about the left-invariant metric induced by a homogeneous norm. It follows from that
the topology induced by any homogeneous distance on Hn coincides with the Euclidean
topology on R2n+1, and that any homogeneous norm is continuous with respect to the
Euclidean topologies of R2n+1 and R. In particular, we note that any two homogeneous
distances on Hn induce the same topology.
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On the other hand, the metric structure induced by a homogeneous norm Nˆ on Hn is
very different from R2n+1 endowed with the Euclidean distance deucl. The two distances
dNˆ and deucl are not bi-Lipschitz equivalent for any choice of homogeneous norm Nˆ on
H
n. However, we can associate to Nˆ a normN by restricricting it to R2n by:
N(z) := Nˆ(z, 0), for z ∈ R2n. (1.1)
Indeed, one can easily check (see Proposition 2.8 [5]) that N : R2n → R satisfies the
axioms of a norm on the vector space R2n. The main result of the paper is the following:
Theorem 1.2. Let (Hn, d) be the Heisenberg group endowed with the homogeneous distance d.
Denote by Nˆ : Hn → R≥0 the associated homogeneous norm such that d = dNˆ and consider the
associated norm N : R2n → R≥0 defined by (1.1). Then the space (Hn, d) has the GLP if and
only if N is strictly convex.
Let us recall that by definition, the normN : R2n → R≥0 is strictly convex iff its closed
unit ball BN (see Definition 2.1 below) is a strictly convex set, that is, if z1, z2 ∈ BN and
α ∈ (0, 1) thenN(αz1 + (1− α)z2) < 1.
Recall also that by a geodesic γ : I → (Hn, d), we mean an isometric embedding of
I = [a, b] or I = R into (Hn, d), that is,
d(γ(s), γ(s′)) = |s − s′|, for all s, s′ ∈ I. (1.3)
If we have I = R in the above definition, we say that γ is an infinite geodesic.
To comment on the statement of Theorem 1.2 let us mention that in the setting of
normed spaces the strict convexity of the norm is equivalent to the fact that all (and not
just the infinite geodesics) are straight line segments or lines (see eg. [19]). This fact is
definitely false in the sub-Finsler setting of the Heisenberg group. Let us recall ([17]) that
in the standard sub-Riemannian metric the underlying norm is the Euclidean one, that is
strictly convex. On the other hand there are a multitude of finite geodesics that are not
line segments.
In order to prove Theorem 1.2 we shall consider the the sub-Finsler distance associated
to N . The definition of the sub-Finsler distance is based on the notion of horizontal
curves. A horizontal curve in Hn is an absolutely continuous curve γ : [a, b]→ R2n+1 with
the property that
γ˙(s) ∈ Hγ(s), for almost every s ∈ [a, b],
where for g ∈ Hn, we set
Hg := span {X1,g, . . . ,Xn,g, Y1,g . . . , Yn,g} .
Here Xi and Yi, i = 1, . . . , n, are the left-invariant vector fields (with respect to ∗) which
at the origin agree with the standard basis vectors: Xi,e = ei and Yi,e = en+i. These
left-invariant vector fields can be written as first order differential operators as follows
Xj = ∂xj + 2yj∂t, j = 1, ..., n,
Yj = ∂yj − 2xj∂t, j = 1, ..., n. (1.4)
Denoting the (2n + 1) components of an absolutely continuous curve γ : [a, b] → Hn
by γi, i = 1, . . . , 2n + 1, it follows that γ is horizontal if and only if
γ˙2n+1(s) = 2
n∑
i=1
(γ˙i(s)γn+i(s)− γ˙n+i(s)γi(s)) , for almost every s ∈ [a, b]. (1.5)
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It is well known that a horizontal curve γ : [a, b] → Hn is rectifiable and admits a Lips-
chitz parametrization (see for instance [14, Proposition 1.1] for a proof and note that this
statement holds for any homogeneous norm on Hn). In converse direction, every recti-
fiable curve admits a 1-Lipschitz parametrization and this parametrization is horizontal,
see [18].
Given a norm N : R2n → R≥0, the sub-Finsler distance associated to N on Hn is given
by
dSF (g, g
′) := inf
γ
∫ b
a
N(γ˙I(s)) ds, (1.6)
where the infimum is taken over all horizontal curves γ = (γI , γ2n+1) : [a, b] → Hn
with γ(a) = g and γ(b) = g′, γI = (γ1, . . . , γ2n). Here, and in the remaining part of the
paper we shall refer to γI as the projection of the horizontal curve γ and if γI is given
the curve γ = (γI , γ2n+1) satisfying (1.5) is referred to as the horizontal lift of γI . It is
important to mention that given g, g′ ∈ Hn and a < b ∈ Rwith b−a = dSF (g, g′) then the
above minimisation problem (1.6) has always a solution and horizontal curves solving
this problem are (up to a reparametrization) geodesics in the space (Hn, dSR).
Coming back to Theorem1.2 let usmention that by Proposition 3.14, [5] we alread have
one direction of the statement, namely that GLP of (Hn, dNˆ ) implies that N is strictly
convex. Our purpose here is to prove the other implication that is substantially more
difficult. Namely, we need to show that if N is strictly convex, then every infinite geo-
desic in (Hn, dNˆ ) is a straight line. Notice first that according to Proposition 2.19 in [5] if
γ : R → Hn is an infinite geodesic with respect to dNˆ , then it is also an infinite geodesic
with respect to dSF . Therefore we shall only need to consider infinite geodesics associ-
ated to dSF . In order to study properties of geodesics related to the sub-Finsler distance
(1.6) we reformulate this minimisation problem as a problem of optimal control theory.
For the sake of simplicity we assume that a = 0, b = T , the starting point γ(0) = e is the
neutral element of Hn and the final point is γ(T ) = g 6= e. Then the length-minimising
property of the geodesic from (1.6) will be equivalent to the following optimal control
problem with fixed time and fixed end-point:
inf
v
∫ T
0
N(v(s)) ds
x˙i = −vi, i = 1, . . . , n
y˙i = −vn+i, i = 1, . . . , n
t˙ = −2
n∑
i=1
(yivi − xivn+i)
γ(0) = e
γ(T ) = g
. (1.7)
Notice, that in the above formulation, the curve γ = (x1, . . . , xn, y1, . . . , yn, t) : [0, T ] →
H
n is automatically a horizontal curve, and the control function −v : [0, T ] → Rn is in
fact the horizontal velocity of γ, γ˙I = −v. It is clear that the two minimisation problems
(1.6) and (1.7) are equivalent to each other.
Our approach is to apply Pontryagin’sMaximum Principle in order to obtain useful in-
formation about solutions of (1.7). We should mention here that the study of sub-Finsler
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metrics by this approach has also been undertaken by [4]. However, in the aforemen-
tioned work, properties of infinite geodesics were not addressed. In fact, the main tech-
nical difficulty of our paper is precisely to pass from finite to infinite geodesics because
of the possible ambiguity of the multiplier arising in Pontryagin’s theorem.
The paper is organized as follows: in Section 2 we review some necessary background
on convex analysis that is going to be used in the sequel. In Section 3 we apply Pontrya-
gin’s theorem to our situation. Section 4 contains the proof of ourmain result and Section
5 is for final remarks and examples.
2. PRELIMINARY RESULTS FROM CONVEX ANALYSIS
Our goal is to study a class of norms onHn that are generated by convex norms coming
fromR2n. In this sectionwe collect some basic results from the Euclidean convex analysis
to be used in the sequel.
Let us start with a general norm N : R2n → R≥0 and let us denote by BN its unit ball,
i.e. the set
BN := {z ∈ R2n : N(z) ≤ 1}. (2.1)
It is clear that BN is compact, convex with 0 in its interior. Since for every λ ∈ [0, 1] and
z, z′ in R2n
N((1− λ)z + λz′) ≤ N((1− λ)z) +N(λz′) = (1− λ)N(z) + λN(z′),
every norm is a convex function in R2n. We define the dual norm N∗ ofN as usual by
N∗(p) = sup{p · z : N(z) = 1, z ∈ R2n}.
The unitary ball BN∗ ofN∗ is the polar set B
◦
N of BN , i.e.
B◦N := {p ∈ R2n : p · z ≤ 1, z ∈ BN}.
Given a function f : R2n → R, the subdifferential is a set valued mapping ∂f : R2n ⇒
R
2n defined by
∂f(z) = {p ∈ R2n : f(z′) ≥ f(z) + p · (z′ − z), ∀ z′ ∈ R2n}.
A well-known result due to Rockafellar characterizes the convexity of a function via the
subdifferential; more precisely, f : R2n → R is convex if and only if ∂f(z) 6= ∅ for all
z ∈ R2n (see for instance [20]). Moreover, for a convex function f , the subdifferential set
valued mapping ∂f is upper semicontinuous, and it is compact and convex valued (see
[10, Proposition 2.1.5 and Proposition 2.2.7] and also [3]). These properties of the map ∂f
will play a fundamental role in the case of non-smooth norm (see Proposition 4.8 below).
The Legendre transform of f is f∗ : R2n → (−∞,+∞] defined by
f∗(p) = sup
z∈R2n
(p · z − f(z))
Then f∗ is always a convex function; if f is superlinear, then f∗ is real valued. For every
convex function f , the Legendre transform f∗ is related to the subdifferential via the
following equality (see for example [20, Proposition 11.3])
p ∈ ∂f(z) ⇐⇒ z ∈ ∂f∗(p) ⇐⇒ f(z) + f∗(p) = z · p. (2.2)
In all that follows, given a normN we associate the function FN : R2n → R≥0 by
FN (z) =
1
2
(N(z))2. (2.3)
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As we shall see, FN will play a crucial role in this paper.
The previous notions and properties are closely intertwinedwith the homogeneity and
the convexity of the normN as follows:
Proposition 2.4. Let N be a norm in R2n. The following properties hold:
i. for all z ∈ R2n
p ∈ ∂N(z) ⇐⇒ p ∈ ∂N(αz), ∀α > 0; (2.5)
ii. for every z ∈ R2n, with z 6= 0, we have
p ∈ ∂N(z) ⇐⇒ N(z) = z · p. (2.6)
iii. FN is a convex function and hence ∂FN (z) 6= ∅, for every z ∈ R2n; moreover, for every
z 6= 0
∂FN (z) = N(z)∂N(z); (2.7)
iv. The Legendre transform (FN )∗ of FN is denoted by F ∗N and satisfies the relation F
∗
N =
FN∗ , i.e.
F ∗N (p) =
1
2
(N∗(p))
2.
Proof: The proof of (2.5) is an easy exercise.
Let us pass to ii: based on (2.5) we can assume that N(z) = 1. Thus we have to prove
that p ∈ ∂N(z) if and only if p · z = 1.
According to (2.2) we have that p ∈ ∂N(z) if and only if N(z) +N∗(p) = p · z. In our
case this relation reads as 1 +N∗(p) = p · z. Let us consider the Legendre trasformN∗ of
N . Since
N∗(p) = sup
z∈R2n
(p · z −N(z))
= sup
α≥0
α
(
sup
{z:N(z)=1}
(p · z − 1)
)
.
By the above relation it follows that N∗ takes only values in the set {0, +∞}. Moreover,
N∗(p) = 0 if and only if p ∈ B◦N . This implies that
p ∈ ∂N(z) ⇐⇒ z · p = 1,
which proves ii.
Let us prove iii. For z0 and z1 in R2n and α ∈ [0, 1] we have
FN ((1− α)z0 + αz1) ≤ 1
2
(N((1− α)z0) +N(αz1))2
=
1
2
((1− α)N(z0) + αN(z1))2 (2.8)
≤ 1
2
(
(1− α)(N(z0))2 + α(N(z1))2
)
(2.9)
The inequality (2.8) follows from the homogeneity of the normN and the fact that s 7→ s2
is an increasing function in [0,∞). Inequality (2.9) follows from the convexity of the
function s 7→ s2.
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Now consider a convex function f : R2n → R and a non decreasing, convex and regular
function ϕ : I → R, where I ⊂ R is an interval such that f(R2n) ⊂ I , then the following
version of the chain rule holds (see [8, Proposition 4.2.5]):
∂(ϕ ◦ f)(z) = ϕ′(f(z))∂f(z).
Applying this result to our case with ϕ(s) = s
2
2 and f = N , we have (2.7) and the proof
of iii.
For the proof of iv. see Proposition 11.21 in [20], taking into account that the function
θ(s) = 12s
2 is convex and θ∗ = θ. 
Let us introduce the following fundamental notion:
Definition 2.10. We say that a normN : R2n → R≥0 is strictly convex if z and z′ inR2n\{0}
are such that N(z + z′) = N(z) +N(z′), then z′ = αz for some α > 0.
We say that a norm is smooth if at every point z ∈ ∂BN the ball BN has a unique support-
ing hyperplane.
As an equivalent notion to require that a norm N is strictly convex iff ∂BN does not
contain line-segments. Furthermore, the smoothness of N is equivalent to the fact that,
for every z 6= 0, N is differentiable, or that ∂N(z) is singleton, i.e.
∂N(z) = {∇N(z)}, ∀z 6= 0.
We will denote by ‖ · ‖ the classical Euclidean norm. Finally, let us recall that a norm N
is strictly convex if and only if N∗ is smooth. See for instance Chapter 5 in [16] for more
details.
Every norm N is a convex function however, the strict convexity of N as a norm does
not imply its strict convexity as a function: in fact
N(λz) = λN(z) + (1− λ)N(0), ∀z ∈ R2n, λ ∈ [0, 1].
Taking the square ofN and by defining the function FN as in (2.3) will get us around this
difficulty and, starting with a strictly convex norm, we obtain a useful strictly convex
function. Hence we have the following result:
Proposition 2.11. Let N be a strictly convex norm. Then FN is a strictly convex function and
∂FN : R
2n ⇒ R2n is injective, i.e.
z 6= z′ ⇒ ∂FN (z) ∩ ∂FN (z′) = ∅.
Proof: Observe first that since s 7→ s2 is a strictly increasing function in [0,∞), in (2.8) we
have an equality if and only if N((1−α)z0 +αz1) = N((1−α)z0) +N(αz1). Since N is a
strictly convex norm, this implies that there exists θ > 0 such that
(1− α)z0 = θαz1. (2.12)
Since s 7→ s2 is a strictly convex function, in (2.9) we have an equality if and only if
N(z0) = N(z1). (2.13)
Relations (2.12) and (2.13) give z0 = z1. The injectivity of ∂FN follows from its strict
convexity. 
The strictly convexity of the function FN plays a fundamental role in that follows.
Indeed, let us recall that if f : R2n → [0,∞) is a strictly convex function, then it may
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happen that f does not have a minimum point, i.e. it is not possible to guarantee in
general that there exists z∗ such that
z∗ ∈ arg min
z∈R2n
f(z).
However, if such z∗ exists, by the strict convexity of f , it is unique.
3. OPTIMAL CONTROL APPROACH TO GEODESICS IN Hn.
LetN : R2n → R≥0 be a norm. TheHeisenberg geodesics γ = (x1, . . . , xn, y1, . . . , yn, t) :
[0, T ] → Hn with respect to the norm N , joining the points e, g 6= e ∈ Hn will be de-
termined by the optimal control problem (1.7) with fixed final time T > 0 and fixed
end-point g (which is equivalent to the problem (1.6)). Let us only recall that in the for-
mulation (1.7), the curve γ is automatically a horizontal curve, and the control function
−v = [0, T ]→ Rn is in fact the horizontal velocity of γ, γ˙I = −v.
3.1. Equivalence of optimal control problems related toN and FN . If we want to apply
the methods of optimal control theory to the problem (1.7) we shall run into problems
due to the fact that the norm N has a linear growth at infinity. Therefore, our purpose
is to change the above setting to an equivalent problem related to FN where the inte-
grand has a quadratic growth at infinity. The first step in this direction is the following
normalization lemma where the homogeneity of N is crucial.
Proposition 3.1. Let N : R2n → R≥0 be a norm. Let us consider the problem (1.7). Without
loss of generality we can reparametrize by arc length the horizontal curve γ such that
N(v(s)) = K, s ∈ [0, T ],
where v = −γ˙I andK is a positive constant depending only on T and γ.
Proof: Consider a horizontal curve γ : [0, T ] → Hn from 0 to g, with
ℓ(γ) =
∫ T
0
N(v(s)) ds
and v = −γ˙I . If the two endpoints are different: g 6= e we can assume without loss
of generality that v(s) 6= 0 for all s ∈ [0, T ]. Then we can define an absolute continues
homeomorphism τ : [0, T ] → [0, T ] by
τ(s) =
T
ℓ(γ)
∫ s
0
N(v(u)) du.
The map τ provides the required reparametrization by defining the horizontal curve
γ˜ : [0, T ] → Hn with γ˜(σ) = γ(τ−1(σ)). To see this notice that γ˜(0) = e, γ˜(T ) = g and
γ(s) = γ˜(τ(s)).
Differentiating this relation with respect to swe obtain:
dγI(s)
ds
=
dγ˜I
dσ
(τ(s)) · τ ′(s) = dγ˜I
dσ
(τ(s))
T
ℓ(γ)
N(v(s),
for a.e. s ∈ [0, T ]. Applying the function N to both side of this equality and reordering
we obtain:
N(v˜(σ)) = N
(
dγ˜I
dσ
(σ)
)
=
ℓ(γ)
T
for a.e. σ ∈ [0, T ].
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
Now, let us consider the problem
inf
v
∫ T
0
FN (v(s)) ds
x˙i = −vi, i = 1, . . . , n
y˙i = −vn+i, i = 1, . . . , n
t˙ = −2
n∑
i=1
(yivi − xivn+i)
γ(0) = e
γ(T ) = g
(3.2)
where FN is defined by N via (2.3).
The following proposition states that the two optimal control problems (1.7) and (3.2)
are in fact equivalent:
Proposition 3.3. Let N : R2n → R≥0 be a norm. The problems (1.7) and (3.2) are equivalent;
more precisely, the control v∗ is optimal for (1.7) if and only if v∗ is optimal for (3.2).
Proof: Without loss of generality, let us assume T = 1. First, let us suppose that v∗ is
optimal for (1.7), i.e. ∫ 1
0
N(v∗) ds ≤
∫ 1
0
N(v) ds,
for every admissible control v . By Proposition 3.1, we are in the position to assume that
N(v∗(s)) is constant. Hence, by Cauchy–Schwartz inequality, we obtain∫ 1
0
(N(v∗))2 ds =
(∫ 1
0
N(v∗) ds
)2
≤
(∫ 1
0
N(v) ds
)2
≤
∫ 1
0
(N(v))2 ds.
This shows that v∗ is optimal for the problem (3.2).
Conversely, let us suppose that v∗ is optimal for (3.2) and by contradiction let us as-
sume that there exists an admissible control v˜ such that∫ 1
0
N(v˜) ds <
∫ 1
0
N(v∗) ds.
Again by Proposition 3.1, we may assumeN(v˜(s)) constant. The previous inequality and
Cauchy–Schwartz inequality give∫ 1
0
(N(v˜))2 ds =
(∫ 1
0
N(v˜) ds
)2
<
(∫ 1
0
N(v∗) ds
)2
≤
∫ 1
0
(N(v∗))2 ds;
this contradicts the optimality of v∗ for the problem (3.2), proving the claim. 
Let us remark that, as in the classical case where N is the Euclidean norm, there exists
an optimal control for the two problems (1.7) and (3.2). To be precise (see for example
Theorem 4.1 in [12])
Remark 3.4. LetN be a norm. The convexity ofN and the superlinearity of FN guarantee
the existence of the optimal control for (3.2).
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3.2. The Pontryagin Maximum Principle with a general norm N . In what follows we
shall focus our attention to the study of the problem (3.2). Our approach is based on Pon-
tryagin’s Maximum Principle. In order to do that, we shall introduce the Hamiltonian:
H : R2n+1 × R2n+2 × R2n → R, (x, λ, v) → H(x, λ, v)
as usual by
H(x, λ, v) = λ0FN (v) −
2n∑
i=1
λivi − 2λ2n+1
n∑
i=1
(yivi − xivn+i)
where x = (x1, . . . , xn, y1, . . . , yn, t), λ = (λ0, λ1, . . . , λ2n+1) and v = (v1, . . . , v2n). Let us
reorganize the Hamiltonian function by
H(x, λ, v) = λ0FN (v)−
n∑
i=1
[(λi + 2yiλ2n+1)vi + (λn+i − 2xiλ2n+1)vn+i]
= λ0FN (v)− a · v,
where the function a : [0, T ] → R2n is given by
a = [λ1 + 2y1λ2n+1, . . . , λn + 2ynλ2n+1, λn+1 − 2x1λ2n+1, . . . , λ2n − 2xnλ2n+1] . (3.5)
The Pontryagin Maximum Principle gives a necessary condition for a control v to be
optimal for a control problem. Let us only recall that by giving a control problem with a
cost functional
J(v) =
∫ T
0
L(s,w(s), v(s)) ds
where w is the unique trajectory associated to the admissible control v via the dynamics
and the initial/final points, the classical assumptions on such cost functional J require
that the running cost function L is continuous in (s,w, v), differentiable in w for every
fixed (s, v), and the derivatives ∂L∂w and
∂L
∂t are continuous as function of all variables (see
for example [15, Theorem 2.2.1] or [1, Theorem 12.10]). In our case the dynamics is given
by the horizontality condition for the curve/trajectory and the running cost function
is L(s,w, v) = FN (v). Since FN is a convex function, clearly it is continuous in v and
we need no other assumptions in order to apply the Pontryagin Maximum Principle.
This is the reason that allows us to study the problem (3.2) without additional regularity
assumptions on N .
Pontryagin’s Maximum Principle applied to our situation (see the mentioned books
above) gives the following statement:
Theorem 3.6. Let N : R2n → R≥0 be a norm and let us consider the problem (3.2). If v is an
optimal control, then there exists a multiplier (λv0, λ
v) 6= (0, 0) where
* λv0 = λ0 is a constant in {0, 1}
* λv = λ = (λ1, . . . , λ2n+1) : [0, T ]→ R2n+1 is an absolutely continuous function
* (λv0, λ
v) 6= (0, 0)
INFINITE GEODESICS OF SUB-FINSLER DISTANCES IN HEISENBERG GROUPS 11
such that, for s ∈ [0, T ] the following properties hold:
v(s) ∈ arg min
u∈R2n
(λ0FN (u)− a(s) · u) (3.7)
λ˙2n+1(s) =
∂H
∂x2n+1
= 0 ⇒ λ2n+1 = k (3.8)
λ˙i(s) = −∂H
∂xi
= −2kvn+i(s), i = 1, . . . , n (3.9)
λ˙n+i(s) = − ∂H
∂xn+i
= 2kvi(s), i = 1, . . . , n (3.10)
s 7→ λ0FN (v(s)) − a(s) · v(s) = c (3.11)
where k and c are constants, and a is as in (3.5).
Relation (3.11) holds since the problem is autonomous. Clearly (3.9) and (3.10) imply
λi(s) = λi(0) + 2kyi(s), λn+i(s) = λn+i(0) − 2kxi(s), i = 1, . . . , n (3.12)
and hence
ai(s) = λi(0) + 4kyi(s), an+i(s) = λn+i(0) − 4kxi(s), i = 1, . . . n. (3.13)
In particular we obtain
ai(0) = λi(0), an+i(s) = λn+i(0), i = 1, . . . n. (3.14)
We would like to emphasize the following:
Remark 3.15. For every optimal control v, the multiplier (λv0, λ
v) associated to v, in gen-
eral, it is not unique. By construction, the function a depends on the choice of the multi-
plier (λv0, λ
v). Such function a is absolutely continuous.
Let us start our investigation. First we study the case of a general norm and later on
we add further assumptions of strict convexity and smoothness.
For our optimal control we have the following normality property:
Proposition 3.16. Assume that N : R2n → R≥0 is a norm. Let v be an optimal control for the
problem (3.2). Then v is a normal control, i.e. λv0 = λ0 = 1.
Proof: Let us assume by contradiction that λ0 = 0. Since v is optimal, the Maximum
Principle (3.7) guarantees that themin exists, for every s ∈ [0, T ].
On the other hand, the function u 7→ a(s) · u is affine. This implies that the above
min exists only if a = 0 in [0, T ]. But then (3.13) implies that v = 0 in [0, T ]. This gives
xi(0) = xi(s) and yi(0) = yi(s) for every s ∈ [0, T ]. Clearly this implies that t = 0 as well.
This gives a contradiction to γ(0) 6= γ(T ). Hence, we conclude that λ0 = 1. 
The following result follows essentially from Proposition 2.4 and will prove to be use-
ful in the sequel.
Proposition 3.17. Assume that N : R2n → R≥0 is a norm. Let v be an optimal control for the
problem (3.2). Then
a. the Maximum Principle (3.7) is equivalent to
a(s) ∈ ∂FN (v(s)) = N(v(s))∂N(v(s)), ∀s ∈ [0, T ]; (3.18)
which is equivalent to
v(s) ∈ ∂(FN )∗(a(s)) = N∗(a(s))∂N∗(a(s)), ∀s ∈ [0, T ]. (3.19)
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b. there exists a unique constant R(v) = R > 0 such that
N(v(s)) = N∗(a(s)) = R, ∀s ∈ [0, T ]. (3.20)
Proof: Since v is optimal, we have λ0 = 1 and the Maximum Principle (3.7) guarantees
that the min exists, for every s. Using the definition of subdifferential, it is easy to see
that a point v(s) realizes the min in (3.7) if and only if (3.18) holds. The equality in (3.18)
follows from (2.7).
On the other hand, by (2.2), (3.18) is equivalent to
v(s) ∈ ∂(FN )∗(a(s)), ∀s ∈ [0, T ].
and again by (2.7) we obtain (3.19). This proves a.
The convexity of FN implies, by (2.2), that (3.18) is equivalent to
FN (v(s)) + (FN )
∗(a(s)) = v(s) · a(s), ∀s ∈ [0, T ]. (3.21)
Note that Proposition 2.4 gives (FN )∗(a(s)) = 12(N∗(a(s)))
2. Now (3.11) gives that the
function s 7→ FN∗(a(s)) is in fact constant, i.e.
N∗(a(s)) = R, ∀s ∈ [0, T ], (3.22)
for some fixed R ≥ 0. If R = 0, relation (3.19) implies v(s) = 0 in [0, T ] contradicting the
fact that γ(T ) = 0 6= g. Thus we have that R > 0.
Now (3.19) becomes v(s) ∈ R∂N∗(a(s)), for all s ∈ [0, T ]. This implies v(s)R ∈ ∂N∗(a(s))
and taking into account (2.6) we have v(s)R · a(s) = N∗(a(s)), i.e.
v(s) · a(s) = R2. (3.23)
Equation (3.21) becomes
1
2
(N(v(s))2 +
1
2
R2 = R2, ∀s.
Clearly R depends only of v. This proves b. 
It is clear that (3.20) is equivalent to
v(s) ∈ ∂BN (0, R), a(s) ∈ ∂BN∗(0, R), ∀s ∈ [0, T ].
In what follows we would like to clarify the relation between the solutions of (3.2) and
the concept of geodesics as defined in the introduction of this paper. In our problem (3.2)
we fix T > 0, the initial point e and a final point g ∈ Hn. Let us consider an optimal
control v and the associated trajectory γ : [0, T ] → Hn such that v = −γ˙I , γ(0) = e and
γ(T ) = g. The Pontryagin Maximum Principle gives us the multiplier (1, λv) and hence
a function a. The tern (v, λv , a) is in general not unique. It satisfies relations (3.7)–(3.11)
and the previous Proposition 3.17, for the same R > 0. This implies that
dSF (0, g) =
∫ T
0
N(v(s)) ds = TR,
where dSF is, as in (1.6), the sub–Finsler distance from the points e and g.
Now we can distinguish two cases:
(1) if R = 1, then γ is a geodesic according to (1.3).
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(2) if R 6= 1, then γ is not a geodesic according to (1.3). In this case we have to
change the parametrization of γ to obtain a geodesic. In order to do that we
define γ˜ : [0, TR]→ Hn by
γ˜(s) = γ(s/R). (3.24)
Clearly Im(γ˜) = Im(γ), γ˜(RT ) = γ(T ) = g and v˜(s) = v(s/R)/R. It is easy to see
that such v˜ is an optimal control for the problem in (3.2), with the same final point
g and final time RT . Since N is homogeneous we obtain, for every s ∈ [0, T ]
R = N(v(s)) = N(Rv˜(sR)) = RN(v˜(sR)).
Hence the “R” associated to v˜ is 1. Now we obtain
dSF (0, g) =
∫ TR
0
N(v˜(s)) ds = TR.
The new curve γ˜ is really the geodesic in the sense of (1.3).
Conversely, if we have a geodesic γ : [0, T ]→ Hn from 0 to g, then v = −γ˙I is an optimal
control for (3.2) and the uniqueness of R in Proposition 3.17 implies easily that R = 1.
We would like to formulate the above observation in the following:
Remark 3.25. Ahorizontal curve γ : [0, T ] → Hn, with initial point the origin, is a geodesic
if and only if the associated v = −γ˙I is a optimal control for (1.7) with γ(T ) = g 6= e and
R = 1.
Moreover, if for a horizontal curve γ : [0, T ] → Hn, with initial point the origin, the
associated v = −γ˙I is an optimal control for (3.2) with γ(T ) = g 6= e and R 6= 1, after a
reparametrization of γ (as in (3.24)) we obtain a geodesic.
In the sequel, whenwe deal with a finite geodesic γ, thenN(−γ˙I(s)) = R = 1. Further-
more, in the case when γ : [0,∞) → Hn is an infinite geodesic, then for every fixed T > 0
the curve γ
∣∣
[0,T ]
is a finite geodesic, which implies that we have that N(−γ˙I(s)) = R = 1
for all s ∈ [0,∞).
In the following we shall add the assumption of strict convexity of the normN .
3.3. N is a strictly convex norm. Let recall that the strict convexity ofN implies that N∗
is smooth.
Proposition 3.26. Assume that N : R2n → R≥0 is a strictly convex norm. Let v be an optimal
control for the problem (3.2). Then
c. for every a(s) there exists a unique v(s) such that inclusion (3.19) holds in the form of an
equality; more precisely we obtain
v(s) = R∇N∗(a(s)), (3.27)
where R > 0 is the constant from (3.20).
d. If k = 0, then the unique solutions γ = (x1, . . . , xn, y1, . . . , yn, t) of (3.7)–(3.11) are
horizontal segments.
Proof: The strict convexity ofN as a norm implies the strict convexity of the function FN
(see Proposition 2.11): this gives that for every a(s) ∈ R2n the value of
min
u∈R2n
(FN (u)− a(s) · u)
is achieved at a unique point v(s) ∈ R2n. This proves c.
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Let k = 0. It is easy to see, by (3.13), that we obtain ai(s) = λi(0) for s ∈ [0, T ], i =
1, . . . 2n. In the Maximum Principle (3.7) themin exists, is unique and since a(s) does not
depend on s, we obtain for such min that v = v(s) does not depend on s. Hence we have
that γ is a horizontal segment. 
This argument does not work without the strict convexity assumption on N : more
precisely if k = 0 and ifN and thus FN is only a convex function, it is not always possible
to guarantee that for every fixed a(s), the function
u 7→ FN (u)− a(s) · u
has a unique minimum, for every fixed s.
Let us recall that in general the subdifferential as a set-valued mapping a 7→ ∂N∗(a)
is upper continuous. In our case the subdifferential is single valued ∂N∗ = ∇N∗ and
consequently we obtain that a→ ∇N∗(a) is continuous. Furthermore, using the fact that
the function s→ a(s) is absolutely continuous, we obtain by (3.27), the following:
Remark 3.28. If N : R2n → R≥0 is a strictly convex norm and v is an optimal control for
the problem (3.2), then v is continuous.
4. PROOF OF THE MAIN THEOREM
In this section we give the proof of Theorem 1.2. For the sake of a better understanding
we have decided to give the proof in two stages. In the first stage we consider the special
case whenN is a smooth norm. In this case the proof is easier as we can showuniqueness
of the multiplier coming from Pontryagin Maximum Principle.
The general case, when N is strictly convex but possibly non-smooth, some technical
complications arise as in general themultiplier is not unique. In the second stepwe show
how to overcome this difficulty and prove Theorem 1.2 also in this case.
4.1. N is a strictly convex and smooth norm.
Proposition 4.1. Assume that N : R2n → R≥0 is a strictly convex and smooth norm. Let
v : [0, T ] → R2n be an optimal control for the problem (3.2). Then we have that
e. for every v(s) there exists a unique a(s) such that inclusion (3.18) holds;
f. the associated multiplier λv (and hence the function a in (3.13)) is unique.
Proof: SinceN is differentiable except of the origin, we know that ∂N(v(s)) = {∇N(v(s))}
for every s ∈ [0, T ]. More precisely (3.18) becomes the equality
a(s) = R∇N(v(s)), ∀ s ∈ [0, T ].
Hence e. is proved.
Let v : [0, T ] → R2n be the optimal control of the problem (3.2) and let us assume that
there exist two multipliers λv, λ˜v : [0, T ] → R2n+1 associated to v. Let a and a˜ defined by
(3.13) by λv and λ˜v respectively. Now e. implies
a(s) = a˜(s), s ∈ [0, T ] (4.2)
and hence, a˙(s) = ˙˜a(s). By (3.13) this implies that 4λ2n+1y˙i = 4λ˜2n+1y˙i and 4λ2n+1x˙i =
4λ˜2n+1x˙i. Since the associated trajectory is not a constant curve, there exists a value
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s ∈ [0, T ] and an index i with the property that x˙i(s) or y˙i(s) does not vanish. This
implies k = λ2n+1 = λ˜2n+1. In (4.2) we obtain
λi(0)+4kyi(s) = λ˜i(0)+4kyi(s), λn+i(0)−4kxi(s) = λ˜n+i(0)−4kxi(s), i = 1, . . . , n.
Relation (3.12) gives f. 
As we will show, if N is only a strictly convex norm, then Proposition 4.1 fails (see
Example 5.1).
In what follows we shall consider infinite geodesics γ : R → Hn. We restrict γ to the
half-line [0,∞) and we call this restriction also an infinite geodesic. All our consider-
ations can be repeated to the restriction of γ to negative parameter values and so it is
enough to consider only the restriction γ : [0,∞) → Hn.
As a next step we shall restrict γ to the finite interval [0, T ] for some T > 0 we can
conclude our curve is a solution to the optimal control problem (3.2). The main technical
difficulty in our analysis is the possible dependence on the value of T of the multiplier
λv from Pontryagin’s theorem. Indeed, Pontryagin’s theorem does not guarantee the
uniqueness of the multiplier λv for a given optimal control v and it can happen that for
two different values of say T ′ > T we obtain two different multipliers λv,T and λv,T
′
that
do not necessarily coincide on the the interval [0, T ]. The following proposition shows
how to deal with this problem if the normN is smooth.
Let γ : [0,∞) → Hn be a infinite geodesic. We say that λ is an infinite multiplier if for
every fixed T > 0 the function λ
∣∣
[0,T ]
is a multiplier associated to the optimal control
−γ˙I
∣∣
[0,T ]
for the problem (3.2) with γ(T ) = g.
Proposition 4.3. Let N : R2n → R≥0 be a strictly convex and smooth norm. Let γ : [0,∞) →
H
n be a infinite geodesic sub-Finsler geodesic with respect to the sub-Finsler metric associated
to N . Then there exists a unique infinite multiplier λ : [0,∞) → R2n+1, and hence a unique
function a : [0,∞)→ R2n via (3.13) such that N∗(a(s)) = 1.
Proof: Let γ : [0,∞) → Hn be an infinite sub-Finsler geodesic associated to N by (1.3)
and (1.6).
For some positive T > 0, the function γ
∣∣
[0,T ]
is a geodesic from γ(0) = e to γ(T ), with
horizontal velocity v
∣∣
[0,T ]
. Since N is smooth (see Proposition 4.1), there exists a unique
pair (λT , aT ) associated to such horizontal velocity such that
aT (s) = ∇N(v(s)), s ∈ [0, T ].
Notice that if we take T ′ > T then the above relation will also be satisfied by aT
′
on
[0, T ] i.e.
aT
′
(s) = ∇N(v(s)), s ∈ [0, T ].
From the above relation we conclude that aT = aT
′
on the common interval [0, T ]
showing that in fact aT does not really depend on T and we are in the position to define
the a a in [0,∞) such that
a(s) = ∇N(v(s)), s ∈ [0,∞).
Uniqueness of a can be used to conclude the uniqueness of the multiplier as follows.
Notice first that relation (3.13) gives
ai(s) = λ
T
i (0)+4λ
T
2n+1yi(s), an+i(s) = λ
T
n+i(0)−4λT2n+1xi(s), i. = 1, . . . n, s ∈ [0, T ].
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Taking derivatives w.r.t. s we obtain
a˙(s) = 4λT2n+1Jnv(s), s ∈ [0, T ],
where Jn is the standard symplectic matrix in R2n. Since there exists a value s0 ∈ (0,∞)
such that v(s0) 6= 0 we conclude that λT2n+1 does not depend on T for T > s0. Setting
λT2n+1 = k in the previous relation, it is easy to see the λ
T does not depend on T for
T > s0 proving the claim. 
The following statement is a special case of Theorem 1.2 under the additional assump-
tion that N is smooth.
Proposition 4.4. Let N : R2n → R≥0 be a strictly convex and smooth norm. Let
γ = (x1, . . . , xn, y1, . . . , yn, t) : R→ Hn
be an infinite geodesic with respect to the associated sub-Finsler metric. Then γ is a horizontal
line.
Proof: We consider again the restriction γ : [0,∞)→ Hn. Proposition 4.3 implies that we
can associate a unique function a satisfying (3.13) with N∗(a(s)) = 1 for s ≥ 0.
From Proposition 4.3 we can associate a values λi(0) for i = i, . . . 2n and λ2n+1 = k
satisfying
ai(s) = λi(0)+4kyi(s), an+i(s) = λn+i(0)−4kxi(s), i = 1, . . . n, s ∈ [0,∞). (4.5)
There are two cases to consider: k = 0 and k 6= 0.
In the first case we obtain that a is constant vector. On the other hand we have the
equation a = a(s) = ∇N(v(s)), s ∈ [0,∞). Using this relation we obtain that v must also
be a constant. This implies that {γ(s) : s ∈ [0,∞)} is a horizontal half-line. The same
argument can be done for negative values of s as well and we can conclude that γ is a
horizontal line.
In what follows we shall prove that the other possibility: k 6= 0 will lead to a con-
tradiction. To see this we use first that N∗(a(s)) = 1 and therefore a takes its values in a
compact set. Then, the relation (4.5) can be used to express γ in terms of a. More precisely
we obtain:
ai(s)− λi(0)
4k
= yi(s),
an+i(s)− λn+i(0)
−4k = xi(s), i = 1, . . . n, s ∈ [0,∞). (4.6)
This implies that there exists a constant C > 0 such that
‖(x1(s), . . . , xn(s), y1(s), . . . , yn(s)‖ = ‖(γ1(s), . . . , γ2n(s))‖ ≤ C, ∀s ≥ 0. (4.7)
This means that the restriction of our geodesic γ to [0,∞) lies in infinite cylinder of a
fixed radius C > 0. Let us define {γk}k≥1, γk : [0,∞)→ Hn by
γk(s) = δ 1
k
(γ(sk)), s ∈ [0,∞).
In what follows we shall check that γk : [0,∞)→ Hn is a infinite geodesic for every k.
In order to do that observe first that since γ : [0,∞)→ Hn is a geodesic with respect to
dSR we have
dSF (γ(s), γ(s
′)) = |s− s′|, for all s, s′ ∈ [0,∞).
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Using the homogeneity of the metric dSF we can infer that
dSF (γk(s), γk(s
′)) = dSF (δ 1
k
γ(ks), δ 1
k
γ(ks′)) =
1
k
dSF (γ(ks), γ(ks
′)) =
=
1
k
|ks− ks′| = |s− s′| for all s, s′ ∈ [0,∞).
This relation shows that γk : [0,∞)→ Hn is an infinite geodesic for every k as claimed.
At the same time this also shows that the family of functions {γk}k≥1, γk : [0, 1] → Hn
is uniformly bounded and equicontinuous. Uniform boundedness of the family follows
from the fact that γk(0) = 0 for all k. Applying the theorem of Arzelá-Ascoli we obtain a
subsequence γnk : [0, 1] → Hn converging uniformly to a function γ̂ : [0, 1] → Hn Using
the fact that
dSF (γnk(s), γnk(s
′)) = |s− s′| for all s, s′ ∈ [0, 1],
and taking the limit in this equation as k →∞we obtain
dSF (γ̂(s), γ̂(s
′)) = |s− s′| for all s, s′ ∈ [0, 1].
This shows that γ̂ : [0, 1] → Hn is a gedoesic.
On the other hand, relation (4.7) implies that γ̂ = (γ̂1, . . . , γ̂2n+1)will satisfy γ̂i = 0 for
i = 1 . . . 2n. This means that the curve γ̂ is contained in the vertical axis. It is clear also
that the the image γ̂ is not reduced to a single point and so it must contain a non-trivial
interval of the vertical axis. However, it is well known that the Hausdorff dimension
with respect to dSF of any non-trival interval of the vertical axis is equal to 2. (For this
statement and more general related results we refer to [?]). This clearly contradicts the
fact that γ̂ is a geodesic. 
4.2. N is a strictly convex and non-smooth norm. In this subsection we show the mod-
ifications necessary to prove Theorem 1.2 in the general case when the normN is strictly
convex and not necessarily smooth.
In fact the proof follows along the same lines as the one of Proposition 4.4. The
only missing piece from the puzzle is the following boundedness property of infinite
geodesics.
Proposition 4.8. Let N : R2n → R≥0 be a strictly convex and possibly non-smooth norm. Let
γ = (x1, . . . , xn, y1, . . . , yn, t) : R→ Hn
be an infinite geodesic with respect to the sub-Finsler metric associated toN . Assume in addition
that γ is not a horizontal line. Then there exists a constant C > 0 such that
‖(x1(s), . . . , xn(s), y1(s), . . . , yn(s))‖ = ‖(γ1(s), . . . , γ2n(s))‖ ≤ C, ∀s ∈ R. (4.9)
Proof: We shall prove the estimate of (4.8) only of values s ≥ 0 For negative values of s
the argument is similar. Let us restrict γ to the finite interval [0, T ] for some T > 0.
Let us recall that relation (3.13) gives
aTi (s) = λ
T
i (0)+4λ
T
2n+1yi(s), a
T
n+i(s) = λ
T
n+i(0)−4λT2n+1xi(s), i = 1, . . . n, s ∈ [0, T ].
Setting s = 0 in the above relations and using that γ(0) = e we conclude that aTi (0) =
λTi (0), for every i, and so we can write these relations in shorthand as
aT (s) = aT (0) + 4kTJnγI(s), s ∈ [0, T ]. (4.10)
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where Jn is the standard symplectic matrix in R2n. Let us choose a parameter value s0
for which v(s0) 6= v(0) and γI(s0) 6= 0. Since γ is not a line, such value s0 can be found
for a sufficient large T . Let us write the above relation (4.10) at s0 as
aT (s0)− aT (0) = 4kTJnγI(s0), s ∈ [0, T ]. (4.11)
Notice that aT (s0) ∈ ∂FN (v(s0)), aT (0) ∈ ∂FN (v(0)). Furthermore, observe that ∂FN (v(s0))
and ∂FN (v(0)) are two compact and convex sets. By the strict convexity of N the inter-
section of ∂FN (v(s0)) and ∂FN (v(0)) is empty according to Proposition 2.11. This implies
that
c := min{‖u − u′‖ : u ∈ ∂FN (v(s0)), u′ ∈ ∂FN (v(0))} > 0, (4.12)
which yields the estimate
0 < c ≤ ‖aT (s0)− aT (0)‖ (4.13)
for all values of T > s0. Taking the norm in (4.11) we obtain
c ≤ 4|kT |‖γI(s0)‖,
which implies that
|kT | ≥ c
4‖γI(s0)‖ , T > s0. (4.14)
Now let us turn back to the relation (4.10): using that N(v(s)) = 1, aT (s) ∈ ∂FN (v(s))
and the fact that the operator v → ∂FN (v) is upper semicontinuous (see [3, Proposition
2.1]) we obtain that aT (s) takes values in a fixed compact set that is independent on T
and s. We can now write (4.10) in the form
aT (s)− aT (0)
4kT
= JnγI(s), s ∈ [0, T ].
Taking into consideration the above discussion and the estimate (4.14) we can conclude
that the quantity on the left hand side of the above relation takes values in a fixed com-
pact set independently on s and T proving our claim. 
5. EXAMPLES AND FINAL REMARKS
Let p ∈ [1,∞], and let ‖ · ‖p be the p-norm on R2n and a ∈ (0,∞). Then one can check
(see [5]) that the function
Nˆ = Np,a : H
n → R, (z, t) 7→ max
{
||z||p, a
√
|t|
}
,
defines a left-invariant norm on Hn, if either 1 ≤ p ≤ 2 and 0 < a ≤ 1 or if 2 < p ≤
∞ and 0 < a ≤ n1/p−1/2.
In [5] it was proved that that Nˆ = Np,a has the GLP iff p ∈ (1,+∞). This can be
obtained also as an immediate corollary of Theorem 1.2 observing that the norm N as-
sociated to Nˆ = Np,a is the usual p-norm: N(z) = ||z||p. Since || · ||p is strictly convex if
and only if p ∈ (1,+∞) we obtain this result as an immediate corollary of Theorem 1.2.
Notice, that for p = ∞ or p = 1 admits infinite geodesics which are not lines, Nˆ = Np,a
and in fact there exist in this setting isometric embeddings which are non-linear.
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The above example is a particular case of a more general phenomena. Observe first
that non-strict convexity of a given norm N in R2n is equivalent with the existence non-
linear of infinite geodesics in the normed space (R2n, dN ). Next, we notice that hori-
zontal lifts of infinite geodesics in (R2n, dN ) will be infinite geodesics in associated sub-
Finsler space (Hn, dSR). This shows that there exists an abundance of non-linear infinite
geodesics that arise naturally in (Hn, dSR) whenever the original norm N is not strict
convex. For more details about the above argument we refer to the proof of Proposition
3.14 in [5].
In the first Heisenberg group H1, the classification of the geodesics with respect to
a sub-Finsler distance associated to a norm N is related to the following isoperimetric
problem on the Minkowski plane (R2, N): given a number A find a closed path through
0 of minimal N -length which encloses (Euclidean) area A. To describe the solution, we
recall the following notation for the closed unit ball and dual ball in (R2, N):
B := {z ∈ R2 : N(z) ≤ 1} and B◦ := {w : 〈w, z〉 ≤ 1 : z ∈ B}.
The isoperimetrix I is the boundary of B◦ rotated by π/2, and it can be parameterized as
a closed curve. Buseman [9] proved that the solution to the above stated isoperimetric
problem is given by (appropriate dilation and translation) of the isoperimetrix. Note
that if N is strictly convex, then I is of class C1. Considering the associated sub-Finsler
space (H1, dSF )we can conclude that horizontal lifts of the isoperimetrix a will be in fact
geodesics in (H1, dSF ). Let us note that this classical result of Busemann follows rather
easily from the control-theoretical approach, in particular Proposition 3.17. In fact we
can observe that according to Proposition 3.17 the geodesics in (Hn, dSR) are also curves
on the boundary of the dual ball, B◦ where
B := {z ∈ R2n : N(z) ≤ 1} and B◦ := {w : 〈w, z〉 ≤ 1 : z ∈ B}.
To be clear, in the case n = 1, if we have a geodesic then in Proposition 3.17 we obtain
N∗(a(s)) = N(v(s)) = R = 1; this implies, using (3.13),
(λ1(0) + 4ky(s), λ2(0)− 4kx(s)) ∈ ∂BN∗ , ∀s.
If k 6= 0, this is equivalent to
(y(s),−x(s)) ∈ 1
4k
(
∂BN∗ − (λ1(0), λ2(0))
)
, ∀s.
And this is equivalent to the fact that (x(s), y(s)) lies in the set described by the Busseman
result, i.e. considering the set ∂BN∗ , a translation, a dilation and a rotation of π/2. For
n = 1 the whole boundary is curve and so the geodesics in (H1, dSF ) can be explicitly
characterised.
In higher dimensions such explicit characterisation cannot be expected for a general
norm N . In certain particular cases this is still possible. An example of this explicit
characterisation is the well-known case of the sub-Riemannian geodesics when N is the
usual Euclidean normN(z) = ||z||2 given byMonti [17] who also used control theoretical
approach. In this case the optimal control problem (3.2) can be explicitly solved and the
expressions of the sub-Riemannian geodesics are precisely computed [17].
As we have showed, the case ofN a strictly convex and non-smooth normmay lead to
the non-uniqueness and ambiguity of the multiplier coming from Pontryagin’s theorem.
In the next example we show that this situation actually happens. We construct a solution
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of the optimal control problem (3.2) such that there exist multiple choices for a(s) such
that inclusion (3.18) holds, since the multiplier λv is not unique. From this we can see
that without the assumption on the smoothness of the norm, Proposition 4.1 does not
hold.
Example 5.1 (strictly convex and non-smooth norm). Let N : R2 → R≥0 defined by ,
N(z) = |x|+
√
2x2 + y2,
for z = (x, y) ∈ R2.
It is an exercise to show that the shape of ∂BN is a sort of an American football ball,
non smooth in the points (0,±1): more precisely we have
∂BN = {(x, y) ∈ R2 : x2 + y2 + 2|x| − 1 = 0}.
We can calculate the dual norm using its definition via some rather tedious calculation
to obtain
N∗(x, y) =
{
−|x|+
√
2
√
x2 + y2 if |x| ≥ |y|
|y| if |x| < |y| (5.1)
with
∂BN∗ =
{
(x, y) ∈ R2 : |x| ≤ 1, |y| = 1
}
∪
{
(x, y) ∈ R2 : |x| ≥ 1, x2 + 2y2 − 2|x| = 1
}
and
∇N∗(x, y) =

(
−sgn(x) +
√
2x√
x2 + y2
,
√
2y√
x2 + y2
)
if |x| ≥ |y|,
(0, sgn(y)) if |x| < |y|.
(5.2)
We claim that the curve γ : [0, τ ] → H1 defined by
γ(s) =
{
(0,−s, 0) if s ∈ [0, 1](
−1 +
√
(1 + 2θ(s)− θ2(s))/2,−θ(s), γ3(s)
)
if s ∈ (1, τ ] (5.3)
is a geodesic. The function γ3 is defined via the horizontality condition on γ, while the
point τ and the function θ are defined as follows. Consider the Cauchy problem: θ˙ =
√
2 + 4θ − 2θ2
1 + θ
θ(1) = 1.
(5.4)
The solution is given by the relation
s−
√
2 arcsin
(
θ(s)− 1√
2
)
+
1
2
√
2 + 4θ(s)− 2θ(s)2 = 2. (5.5)
This relation defines a differentiable, increasing function θ : [1, τ ] → R, with τ = 2 +
π/
√
2, such that θ(τ) = 1 +
√
2.
The first step in order to show that γ is a geodesic is to prove that it is a solution of
the Pontryagin system (3.7)–(3.11). Equivalently γ is a curve such that the triple (v =
−γ˙I , λ, a) satisfies (3.7)–(3.11) for some a and λ.
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Clearly, by (5.3), we have
− γ˙I(s) = v(s) =

(0, 1) if s ∈ [0, 1](
θ˙(θ − 1)√
2 + 4θ − 2θ2 , θ˙(s)
)
if s ∈ (1, τ ]. (5.6)
Let us consider the function λ : [0, τ ] → R3 defined as in (3.12) choosing λ1(0) =
0, λ2(0) = 1 and λ3 = k = −1/4, i.e.
λ(s) =
(
−1
2
y(s), 1 +
1
2
x(s),−1
4
)
.
It is immediate to see that for such λ conditions (3.8)–(3.10) are satisfied.
Now, we define the function a : [0, τ ]→ R2 via (3.13):
a(s) =
{
(s, 1) if s ∈ [0, 1](
θ(s),
√
(1 + 2θ(s)− θ2(s))/2
)
if s ∈ (1, τ ]. (5.7)
We have to prove that relations (3.7) and (3.11) hold. First, it is easy to see, using the first
line in (5.1) and θ(s) > 0, that
N∗(a(s)) = 1, ∀s ∈ [0, τ ]. (5.8)
Now the Maximum Principle (3.7) is equivalent to (3.19), i.e. we have to prove that
v(s) ∈ N∗(a(s))∂N∗(a(s)) = {∇N∗(a(s))}, s ∈ [0, τ ],
taking into account (5.6), (5.7) and (5.2). The previous equality for s ∈ [0, 1] is obvious;
for s ∈ [1, τ ] we have to obtain(
θ˙(θ − 1)√
2 + 4θ − 2θ2 , θ˙(s)
)
=
(
−1 + 2θ
1 + θ
,
√
2 + 4θ − 2θ2
1 + θ
)
.
The two components of this equation are equivalent; together with the condition θ(1) =
1, we obtain exactly the Cauchy problem (5.4).
Hence (v, λ, a) solves the Pontryagin system (3.7)–(3.11) and γ is candidate to be a
geodesic. Now, from the mentioned Buseman’s theorem [9], γ is indeed a finite geodesic.
In the spirit of Proposition 4.8, let us consider T = 1 and the restriction of γ to [0, T ] :
we have the geodesic γ
∣∣
[0,1]
= γ˜, i.e. the horizontal segment from the origin to the point
(0,−1, 0). Hence v˜ = − ˙˜γ = (0, 1) is a optimal solution for (3.2) with g = (0, 1, 0). Let us
prove that for every (ℓ, k) such that
max (|ℓ|, |ℓ− 4k|) ≤ 1 (5.9)
the function λℓ,k : [0, 1] → R3 defined by
λℓ,k(s) = (ℓ− 2ks, 1, k)
is a multiplier associated to the optimal control v˜.
First the, for every (ℓ, k), via (3.13), we have the function aℓ,k : [0, 1] → R2 defined as
aℓ,k(s) = (ℓ− 4ks, 1).
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Conditions (3.8)–(3.10) are easily satisfied. Condition (5.9) gives that N∗(aℓ,k(s)) = 1.
Hence (3.19) becomes
v˜(s) = (0, 1) = ∇N∗(aℓ,k(s)), ∀s ∈ 0, 1.
Using (5.2), condition (5.9) guarantees the previous equality. Hence v˜ admits infinitely
many multipliers.
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