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Abstract
The purpose of the present paper is to introduce some new subclasses of strongly close-to-convex
functions defined by using the Noor integral operator and study their inclusion relationships with the
integral preserving properties. Our results include several previous known results as special cases.
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1. Introduction
Let A denote the class of analytic functions defined in the open unit disk U = {z ∈ C:
|z| < 1} with the normalization f (0) = f ′(z) − 1 = 0. If f and g are analytic in U , we
say that f is subordinate to g, written f ≺ g or f (z) ≺ g(z), if there exists a Schwartz
function w in U such that f (z)= g(w(z)). We denote by S∗(η) and C(η) the subclasses
of A consisting of all analytic functions which are, respectively, starlike and convex of
order η (0 η < 1) in U (see, e.g., Srivastava and Owa [20]).
If f ∈A satisfies∣∣∣∣arg
(
zf ′(z)
f (z)
− η
)∣∣∣∣< π2 β (z ∈ U),
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N.E. Cho / J. Math. Anal. Appl. 283 (2003) 202–212 203for some η (0 η < 1) and β (0 < β  1), then f is said to be strongly starlike of order β
and type η in U . If f ∈A satisfies∣∣∣∣arg
(
1+ zf
′′(z)
f ′(z)
− η
)∣∣∣∣< π2 β (z ∈ U),
for some η (0 η < 1) and β (0 < β  1), then f is said to be strongly convex of order β
and type η in U . We denote by S∗(β, η) and C(β, η) [4], respectively, the subclasses of A
consisting of all strongly starlike and strongly convex functions of order β and type η in U .
It is obvious that f ∈A belongs to C(β, η) if and only if zf ′ ∈ S∗(β, η). We also note that
S∗(1, η)= S∗(η) and C(1, η)= C(η). In particular, the classes S∗(β,0) and C(β,0) have
been extensively studied by Mocanu [7] and Nunokawa [13].
Let f ∈A. Denote by Dα :A→A the operator defined by
Dαf (z)= z
(1− z)α+1 ∗ f (z) (α >−1),
or equivalently,
Dnf (z)= z(z
n−1f (z))(n)
n!
(
n ∈N0 = {0,1,2, . . .}
)
,
where the symbol (∗) stands for the Hadamard product (or convolution). We note that
D0f (z)= f (z) and D1f (z)= zf ′(z). The operator Dnf is called the Ruscheweyh deriv-
ative of nth order of f [16]. Several classes of analytic functions, defined by using this
operator, have been studied by many authors [9,19,20].
Recently, analogous to Dnf , Noor [10] and Noor and Noor [12] defined an integral
operator In :A→A as follows.
Let fn(z)= z/(1− z)n+1, n ∈N0, and let f (†)n be defined such that
fn(z) ∗ f (†)n (z)=
z
(1− z)2 .
Then
Inf (z)= f (†)n (z) ∗ f (z)=
[
z
(1− z)n+1
](†)
∗ f (z). (1.1)
We note that I0f (z) = zf ′(z) and I1f (z) = f (z). The operator Inf defined by (1.1) is
called the Noor integral operator of nth order of f [4]. Moreover, Liu [4] introduced some
new subclasses of strongly starlike functions defined by using the Noor integral operator
and studied their properties. More recently, Liu and Noor [5] investigated some interesting
properties of the Noor integral operator. Now we define new classes of analytic functions
by using the Noor integral operator as follows.
For any n ∈ N0, let Kn(γ, δ, η,A,B) be the class of functions f ∈ A satisfying the
condition∣∣∣∣arg
(
z(Inf (z))
′
Ing(z)
− γ
)∣∣∣∣< π2 δ (0 γ < 1; 0 < δ  1; z ∈ U),
for some g ∈ Sn(η,A,B), where
204 N.E. Cho / J. Math. Anal. Appl. 283 (2003) 202–212Sn(η,A,B)=
{
g ∈A: 1
1− η
(
z(Ing(z))
′
Ing(z)
− η
)
≺ 1+Az
1+Bz
}
(0 η < 1; −1 B < A 1; z ∈ U).
We note that K0(γ,1, η,1,−1) and K1(γ,1, η,1,−1) are the classes of quasi-convex and
close-to-convex functions of order γ and type η, respectively, introduced and studied by
Noor and Alkhorasani [11] and Silverman [17]. Further, K1(0, δ,0,1,−1) is the class of
strongly close-to-convex functions of order δ in the sense of Pommerenke [15].
In the present paper, we give some argument properties of analytic functions belonging
to A which contain the basic inclusion relationships among the classes Kn(γ, δ, η,A,B).
The integral preserving properties in connection with the operators In defined by (1.1) are
also considered. Furthermore, we obtain the previous results by Bernardi [1], Libera [3],
Liu [4], Noor [8], and Noor and Alkhorasani [11] as special cases.
2. Main results
In proving our main results, we need the following lemmas.
Lemma 2.1 [2]. Let h be convex univalent in U with h(0) = 1 and Re(λh(z) + µ) > 0
(λ,µ ∈C). If p is analytic in U with p(0)= 1, then
p(z)+ zp
′(z)
λp(z)+µ ≺ h(z) (z ∈ U),
implies
p(z)≺ h(z) (z ∈ U).
Lemma 2.2 [6]. Let h be convex univalent in U and ω be analytic in U with Reω(z) 0.
If p is analytic in U and p(0)= h(0), then
p(z)+ω(z)zp′(z)≺ h(z) (z ∈ U),
implies
p(z)≺ h(z) (z ∈ U).
Lemma 2.3 [14]. Let p be analytic in U with p(0) = 1 and p(z) = 0 in U . If there exist
two points z1, z2 ∈ U such that
−π
2
α1 = argp(z1) < argp(z) < argp(z2)= π2 α2 (2.1)
for some α1, α2 (α1, α2 > 0) and for all z (|z|< |z1| = |z2|), then we have
z1p′(z1)
p(z1)
=−i α1 + α2
2
m and
z2p′(z2)
p(z2)
= i α1 + α2
2
m, (2.2)
where
m 1− |a|
1+ |a| and a = i tan
π
4
(
α2 − α1
α1 + α2
)
. (2.3)
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Proposition 2.1. Let h be convex univalent in U with h(0)= 1 and Reh(z) > 0. If a func-
tion f ∈A satisfies the condition
1
1− η
(
z(Inf (z))
′
Inf (z)
− η
)
≺ h(z) (0 η < 1; z ∈ U),
then
1
1− η
(
z(In+1f (z))′
In+1f (z)
− η
)
≺ h(z) (0 η < 1; z ∈ U).
Proof. Let
p(z)= 1
1− η
(
z(In+1f (z))′
In+1f (z)
− η
)
,
where p is analytic function with p(0)= 1. By using the equation
z
(
In+1f (z)
)′ = (n+ 1)Inf (z)− nIn+1f (z) [4], (2.4)
we get
n+ η+ (1− η)p(z)= (n+ 1) Inf (z)
In+1f (z)
. (2.5)
Taking logarithmic derivatives in both sides of (2.5) and multiplying by z, we have
p(z)+ zp
′(z)
n+ η+ (1− η)p(z) =
1
1− η
(
z(Inf (z))
′
Inf (z)
− η
)
(z ∈ U).
Applying Lemma 2.1, it follows that p ≺ h, that is,
1
1− η
(
z(In+1f (z))′
In+1f (z)
− η
)
≺ h(z) (z ∈ U). ✷
Taking h(z)= (1+Az)/(1+Bz) (−1 B <A 1), in Proposition 2.1, we have
Corollary 2.1. The inclusion relation, Sn(η,A,B)⊂ Sn+1(η,A,B), holds for any n ∈N0.
Proposition 2.2. Let h be convex univalent in U with h(0)= 1 and Reh(z) > 0. If a func-
tion f ∈A satisfies the condition
1
1− η
(
z(Inf (z))
′
Inf (z)
− η
)
≺ h(z) (0 η < 1; z ∈ U),
then
1
1− η
(
z(InFc(f )(z))
′
InFc(f )(z)
− η
)
≺ h(z) (0 η < 1; z ∈ U),
where Fc be the integral operator defined by
Fc(f ) := Fc(f )(z)= c+ 1
zc
z∫
0
tc−1f (t) dt (c 0). (2.6)
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z
(
InFc(f )(z)
)′ = (c+ 1)Inf (z)− cInFc(f )(z). (2.7)
Let
p(z)= 1
1− η
(
z(InFc(f )(z))
′
InFc(f )(z)
− η
)
,
where p is analytic function with p(0)= 1. Then, by using (2.7), we get
c+ η+ (1− η)p(z)= (c+ 1) Inf (z)
InFc(f )(z)
. (2.8)
Taking logarithmic derivatives in both sides of (2.8) and multiplying by z, we have
p(z)+ zp
′(z)
c+ η+ (1− η)p(z) =
1
1− η
(
z(Inf (z))
′
Inf (z)
− η
)
(z ∈ U).
Therefore, by Lemma 2.1, we obtain that
1
1− η
(
z(InFc(f )(z))
′
InFc(f )(z)
− η
)
≺ h(z) (z ∈ U). ✷
Letting h(z) = (1 + Az)/(1 + Bz) (−1  B < A  1), in Proposition 2.2, we have
immediately
Corollary 2.2. If f ∈ Sn(η,A,B), then Fc(f ) ∈ Sn(η,A,B), where Fc is the integral
operator defined by (2.6).
Remark 2.1. If we take h(z) = ((1 + z)/(1 − z))α (0 < α  1), in Propositions 2.1 and
2.2, then we have the recent results obtained by Liu [4].
Now, we derive
Theorem 2.1. Let f ∈A and 0 < δ1, δ2  1,0 γ < 1. If
−π
2
δ1 < arg
(
z(Inf (z))
′
Ing(z)
− γ
)
<
π
2
δ2
for some g ∈ Sn(η,A,B), then
−π
2
α1 < arg
(
z(In+1f (z))′
In+1g(z)
− γ
)
<
π
2
α2,
where α1 and α2 (0 < α1, α1  1) are the solutions of the equations:
δ1 =
{
α1 + 2π tan−1
(
(α1+α2)(1−|a|) cos π2 t1
2
( (1−η)(1+A)
1+B +η+n
)
(1+|a|)+(α1+α2)(1−|a|) sin π2 t1
)
for B = −1,
α1 for B =−1,
(2.9)
and
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{
α2 + 2π tan−1
(
(α1+α2)(1−|a|) cos π2 t1
2
( (1−η)(1+A)
1+B +η+n
)
(1+|a|)+(α1+α2)(1−|a|) sin π2 t1
)
for B = −1,
α2 for B =−1,
(2.10)
when a is given by (2.3) and
t1 = 2
π
sin−1
(
(1− η)(A−B)
(1− η)(1−AB)+ (η+ n)(1−B2)
)
. (2.11)
Proof. Let
p(z)= 1
1− γ
(
z(In+1f (z))′
In+1g(z)
− γ
)
.
Using (2.4) and simplifying, we have(
(1− γ )p(z)+ γ )In+1g(z)= (n+ 1)Inf (z)− nIn+1f (z). (2.12)
Differentiating (2.12) and multiplying by z, we obtain
(1− γ )zp′(z)In+1g(z)+
(
(1− γ )p(z)+ γ )z(In+1g(z))′
= (n+ 1)z(Inf (z))′ − nz(In+1f (z))′. (2.13)
Since g ∈ Sn(η,A,B), by Corollary 2.1, we know that g ∈ Sn+1(η,A,B). Let
q(z)= 1
1− η
(
z(In+1g(z))′
In+1g(z)
− η
)
.
Then, using (2.4) once again, we have
(1− η)q(z)+ η+ n= (n+ 1) Ing(z)
In+1g(z)
. (2.14)
From (2.13) and (2.14), we obtain
1
1− γ
(
z(Inf (z))
′
Ing(z)
− γ
)
= p(z)+ zp
′(z)
(1− η)q(z)+ η+ n.
While, by using the result of Silverman and Silvia [18], we have∣∣∣∣q(z)− 1−AB1−B2
∣∣∣∣< A−B1−B2 (z ∈ U; B = −1), (2.15)
and
Re
{
q(z)
}
>
1−A
2
(z ∈ U; B =−1). (2.16)
Then, from (2.15) and (2.16), we obtain
(1− η)q(z)+ η+ n= ρeiπφ/2,
where{
(1−η)(1−A)
1−B + η+ n < ρ < (1−η)(1+A)1+B + η+ n,−t < φ < t for B = −1,1 1
208 N.E. Cho / J. Math. Anal. Appl. 283 (2003) 202–212when t1 is given by (2.11), and{
(1−η)(1−A)
2 + η+ n < ρ <∞,−1 < φ < 1 for B =−1.
Here, we note that p is analytic in U with p(0)= 1 and Rep(z) > 0 in U by applying the
assumption and Lemma 2.2 with ω(z)= 1/((1− η)q(z)+ η+ n). Hence p(z) = 0 in U .
If there exist two points z1, z2 ∈ U such that the condition (2.1) is satisfied, then (by
Lemma 2.3) we obtain (2.2) under the restriction (2.3). At first, for the case B = −1, we
obtain
arg
(
p(z1)+ z1p
′(z1)
(1− η)q(z1)+ η+ n
)
=−π
2
α1 + arg
(
1− i α1 + α2
2
m
(
ρeiπφ/2
)−1)
−π
2
α1 − tan−1
(
(α1 + α2)m sin π2 (1− φ)
2ρ + (α1 + α2)m cos π2 (1− φ)
)
−π
2
α1 − tan−1
(
(α1 + α2)(1− |a|) cos π2 t1
2
( (1−η)(1+A)
1+B + η+ n
)
(1+ |a|)+ (α1 + α2)(1− |a|) sin π2 t1
)
=−π
2
δ1,
and
arg
(
p(z2)+ z2p
′(z2)
(1− η)q(z2)+ η+ n
)
 π
2
α2 + tan−1
(
(α1 + α2)(1− |a|) cos π2 t1
2
( (1−η)(1+A)
1+B + η+ n
)
(1+ |a|)+ (α + β)(1− |a|) sin π2 t1
)
= π
2
δ2,
where we have used the inequality (2.3), and δ1, δ2, and t1 are given by (2.9), (2.10) and
(2.11), respectively. Similarly, for the case B =−1, we have
arg
(
p(z1)+ z1p
′(z1)
(1− η)q(z1)+ η+ n
)
−π
2
α1
and
arg
(
p(z2)+ z1p
′(z2)
(1− η)q(z2)+ η+ n
)
 π
2
α2.
These are contradiction to the assumption of Theorem 2.1. Therefore we complete the
proof of Theorem 2.1. ✷
If we let δ1 = δ2 in Theorem 2.1, then we see easily the following
Corollary 2.3. The inclusion relation, Kn(γ, δ, η,A,B)⊂ Kn+1(γ, δ, η,A,B), holds for
any n ∈N0.
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Corollary 2.4. Let f ∈A. If∣∣∣∣arg
(
(zf ′(z))′
g′(z)
− γ
)∣∣∣∣< π2 δ (0 γ < 1; 0 < δ  1),
for some g ∈ S0(η,A,B), then∣∣∣∣arg
(
zf ′(z)
g(z)
− γ
)∣∣∣∣< π2 α,
where α (0 < α  1) is the solution of the equation:
δ =
{
α + 2
π
tan−1
(
α cos π2 t1( (1−η)(1+A)
1+B +η
)+α sin π2 t1
)
for B = −1,
α for B =−1,
when t1 is given by (2.11) with n= 0.
Remark 2.2. If we put A= 1, B =−1, and δ = 1 in Corollary 2.4, then we see that every
quasi-convex function of order γ and type η is close-to-convex function of order γ and
type η, which reduces the result obtained by Noor [8].
Letting n= γ = 0, B→A (A< 1), and g(z)= z in Theorem 2.1, we obtain
Corollary 2.5. Let f ∈A and 0 < δ1, δ2  1. If
−π
2
δ1 < arg
(
f ′(z)+ zf ′′(z))< π
2
δ2,
then
−π
2
α1 < argf ′(z) <
π
2
α2,
where α1 and α2 (0 < α1, α2  1) are the solutions of the equations:
δ1 = α1 + 2
π
tan−1 (α1 + α2)(1− |a|)
2(1+ |a|)
and
δ2 = α2 + 2
π
tan−1 (α1 + α2)(1− |a|)
2(1+ |a|) .
Next, we prove
Theorem 2.2. Let f ∈A and 0 < δ1, δ2  1, 0 γ < 1. If
−π
2
δ1 < arg
(
z(Inf (z))
′
Ing(z)
− γ
)
<
π
2
δ2
for some g ∈ Sn(η,A,B), then
−π α1 < arg
(
z(InFc(f )(z))
′
− γ
)
<
π
α2,2 InFc(g)(z) 2
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equations:
δ1 =
{
α1 + 2π tan−1
(
(α1+α2)(1−|a|) cos π2 t2
2
( (1−η)(1+A)
1+B +η+c
)
(1+|a|)+(α1+α2)(1−|a|) sin π2 t2
)
for B = −1,
α1 for B =−1,
and
δ2 =
{
α2 + 2π tan−1
(
(α1+α2)(1−|a|) cos π2 t2
2
( (1−η)(1+A)
1+B +η+c
)
(1+|a|)+(α1+α2)(1−|a|) sin π2 t2
)
for B = −1,
α2 for B =−1,
when a is given by (2.3) and t2 is t1 given by (2.11) with n= c.
Proof. Let
p(z)= 1
1− γ
(
z(InFc(f )(z))
′
InFc(g)(z)
− γ
)
.
Since g ∈ Sn(η,A,B), we have from Corollary 2.2 that Fc(g) ∈ Sn(η,A,B).
Using (2.7) we have(
(1− γ )p(z)+ γ )InFc(g)(z)= (c+ 1)Inf (z)− cInFc(f )(z).
Then, by a simple calculation, we get
(1− γ )zp′(z)+ ((1− γ )p(z)+ γ )((1− η)q(z)+ η+ c)= (c+ 1) z(Inf (z))′
InFc(g)(z)
,
where
q(z)= 1
1− η
(
z(InFc(g)(z))
′
InFc(g)(z)
− η
)
.
Hence we have
1
1− γ
(
z(Inf (z))
′
Ing(z)
− γ
)
= p(z)+ zp
′(z)
(1− η)q(z)+ η+ c .
The remaining part of the proof in Theorem 2.3 is similar to that of Theorem 2.1 and so
we omit it. ✷
Taking δ1 = δ2 in Theorem 2.2, we have
Corollary 2.6. Let f ∈A and 0 γ < 1,0 < δ  1. If∣∣∣∣arg
(
z(Inf (z))
′
Ing(z)
− γ
)∣∣∣∣< π2 δ
for some g ∈ Sn(η,A,B), then∣∣∣∣arg
(
z(InFc(f )(z))
′
− γ
)∣∣∣∣< π α,InFc(g)(z) 2
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δ =
{
α + 2
π
tan−1
(
α cos π2 t2( (1−η)(1+A)
1+B +η+c
)+α sin π2 t2
)
for B = −1,
α for B =−1,
when t2 is t1 given by (2.11) with n= c.
From Corollary 2.6, we see easily the following
Corollary 2.7. If f ∈ Kn(γ, δ, η,A,B), then Fc(f ) ∈ Kn(γ, δ, η,A,B), where Fc is the
integral operator defined by (2.6).
Remark 2.3. If we take n = 0 and n = 1 with δ = 1, A = 1, and B = −1 in Corol-
lary 2.7, respectively, then we have the corresponding results obtained by Noor and Alkho-
rasani [11]. Furthermore, taking n= 1, γ = 0, A= 1, B =−1, and δ = 1 in Corollary 2.7,
we obtain the classical result by Bernardi [1], which implies the result studied by Lib-
era [3].
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