The author presented two different proofs for a generalization of the Aztec diamond theorem using a bijection between tilings and non-intersecting paths (A generalization of Aztec diamond theorem, part I, Electronic Journal of Combinatorics) and the subgraph replacement method (Enumeration of hybrid domino-lozenge tilings, Journal of Combinatorial Theory, Series A). In this paper, we use Kuo's graphical condensation and a certain reduction theorem to give two new proofs for the generalization.
Introduction
A lattice divides the plane into non-overlapped parts called fundamental regions. A region considered in this paper is a finite connected union of fundamental regions. We define a tile to be the union of any two fundamental regions sharing an edge. We are interested how many different ways to cover a region by tiles such that there are no gap or overlaps; and such coverings are called tilings.
Let G be a finite simple graph without loops. A perfect matching of G is a collection of edges such that each vertex of G is adjacent to precisely one edge of the collection. Perfect matchings are usually called dimer coverings in statistical mechanics, or 1-factor in graph theory. Denote by M(G) the number of perfect matchings of the graph G.
The (planar) dual graph of a region R is the graph whose vertices are the fundamental regions in R, and whose edges connect two fundamental regions precisely when they share an edge. The tilings of the region R are in bijection with the perfect matchings of its dual graph. In the view of this, we use the notation M(R) for the number of tilings of R.
One of the most popular regions in the field of enumeration of tilings is the Aztec diamond introduced by Elkies, Kuperberg, Larsen and Propp [5] . To precise, the Aztec diamond of order n is defined to be the union of all the unit squares inside the contour |x| + |y| = n + 1. Figure 1 .1 illustrates the Aztec diamond of order 4 and its dual graph. It has been proved in [5] that the number of tilings of the Aztec diamond of order n is 2 n(n+1)/2 . This result is usually mentioned as the Aztec diamond theorem. The first four proofs of the theorem were presented in [5] . Many further proofs has been given by different authors (see e.g. [1] , [2] , [6] , [7] , [8] , [13] ). Chris Douglas [4] considered a variant of Aztec diamonds on the square lattice with every second southwest-to-northeast diagonal drawn in. The family of Douglas regions, denoted by D(n) are illustrated in Figure 1 .2. The four vertices of the region of order n (indicated by black dots in Figure 1 .2) are the vertices of a diamond of side-length 2n √ 2. Douglas proved a conjecture posed by Propp that the region D(n) has 2 2n(n+1) tilings.
We introduce next a family of regions called generalized Douglas regions (see [9] ) that can be considered as a common generalization of the Aztec diamonds and the Douglas' regions D(n). The generalized Douglas regions were first introduced in the previous part of this paper [9] , and also in [10] as a portion of the so called quasi-hexagons. Moreover, it has been proved by the author that the number of tilings of a generalized Douglas region is given by a power of 2. The detail statement of the result is shown in Theorem 1.1 in the next part of this section. The goal of this paper is to give two new proofs of Theorem 1.1. If ones already read the prequel of this paper [9] , they would like moving their attention quickly to the new proofs presented in the next sections.
From now on, the term "diagonal" will be used to mean "southwest-to-northeast diagonal". We define the unit of the distance between two lattice diagonals to be √ 2/2. Thus, the distances between any two successive diagonals drawn in of the region D(n) are all 2. Next, we consider general situation when the distances between two successive drawn-in diagonals are arbitrary.
Consider two distinguished lattice diagonals ℓ and ℓ ′ that are not drawn-in diagonals, so that ℓ ′ is below ℓ. Assume that k − 1 diagonals have been drawn between ℓ and ℓ ′ , with the distances between successive ones, starting from top, being d 2 , . . . , d k−2 . The distance between ℓ and the top drawn-in diagonal is d 1 , and the distance between the bottom drawn-in diagonal and ℓ ′ is d k . The above setup of drawn-in diagonal gives a new lattice whose fundamental regions are squares or triangles. Moreover, the triangles only appear along the drawn-in diagonals.
Given a positive integer a, we define the region D a (d 1 , . . . , d k ) inspired by the Aztec diamonds and Douglas' regions as follows (see Figure 1 .3 for an example). The southwestern and northeastern boundaries of D a (d 1 , . . . , d k ) are defined in the next two paragraphs.
Color the new lattice black and white so that any two fundamental regions sharing an edge have opposite colors, and the fundamental regions passed through by ℓ are white. We notice that ℓ and ℓ ′ pass through unit squares, since they are not drawn-in diagonals. Starting from a lattice point A on ℓ, we take unit steps south or east so that for each step the fundamental region on the right is black. We meet ℓ ′ at another lattice point B; and the described path from A to B is the northeastern boundary of our region.
Next, we pick the lattice point D on ℓ to the left of A so that the Euclidean distance between A and D is |AD| = a √ 2. The southwestern boundary of our region is obtained by reflecting the northeastern one about the perpendicular bisector of segment AD, and reversing the directions of its steps (from south to north, and from east to west). Let C be the intersection of the southwestern boundary and ℓ ′ .
Finally, we connect two lattice points D to A by a zigzag lattice path consisting alternatively of east and north steps, and starting by a north step. Similarly, we connect B to C by a zigzag lattice path consisting alternatively of west and south steps, and starting by a south step. These two zigzag lattice paths are the northwestern and southeastern boundaries, and they complete the boundary of the region D a (d 1 , . . . , d k ) . We call the resulting region a generalized Douglas region, and the four lattice point A, B, C, D the vertices of the regions.
The next remark heps us eliminate several uninteresting generalized Douglas regions.
Remark 1.
(1) If the lattice diagonal ℓ ′ passes through black unit squares, then the region does not have any tilings (since we can not cover the black unit squares by disjoint tiles). Hereafter, we assume that ℓ ′ passes through white unit squares.
(2) Since only connected regions are considered in this paper, we also assume from now on that the southwestern and northeastern boundaries do not intersect each other.
Following the language in the prequel [9] of the paper, we call the fundamental regions in a generalized Douglas region cells. There are two types of cells, square and triangular cells; and the latter come in two orientations: they may point towards ℓ ′ or away from ℓ ′ . We call them down-pointing triangles or up-pointing triangles, respectively.
A (southwest-to-northeast) line of cells consists of all the triangular cells of a given color with bases resting on a fixed lattice diagonal, or of all the square cells passed through by a fixed lattice diagonal. Define the width of our region to be the number of white squares in the bottom line of cells, i.e. |BC|/ √ 2. A cell is said to be regular if it is a black square or a black up-pointing triangles. The number of regular cells will play a key role in the number of tilings of a generalized Douglas region given by the next theorem. 
where C is the number of regular cells of the region.
One readily sees that the Aztec diamond theorem and Douglas' theorem are two special cases of Theorem 1.1 (corresponding to the case when k = 1 and a = d 1 = n, and the case when k = 2n ≥ 2,
As mentioned before, the author proved Theorem 1.1 by two ways using a bijection between tilings and non-intersecting lattice paths (see [9] ), and the subgraph replacement method (see [10] ). In the next two sections, we present two new proofs for the Theorem 1.1 using Kuo's graphical condensation [8] and a certain reduction theorem due to Propp [13] , respectively.
Proof using graphical condensation
Kuo proved the Aztec diamond theorem by using a method called "graphical condensation" (see [8] ). The key of his proof is the following combinatorial interpretation of the Desnanot-Jacobi identity in linear algebra (see [? ] , Section 3; [12] , pp. 136-149).
Theorem 2.1 (Kuo's Condensation Theorem [8] ). Let G be a planar bipartite graph, and let V 1 and V 2 be the two vertex classes. Assume that |V 1 | = |V 2 |. Assume in addition that x, y, z and t are four vertices appearing in cyclic order on a face of G so that x, z ∈ V 1 and y, t ∈ V 2 . Then
Before presenting the proof of Theorem 1.1, we investigate further the structure of a generalized Douglas region.
Consider a generalized Douglas region
Denote by p, m, n respectively the numbers of lines of the black squares, the black up-pointing triangles, and the black down-pointing triangles in the region 2 . The following facts have been proved in [9] (see Section 3). 
We call the value a + w =
The first layer is the part above the top drawn-in diagonal, the last layer is the part below the bottom drawn-in diagonal, and the i-th layer (for 1 < i < k) is the part between the (i − 1)-th and the i-th drawn-in diagonals.
A forced edge of a graph G is an edge contained in every perfect matching of G. Removing forced edges and the vertices incident to them does not change the number of perfect matchings of a graph 3 .
We are now ready to prove Theorem 1.1 by induction on the total size of the generalized Douglas regions.
Color the vertices of G by the same color as their corresponding cells in D.
We prove the equality (1.1) by induction on the total size
For a + h ≤ 4, we only need to check the equality (1.1) for several simple cases corresponding to the positive integer solutions of the inequality
There are 15 such solutions: (1), (2), (3), (4) For induction step, suppose (1.1) holds for any generalized Douglas regions with the total size strictly less than t, for some t ≥ 5. We need to show that this equality holds for any generalized Douglas region D := D a (d 1 , . . . , d k ) with the total size t.
If k = 1, then our region is exactly the Aztec diamond region of order a, and one readily sees that (1.1) holds in this case. Therefore, we can assume from now on that k > 1.
There are two cases to distinguish, based on the values of a and w (a ≥ 3 and w ≥ 3, or at least one of a and w is less than 3).
CASE I. a ≥ 3 and w ≥ 3.
We divide further this case into 6 subcases, based on the thickness to the first and the last layers of D (i.e., on d 1 and d k ). We can assume that d 1 ≤ d k (otherwise, one can flip the region about ℓ ′ to obtain a new generalized Douglas region with the first layer is not thicker than the last layer).
D with the four vertices x, y, z, t chosen as in Figure 2 .1(a). To precise, x and z are the black vertices on the western and eastern corners of G; and y and t are the white vertices on the southern and northern corners of G.
Removing forced edges from the graphs G − {x, y} and G − {t, x}, we get two graphs both isomorphic to Figures 2.1 (b) and (e); the forced edges are circled). Similarly, we get two graphs both isomorphic to
after removing forced edges from G − {y, z} and G − {z, t} (illustrated in Figures 2.1 (c) and (d) ). Finally, G − {x, y, z, t} gives a graph isomorphic to
after removing forced edges (see Figure 2 .1 (f)). Thus, by Kuo's Theorem 2.1, we obtain
Let D i be the generalized Douglas region having the dual graph G i , for i = 1, 2, 3. In particular,
, and D 3 have the total sizes less than t, so by induction hypothesis and the equality (2.3), we have
Therefore, the equality (1.1) is equivalent to
One readily sees that w 1 = w 2 = w − 1 (2.6) and 
Similarly, we have
and
Combining (2.6)-(2.10), we get (2.5), which is equivalent to (1.1).
We use here the same notations of Case I.1 (and continue using this in all other subcases) by assuming G 1 , G 2 , G 3 are the graphs obtained by removing forced edges from G − {x, y} (and also from G − {t, x}), from G − {y, z} (and also from G − {z, t}), and We apply also Kuo's Condensation Theorem to the dual graph G of D with the four vertices x, y, z, t chosen as in Case I.1 (see Figure 2.2(a) ). We get also the equality (2.3) , where 
(similarly to Case I.1.),
and where m is the smallest index greater than 1 so that d m ≥ 2. Again, we only need to check the equality (2.5) here. However, all the equalities (2.6)-(2.10) in Case I.1 still hold here. This means that (2.5) has been verified.
Apply the same procedure in the Cases I.1 and I.2, based on Figure 2.3 (a) . We only need to verify (2.5) for Figure 2.3(b) ), Figure 2.3 (c) ). Thank (again) to the equalities (2.6)-(2.10), we get (2.5).
Assume that m is the smallest index greater than 1 so that d m ≥ 1, and q is the largest index smaller than k so that d q ≥ 2. It is routine to check (2.5), where the three graphs
We also have the two equalities (2.6) and (2.8) as in Case I.1. Moreover, one can verify the following facts:
11)
12)
This implies (2.5).
Case I.5.
Repeat our machinery of checking (2.5) in the previous case, for
. Again, we get (2.6) and (2.8); and it is not hard to see that w 2 = w, (2.15)
16)
Then (2.5) follows.
Finally, our strategy works for
, where q is the largest index less than k so that d q ≥ 2. In this case, we have the same (six) constraints as in Case I.4. This completes the induction step for the case when a ≥ 3 and w ≥ 3.
CASE II. At least one of a and w is less than 3.
By the flipping trick as in Case I, we can assume without loss of generality that a ≤ w. Since a + w ≥ 5, we have a ≤ 2 and w ≥ 3. Recall that p, m, n are the number of lines of black squares, black up-pointing triangles, and black down-pointing triangles, respectively. We have a claim that
Proof. Assume otherwise that p = 0. Then the distances d i 's are all 1 (otherwise, we have d j ≥ 2, for some j, so the j-th layer has at least one line of black squares, that contradicts to p = 0). This implies that the last line of cells consists of up-pointing triangles having bases rest on ℓ ′ , this is impossible since ℓ ′ is not a drawn-in diagonal.
There are two subcases to distinguish, based on the values of a (a is 1 or 2).
Case II.1. a = p + n = 1
By Claim 1, (n, p) must be (0, 1). Then there is only one line of black squares in our region, and there are no lines of black down-pointing triangles. Thus, there is exactly one of the distances d i 's greater than or equal to 2 (since whenever d i ≥ 2, the ith layer has at least one line of black squares). If d k is odd, then the last layer of the region contains one line of black up-pointing triangles whose bases rest on ℓ ′ . This contradicts to the fact that ℓ ′ is not a drawn-in diagonal; so d k must be even in this case. Moreover, d k < 4 (otherwise Thus, we only need to show the following particular form of the equality :
Apply Kuo's Condensation Theorem to the graph G := A k with the four vertices x, y, z, t chosen as in Figure 2.4(a) . The graphs obtained from G − {x, y} and G − {x, t} by removing forced edges are isomorphic to A k−1 . The graphs G − {y, z}, G − {z, t} and G − {x, y, z, t} have only one perfect matching, since all edges are forced (the unique perfect matching of G − {z, t} is presented by the collection the circled edges in Figure  2 .4(b)). By Theorem 2.1, we get (ii)
, 2) when the first line of black squares is in the i-th layer (1 < i < k) and the second line of black squares is in the bottom layer. We can get (1.1) by applying the same procedure as in Case I.6.
, 2) when the first line of black squares is in the top layer, and the second line of black squares is in the bottom layer. We investigate this case below.
Denote by E k the dual graph of the region. It is easy to see that w = k + 1 (by 2.2c) and C = (w + 1)(w + 2)/2. Thus, we only need to prove the following particular form of (1.1):
Again, apply the Kuo's Condensation Theorem to the graph G := E k with the four vertices x, y, z, t selected as in Figure 2 .5(a). We get the graph A k (defined in Case II.1) from both G − {x, y} and G − {x, t} by removing forced edges. The graph G − {x, y, z, t} has only one perfect matching since all edges are forced (see Figure 2.5(b) ). Removing all forced edges from G − {z, t} and G − {y, z}, we both obtain a square whose number of perfect matchings is 2 (see the illustration in Figure 2 .5(c)). Thus, M(G − {z, t}) = M(G − {y, z}) = 2. By Kuo's Condensation Theorem, we obtain
Since the region D 1 (1, 1, . . . , 2) (i.e., the region has dual graph A k ) has the total size less than that of D, we get from induction hypothesis that M(A k ) = 2 k , which implies (2.21) and finishes our proof.
Proof using Reduction Theorem
The goal of this section is to prove Theorem 1.1 by using a certain reduction theorem due to Propp [13] (see Theorem 3.1). Propp developed the theorem from the "urban renewal" trick first observed by Kuperberg. He called it general domino shuffling in [13] .
Ciucu gave a refinement of this theorem in [3] and used it to enumerate tilings of many variations of the Aztec diamond (e.g. fortress regions, Aztec dungeons, Aztec dragon). The version of the reduction theorem used in this paper is due to Ciucu [3] . Before going to the statement of the theorem, we need some terminology stated below. The definition of M(G) can be generalized to the case of weighted graph G. M(G) denotes now the sum of the weights of all perfect matchings of G, where the weight of a perfect matching is the product of the weights on its constituent edges. M(G) is now called the matching generating function of G.
We call the dual graph of the Aztec diamond of order n rotated 45 0 the Aztec diamond graph of order n, denoted by AD n (see Figure 3 .1). Graph AD n has n rows and n columns of shaded diamonds, called d-cells 5 . The centers of edges of AD n form a 2n × 2n array; the entries of this array are the weights of these edges. We call this array the weight matrix of the weighted Aztec diamond AD n .
Let A be an k ×l matrix with k and l even. Place a copy of A in the upper left corner of the weight matrix and fill in the rest of the array periodically with period A (i.e. translate A to the right in the array l units at a time and down in the array k units at a time; if 2m is not a multiple of k or l, some of these translates will fit partially in the array).
Define the weight wt A on the edges of AD n by assigning each edge the corresponding entry of A in the array described above. We call A the weight pattern of the weight matrix. Denote by AD n (wt A ) the Aztec diamond graph of order n with the weight pattern A.
For a k × l matrix A with k and l even define a new k × l matrix d(A) as follows. Divide matrix A into 2 × 2 blocks x w y z and assume xz + yw = 0 for all such blocks. Replace each such block by a new block z/(xz + yw) y/(xz + yw) w/(xz + yw) x/(xz + yw) and denote the resulting k × l matrix by B. Define d(A) to be the k × l matrix obtained from B by cyclically shifting its columns one unit up and cyclically shifting the rows one unit left.
If the d-cell c has edges weighted by x, y, z, t (in cyclic order), set ∆(c) := xz + yt. We call ∆(c) the cell-factor of c. We always assume that the Aztec diamond of order 0 has matching generating function 1. where the product is taken over all d-cells c of AD n (wt A ).
The following useful lemma due to Ciucu Lemma 3.1 (Lemma 4.4 in [3] ). Consider the Aztec Diamond graph of order n with 2n × 2n weight matrix A. We divide A into n + 1 parts: the first row, the last row, and 2k-th and (2k + 1)-th rows, for k = 1, . . . , n − 1. A ′ is the matrix obtained from A by multiplying all entries of some part by a positive number t > 0, then
Let q be the number of lines of black cells in D a (d 1 , . .
. , d k ). Define a block matrix
, where A i is 1 1 1 0 (resp., Figure 3 .2; G ′ is the graph restricted by the bold contour). Moreover, G ′ is obtained from AD q (wt A ) by removing forced edges (illustrated by circled edges in Figure 3.2) . Therefore
Thus, we only need to show that
and the Theorem 1.1 follows. Next, we consider a family of matrices that contains the matrix Next, we define an operator sh on binary-block matrices that will play a key role in the our proof of Theorem 1.1. Assume that M is a binary-block matrix of dimension 2n × 2. The matrix sh(M ) is the binary-block matrix whose encoded sequence is obtained from code(M ) by the following procedure (see ). Finally, if s q = 0 (resp., +,−,±), then B q = 1/2 1/2 (resp., 1 0 , 1 1 , 1 0 ). Divide the matrix of the weighted Aztec diamond graph AD q−1 (wt d(A) ) into q parts as in Lemma 3.1. If s i = 0, we multiply all entries of the i-th part by 2. We get the weight matrix of the weighted Aztec diamond AD q−1 (wt sh(A) ). By Lemma 3.1, we have
Combining (3.6) and (3.7), we get (3.5).
The second proof of Theorem 1.1.
, and α j is the sequence obtained by removing the last j terms from the sequence code(sh (j) (A)), for 1 ≤ j ≤ q − 1, where sh (j) (A) is the matrix obtained by applying sh j times to the matrix A. In particular, α j has q − j terms. By Lemma 3.2, we have
where S is the total number of 0 terms in q sequences α 0 , α 1 , . . . , α q−1 . Denote by t(i) the number sequences α j , for 0 ≤ j ≤ q − i, which have the i-th term 0. Thus,
(3.9) Next, we find an expression of t(i), based on the structure of the sequence α 0 . We notice that, by the definition of A := A(d 1 , . . . , d k ), the sequence α 0 = code(A) does not contain any ± terms. If s i is −, then the i-th terms of α 1 , . . . , α q−i are − or ± (since the positions of − terms are unchanged under the application of sh), so t(i) = 0 in this case. If s i = − (i.e. is either + or 0), then let g(i) be the number of + terms among the last q − i + 1 terms of α 0 . Suppose that the indices of those + terms are i ≤ j 1 < j 2 < · · · < j g(i) ≤ q. Since all + terms move one unit to the left in each application of sh, we need j 1 − i applications to move the closest + term on the right of s i to the position of s i , and we also need j 2 −i applications to move the second closest + term to the position of s i , and so on. It means that the g(i) sequences α j 1 −i , α j 2 −i , . . . , α j g(i) −i have their i-th term +; and all other α j 's (0 ≤ j ≤ q − i) have this term 0. Thus, if
We now show that
by induction on the number of layers k ≥ 1 of the region (then the theorem follows from (3.8) and (3.9)). If k = 1, then q = w and our region is exactly the Aztec diamond of order w. One readily sees that C = w(w + 1)/2, thus the expression on the right hand side of (3.11) equals w(w + 1)/2. Moreover, α 0 now consists of all 0 terms, so t(i) = w − i + 1. Hence, the sum on the left hand side of (3.11) is also w(w + 1)/2, and (3.11) follows.
For the induction steps we suppose that (3.11) holds for any generalized Douglas regions having less than k layers, for k ≥ 2. We show that (3.11) also holds for any generalized Douglas region D := D a (d 1 , . . . , d k ) . There are two cases to distinguish, based on the parity of d 1 . Denote by A ′ , α ′ 0 := code(A ′ ), q ′ , t ′ (i), S ′ the parameters of D ′ corresponding to their unprimed versions in the region D. Consider the first term different from 0 of α 0 , that is s x+1 = −. One easily sees that the sequence α ′ 0 is obtained by removing the term s x+1 from α 0 (see the two sequences in Figure 3 .5 for an example). Therefore, we have q ′ = q − 1, t(i + 1) = t ′ (i), for i ≥ x + 1, and t(j) = t ′ (j) + 1, for j ≤ x. This implies that
(t(i) − 1) + q i=x+1 t(i) = S − x (3.13) (note that t(x + 1) = 0). By the equalities (3.12) and (3.13), and the induction hypothesis for the region D ′ , we obtain (3.11). Denote by A ′′ , α ′′ 0 := code(A ′′ ), q ′′ , t ′′ (i), S ′′ the parameters of D ′′ corresponding to their unprimed versions in the region D. The first term different from 0 in the sequence α 0 is now s x = +; and the sequence α ′′ 0 is obtained from α 0 by replacing the term s x by a new 0 term (see the two sequences in Figure 3 .5). Therefore, q ′′ = q, t(i + 1) = t ′′ (i), for i ≥ x + 1, and t(j) = t ′′ (j) − 1, for j ≤ x. Thus,
(t(i) + 1) + q i=x+1 t(i) = S + x. (3.15)
We obtain (3.11) from (3.14), (3.15) , and the induction hypothesis for the region D ′′ . This finishes our proof.
Conclusion
Each of the two proofs presented in this paper has its own advantage and disadvantage.
We have an initial advantage in the first proof: the recurrences from Kuo's Condensation Theorem. Therefore, what we need to do is picking suitable location for the vertices x, y, z, t, and checking all possible cases. However, we may need to check many cases, since our recurrences depend graphically on the dual graph of the region.
In the second proof, you have to deform the dual graph into a subgraph of the Aztec diamond graph to apply the Reduction theorem 3.1. It means that we need some luckiness in this initial step. However, our work after the initial step is quite simple: counting the cell-factors!
