In a previous paper 1] it was shown that any convergence curve that can be generated by the GMRES algorithm can be generated by the algorithm applied to a matrix having any desired eigenvalues. This is in marked contrast to the situation for normal matrices, where the eigenvalues of the matrix, together with the initial residual, completely determine the GMRES convergence curve. This dramatically illustrates the fact that when highly nonnormal matrices are allowed, eigenvalue information alone cannot guarantee fast convergence of GMRES.
The residual norms of successive GMRES approximations are nonincreasing, since the residuals are being minimized over a set of expanding subspaces. The question arises, however, as to whether every nonincreasing sequence of residual norms is possible for the GMRES algorithm applied to some linear system. The question >from 1] is extended in the following way: Given a nonincreasing positive sequence f(0) f(1) : : : f(n ? 1) > 0, and a set of nonzero complex numbers f 1 ; : : : ; n g, is there an n by n matrix A having In this paper we answer this question a rmatively and show how to construct such a matrix and initial residual. The presented construction is very simple; it is not derived >from the considerations described in 1]. Moreover, for a given convergence behavior, we characterize all the matrices and initial residuals for which GMRES generates the prescribed sequence of residual norms.
Note that the assumption f(n ? 1) > 0 means that the related GMRES procedure does not converge to the exact solution until the step n and the dimensions of both K n (A; r 0 ) and AK n (A; r 0 ) are equal to n. Using that assumption will simplify the notation; the modi cation of the results to the general case is straightforward.
Throughout the paper we assume exact arithmetic.
Constructing a Problem with a Given Convergence Curve and any Prescribed Nonzero Eigenvalues
In this section, we construct a matrix A and a right hand side b, solving the question formulated in the introduction, without using the results from 1]. We start with a simple analysis of some properties of the desired solution. Since the residual vectors generated by the GMRES algorithm applied to a 
which is the companion matrix corresponding to the set of eigenvalues .
Finally, the matrix A is given by A = A E = BA B B ?1 :
(10) Summarizing, we have proved the following theorem: Theorem 2.1. It is obvious that the whole subject can be formulated in terms of linear operators and operator equations on a nite dimensional Hilbert space.
For any chosen orthonormal basis V, the matrix A and the right hand side b can be constructed via (6), (9), (10) and (4), (7).
Characterization of All the Matrices and
Right Hand Sides for Which GMRES Generates the Prescribed Sequence of Residual Norms.
In 1] it was shown that many di erent matrices can generate the same Krylov residual spaces. We start with a slightly generalized formulation of the theorem >from 1].
Theorem 3.1.
Let E 1 E 2 : : : E n be a sequence of subspaces of C n , where E j is of dimension j, j = 1; 2; : : : ; n, and let b be any n-dimensional vector.
By W = fw 1 ; : : : ; w n g we denote an orthonormal basis of E n such that span fw 1 ; : : : ; w j g = E j , j = 1; 2; : : : ; n, by W the matrix with orthonormal columns (w 
thenĤR is a companion matrix corresponding to the eigenvalues f 1 ; 2 ; : : :; n g. Since the matrixĤR is similar to RĤ, it follows that, with this choice of R, the matrix A = WRĤW has eigenvalues 1 ; : : :; n , and so such a matrix can be constructed with any desired eigenvalues.
Note that for the simplest choice W = I, b = (g(1); g(2); : : : ; g(n)) T , the matricesĤ (11) resp. R (14) 
