Scope and PurposeÐLeast absolute value (LAV) regression methods have been widely applied in estimating regression equations. However, most of the current LAV methods are based on the original goal program developed over four decades. On the basis of a modi®ed goal program, this study reformulates the LAV problem using a markedly lower number of deviational variables than used in the current LAV methods. Numerical results indicate that for the regression problems with hundreds of observations, this novel method can save more than 1/3 of the CPU time compared to current LAV methods.
INTRODUCTION
Since Charnes et al. [1] formulated the least absolute value (LAV) regression problems as linear programs, numerous algorithms have been developed to solve LAV regression problems. Dodge [2] and Dielman [3] thoroughly review these algorithms.
A LAV regression problem can be stated as follows: consider a linear regression model with n observations Most LAV regression algorithms [1, 4±6] restate Problem 1 as the following linear programming based on the conventional goal programming techniques [1, 7] : Problem 2: x ij , j 1, 2, F F F , m,
Armstrong and Kung [8] provided a dual algorithm to solve the LAV regression problem. Their algorithm was slower than algorithms using the primal problem (i.e. Problem 2) unless à`g ood'' dual feasible solution was available.
Many of the timing comparisons of the LAV algorithms are summarized in Refs. [3, 9] . These investigators confer that the primal LP approach proposed by Armstrong et al. [4] , which is formulated as Problem 2, appears to be best among the LAV regression algorithms.
However, two computational diculties are encountered in solving Problem 2: (i) Problem 2, which contains equality constraints, can only be solved by the big-M method or the two-phase method [10] . Both the big-M method and the two-phase method take a markedly longer time than the simplex method in terms of solving linear programming problems [11] .
(ii) Problem 2 involves too many deviation variables (i.e. An alternative LAV model is proposed by Gonin and Money [12] , which formulates Problem 1 as the following linear programming problem:
Problem 3:
a i r0 and b j P FX Compared with Problem 2, Problem 3 uses half of the deviation variables to reformulate the same Problem. However, the number of constraints in Problem 3 is twice that in Problem 2. Problem 3 is therefore not superior to Problem 2 from the perspective of computational eciency.
In light of the above developments, this paper reformulates a LAV regression problem as a linear program based on modi®ed goal programming techniques. Advantages of the proposed formulation over the current formulation as expressed in Problem 2 are as follows: ®rst, the proposed formulation can be directly solved by the simplex method instead of by the big-M method or the two-phase method. Second, in terms of solving the regression problem involving n observations, the proposed formulation only requires adding n deviation variables instead of adding 2n deviation variables. The proposed method is therefore more convenient to ®nd a good start basis leading to signi®cant eciencies. Numerical results presented herein demonstrate that the proposed formulation is more computationally ecient than the current formulation.
REFORMULATION OF LAV REGRESSION PROBLEMS
Before a linear program is solved by the simplex algorithm, the linear program must be converted into a standard form. Such a standard form is a proper form for Gaussian elimination. Some conditions of this standard form are listed below [13] :
(i) Each constraint is converted into an equation by adding a slack variable and/or a surplus variable. Such a slack variable or surplus variable is served as the initial basic variable.
(ii) Each equation has only one basic variable, which does not appear in the objective function or in any other equation.
(iii) An``='' constraint is converted into an equation by adding a surplus variable. For instance, if row i is ax 1 +bx 2 =c (c r0), then it is converted into the following equation
(iv) A``'' constraint is converted into an equation by adding a slack variable. For instance, if row i is ax 1 +bx 2 c (cr 0), then it is converted into the following equation
(v) A``r'' constraint is converted into an equation by adding a slack variable and a surplus variable. For instance, if row i is ax 1 +bx 2 rc (c r0), then it is converted into
where s i is a slack variable and u i is a surplus variable.
Surplus variables u i in (iii) and (v) although ultimately having the value of zero, should appear in the standard form to obtain a feasible basic solution. The big-M method or the two-phase method is applied to ensure that these surplus variables will ultimately become zeroes.
Problem 2 is examined as follows. Since d i + and d i À appear in the equality constraint as well as in the objective function, either d i + or d i À can not be regarded as basic variable [following condition (ii)]. A basic variable cannot appear in the objective function primarily owing to that it may erroneously choose the wrong non-basic variable to enter into the simplex table [11] . In addition, converting Problem 2 into a standard form which is readily solved by the simplex method requires adding a surplus variable to each of its equality constraints.
The big-M method is more commonly used than the two-phase method [10] . The standard form of Problem 2 solvable by the big-M method is as follows:
Problem 4:
where u i is a surplus variable and M is a large positive number used to ensure u i close to zero. The computational diculties of solving Expression (4) include the following: ®rst, if the chosen M is too small then u i will not close to zero, possibly leading to an infeasible solution. Second, if the chosen M is too large, the resulting``optimal'' solution may not be optimal for the original objective owing to round o error. Winston [11] reported that the big-M method often takes a much longer time to solve a linear program than the common simplex algorithms.
A novel means of reformulating a LAV regression problem is described as follows. By referring to a modi®ed goal program method [14] , we have the following proposition: Subject to the same constraints in Problem 1. Next, we prove that Expression (5) is equivalent to Expression (6). Consider Expression (5), since e i only appears in the ith constraint and in the objective function, e i is independent of e j for i6 j. Two cases are analyzed:
Case 1: For i $ I + (i.e. y i ryÃ i ).
Since e i needs to be minimized, at the optimal solution e i will be zero and z i becomes z i =y i ÀyÃ i .
Case 2: For i $ I À (i.e. y i <yÃ i ).
In order to ®t the ith constraint in Expression (5) and to minimize e i , at the optimal solution e i will be e i =yÃ i Ày i and z i then becomes z i = À y i +yÃ i .
Both cases ensure that a i = 1 n z i in Expression (5) is equivalent to the following form:
which is exact the form of Expression (6). The proposition is then proven.q
To illustrate the usefulness of Proposition 1, consider the following simple data set: (x 1 , y 1 ) = (1, 1), (x 2 , y 2 ) = (2, 2.5), (x 3 , y 3 ) = (2.5, 1.7), (x 4 , y 4 ) = (3, 2.1) and (x 5 , y 5 ) = (4, 3).
The relationship between x i and y i is assumed as
By using the current LAV regression method (Problem 2 and Problem 3), b 0 and b 1 values are obtained by solving Problem 2' and Problem 3'. Problem 2': Recall that a constraint with standard form in linear programs should have non-negative right-hand-side value. Consider y i in Expression (5). By assuming y i r0 for all of i, the``'' type constraints in Expression (5) can be directly formed as equality constraints by adding slack variables. However, if y i <0 for all of i, then Expression (5) must be changed as follows:
Assume that Problem 1 contains k (k < n) observations with y i r0 (i = 1, 2, F F F, k) and n À k observations with y i <0 (i = k + 1, k + 2, F F F, n), then Problem 1 can be converted into the following:
where y i are constants, y i r0 for (i = 1, 2, F F F, k) and y i <0 for i = k + 1, k + 2, F F F, n.
Solving least absolute value regression problems
The standard form of Expression (8) 
where s i are slack variables used to convert the``'' type inequality constraints into the standard form solvable by a simplex method.
Comparing Problem 3 in Expression (4) with Problem 4 in Expression (9) (ii) Problem 3 must be solved by the big-M method which is more time consuming than the simplex algorithm applied to solve Problem 4.
NUMERICAL EXPERIMENTS
In applied regression analysis there has been a trend toward larger and longer data sets. Two types of data sets are generally used in testing: randomly generated and``real world''. Most studies involving the comparison of various algorithms for regression have used randomly generated data sets. However, randomly generated data sets are often criticized because these simulated data may exhibit dierent properties from real world data sets. A problem with the use of real-world data sets, however, is that the number of data sets is frequently quite small. To obtain the advantages of real-world data and randomly generated data, Gentle et al. [9] proposed a method of``data based'' random number generation due to Taylor and Thompson [15] . In this study, we apply their methods to generate testing data sets to compare the computational eciency of Problem 3 with Problem 4.
Two real-world data sets used herein can be found elsewhere [16, 17] . Based on these two data sets, dierent sizes of data sets are generated by the following processes as proposed by Gentle et al. [9] .
Assume that the (vector-valued) observation x i are in the rows of the real data set. An observation, x j , is chosen randomly; its nearest k neighbors, x j1 , x j2 , F F F, x jk , are determined and the mean, x j , of those neighbors is calculated. Next a random sample u 1 , u 2 , F F F, u k is generated from a uniform distribution with lower bound 1/kÀ 3k À 1ak 2 p and upper bound 1/k+ 3k À 1ak 2 p . The random variable is delivered as
By using the value of random variable delivered herein, many pseudo-observations can be generated as desired. The same process can be used to generate new pseudo-variables as well as observations. [18] . 6Number of iterations is reported by LINDO [13] .
Problem 3 and Problem 4 are solved by Mathematica [18] and LINDO [13] , i.e. two widely used linear program packages, on a 586 personal computer. Table 1 summarizes the results of solving Problem 3 and Problem 4 using published data. Table 2 displays the results of using generated test data sets to solve the two problems. Mathematica [18] can only report the CPU time of reaching the optimal solution; LINDO [13] can only show the number of iterations of solving the problem. Experiments demonstrate that although both problems have the same solutions, Problem 4 takes less CPU time and less number of iterations to reach the optimum solutions than Problem 3.
CONCLUSIONS
This study reformulates an LAV regression problem as a linear program using lower number of variables. The linear program proposed herein can attain a feasible basic solution. Numerical experiments con®rm that the reformulated form is more computationally ecient than the conventional form of the LAV regression problems.
