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Abstract
In many parts of the world snow melt runoﬀ inﬂuence discharge from
combined sewer overﬂows (CSO) and ﬂooding in urban drainage systems.
Despite this, urban snow hydrology is a ﬁeld that has received little atten-
tion from the urban drainage community. The objectives of this research
were to better understand urban snow hydrology and through ﬁeld work
and hydrological modelling quantify eﬀects of anthropogenic activities (AA)
on snow distribution, and melt in an urban environment. This means in
principle how the presence (design geometry) and operation of roads and
buildings inﬂuence the snow distribution and melt in urban areas. The
Risvollan urban catchment (20 ha) located in Trondheim, Norway, was
used as a study area. A literature review of urban snow hydrology was also
carried out.
A gridded urban hydrology model (GUHM) was developed as part of the
study. The principal idea of the GUHM is to subdivide an urban catchment
into orthogonal equal area grid cells. The snow routine in the GUHM is
based on an energy balance approach, which together with a soil-runoﬀ rou-
tine is used to calculate a time series of rain, snow water equivalent (SWE),
snow melt, and runoﬀ, for each grid cell. In GUHM, processes such as snow
clearing of roads, locally low albedos, heat/shadowing from buildings, and
eﬀects of slope and aspect are included in the model structure.
A technique for observing time series of snow covered area (SCA) for an
urban catchment is presented. The method is based on image processing
and neural network technology to calculate SCA from a time series of images
taken from a tall building in the Risvollan catchment. It was shown that
SCA on roads and roofs in general becomes more rapidly snow free during
melt periods compared to the park areas of the Risvollan catchment. This
can be explained by snow clearing of roads, snowdrift from roofs and high
snow melt rates on roofs and roads. The high melt rates was attributed
to locally low albedos in vicinity to roads, rooftop snow packs exposure to
wind and solar radiation, in addition to anthropogenic heat release from
the roofs themselves.
Field observations of SWE were carried out in the Risvollan catchment
and it was shown that areal mean SWE located on/or nearby roads and
buildings were signiﬁcantly lower during mid and end of the winter, than
in park areas. This can be attributed to higher melt rates caused by AA.
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A time series of SCA and SWE was obtained through ﬁeld work for the
period from 2000 to 2003 in the Risvollan catchment.
The GUHM was applied and calibrated for the Risvollan catchment for a
three year period. Two seasons were used as validation period. Comparison
between the simulated and observed SWE, SCA and runoﬀ data showed
that the GUHM was able to simulate snow accumulation and melt for
whole seasons with short time resolution (1 hour) satisfactory.
The GUHM was used to quantify eﬀects of AA on snow distribution
and melt for six diﬀerent land use scenarios in the Risvollan catchment for
the period June 1998 to June 2003. The modelling results showed that
when the area coverage of buildings and roads increased, the SCA and
SWE more rapidly decreased during melt periods. Because of this more
runoﬀ will be produced in the early winter season (Jan-March) compared
to if the catchment had been covered with only sparsely vegetated areas.
The simulation results showed that when the impervious surface covers of
a catchment increase, the peak and volume runoﬀ will also increase, as
expected.
Both the ﬁeld observations and the hydrological model study carried
out in this work showed that AA lowers SCA and SWE more rapidly in an
urban environment compared to more untouched terrain. The reasons for
this are redistribution of snow, and strong snow melt rates on roads, roofs,
and in snow deposit areas. Low albedos and anthropogenic heat release are
the main reasons for the enhanced snow melt rates.
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Chapter 1
Introduction
1.1 Background and motivation
In many cities in the world snowfall can be a signiﬁcant part of the annual
precipitation. Urban drainage systems built in these environments must
therefore be able to function properly during snow melt conditions. In the
Norwegian (European) standard for hydraulic design and environmental
considerations for drain and sewer systems outside buildings (NS-EN752-
4 1998), it is assumed that short duration summer rainfall produces the
highest runoﬀ peaks for which urban drainage systems are designed. This
assumption is probably valid for most southern and central European cities
where there is little or no snow during the winter. However, urban drainage
networks based on current design practice may not be able to cope with
runoﬀ volumes produced during the winter. Nilssen & Bjørgum (2001)
found that seven out of twelve major urban ﬂoods since 1978, in the city of
Trondheim, Norway (cold maritime climate), happened during the winter
period (Nov-Apr). Of the two largest ﬂoods, which had an estimated return
period of around 50 years (1997 and 2000), one was a rainfall only event
and the last was caused by rainfall in combination with snowmelt. In
addition to this, several authors have indicated that in cold climates, e.g. in
Sweden, Canada and northern USA, spring snow melt in combination with
rainfall can produce annual peak ﬂows equivalent or larger than rainfall
generated runoﬀ for urbanized catchments (Marsalek 1991, Bengtsson &
Westerstro¨m 1992, Oberts 1994).
The runoﬀ conditions during snow melt events are usually diﬀerent
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compared to a summer rainfall-runoﬀ event. This is largely caused by
changes in the runoﬀ contributing area, reduced inﬁltration due to soil
saturation or frozen soils, and release of extra water from melting snow
packs (Marsalek 1991). The snow melt runoﬀ can be sustained for several
weeks during the spring and inﬂuence the urban drainage systems in many
ways. For example Thorolfsson & Brandt (1996), found that ﬂooding and
combined sewer overﬂow (CSO) discharge in urban cold climate areas are
heavily inﬂuenced by spring snow melt. It has also been reported that snow
melt runoﬀ and rain-on-snow events produce some of the highest pollutant
loadings and most diﬃcult management challenges in cold climate regions
(Oberts 2003). Hernebring (1996) found that in northern Sweden inﬁl-
tration of snow melt generated runoﬀ into the wastewater systems can be
signiﬁcant. This leads to decreased water temperature causing operational
problems at wastewater treatment plants.
Given the results of these studies, one can ask why snow melt con-
siderations are not included in the Norwegian or the European standards
for storm drainage design. One apparent reason is that most of the ur-
ban hydrological runoﬀ models that are in use today have been developed
mainly for the purpose of analysing rainfall runoﬀ regimes (Maksimovic &
Thorolfsson 1990, Maksimovic 2000). Therefore snow melt has not been
considered during design of urban drainage systems. It is also known
that snow melt calculations in urban environments are diﬃcult (Huber &
Dickinson 1992), largely due to lack of relevant and reliable hydrological
data for the winter period (Buttle et al. 1990), and that methods for incor-
porating snow melt in urban drainage design have not been properly tested.
It is also known that within the urban drainage research community there
has been little focus on studying the eﬀects of snow melt runoﬀ quantity
and quality in urban environments. Several researchers support this view
(Oberts 1990, Bengtsson & Sema´deni-Davies 2000, Marsalek et al. 2003).
During the last 30 years substantial research has been conducted on snow
hydrology for rural areas, for literature reviews see Dozier (1987), Bales
& Harrington (1995) and Marsh (1999), but as indicated by Sema´deni-
Davies (1999a), there are processes in operation in the urban environment,
which inﬂuence the snow distribution and melt, that are not present in
rural areas. The main diﬀerences can be seen in the way various forms of
anthropogenic activities inﬂuence the urban snow pack, e.g. humans clear
roads and walkways for snow and thereby changes the snow distribution,
2
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buildings are heated from the inside and easily melt the snow on the roofs,
localized low albedos near roads and snow deposits increase melt rates, and
outlet of anthropogenic heat alters the urban climate and thus the available
energy for snow melt, etc. These processes are also highly variable in both
space and time.
Current operational urban hydrological models have been criticised for
using simplistic snow melt routines, not suited to simulate snow melt at the
temporal and spatial scales necessary for urban environments (Sema´deni-
Davies & Bengtsson 2000, Sema´deni-Davies 2000). Because of the diurnal
cycle in snow melt runoﬀ, and that the runoﬀ responses seen in urban
areas are rapid, a time step of 24 hours, often used in urban hydrolog-
ical analysis, e.g. (Hernebring et al. 1997), will result in averaging of
runoﬀ peaks and is therefore not suitable for CSO discharge and ﬂood-
ing analysis of urban drainage systems (Bengtsson 1984, Matheussen &
Thorolfsson 1999, Bengtsson & Singh 2000). Marsalek (1991) and Maksi-
movic (2000) emphasize the need for further development of urban snow
melt calculations and that the models must be validated against high qual-
ity datasets. The above-mentioned problems motivate studies of snow accu-
mulation, distribution, melt and runoﬀ in the urban environment. Through
an increased understanding of these processes better tools for urban plan-
ning, design, and management can be developed.
1.2 Question and objectives
The following question is addressed in this thesis:
What are the eﬀects of anthropogenic activities on snow distri-
bution, and melt in an urban environment?
In this thesis anthropogenic activity (AA) is deﬁned as all human activ-
ity that inﬂuences the hydrology, and specially the snow distribution and
melt, in urban environments. Some examples of the most dominant AAs
in urban areas are presented below.
The construction and presence of infrastructure, e.g. roads, is one AA
that has a strong inﬂuence on the hydrology of an urban catchment. In
cities, usually the road cover is of asphalt or some other impervious mate-
rial which is known to increase volume, and peak runoﬀ, and lower ground
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water recharge, (Kang et al. 1998, Beighley & Moglen 2002), and others.
Construction and presence (design geometry) of buildings are also an im-
portant AA that inﬂuences the hydrology of a catchment. Building size,
height and type of surface materials are all factors that inﬂuence the urban
energy balance, e.g. inside heating leads to melting of snow on rooftops,
and increased emission of long wave radiation adds extra energy to nearby
snow packs. The roofs are also impervious and force an increase in runoﬀ
from these surface types. After the infrastructure (roads, buildings) has
been constructed, it is used and maintained by humans. These activities
inﬂuence both the urban energy budget (Oke 1988) and snow distribution
in several ways. Local heat emissions, such as domestic heating and ven-
Table 1.1: Examples of parameters used to quantify AA
AA Unit
Lot coverage ratio (LCR) [m2/m2]
Road/parkinglot coverage ratio (RCR) [m2/m2]
Floor area ratio (FAR) [m2/m2]
Annual daily traﬃc load (ADT) [vehicles/day]
Population density (PD) [Population/m2]
Impermeable surface coverage (ISC). [m2/m2]
Average building height [m]
Domestic electricity consumption [kWh/(day m2)]
Industrial energy consumption. [kWh/(day m2)]
Use of anti-slippery and de-icing chemicals. [kg/m2 ]
Area of roads cleared for snow [m2/m2]
Snow transport to regional snow deposits. [kg, date and time]
tilation systems, fuel combustion in cars, industrial energy consumption
are sources of heat that will inﬂuence the melting of urban snow packs,
with varying degree. Industry can also aﬀect the hydrology in nearby areas
trough outlet of dust particles in the atmosphere, that later will be de-
posited on urban snow packs and lower the albedo. Another AA that can
be considered to be of a more operational character is road and walkway
snow clearing. Together with use of de-icing and anti-slippery materials,
such as sand and gravel, this AA aﬀect snow covered area, snow water
4
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Table 1.2: Floor area ratio (FAR) and impervious surface cover (ISC)
City/Area FAR (%) ISC (%)
Central Tokyo 155 83
Manhatten Island 77
Midtown Manhatten 875
Midtown Trondheim 210 87
Risvollan, Trondheim 26 26
equivalent, and snow melt rates in an urban catchment.
Anthropogenic activities have strong spatial variability and can for a
given catchment be quantiﬁed through several parameters. Some of them
are listed in Table 1.1. In downtown areas the parameters in Table 1.1 will
typically be larger than in suburban areas, thus downtown areas have higher
inﬂuence from AA than suburban areas. Table 1.2 presents ﬂoor area ratio
(FAR) and impervious surface cover (ISC) for four diﬀerent areas in the
world (TokyoMap 2004, Schilling et al. 1998). The FAR data for Midtown
and Risvollan in Trondheim, were calculated assuming that all buildings
had three, and two roof levels, respectively. Midtown Manhatten (New
York, USA) has the largest FAR value of 875 %, which is much higher
compared to Trondheim (Midtown) or the Risvollan area. This indicates
large spatial variability in AA between cities and countries. AA can also
be said to have temporal variability since for example, new buildings and
roads are constantly being built and domestic heating is largest during the
winter period.
An urban environment can be deﬁned as an area where the inﬂuences
from AAs are above a chosen threshold. Trondheimmunicipality (Trondheim
2002) deﬁnes a populated area as an area where 200 or more people live,
and the average distance between the houses does not exceed 200 meters.
Another deﬁnition could be for example that the ISC would be above, say
5 %, before an area or catchment could be deﬁned as urban.
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1.3 Organization of thesis
Based on the problems described in the introduction section and the
question raised, the following objectives were identiﬁed for this research:
1. To increase understanding of urban snow hydrology.
2. To develop an urban hydrological model, specially designed for urban
snow melt calculations, and test it on a point, and catchment scale.
3. Observe time series of SCA and SWE for a chosen study area, for
the purpose of quantifying the eﬀects of AA on snow distribution,
and melt, and use these data to calibrate and validate the urban
hydrological model developed under objective (2).
4. Use the developed urban hydrological model to quantify the eﬀects
of anthropogenic activities on snow distribution, and melt within a
selected study area.
1.3 Organization of thesis
This thesis is organized as follows:
In chapter 2 a literature review of urban snow hydrology is presented
followed by a description of a new urban hydrological model presented
in chapter 3. Chapter 4 presents the study area (Risvollan catchment in
Trondheim, Norway), and available meteorological data, used in this re-
search. In chapter 5 the method and results from observations of SCA
in the study area are presented. Chapter 6 describes the methodology
and results from the ﬁeld observations of SWE. Chapter 7 presents results
from point and catchment scale testing of the developed urban hydrological
model. Chapter 8 presents results from the analysis where the urban hydro-
logical model was used to quantify the eﬀects of AA on snow distribution,
and melt in the study area. The last two chapters contain a summary, main
conclusions, and proposals for future work.
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Chapter 2
Urban snow hydrology
This chapter discusses urban snow hydrology and includes a review of liter-
ature which shows how AA is aﬀecting the urban snow pack properties, dis-
tribution and energy balance. Examples of snow measurements techniques
and urban runoﬀ mechanisms are also presented. At the end urban snow
melt models are reviewed and a discussion and some conclusions are given.
Water quality aspects are only included to a limited extent.
2.1 Eﬀects of anthropogenic activities on urban
snow
Considerable work have been carried out on snow accumulation, melt and
runoﬀ processes for rural environments. Dozier (1987) and Bales & Har-
rington (1995) reviewed the research literature for rural snow hydrology
before 1987 and 1994, respectively. Marsh (1999) reviewed the literature
on snow cover formation, and melt. It was found that considerable advances
have been accomplished in the understanding of blowing snow, sublimation,
canopy interception, modelling and observations of snow pack energy and
distribution, and internal processes, during the last 20 years. None of the
literature cited by Marsh (1999), addressed urban snow processes specif-
ically. Sema´deni-Davies & Matheussen (2003) reviewed the literature of
urban snow hydrology in the period 1990-2003. It was found that only
a few researchers in Sweden, Norway, and Canada had worked with iden-
tifying diﬀerences between rural and urban snow hydrology. The various
contributions from these and other researchers will be included later in this
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section.
The key diﬀerence between urban and rural snow packs is that in urban
areas AA aﬀects the snow properties, distribution, and melt, through pro-
cesses not present in rural environments. Literature demonstrating such
eﬀects is presented below.
2.1.1 Impact of roads on urban snow
One important factor to consider when assessing impacts of roads, traf-
ﬁc, and snow clearing procedures on urban snow packs, is albedo. Snow
albedo may be deﬁned as the integrated reﬂectance of light over the short
wavelength spectrum (0.3 to 3 µm), and is known to depend on grain size,
density, sun angle, surface roughness, liquid water content, etc (Gray &
Male 1982). Winther (1993b) refer to work by Lillesand & Kiefer (1987)
and shows that the albedo also varies with wavelength and that the amount
of energy contained in the short wave radiation spectrum is largest in the
visible range (0.4 to 0.7µm). In the visible wavelengths, pure ice is weakly
absorptive and snow albedo is insensitive to grain size, allowing impurities
in the snow to become the important determiners of snow albedo (Melloh
et al. 2001). This can be attributed to that litter and larger particles have
a low albedo compared to the snow and heats more rapidly in response
to shortwave radiation. The litter then heats the snow pack through con-
duction and increase melt rates (Melloh et al. 2001). Due to changes in
climatic conditions and solar position, albedo has both a diurnal and sea-
sonal variation, where fresh fallen snow shows the highest values (0.8-0.95)
(Winther 1993a) declining down to ∼0.4 or lower at the late spring melt
season.
Urban snow often contains a large amount of impurities coming from air-
borne pollutions, roadway and roadside deposits, and various urban waste
products (Marsalek et al. 2003). Some of these impurities can be easily seen,
such as the deposition of vehicle petroleum products, and roadway surface
deteriorated materials, etc, on and nearby roads. In addition to this, snow
clearing procedures in combination with use of anti-slippery materials, such
as sand and gravel, makes the snow on roads and in roadside snow deposits
very dirty. Viklander (1999) studied substances in urban snow in diﬀerent
parts of Lule˚a city, Sweden. The concentrations of for instance, suspended
solids were shown to increase with traﬃc density. These impurities will
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lower the albedo of snow packs located on or near the roads (deposits).
Bengtsson & Westerstro¨m (1992) observed snow albedo in diﬀerent types
of snow cover in downtown Lule˚a, Sweden, during April 1980. The daily
average albedo of snow packs located near streets were in general 0.2 lower
than in untouched snow packs leading to an increase in daily melt rates
at about 10 mm. Sema´deni-Davies (1999b) studied albedo of urban snow
packs in the city of Lule˚a during April 1998. Undisturbed urban snow was
found to have similar albedo values as nearby rural snow (0.5-0.6), while
the albedo of snow piles had values around 0.3-0.5. Sundin (1998) regis-
tered albedo of snow deposits in Lule˚a city in Sweden during spring of 1992
and found that it varied between 0.2 and 0.5 in early melt season (March,
early April), decreasing to about 0.1 in late spring (Late April, May). Ho
& Valeo (2003) measured snow albedo within four urban snow cover types
in Calgary (Canada) during the 2001 to 2002 winter season. The ﬁndings
revealed that the albedo of urban snow packs had large spatial and tempo-
ral variability that were dependent on the types of urban snow cover. For
all cover types the initial albedos had values in range 0.8-0.9, but showed
a rapid decay when the melt period started. At the end of the melt pe-
riod, Ho & Valeo (2003) reported that albedo of snow piles, and on road
shoulders could be as low as 0.1-0.3, while albedos of snow in open areas
(untouched snow) were measured to values of around 0.5-0.7. Conway et al.
(1996) spread soot and ash on a snow pack and registered albedo decrease,
and snow melt increase of about 30 % and 50 % respectively compared to
untouched snow, which are comparable to the albedo conditions in snow
packs on roads and in snow deposits during melt situations.
Figure 2.1 and 2.2 shows the snow conditions for a road in the Risvol-
lan catchment in Trondheim, Norway for 20th February 2002 and 23rd of
March 2002, respectively. Figure 2.1 indicates high snow albedos (visible
spectrum) on the road, in the snow deposits next to the road, and in the
park/garden areas. The picture is taken after snowfall the previous days
and it can be assumed that the snow albedo is in the range of 0.8 to 0.9
for all surface covers. From Figure 2.2 it can be seen that the snow in the
roadside deposits is very dirty compared to the snow in the garden areas.
This indicates a lower albedo in the snow roadside deposits compared to
in the garden areas (untouched). It should be noted that the albedo of
roadside deposits will depend on traﬃc density, e.g. piles in low density
housing areas can be fairly clean (Sema´deni-Davies 1999a).
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Fig. 2.1: Picture from Risvollan in Trondheim 20 February 2002
Fig. 2.2: Picture from Risvollan in Trondheim 23 March 2002
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Snow clearing of roads and parking lots is an AA that inﬂuences the
snow distribution of an urban catchment. Through snow clearing the natu-
ral variability of the snow pack is further enhanced. After snow clearing, the
snow cover on the roads will be very low, typically only a few centimetres of
compacted snow or ice. When the air temperature rises above freezing the
little snow that is left on the road will easily melt due to low albedo caused
by mixing of snow/ice with dust and particles from vehicles or road mate-
rials. The underlying surface, which is usually very dark, will also be easily
heated by solar radiation and can heat the snow through conduction. Use of
de-icing chemicals such as salts can also make the snow melt more rapidly,
even during freezing conditions. These processes will make the snow on the
roads disappear relatively rapid compared to undisturbed snow (parks).
In catchments with a high percentage of road cover the SCA can there-
fore be expected to be more rapidly lowered compared to in rural areas.
This has also been reported by other researchers (Bengtsson 1981, Wester-
stro¨m 1984, Westerstro¨m 1986, Buttle & Xu 1988, Buttle 1990, Bengtsson
& Westerstro¨m 1992). Figure 2.2 illustrates the eﬀects of snow ploughing
and early melt on the roads. The road is completely snow free and the piles
are dirty.
Snow deposits are usually found nearby roads and parking lots, but in
city centres space limiting factors can result in snow being transported out
of the city areas/centres. The melting of snow deposits is complicated by
several factors. By piling the surface characteristics, shape and exposure to
the atmosphere changes compared to a horizontal snow cover. Depending
on the geometry of the piles the overall surface roughness can change and
might therefore intensify turbulent mixing in the boundary layer (Sundin
1998), compared to ﬂat snow packs. Although piles in general have low
albedo, it is possible, as thawing proceeds, that an insulating crust can
be formed by surface particles and litter (Sema´deni-Davies 1999a). This
process in addition to the extra snow received from nearby areas can make
the snow in piles to remain long after the snow has disappeared in other
parts of a catchment.
From Figure 2.2 and 2.1 and the literature cited, there are indications
that the presence of roads, traﬃc and winter maintenance will enhance
the natural variability of urban snow packs. The combination of snow
ploughing, locally low albedos and use of de-icing chemicals will make the
snow disappear more rapidly on roads compared to other land cover types.
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Depending on the traﬃc density, albedo of snow packs located nearby roads
(deposits) will in general be lower than in e.g. park garden areas of an urban
area. The snowmelt rates in such cover types can therefore be expected to
be higher than in areas more remotely located from roads. Despite this,
snow piles can remain in a catchment long after snow in other areas has
melted due to the extra snow received from roads via snow ploughing.
2.1.2 Impact of buildings on urban snow
The presence and geometry of buildings and their operation are important
AAs that inﬂuence both the snow distribution and melt in urban areas. An
individual building, consisting of wall and roof facets, each with a diﬀerent
time-varying exposure to solar radiation, long wave radiation exchange,
ventilation, and heat conduction can alter the surface energy balance for a
snow pack adjacent to, or on top of a building. Figure 2.3 presents a picture
from the Risvollan catchment in Trondheim (Ch 4) at the 11th of January
2002. The picture shows that most of the roofs and roads are snow free, but
there is still much snow left in the parks and garden areas. This indicates
that there are processes in operation that consistently either removes or
melts the snow located on roofs and/or roads, which can be explained by
AA.
Figure 2.4 presents an illustration of the various energy components that
are present on rooftops and in the vicinity of buildings. The modiﬁcation of
the net total radiation around buildings are characterized by the creation
of irradiative components such as reﬂected solar radiation and long wave
radiation between the various surfaces (Noilhan 1981). Due to inside heat-
ing, absorption of shortwave radiation, and a high emissivity, the building
walls can emit a large portion of long wave radiation to nearby snow packs
(Todhunter et al. 1992). Snow packs located in the vicinity of the walls
will therefore be more exposed to long wave radiation compared to snow
packs located more remotely. Multiple reﬂections of shortwave radiation
between the snow packs and walls may also increase the available energy
for snow melt (Sema´deni-Davies et al. 2001), although such reﬂections can
be disturbed by shadow eﬀects from nearby terrain or buildings.
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Fig. 2.3: Picture from a part of the Risvollan catchment in Trondheim,
Norway, 11 Jan 2002
Bengtsson & Westerstro¨m (1992) measured long wave radiation close to
two-storey houses and in an open area. It was found that the two-storey
houses inﬂuenced the long wave energy budget up to 10 metres away. The
mean increased net long wave radiation, averaged over 10 metres from a
building, was 10 W/m2, compared to an open area, which corresponds to
an increased melt of 2.6 mm/day. Xu & Buttle (1987) measured spatial
and temporal patterns of net radiation around buildings during snow melt.
The ﬂuxes were compared to those for an open area. In general the net
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I = Diffuse and direct shortwave radiation
Idiff = Diffuse shortwave radiation
Qlw = Longwave radiation
Qq-roof = Heat conduction roof-snow
Qturb = Turbulent heat exchange
R = Reflected shortwave radiation
= Arrows indicate direction of energy transfer
Idir = Direct shortwave radiation
Fig. 2.4: Energy budget components for snow packs located on rooftops
or in the vicinity of buildings (modiﬁed after Sema´deni-Davies,
1999a and Todhunter et al.,1992)
radiation ﬂux was found to decrease with distance from the houses, but
shadow eﬀects (Fig. 2.4), and orientation (North-South, East-West) of the
houses also had an impact. The ﬁeld observations showed net radiation
totals over suburban snow packs, on cloudy days, to be up to 435 % of
open terrain snow pack values. On more sunny days the net radiation for
open sites showed larger values than the ones found nearby houses. This
was attributed to shadowing of the sensors. Their ﬁndings suggested that
daily snow melt may begin earlier in built-up areas than at nearby open
areas.
Buttle (1986) and Westerstro¨m (1986) reported that most of the snow on
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roofs melted more rapidly during spring conditions compared to the snow in
other surface types. If the snow on roofs disappear more rapidly than snow
in undisturbed areas, there have to be processes in operation that removes
the accumulated snow. Several explanations to this exist. Wind speeds tend
to be higher on the roofs than on the ground (dependent on building height,
geometry and vicinity to other buildings). This can lead to snow drift from
the roofs and into nearby areas (Tsuchiya et al. 2002, Bang et al. 1994),
and will make the initially accumulated SWE to be lower compared to
in for example park/garden areas. On the other hand, depending on the
building conﬁguration, roofs can also trap snow, which would make the
initial SWE larger than, say in nearby areas. It should be noted that
snow drift is not only present in the urban environment but can be seen
in all parts of a terrain experiencing snow fall during the winter time,
(Winstral & Marks 2002, Thordarson 2002), and many others. Due to
higher wind speeds on roofs the turbulent heat ﬂuxes might also be higher
during melt periods, compared to in more sheltered areas such as in parks
and yards. This will make the snow melt to be more intense. In addition
to this the snow on the roofs are more exposed to solar radiation than
snow in park areas (Buttle 1990, Buttle & Xu 1988), thus more energy is
available for melt. Depending on the insulation the heating of the inside of a
building contributes to melt the snow on the roofs through heat conduction
(Qg−roof ,Fig. 2.4). Hanssen et al. (1992) suggest values in the range 0.2-0.4
W/m2K for roof heat transmission coeﬃcients. With a diﬀerence between
indoor and outdoor temperature of 25 K, the roof heat transmission, with
a value of 0.4 W/m2K, would be 10 W/m2 resulting in an extra daily melt
(ripe snow pack) of 2.6 mm. Byggforsk (1998) suggests heat transmission
values for old wooden sloped roofs to be in the range of 0.6 to 1.3 W/m2K,
depending on the insulation. If all this energy is transformed into snow melt
it would give 8.4 mm pr day (1.3 W/m2K), given the same assumptions
as mentioned earlier. Even though these energy ﬂuxes are small, they
can produce a signiﬁcant melt if they are contained over several weeks.
Because of this the SWE on roofs can be expected to be lowered as a result
of heat from the roofs themselves. Buildings with sloped and slick roofs
often experience that the snow slides of the building and onto the ground.
This eﬀect would result in reduced SCA compared to in untouched areas.
In cities the insulation, surface colour, thermal properties, geometry, and
inside heating will vary from house to house. It is therefore diﬃcult to make
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general assumptions on the eﬀects of buildings on the snow distribution,
and melt in urban environments.
2.1.3 Urban energy balance
The urban environment is a heterogeneous mixture of buildings, roads,
parking lots, sidewalks, open areas, and sparse vegetation. Studies have
shown that when cities grow in size, there will be a change in the boundary
layer climate and energy balance, and the urban heat island (UHI) eﬀect
will start to show (Arnﬁeld 2003). The reason for the change in surface
energy balance, which in many cases leads to an increase in the local air
temperature in the cities, can be attributed to several factors, such as an-
thropogenic heat release from heating of houses and fuel combustion. Due
to the urban canyon geometry radiation can also be trapped between build-
ings and transformed into heat. Oke (1988) reports that during the winter
season the diﬀerences in the urban energy balance between urban areas and
its surrounding countryside are more clear than during the summer time.
This may be attributed to various anthropogenic activities, such as, the
removal of snow from the streets (low SCA), and the increased importance
of snow free vertical walls in the low sun season, which contributes to lower
the eﬀective albedo. This was also investigated by (Kidder & Wu 1987)
who studied diﬀerences in albedo, during snow covered conditions, for the
St Louis area (USA) and found that the albedo over the city was in gen-
eral 16 % lower than the nearby countryside with an estimated 3 K degree
diﬀerences in equivalent blackbody skin temperature (urban-rural). It was
also reported a 10 % to 30 % lower SCA for the city compared to the coun-
tryside. It should be mentioned that rural terrain also can have substantial
albedo variations due to vegetation.
The magnitude of the urban heat island will diﬀer locally within a city
and between the cities themselves. Ruﬃeux (1995) modelled the winter
surface energy budget of Denver, Colorado in the USA, using a distributed
model with 10 meters grid cell resolution. The results showed that an-
thropogenic heat and heat emitted by buildings could reach values of 60
W/m2 during the night and higher during the day. Local shadowing also
had strong impact on the urban energy budget. Steinecke (1999) studied
the distribution of air temperature and wind speed in the city of Reykjavik,
Iceland, during the period from Nov 1991 to Sept 1992. It was found that
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Reykjavik had a weak heat island eﬀect where the anthropogenic heat re-
leases were estimated to be around 35 W/m2. Ichinose et al. (1999) studied
the impact of anthropogenic heat on the urban climate in Tokyo, Japan.
It was found that the anthropogenic heat ﬂux from the household sector in
the suburbs reached about 30 W/m2, while in the city centre of Tokyo the
anthropogenic heat ﬂux exceeded 400 W/m2, during winter time.
Due to complex wind patterns around building geometries and the out-
let of anthropogenic heat, the turbulent heat ﬂuxes can be strongly dis-
turbed in urban areas. Because of the anthropogenic heat release the sta-
bility of the atmospheric boundary layer, which can suppress or increase the
exchange of turbulent heat above a snow surface (Anderson 1976, Storck
2000), will be disturbed. Conventional ﬂux-proﬁle relationships and Monin-
Obukhov similarity theory (Anderson 1976), might therefore not be valid
(Oke 1988). With the extreme spatial heterogeneity of urban surface char-
acteristics it is also unlikely that the spatial variability in turbulent heat
exchange can be estimated from a few point measurements of wind speed
and relative humidity, although methods from the ﬁeld of computational
ﬂuid dynamics (CFD) might provide methods for estimation of spatially in-
terpolated and distributed wind speed data for urban environments (Bang
et al. 1994, Thordarson 2002). Such techniques could also be used to cal-
culate wind ﬁelds and thus, turbulent heat ﬂuxes, for urban snow packs,
although the computational expense of such applications, for a large urban
area would be enormous.
The magnitude of the UHI, and its impact on urban snow melt pro-
cesses, will depend on the degree of AA for a given city/catchment. In
Table 1.2 diﬀerences in FAR and ISC for four diﬀerent areas in the world
was shown. In for example the Risvollan catchment in Trondheim the FAR
and ISC values are much lower compared to the three other areas/cities,
and it is likely that the air temperature will not have increased signiﬁ-
cantly as a result of anthropogenic heat release, although there are other
AAs inﬂuencing the urban snow pack, e.g. snow clearing and locally low
albedos.
2.1.4 Snow measurement techniques
There are several reasons for why it is interesting to measure snow cover
data in a catchment. Firstly, ﬁeld observations of both SWE and SCA
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can give a better understanding of the processes inﬂuencing melt rates and
snow distribution. In this work, this is mainly how AAs are aﬀecting the
snow distribution, and melt, in an urban environment. Secondly, within the
ﬁeld of hydrological modelling there is a need for veriﬁcation of the mod-
els performances against catchment representative measurements of SWE
and SCA. Such data could also be used to update the state variables, e.g.
simulated SWE and SCA, within a hydrological model (Turpin et al. 1999).
One common method to measure SWE in a point is to use a scale,
weight, tube and spade. The tube is penetrated into the snow until it
reaches the ground-snow interface and the weight of the snow, together
with the snow volume inside the tube, is used to calculate the density. This
information, together with snow depth gives the SWE. Snow pillows and
weighing pans (weighing lysimeters) can also be used to measure SWE in
a point, having the advantage of recording continuously data through the
winter season. In addition to these methods, sonar (depth), gamma ray
attenuation (density) and microwave radiation (density), can be used to
estimate the SWE in a point (Pomeroy & Gray 1995).
For surface based areal measurements of SWE there are in principle two
diﬀerent strategies. One of them is the use of snow courses which involves
measuring depth and vertically integrated density at regular intervals along
selected lines (Pomeroy & Gray 1995). The location and length of the snow
courses should be chosen so it covers variability in the snow pack caused
by regional (> a few km) diﬀerences in elevation and precipitation, and at
the local scale (50 m to a few km) eﬀects of wind (redistribution). The
distance between each point is determined depending on the site conditions
and uniformity of the snow cover at the micro scale (< 50 m) (Killingtveit &
Sœltun 1995). The SWE in each point can be measured using a snow tube,
weight and scale, but such a method can be time consuming, especially if
many long snow courses are used. Another technique, which is useful for
covering large areas, is use of a snowmobile mounted georadar combined
with a global positioning system (Marchand et al. 2001). Together with
density measurements, this method can produce SWE data for large areas
in a relatively short period of time, but can be limited by terrain constraints.
Another approach to observe SWE is to use stratiﬁed sampling. Ran-
dom samples, of depth and density, are taken within pre-selected land cover
classes and are used to calculate the average SWE within each class. The
catchment is subdivided into diﬀerent classes depending on terrain, eleva-
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tion, land use and vegetation data (Pomeroy & Gray 1995). The catchment
SWE can then be calculated as an area scaled value of the SWE in the re-
spective land cover classes.
The reports of snow surveys carried out in urban environments are
scarce in the snow hydrology literature, but a few examples exist. Mc-
Murter (1976) used a combination of stratiﬁed sampling and snow courses
to observe SWE within three diﬀerent land use zones (rural, construction
and urban) in a 183 ha large catchment in Peterborough Ontario during the
winter of 1973 to 1974. The sampling technique used in the rural area con-
sisted of 8 snow courses each of them going in diﬀerent compass directions.
In the construction zone a stratiﬁed snow surveying method was used. The
area was divided into 5 sub-areas based on the elevation diﬀerences and
a grid was overlaid each of them. Measurement points were then selected
randomly within each sub-area. In the urban area, which consisted of 273
house lots, 68 eight of them were randomly selected and SWE samples
were taken in the front and back yards. Buttle & Xu (1988) also measured
SWE in the same catchment as McMurter (1976) using a similar method.
None of the authors report that they measured SWE on roofs, which can
be questioned since the urban catchments can contain large areas of these
surfaces.
Snow covered area can be mapped in several ways. Davies et al. (1995)
prepared daily snow cover maps for a small area (1.8 ha) using manual
techniques. The procedure involved travelling around the area to refer-
ence points sketching the snow/no-snow boundary on a map. For small
catchments this procedure seems to be economic and time eﬃcient, and
could maybe be used in urban areas. According to Tait et al. (2000) some
investigators have used interpolation techniques to project snow cover in-
formation obtained at climate stations (snow pillows) to a larger area. If
such a method should be used to map snow cover in small catchments (lo-
cal to micro scale), a large number of snow pillows would be needed, which
would increase the cost substantially
Snow cover (SCA and SWE) can also be detected and monitored with
a variety of remote sensing techniques. Remote sensing is the process of
inferring surface parameters from measurements of the upwelling electro-
magnetic radiation from the land surface. This radiation is both reﬂected
and emitted by the land surface (Schmugge et al. 2002). Both air and space
born sensors can be used. The most important satellites for snow cover
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studies are the NOAA, Landsat and SPOT series of satellites (Killingtveit
& Sœltun 1995). The various satellites have diﬀerent instrumentation and
measure energy/radiation in many diﬀerent wavelengths. The application
of these data, to determine SCA, can be limited by clouds, mountainous
terrain, vegetation and atmospheric haze (Pomeroy & Gray 1995). There
is also a trade of between repeat cycling time and spatial resolution of the
data. For example the Landsat Thematic Mapper data has a spatial reso-
lution of 30 metre, but the cycle time is 16 days, while the Earth Observing
System (EOS) Moderate Resolution Imaging Spectroradiometer (MODIS)
instruments on NASAs EOS satellites provide daily global snow cover data
with a spatial resolution of 500 metre Hall et al. (2002). Daily geographical
data with spatial resolution of 250 metre is also available from the MODIS
datasets (Schmugge et al. 2002).
Air borne sensors have also been used to map snow cover. One advan-
tage with such a technique is that the resolution of the data will improve
signiﬁcantly since the distance between the earth and the sensors are much
lower compared to space born sensors. An example of this is the work by
Fily et al. (1995) who used a synthetic aperture radar (SAR) mounted on
an aircraft to map snow cover for a small area in the French Alps. The
spatial resolution of the SAR images were 1.5x1.0 metre. This method is
useful for studies of snow cover in small catchments, but requires access and
the ﬁnances to rent and instrument an airplane. If continuous observations
(daily cycles), over a long period of time (years), is to be carried out, the
expenses for such an application would become very large.
Another technique which also can be considered to be remote sensing
is use of a camera mounted on the ground, but on a location far above a
lower lying catchment. This technique was used by Tappeiner et al. (2001)
who reported estimates of snow-covered area using images taken with an
automatic camera from a hill slope for a 2 km2 catchment in Italy. The
brightness information in each pixel was used to decide whether there was
snow on the ground. Each image had a spatial resolution of approximately
1x1 metres. With such a technology the temporal resolution of the images
could be in minutes.
The outputs from many remote sensing techniques are images repre-
senting reﬂected or emitted energy in diﬀerent wavelengths covering the
area of interest. These images have to be post processed, interpreted, and
converted into images of for example SCA. One method to do this is the use
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of artiﬁcial neural networks (ANN). Artiﬁcial neural networks consist of a
set of computational nodes (or cells) and a set of one-way data connections
joining each node (Gallant 1993). They have proved to be excellent compu-
tational tools that can compute a mapping from one non-linear multivariate
input space to another (Govindaraju 2000b, Govindaraju 2000a). An ex-
ample of their use has been presented by (Simpson & McIntire 2001) who
used a feed-forward ANN, trained with the back propagation algorithm to
estimate areal extent of snow cover from a variety of remote sensing data
(see also Islam & Kothari (2000)).
It has been shown that there exist a wide range of diﬀerent methods and
techniques that can be used to observe SWE and SCA at the earth surface.
One can ask which one of the techniques, manual, remote sensing, etc, that
is cheapest, most practical and provide the best results for measurements
of SWE and SCA in urban environments? To answer this question it is
important to decide what the data will be used for and at what temporal
and spatial resolution the data should be sampled at. Due to snow plough-
ing of the streets, snow sliding and or rapid melt on roofs in addition to
complex snow drift patterns around building geometries, the urban snow
pack is extreme heterogeneous in its distribution. Within a distance of a
few meters the snow depths can change from zero to many meters (roads,
piles), and several land cover types can be mixed together (roofs, roads,
park, etc). So if the SWE data where to be used to assess diﬀerences in
SWE between several land cover types (roofs, roads, piles, etc) the spatial
resolution had to be very high (<10m). In coastal maritime climates as
for example in Trondheim, snow melt can start at any point during the
winter time. Within a few days the ground can go from fully snow covered
to almost snow free conditions, thus observations of SWE and SCA should
preferably have a high temporal resolution (one day or lower). Due to these
factors most space born sensors are unsuited for use in urban maritime cold
climates, since the repeat cycles are low, when the resolution is high, and
visa versa. This view was also commented by Bengtsson & Singh (2000)
and Sema´deni-Davies (1999a). If there are limited ﬁnances in a project, the
use of air borne sensors might also be disregarded as a tool for use in urban
snow surveying. It can therefore be argued that the best way to observe
SCA and SWE in an urban environment is to use ground based techniques.
In the earlier sections it was argued that processes inﬂuencing snow
distribution, and melt in the urban environment are location dependent.
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Roads, roofs, deposits, park/garden, and snow packs located nearby build-
ing walls are all exposed to processes that vary between the land cover types.
An urban snow survey should if possible include measurements within all
these land cover types. The snow measurement equipment should prefer-
ably be of light weight since piles can be large and cumbersome to measure,
in addition to that roofs often can only be accessed through use of a ladder,
which place some weight constraints on the equipment.
2.2 Urban runoﬀ mechanisms
Urban drainage networks are designed for the purpose of transporting storm
and sanitary water out of a catchment and thereby protecting the urban
environment against ﬂooding and environmental risks. The pipe network
together with removal of vegetation and introduction of impervious surfaces
will change the runoﬀ conditions in a catchment, resulting in an increase
in the peak storm discharge and total runoﬀ volume, while the time of
concentration, groundwater recharge, and base ﬂow will decrease (Kang
et al. 1998, Weng 2001, Beighley & Moglen 2002). Buttle & Xu (1988) did
a comparison of runoﬀ response from the suburban and rural part of a 97
ha catchment in Canada. It was reported that the suburban area reacted
more rapidly to rain-on-snow inputs and generated larger ﬂow response
ratios than the rural part. It was also noted that the quick ﬂow yield
from the rural part increased at the end of the melt season. This can be
explained by high loads of melt water saturating the soil (low inﬁltration
capacity) and therefore increases the contributing runoﬀ area (Westerstro¨m
1986). Milina et al. (1999) studied eﬀects of urbanization on runoﬀ using a
hydrological model simulating pre- and post-development runoﬀ conditions.
The results for one 96 ha large catchment in Norway, which had a planned
increase in impervious surface area from 5 % to 26 %, showed that runoﬀ
volumes would be 2-3 times larger post development for all types of runoﬀ
events. The eﬀects of urbanization on runoﬀ for three seasons (summer,
fall and spring) were studied by Taylor (1977) for a small catchment in
Ontario, Canada. It was found that urban direct runoﬀ volumes exceeded
rural volumes by factors of 1.2, 2.3 and 7.5 for summer rainstorms, fall
rainstorms, and snow melt and rain on snow events, respectively. The peak
discharges showed a similar pattern, and are comparable to the results
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found by Milina et al. (1999).
In winter time, the runoﬀ conditions change compared to rainfall runoﬀ
events. Frozen soil may lower the inﬁltration capacity of the soil in the
pervious surface covers and thereby contribute to a larger runoﬀ area. Many
of the paved surfaces are free from snow, thus during snow melt only, the
paved areas do not contribute to runoﬀ (Bengtsson & Westerstro¨m 1992).
This eﬀect might lower the runoﬀ from urbanized areas during snow melt
situations only, even if the snow melt intensity is locally enhanced by low
albedo and anthropogenic heat. On the other hand soils in urban areas
are often compacted and runoﬀ from impervious surfaces is more likely to
occur (Sema´deni-Davies 1999a).
Due to time constraints in this research it was decided not to review
soil-runoﬀ, inﬁltration, frozen soils and pipe ﬂow hydraulics in any detail.
2.3 Urban snow melt modeling
Hydrological models are mathematical equations that relate input to out-
put, e.g. the transformation of precipitation to runoﬀ. The models can be
classiﬁed according to the way they treat the randomness and space and
time variability of hydrologic phenomena (Chow et al. 1988). A determinis-
tic model does not consider randomness and a given input always produces
the same output, while a stochastic model produce diﬀerent output for each
time it is run. Within urban hydrology, many of the models that have been
developed are deterministic, e.g SWMM ((Huber & Dickinson 1992) and
MOUSE RDII (DHI 2000)).
Hydrological models can be said to be lumped or distributed according
to how they handle heterogeneity and variability of the hydrological pro-
cesses they intend to model (Refsgaard 1996). A lumped model treats all
processes as averaged over a catchment area, whilst a distributed or gridded
model considers the hydrological processes taking place at various points in
space. Killingtveit et al. (1994) demonstrated use of a semi-distributed hy-
drological model where a catchment was divided into a number of sub-areas
with reasonable homogeneous hydrological characteristics. The complexity
of hydrological models vary from simple black-box type models to physically
based distributed models (DeVries & Hromadka 1992). The demand for in-
put data usually follows the increasing degree of complexity of hydrological
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models.
Estimating watershed runoﬀ in areas with seasonal snow cover requires
that a snow melt algorithm be part of the modelling system. During the last
20 years, advances in computational power have made possible development
of complex point/lumped, as well as distributed snow melt models. The
complexity in deterministic point snow melt models varies from relatively
simple degree-day models (Killingtveit & Sœltun 1995) to physically based
multi-layered energy balance models (Jordan 1991). Sand (1990) tested 16
diﬀerent point snow melt models with diﬀerent degrees of complexity and
found that an energy balance based model showed the best performance
when simulating snow melt in a point. Melloh (1999) made a synopsis and
comparison of 10 operational and research snow melt models that are in
use in the U.S. today. Modelled processes, such as: snow interception by
canopy, snow pack temperature, albedo, cold content, water retention, ﬂow
through snow, etc, and data requirements were used to compare the diﬀer-
ent models. Some of the ﬁndings were that, even though the complexity of
the snow melt models has increased, the available input data to the models
have not developed in equal pace. Since digital terrain and land cover data
are now available, it was argued that these data should be used in snow melt
modelling. Bales & Harrington (1995) reviewed literature within snow hy-
drology and argued amongst many things, that remote sensing technologies
could ﬁll the data needs that are required by physically based hydrological
snow melt models.
One type of models that have been used in several urban snow melt
applications is the family of degree day based conceptually lumped or semi
distributed models. The advantage of these types of models is that they
require relatively small amounts of input data, air temperature and precip-
itation. They can also be executed relatively rapid on personal computers.
The US Environmental Protection Agency (EPA) Storm Water Manage-
ment Model (SWMM) is one such model that has been widely used within
the urban drainage community, although the applications for cold climates
are very limited. The SWMM model is a mathematical model for simulation
of urban runoﬀ quantity and quality in storm and combined sewers (Huber
& Dickinson 1992). SWMM has a surface and subsurface hydrology com-
ponent which are capable of simulating both rainfall and snow melt runoﬀ.
Usually SWMM is applied as a semi-distributed model, i.e. the catchment
is divided into several sub-catchments each draining to an inlet. Snowmelt
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calculations in SWMM can be run as either continuous or event based sim-
ulations. Only the continuous simulation mode will be commented on here.
Each sub-catchment is divided into three impervious (A1, A3, A4) and one
pervious area (A2). Snow distribution is simulated in the following way.
Area A1 is impervious with depression storage. When the SWE in area A1,
exceeds a user speciﬁed threshold the snow is split into ﬁve fractions; it is
redistributed into the snow covered impervious or pervious areas (A2, A3
or A4), it is removed from the catchment, can be melted immediately, or be
transported to pervious areas in another sub-catchment. This functionality
is meant to account for snow removal/ploughing practices in the catchment.
The snow covered parts of the sub-catchment are subject to areal depletion
curves. SWMM calculates snow melt in two ways depending whether there
is rainfall or not. If there is rain greater than 0.1 mm (depending on the air
temperature), a simpliﬁed energy balance model is used to calculate snow
melt. It is assumed that solar radiation and net long wave radiation are
zero, and that the snow pack is isothermal at zero degrees. SWMM then
uses monthly wind speed values together with air temperature and pre-
cipitation to calculate snow melt with a simpliﬁed energy balance model,
eﬀectively, being almost the same as a degree-day model. If there is no
rainfall a degree-day model is used to calculate snow melt. A simpliﬁed
cold content calculation is used to delay start of snow melt when the air
temperature rises above freezing. No mass is released from the snow pack
before the maximum free water holding capacity (Wliq,max) of the snow is
exceeded. For details on runoﬀ, evaporation and inﬁltration computations,
see (Huber & Dickinson 1992). Sema´deni-Davies (1999a) did an extensive
literature search to ﬁnd results where SWMM had been used for wintry con-
ditions, but no references were found. Brunvold (2000) used the SWMM
model to simulate runoﬀ, snow melt included, from an urban catchment
(Risvollan, 20 ha) in Trondheim, Norway. A daily time step was used and
the results were promising. The model was calibrated by comparing sim-
ulated and observed runoﬀ only. Simulated SWE was not compared with
available observed SWE data.
MOUSE RDII (DHI 2000) is a proprietary urban runoﬀ model which can
include snow melt simulations. It is normally applied as a semi-distributed
model to a catchment. The MOUSE system consists of a surface hydrology
model (RDII) which generates hydrographs used as input to the pipe ﬂow
model. MOUSE RDII splits an urban sub-catchment into a pervious and
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impervious part. Runoﬀ from each part is called Slow Response Component
(SRC) and Fast Response Component (FRC), respectively. The snow pack
is uniformly distributed in both the FRC and SRC areas, and snow melt is
calculated with the degree-day equation. Water is only released from the
snow pack after the threshold (Wliq,max) in the snow (set to 8% of total
SWE) is exceeded. If there are cold periods within the melting season the
liquid water can refreeze, and the liquid water holding capacity has to be
reﬁlled again before any mass release from the snow pack takes place. These
processes are meant to simulate a change in cold content during ﬂuctuations
between warm and cold periods. No redistribution of snow from roads, etc
to nearby areas is simulated. Only precipitation and air temperature are
used to drive the snow melt simulations. Gustafsson (1995) reported results
from applications of the Mouse-Nam concept, which is an earlier version of
MOUSE RDII, to 36 urban catchments in Sweden. In all the simulations, a
24 hour time step was used. No comparison of simulated and observed snow
cover was carried out. The degree-day factors had a range of 2-7 mm/(deg-
day), with a mean around 4 mm/(deg-day). The various applications were
calibrated against observation of runoﬀ at the downstream end (mostly
at treatment plants), for each catchment. The results indicated that the
Mouse-Nam is capable of simulating daily runoﬀ from catchment areas with
a 24 hour time resolution. Hernebring et al. (1994) used the Mouse-Nam
concept to simulate daily snow melt runoﬀ and inﬁltration to sewer systems
for several urban catchments in Sweden. The simulated SWE was compared
with a time series of snow depth point measurements that was transformed
to SWE assuming a density of 0.3 mm. The simulated and observed SWE
showed the same trends, and runoﬀ was simulated to a certain degree with
success. A discussion on how representative the point measurements of
SWE were, relative to the true basin SWE, was not given. Sætern (2002)
used MOUSE RDII to simulate runoﬀ from two urban catchments (20 ha,
550 ha) in Trondheim, Norway. For the smallest catchment (Risvollan)
the winter season of 2000-2001 was simulated with a time step of 1 hour.
The R2 calculated from observed and simulated runoﬀ for the Risvollan
catchment, gave a value of 0.86. No comparison of simulated and observed
SWE was done although data were available. For the larger catchment
(550 ha) a 2.5 year time series was simulated, however the R2 value of 0.36
indicated a poor ﬁt between observed and simulated runoﬀ. Hernebring
et al. (1994) recommended that the snow model in Mouse-Nam could beneﬁt
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from dividing the urban area into sub-surfaces (roofs, streets, woodlands,
etc) having diﬀerent snow melt rates. Hernebring et al. (1997) used the
MouseNam concept to simulate snow melt and runoﬀ from a small urban
catchment in northern Sweden (Porso¨berget catchment, 13 ha, Lule˚a), using
an hourly time step. Only the main melt period of about 1 month was
simulated for the years 1983-1985. The initial value of SWE was based on
ﬁeld observations. The simulated and observed SWE agreed relatively well,
but simulated and observed runoﬀ showed poor correlation. It was argued
that air temperature was not adequate as input data for hourly simulations
of snow melt. Simulation of snow clearing procedures should also be taken
into account when simulating snow melt from urban areas. These processes
are not accounted for in the Mouse-Nam model.
Westerstro¨m (1984) used a degree-day approach to simulate snow melt
from an urban area (13 ha) in northern Sweden. For the snow melt period
(28 days in spring of 1983), simulated and observed SWE was found to
match satisfactory. It was concluded that the degree-day method can be
used to simulate daily snow melt runoﬀ from an urban area. Thorolfsson
& Killingtveit (1991) carried out an event based (16 hours) runoﬀ simula-
tion for an urban watershed (6.85 km2) in Trondheim, Norway, using the
lumped conceptual HBV model cited as Bergstro¨m (1976). The snow melt
simulations were based on the degree-day model and indicated that runoﬀ
for one day could be simulated with the HBV model. The initial condi-
tion of SWE was set arbitrarily, not based on ﬁeld measurements. Similar
simulations where carried out by Oveland (1995) who used a lumped con-
ceptual model, developed in the PINE system (Rinde 1998), to simulate
runoﬀ from the Risvollan (20 ha) and Fredlybekken (550 ha) catchment
for the time period from January 1995 to December 1995. The snow melt
model was based on a degree day approach with a 24 hour time step. Indi-
vidual events were simulated with shorter time steps. The results showed
best performance in the summer period, but the results from the winter
period were also promising.
Within the literature of urban hydrology there are also examples of
how energy balance models have been used to simulate snow melt runoﬀ.
For example, Valeo & Ho (2003) developed two versions of an urban snow
melt model (USM) based on the lumped snow distribution formulation in
SWMM. A full and a simpliﬁed energy balance model were used to simulate
snow melt for an urban catchment (25 ha) in Calgary, Canada. The full
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energy balance (USM1) was fed with precipitation, air temperature, wind
speed, incoming shortwave and long wave radiation, relative humidity, and
vapour pressure data. The simpliﬁed version (USM2) used only precipi-
tation, air temperature, and solar radiation as input data, excluding the
calculation of turbulent heat ﬂuxes and advection from rain. Change in cold
content was not included in the model. Both USM1 and USM2 used albedo
decay curves depending on land cover type and the snow pack could be re-
distributed in much the same way as in SWMM. Both USM1 and USM2
used calibrated aerial depletion curves when calculating net snow melt. The
liquid water in the snow pack had to exceed a certain threshold (Wliq,max)
before any mass release from the snow pack took place. Both models (USM1
and USM2) and the original SWMM model were tested against data for a
snow melt period of 22 days. The results showed that the simulated runoﬀ
from USM1 and USM2 agreed quite well with observed runoﬀ. Testing of
the original SWMM model did not show such good results. Comparison of
simulated and observed SWE and SCA was not carried out.
Sema´deni-Davies (1998) used an energy balance based snow model to
simulate urban snow melt runoﬀ for a 8.25 km2 in the city of Lule˚a, Sweden.
Three types of snow cover (undisturbed, compact/dirty, piled) and two
surface permeabilities were included in the simulations. The winter season
of 1992-1993 was simulated. Hourly data was used to drive the energy
balance, but the time series for a whole season was incomplete so eﬀectively
snow melt was only calculated for the spring melt period. Several mid-
winter melt periods were not simulated correctly. The simulated SWE in
the diﬀerent snow cover types was not compared with ﬁeld measurements.
Only runoﬀ observations were used to calibrate the snow model. Bartosova
& Novotny (1999) simulated spring runoﬀ quantity and quality for a 50 km2
urban catchment in Milwauke, Wisconsin, U.S. The model used an energy
balance approach to simulate snow melt within four diﬀerent surface covers.
For a period of two months in the spring of 1997, simulated runoﬀ and water
quality parameters showed a poor correlation with observed data. Another
example of energy balance based urban snow melt models is the work by
Matheussen (1996) who continued the work by Oveland (1995) and used
both a degree day model and an energy balance approach to simulate snow
melt runoﬀ from the Risvollan catchment in Norway. Matheussen (1996)
also used the PINE system (Rinde 1998)). The catchment was divided into
a triangular irregular network (TIN) and the average slope and aspect of
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each triangle was used to correct the eﬀective short wave radiation. Runoﬀ
from both pervious and impervious surfaces was included in the simulation.
Matheussen (1996) was not able to get the energy balance based snow melt
and runoﬀ simulations to outperform the degree day based model snow
melt runoﬀ model. It was argued that this was attributed to the lack
of understanding of how AA inﬂuences snow distribution and melt in the
urban environment.
Most of the models sited above uses the degree day approach to calculate
snow melt intensity. The models are in general applied as semi distributed
or lumped models and snow distribution is simulated with areal depletion
curves and/or allows for redistribution of snow to simulate the eﬀects of
snow clearing procedures. The majority of the models were applied with
a 24 hour time step, although some shorter events where simulated with
higher resolution (1 hour). It has been argued by several researchers that
a time step of 24 hours is too long for ﬂooding and CSO analysis of urban
drainage systems (Zhu & Schilling 1994, Matheussen & Thorolfsson 1999,
Sema´deni-Davies 1999a, Bengtsson & Singh 2000). The reason for this is
that a time series of runoﬀ with a time step of 24 hours will have lower
peak values than a time series with 1 hour time resolution. Therefore CSO
discharge and ﬂooding analysis should not be carried out with 24 hour time
step data. This view was also pointed out by Bengtsson (1984), who argued
that the degree day model is inadequate for use in snow melt simulations
with a time step shorter than day. This view seems to have not been shared
by the modellers using the degree day model to simulate snow melt runoﬀ
in urban areas with a time step of 24 hours.
Hernebring (1996) claimed that with a veriﬁed urban hydrological model
it is possible to run long term simulations (years) of an urban drainage sys-
tem to estimate dimensioning snow melt volumes. Assessment of measures
taken to reduce ﬂooding and CSO discharge could also be carried out with
such a model. One can ask why the simulations with 1 hour time step cited
in this chapter, e.g. (Valeo & Ho 2003), were only carried out for snow
melt events (1 month or shorter). From an operational point of view, it
can be argued that the goal of urban hydrological model development must
be to ﬁnd model structures that are capable of simulating long time series
(several years) with short time resolution (≤1h). With such models more
accurate estimates of peak values and CSO discharge could be made. Thus
simulating short time periods of spring snow melt does not contribute sig-
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niﬁcantly to solve this problem. In regions where mid-winter melt periods
can occur, it is of equal importance to simulate the accumulation season
as it is to simulate the melt season adequately. This is because simulated
snow melt runoﬀ is dependent of the state variables of SWE and SCA in a
model (Turpin et al. 1999). Therefore whole seasons should be simulated.
One likely reason for the event based modelling approaches is that there
is a lack of available urban hydrological and meteorological data with ade-
quate length (whole seasons) to conduct continuous simulations with short
time resolution. Another problem with event based modelling is that the
initial conditions of both soil moisture levels, SWE and SCA have to be
set in the ﬁrst time step of the simulation. This requires ﬁeld observation
of these parameters, which in most situations are not available. If whole
seasons are simulated this problem is avoided. If the initial values are set
arbitrarily or by calibration, it is likely that the hydrologic memory of the
model inﬂuences the simulated results, and the models ability to transform
precipitation into snow and runoﬀ can be questioned.
Sema´deni-Davies (2000) refer to work by Hillel (1987), Beven (1993)
and others, and emphasize that the performance of hydrological models
should not be judged solely on catchment wide hydrographs. The validity
of each internal module, such as the snow model, should be demonstrated.
None of the urban hydrological snow melt models, reviewed in this section,
e.g. (Hernebring 1996, Westerstro¨m 1984, Sema´deni-Davies 2000), have
been tested and validated against catchment representative measurements
of SWE and SCA. Moreover, to carry out such a test of the snow models,
independently of the runoﬀ simulations, there is a need for ﬁeld observations
of SWE and SCA that can be used for calibration and validation of urban
snow melt models.
Except for the ability to simulate eﬀects of snow clearing procedures,
none of the urban snow melt models cited in this section implements a
physical description of the processes occurring around roads and buildings.
Such a model would be desirable if snowmelt runoﬀ should be simulated
correctly at the spatial (< 10 m) and temporal (< 1h) scales appropriate
for use in urban environments. A gridded or distributed urban snow melt
model which incorporate such eﬀects have not yet been properly tested
against catchment representative observations of SCA, SWE and runoﬀ in
an urban environment.
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2.4 Conclusions
The albedo of snow packs located near or on roads tend to have a rapid
decay and in general lower albedos than untouched snow packs. The low
albedos, typically found in piled snow or snow packs nearby roads, increases
snow melt intensity. The natural variability of urban snow packs are en-
hanced by snow clearing procedures occurring on roads and parking lots.
Because of the total inﬂuence of AA on urban snow distribution and melt
there are indications that both SCA and SWE will be more rapidly lowered
in urban environments compared to areas not inﬂuenced by AA.
Due to the large variability of urban snow packs within relatively short
distances (<10m) it was argued that remote sensing techniques do not
provide suﬃcient temporal and spatial resolution for measurements of SWE
and SCA in the urban environment. Ground based techniques that cover
roofs, roads, snow deposits, and park/garden areas should be taken into
consideration when designing urban snow surveys.
It was argued that an urban hydrological model specially designed for
urban snow melt calculations should model the eﬀects of roads, and build-
ings and should be tested against catchment representative measurements
of SWE and SCA in addition to runoﬀ. The model should be tested for
whole seasons with short time resolution (<1h). Such a model and testing
against catchment representative observations of SCA, SWE and runoﬀ has
not yet been carried out in an urban hydrological setting.
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Chapter 3
Gridded urban hydrological model
Gridded Urban Hydrological Model (GUHM) is a model, specially designed
to deal with urban snowmelt processes. The model was developed as part of
this research. This chapter provides a documentation of the GUHM model
structure and the input data needed to run it.
3.1 Modelling objectives
In chapter 2 it was argued that most of the urban hydrological models in
use today, are using simpliﬁed model structures not taking into consider-
ation the eﬀects of AA on urban snow melt processes, to a satisfactory
degree. One of the objectives in this research was therefore to develop an
urban hydrological model specially designed for urban snow melt calcula-
tions. This means in principle to develop a model that tries to simulate
how the presence (physical geometry) and operation of roads and buildings
inﬂuence the snow distribution and melt in an urban environment. Chap-
ter 2 documented several eﬀects of AA on snow distribution and melt that
should be considered in such a context. It was therefore decided that the
model should try to include processes and eﬀects of
• Snow clearing procedures
• Slope, aspect and shadowing
• Albedo of urban snow packs
• Roof heat conduction
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• Altered long wave radiation budgets in vicinity to building walls.
• Exposure of roof snow packs to wind
as realistic as possible. In addition to this the general principles of conser-
vation of mass and energy should also be followed and equations for calcu-
lation of evapotranspiration and soil-runoﬀ also had to be implemented.
One diﬃcult question within design of hydrological models is to decide
at what temporal and spatial scales the model should operate at. In chapter
2 it was argued that a too coarse temporal resolution (24 hours) will lower
peak ﬂows and can therefore not be used in CSO discharge and ﬂooding
analysis in an urban hydrological setting. Matheussen & Thorolfsson (1999)
recommended that a time resolution of 1 hour or lower should be used in
urban snow melt models. This was based on an analysis of winter (Nov-
Apr) storm water data from the Risvollan catchment (20 ha) in Trondheim
Norway. Time series with diﬀerent time resolutions, ranging from 2 minutes
to 24 hours, was used to calculate discharge from an artiﬁcial overﬂow. The
results from the time series with 1 hour time resolution agreed relatively well
with the 2 minutes time resolution data, while the coarser resolutions gave
wrongly estimated discharge volumes from the artiﬁcial overﬂow. Based on
this a time resolution of 1 hour or lower was recommended for use in urban
snow melt models. One objective for the model developed in this research
was therefore that it should operate at a temporal resolution of 1 hour or
less.
The decision on using a model time step of 1 hour has several implica-
tions. First of all the snow melt intensity cannot necessarily be calculated
with the simple degree day model. The degree-day model calculates mean
daily snow melt as a linear function of the mean air temperature and does
not simulate diurnal cycles satisfactorily (Bengtsson 1984). For short term
forecasts a physically based approach is therefore recommended (Gray &
Prowse 1992), thus, in this research it was decided to use an energy bal-
ance approach to calculate snow melt intensity. One advantage with this
method is that eﬀects of e.g. low snow albedo, slope, aspect and shadow
eﬀects of the terrain can be taken into consideration in the model, in addi-
tion to modiﬁed energy ﬂuxes in vicinity of houses. The major drawback
of using an energy balance model to calculate snow melt is that it requires
extensive input data, precipitation, air temperature, short wave radiation,
relative humidity and wind speed, to run.
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In chapter 2 it was argued that within a few metres the urban envi-
ronment may contain several land cover types (roads, roofs, etc), mixed
together. If processes such as low albedos, slope, aspect, shadow eﬀects
and relocation of snow from roads to nearby terrain, should be modelled
in an urban hydrological the spatial resolution must therefore be high. Be-
cause of this a gridded (distributed) model with grid cells of a few metres
might be favourable compared to a lumped or semi distributed model. It
was therefore decided that a gridded model should be developed in this
research. The output from the model should be time series or spatial plots
of snow covered area (SCA) and snow water equivalent (SWE), snow melt
intensity and runoﬀ. It was also an objective that the model should be as
general as possible so it could be used also in other parts of the world with
cold climates.
Due to time constraints some limitations had to be set. Algorithms
simulating eﬀects of snow drift was not included, mainly because of the
extreme complexity of these processes, the need for computational power
and lack of ﬁeld data to verify such algorithms in urban areas.
3.2 General working method
The principal idea of the GUHM is to subdivide an urban catchment into
equal area orthogonal grid cells. Figure 3.1 shows a schematic of how this is
done. The size of the grid cells (spatial resolution) is set by the user. Within
each grid cell the following method is used: Meteorological data from nearby
stations is assigned to each grid cell. Then a physically based energy balance
snowmelt routine is used to calculate time series of rain and snowmelt
(R+M), and SWE, etc. At the end a soil-runoﬀ routine is used to calculate
runoﬀ using the input time series from the snow routine. The lower part of
ﬁgure 3.1 shows a ﬂow chart of how this is done. At runtime GUHM loads
all necessary input data, then it loops through all grid cells calculating
snowmelt and runoﬀ, and at the end catchment runoﬀ for each time step
is simply the sum of runoﬀ from all cells (Eq. 3.1). Currently, GUHM has
no pipe ﬂow module, but can be coupled with existing public domain or
proprietary pipe ﬂow models such as SWMM (Huber & Dickinson 1992) or
MOUSE (DHI 2000).
35
3.2 General working method
Fig. 3.1: Schematic of GUHM
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Qt =
i=gridcells∑
i=1
qi (3.1)
3.3 GUHM snow routine
Within each grid cell in GUHM, snow accumulation and melt is calculated
using a snow energy balance model (Eq. 3.2). Some of the equations are the
same as in the work by Storck et al. (1998) and Storck (2000), and have also
been used in other work, e.g. Matheussen et al. (2000). It should be noted
that there are several existing hydrological models that also uses various
energy balance approaches, e.g. (Anderson 1976, Jordan 1991, Tarboton &
Luce 1996, Bruland & Killingtveit 2002) and many others.
In equation 3.2, cs is speciﬁc heat of ice, ρw is density of water, W is
the water equivalent of the snow pack in metres (m), Ts, is the temperature
of the snow pack, Qsw is net shortwave radiation ﬂux, Qlw is net longwave
radiation ﬂux, Qs is sensible heat ﬂux, Qe is latent heat ﬂux, Qp is heat
from rain and snow, Qm is the energy ﬂux given to the pack due to liquid
water refreezing or taken from the pack during melt and Qg is ground
heat ﬂux. All energy ﬂuxes into the snow pack is deﬁned as positive and
expressed as W/m2. The solution of equation 3.2 is accomplished via a
forward ﬁnite diﬀerence scheme over the model time step shown in equation
3.3 (Storck 2000).
ρwcs
dWTs
dt
= Qsw + Qlw + Qs + Qe + Qp + Qm + Qg (3.2)
W t+∆tT t+∆ts −W tT ts =
∆t
ρwcs
(Qsw +Qlw +Qs +Qe+Qp +Qm+Qg) (3.3)
3.3.1 Shortwave radiation
In equation 3.3 the net shortwave radiation ﬂux is calculated using equation
3.4. A is the snow surface albedo. Ix is the observed incoming shortwave
radiation corrected for slope, aspect and if the grid cell is in shadow or not,
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depending on time of day and year.
Qsw = Ix(1−A) (3.4)
A digital elevation model (DEM), including buildings, is used to calcu-
late if a grid cell is in shadow or not. This is done with the following method.
First the solar angle and azimuth relative to the grid cell is calculated using
the algorithms supported by RReDC (2000) (C source code downloaded
from the internet). The equations are based on the work oﬀ Michalsky
(1988b), Michalsky (1988a), Zimmerman (1981), and Iqbal (1983). Then
the solar angle in the solar azimuth direction is compared with the height
of the grid cells adjacent, and in the solar azimuth direction, to the grid
cell considered. If there are any grid cells crossing the direct beam from the
sun, then the grid cell is considered to be in the shadow. This is carried
out for each model time step and for each grid cell. Solar radiation is split
into a direct and a diﬀuse component following (Skartveit & Olseth 1987).
If a grid cell is not in the shadow from other cells, the direct component of
the solar radiation is modiﬁed for slope and aspect after methods described
by (Vignola & McDaniels 1988). Section 3.6 provides more information on
the shadowing calculations.
A = a1(a2)(sa)
(a3) (3.5)
Equation 3.5 (Storck 2000) shows how albedo is calculated as a function of
time since last snow fall (snow age (sa), in days). The user has to specify
the parameters (a1, a2, a3) used in the albedo decay function (Eq. 3.5).
One of the beneﬁts of using such an albedo formulation is that the albedo
will change when new snow falls on old snow. For every new snowfall the
albedo will be reset to its initial value a1. The user has the option to specify
an albedo curve for the accumulation season (no liquid water present in the
snow), and one for the melt period (liquid water present in the snow).
3.3.2 Longwave radiation
Net longwave radiation (Qlw) is calculated with equation 3.6. Ta is air
temperature in the grid cell and Ts is the snow surface temperature. σ is the
Stefan-Boltzmann constant and e is vapor pressure in the air, in millibars
(Bras 1990). Ig is observed shortwave radiation and Ixx is extraterrestrial
shortwave radiation.
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Qlw = Kσ(0.740 + 0.0049e)T 4a − σT 4s (3.6)
N2 =
1.0− Ig/Ixx
0.65
Ig > 0
N2 = 1.25 Ig ≤ 0
K = 1 + 0.17N2
3.3.3 Latent and sensible heat
Calculation of sensible heat ﬂux into or out of the snow surface is given
by Equation 3.7. ρa is air density, cp is speciﬁc heat of air and ra,s is the
aerodynamic resistance between the snow surface and the near surface ref-
erence height, typically the instrument height at which the meteorological
data are sampled (Eq. 3.12, 3.13).
Qs =
ρacp(Ta − Ts)
ra,s
(3.7)
Qe =
λiρa
[
0.622
Pa
]
[e(Ta)− es(Ts)]
ra,s
(3.8)
Calculation of latent heat is given by equation 3.8. λi is latent heat of
vaporization when liquid water is present in the snow and the latent heat of
sublimation in the absence of liquid water. Pa is the atmospheric pressure.
e and es are the vapour and saturation vapour pressure, respectively.
During snow melt, warm air is typically cooled right above the snow
surface. If wind is present cold air can be transported upwards, by tur-
bulent eddies from the snow surface, but since the air is cooler than the
ambient air the cold air tends to sink down to the snow pack again. This
mechanism suppresses turbulent exchange of energy (stable atmospheric
conditions). If an air parcel right above the snow surface is colder than
the snow surface turbulent ﬂuxes are enhanced since the cool air will be
warmed up by the snow and rise. This enhances turbulent energy exchange
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(unstable atmospheric conditions). The calculation of turbulent heat ﬂuxes
is therefore complicated by the stability of the atmospheric boundary layer
(Anderson 1976, Storck 2000).
Aerodynamic resistance is given by equation 3.9, were z and z0 are near
surface reference height (usually instrument height above ground) and snow
surface roughness, respectively. k is the von Karman constant, usually set
to 0.4 and Uz is the wind speed at the reference height. g is gravity. Rib
is the bulk Richardsons number, which is a dimensionless ratio relating
the buoyant and mechanical forces acting on a parcel of air (Storck 2000).
Riul is the upper limit of Rib developed by Storck (2000) to compensate
for underestimation of latent and sensible heat ﬂuxes during common melt
conditions. Aerodynamic resistance is corrected for stable and unstable
conditions with equation 3.12 and 3.13, giving ra,s.
ra =
ln
[
z
z0
]2
k2Uz
(3.9)
Rib =
gz(Ta − Ts)
(Ta+Ts)
2 Uz
2
(3.10)
Riul =
Ta
(Ta+Ts)
2 (ln
[
z
z0
]
+ 5)
(3.11)
Stable conditions
ra,s =
ra
(1− RibRicr )2
0 ≤ Rib ≤ Riul (3.12)
Unstable conditions
ra,s =
ra
(1− 16Rib)0.5 Rib < 0 (3.13)
In urban areas, the idea of calculating turbulent heat ﬂuxes, with sta-
bility corrections is highly uncertain. Complex building geometry and heat
from several anthropogenic sources, such as fuel combustion, domestic heat-
ing, etc., changes the wind and temperature ﬁelds and strongly inﬂuences
the turbulent eddies and the stability of the atmosphere. Due to time con-
straints it was chosen to use this method despite the uncertainty associated
with it. The users of GUHM have the option to specify a diﬀerent snow
surface roughness for each LCT. Section 3.5 presents more on this.
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3.3.4 Advective energy
Energy from rain and snow is given by:
Qp =
ρwcwTaPr + ρwcsTaPs
∆t
(3.14)
where cw is speciﬁc heat of liquid water and cs is speciﬁc heat of ice and
ρw is density of water. The rain water is added to the liquid water content
in the snow and can refreeze and release latent heat of fusion. Precipitation
(P) is partitioned into snowfall (Psnow) and rainfall (Prain) with equation
3.15. Tmax and Tmin are threshold temperatures separating rain and snow
(user speciﬁed). Precipitation is corrected for precipitation gauge under
catch with equation 3.16 and 3.17, where PCrain and PCsnow are user
speciﬁed input parameters.
Psnow = P, Ta ≤ Tmin
Psnow =
Tmax − Ta
Tmax − TminP, Tmin < Ta < Tmax (3.15)
Psnow = 0, Ta ≥ Tmax
Prain = P − Psnow
Ps = Psnow PCsnow (3.16)
Pr = Prain PCrain (3.17)
3.3.5 Net energy and mass balance
When the snow pack exchanges energy with the atmosphere the snow pack
can be cooled down or heated, liquid water can be partially or totally
refrozen, or melt can be produced. For a given time step this is controlled
by the net energy available for the snow pack. The net energy (Qnet) is
given by equation 3.18.
Qnet = (Qsw + Qlw + Qs + Qe + Qp + Qg)∆t (3.18)
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If Qnet is negative, energy is being lost by the pack. Liquid water (if
present) is then partially or totally refrozen. If Qnet is suﬃciently negative
to refreeze all liquid water, then the pack may cool. If Qnet is positive, then
the excess energy available after heating the snow pack to zero degrees,
produces snow melt. Equation 3.19 and 3.20 illustrates this.
Qm∆t = min(−Qnet, ρwλfWliq), Qnet < 0 (3.19)
Qm∆t = −(Qnet + csWiceT ts), Qnet ≥ 0 (3.20)
The mass balance of the snow pack is calculated using the following
equations:
∆Wliq = Pr +
Qe
ρwλv
− Qm
ρwλf
(3.21)
∆Wice = Ps +
Qe
ρwλs
+
Qm
ρwλf
, where λv is latent heat of vaporization, and λs is latent heat of sublimation.
Qe exchanges water with the liquid phase if liquid water is present, and
exchanges water with the ice phase in the absence of liquid water. If Wliq
exceeds the maximum free water holding capacity (Wliq,max) of the snow
pack, then excess (Wliq −Wliq,max) is drained trough a linear reservoir and
into snow pack outﬂow. The outﬂow of snowmelt from the linear reservoir
is controlled by Ksnow which can be altered during calibration. The linear
reservoir represents the dynamics of liquid water percolating through the
snow pack (Sand 1990).
Equations 3.2 - 3.21 are solved with an iterative method. Given initial
snow surface temperature and water equivalent, additional snowfall is added
to the snow pack and its temperature is adjusted accordingly. The snow
routine then calculates Qnet. If Qnet is positive the snow pack is ﬁrst heated
to zero degrees and the rest of the positive energy is transformed into melt.
If Qnet is negative, liquid water is refrozen, if there is still negative energy
the snow temperature is iteratively lowered, and Qnet is recalculated, until
the energy balance is satisﬁed. The model assumes uniform temperature in
the snow pack, i.e. one layer and isothermal conditions. This is debatable
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since the top layer of the snow can have a diﬀerent temperature then the
base, i.e. a vertical temperature gradient within the snow pack. The snow
routine produces a time series of rain, melt and SWE which is used as input
to the soil-runoﬀ routine described in the following sections.
3.4 Soil-runoﬀ routine
The soil-runoﬀ routine in GUHM is a modiﬁed version of the soil routine
in the HBV model (Bergstro¨m & Forsman 1973), see also Killingtveit &
Sœltun (1995). Figure 3.2 shows the schematics of how the soil-runoﬀ
routine works in GUHM. It consists conceptually of three zones, the soil
zone (SM), upper (UZ) and lower zone (LZ). Net precipitation (R+M, rain
plus melt) from the snow routine is split in two as dUZ and dSM according
to equation 3.22. dSM is water added to the soil layer (SM) and dUZ is
runoﬀ transported to UZ. The maximum water content in the soil zone is
controlled by the ﬁeld capacity (FC in equation 3.22).
deficit = FC − SM
dUZ = R + M − deficit R + M > deficit
(3.22)
dUZ = (R + M)(
SM
FC
)β R + M ≤ deficit
dSM = (R + M)− dUZ
Water is removed from the soil layer only through what is called actual
evapotranspiration (ET). The purpose of this is to simulate how nature
removes water from the soil through evaporation and transpiration. If the
water content in the soil layer exceeds a user speciﬁed threshold value (LP),
the actual ET equals the potential ET. If the soil moisture is below the
threshold (LP) actual ET is scaled with the factor SM/FC. This forces
actual ET to decrease as the soil layer dries. Calculation of potential ET
is shown in later sections. The UZ consist of a linear reservoir with three
outlets (see Fig. 3.2). In addition water can ﬂow to the lower zone through
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what is called percolation (qperc). The lower zone (LZ) consists of a linear
reservoir with two outlets. The lower zone represents slow response runoﬀ.
dUZ
GWR
q1
q0
qperc
UZ1
UZ2
ETact
Rain+Melt
SM
FC
q2
k0
k1
qlz
klz
kGWR
Soil
UZ
LZ
LZL
Fig. 3.2: GUHM Soil-runoﬀ routine
In an urban hydrological model the water balance is controlled by
several factors such as precipitation gage correction factors, estimation
of catchment area, calculation of actual ET, etc. Runoﬀ measured at a
gauging station, in the subsurface pipe network, might not be an accurate
estimate of the total water volume leaving a catchment. Some water con-
tributes to recharge groundwater and never enters the pipe network. This
eﬀect is implemented in GUHM and is the water going out of the LZ as
GWR, controlled by kGWR and LZL. This feature is only used in LCT park.
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The runoﬀ from one grid cell is calculated with equation 3.23.
qi = q0 + q1 + q2 + qlz (3.23)
Calculation of potential ET (ETpot, Eq. 3.24) is done with the Penman-
Monteith equation (Shuttleworth 1993). In equation 3.24 Rn is net radi-
ation added to the water surface. This is the sum of shortwave (solar
radiation) and longwave radiation, the latter calculated with equation 3.6,
replacing Ts with Ta. Λ is calculated using equation 3.25, where Ta is air
temperature. γ is the phsycrometer constant, rs is surface (stomatal) resis-
tance. cp is speciﬁc heat of moist air. Calculation of aerodynamic resistance
rPa is given by equation 3.27, where z and zw are instrument reference height
and aerodynamic roughness, respectively. D is vapour pressure deﬁcit and
Uz is windspeed. The reason for using the Penman-Monteith equation was
that potential ET can be estimated for vegetated surfaces and/or from free
water surfaces (setting rs to zero). The current version of GUHM does not
allow for diﬀerent calculation of potential ET depending on surface cover,
but this will be implemented at a later stage. In the current version of the
model the user can specify the rs value. If it is set to zero, potential ET is
calculated as being the potential evaporation from a free water surface.
ETpot =
1
λv
[
ΛRn + ρacpD/r
p
a
Λ + γ(1 + rs/r
p
a)
]
(3.24)
Λ =
4098es
(237.3 + Ta)2
(3.25)
es = 0.6108exp(
17.27Ta
237.3 + Ta
) (3.26)
rpa =
4.72[ln(z/zw)]2
1 + 0.536Uz
(3.27)
3.5 Land cover speciﬁc features
In the GUHM, each grid cell is classiﬁed as one out of ﬁve possible land
cover types (LCT). Grid cells of the same LCT are assumed to have the
same hydrological homogenous characteristics. The ﬁve LCTs currently
used in GUHM are road, roof, deposit, wall and park, illustrated in Figure
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Road Roof Deposit Wall Park
Fig. 3.3: Subdivision of an urban area into grid cells of diﬀerent land cover
types
3.3. Within each grid cell, the same snow and soil-runoﬀ routine is used, but
modiﬁed according to the dominating AA within each LCT. In LCT park
it is assumed that no AA is present and the snow and soil-runoﬀ routines
are used as described in previous sections. Figure 3.4 illustrates how the
snow routine is modiﬁed to account for AA inﬂuencing distribution and
melt of the urban snow pack. The land cover speciﬁc features presented in
this section was not used in the snow model developed by Storck (2000).
3.5.1 Land cover type roof
LCT roof represents building rooftops. Snow on rooftops is more exposed to
sun and wind compared to the snow on the ground. Stronger wind speeds
will enhance snow drift (lower accumulation) and increase the turbulent
heat ﬂuxes when the snow is melting. The complex wind ﬂow ﬁeld around
buildings in the urban environment also complicates the snowmelt calcu-
lations. Within GUHM, the elevation diﬀerence between building rooftops
and the terrain is assumed to be of the same height, speciﬁed by the user.
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The wind speed is then corrected following a logarithmic wind proﬁle ad-
justed for the diﬀerence between instrument height above ground and the
height of the buildings. Inside heating of buildings contributes to an in-
creased heat ﬂux into the snow through heat conduction. The magnitude of
this ﬂux will diﬀer from house to house depending on the insulation in the
roofs. In GUHM the user must specify the magnitude of this ﬂux named
Qg−roof . For grid cells of LCT roof, Qg in equation 3.2 is set to the user
speciﬁed energy ﬂux Qg−roof . In all other LCT heat from underlying sur-
face is set to zero. In the soil-runoﬀ routine the thickness of the soil layer
(FC) should be set in the range 0-10 mm, user speciﬁed, to simulate the
fact that most roofs are impervious and has a fast runoﬀ response.
3.5.2 Land cover type road and deposit
In urban areas, after heavy snowfall, the roads are cleared, and the snow is
moved to deposit areas, often within a few metres of the road. To model
this eﬀect the LCT road is only allowed to accumulate SWE up to a user
speciﬁed threshold level (SWEmax), before it is relocated to the nearest
grid cell of LCT deposit. This threshold should be based on snow removal
practices in the area being modelled. For example Valeo & Ho (2003) used
a value of 6.5 mm of SWEmax before the snow was relocated from roads.
For this eﬀect to be modelled with satisfactory results the grid cells should
be suﬃciently small. A grid cell size of 1-5 meters is recommended, to
ensure that redistribution of snow from roads to nearby areas is simulated
in a most realistic manner. Figure 3.4 illustrates the redistribution of snow
from road to deposit grid cells.
LCTs road and deposit should be given steep albedo decay function
that causes the albedo to drop rapidly to 0.2-0.4 during melt periods. This
is to account for the low albedo caused by impurities in the snow as a
result of e.g. traﬃc. From chapter 2, Bengtsson & Westerstro¨m (1992) and
Sema´deni-Davies (1999a) reported albedo of a downtown snow pile to be
as low as 0.2, during melt periods.
LCT road is usually impervious and thin soil layers should be spec-
iﬁed by the user. Deposit areas are considered to be impervious and
should therefore have a thicker soil layer, typically 75-300 mm, accord-
ing to Killingtveit & Sœltun (1995). The thickness of the soil layers are
subject to calibration.
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Snow transport
Roof Wall Road Deposit Park
High wind
Qg-roof
Qg-wall Dirty snow
Fig. 3.4: GUHM land cover types (LCT)
3.5.3 Land cover type wall
When a building is heated from the inside or outside (inside heating, out-
side solar radiation), the outside wall surface temperature arise. This leads
to increased emission of long wave radiation. In cities, buildings diﬀer in
colour, shape and location and the overall eﬀect of increased wall temper-
ature on snowmelt is diﬃcult to estimate. The eﬀective snow albedo can
also be lowered in proximity to buildings since the shortwave radiation is
reﬂected multiple times between the diﬀerent surfaces which add an extra
energy component to the snow pack. Grid cells of LCT wall are meant to
account for these eﬀects by adding an extra energy ﬂux (Qg−wall) to the
snow pack. Grid cells of LCT wall are located adjacent to the roof grid
cells. Since the magnitude of this heat ﬂux cannot be estimated accurately
on a spatial average, this heat ﬂux is a user speciﬁed input to the model.
For grid cells of LCT wall, Qg in equation 3.2 is set to the user speciﬁed
energy ﬂux Qg−wall.
3.6 GUHM input data
The GUHM model needs extensive input data. Each grid cell needs a time
series of precipitation, air temperature, wind-speed, relative humidity and
short wave radiation, usually taken from nearby stations. Three text ﬁles
provide information about start date and time of the simulations, number of
records to run, catchment, snow and soil model structure input parameters,
etc. A grid of the catchment showing the ﬁve LCT must also be given as
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input. As explained earlier GUHM redistributes snow from road cells to
the nearest deposit cell. For each road cell GUHM must keep track of
which deposit cell should receive the snow. This is done with two grids
called closestX and closestY. These two ﬁles are pre-processed from a LCT
grid, containing only grid cells of type road, roof, park and wall, with a
program called ClosestCell. This program, written in C, was developed
during the research. For each road grid cell, the closest grid cell of LCT
park is converted into LCT deposit, and will receive snow from the road
cell. This produces a ﬁnal LCT grid which is used as input together with
the ClosestX and ClosestY grids. These grids can also be manually changed
to account for diﬀerent snow clearing procedures.
Slope and aspect grids are also required input to GUHM and should
be pre-processed using the following procedure. Three diﬀerent digital el-
evation models (DEM) must be prepared. One is a DEM were only the
terrain (buildings excluded) is included. This will be referred to as DEM-
terrain. The second is a DEM where only the buildings in the catchment
are included. This will be referred to as DEM-building. The last one
is a DEM were both terrain and buildings are included (DEM-tb). First
slope and aspect must be calculated separately for the DEM-terrain and
DEM-building. Then the slope and aspect grids from the DEM-buildings
is overlaid the slope and aspect grids from DEM-terrain. This makes the
slope of grid cells adjacent to buildings to be ﬂat.
DEM-tb is used to calculate if cells are in shadow or not. This is done
by the following method. At ﬁrst 24 sky directions is deﬁned. For each grid
cell and for each sky direction an angle called αshadow is found. In Figure
3.5 this angle is shown and represents the lowest solar angle permitted,
without putting the grid cell in shadow. To ﬁnd this angle the height
and distance of every grid cell in the sky direction is considered. This
exercise is pre-processed in GUHM with a program called DEM-SHADOW,
also developed as part of this research. The output from this program
are 24 grids, one for each sky direction, with values of αshadow. GUHM
then uses the solar azimuth angle to deﬁne which sky direction that should
be used when comparing the solar angle α with αshadow. If α is smaller
than αshadow, then the grid cell is in the shadow for the current time step.
These calculations are only carried out when the sun is above the horizon.
Since the buildings are included in the DEM, shadowing eﬀects will then
be accounted for by GUHM. At runtime GUHM reads the 24 grids and
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N
Azimuthα
αshadow
Fig. 3.5: Shadowing of grid cells
uses them to decide if cells are in the shadow. If a time step of 30 minutes
is used in GUHM, 48 grids containing an αshadow value must be prepared.
The shadowing calculations presented in this section was not used by Storck
(2000).
50
Chapter 4
Study area and available data
This chapter presents the study area used in this research. Documentation
of two urban hydrological measuring stations and climate data, which will
be used in later chapters are also presented.
4.1 Risvollan catchment
In this research, the Risvollan urban catchment was used as the study area
(Fig. 4.1). The reason for using Risvollan was that it is located close to
NTNU, is a relatively small catchment and high quality datasets of hy-
drological and meteorological parameters exists for the catchment. It is
located about 4 km southeast of the centre of Trondheim city (Norway)
and is a 20 ha residential area. It consists of 26 % impervious surfaces
(13 % roofs and 13 % paved areas) and 74 % grass lawn and park areas.
About 1500 people live in the catchment (Thorolfsson & Høgeli 1994). The
majority of the buildings is residential and mainly consisting of two ﬂoors
(FAR = 26 %, ISC = 26 %). The soil types in the Risvollan catchment are
mostly silt-clay, but gravel and sand are used around some of the buildings
and in children playgrounds. Within the grass lawn and park areas there
are scattered groups of trees, mostly birch and ﬁr. In the lower right cor-
ner of Figure 4.1, two red circles can be seen. These are locations of the
hydrological stations, Risvollan and Voll, which will be described in later
sections. Figure 4.2 presents the Risvollan catchment with roads, buildings
and the separate storm and sanitary systems. Both systems drain towards
the north western part of the catchment and collects runoﬀ from both the
51
4.1 Risvollan catchment
impervious and pervious surfaces of the catchment. The parts not covered
with roads or buildings in Figure 4.2, are mostly park and garden areas.
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Risvollan
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Fig. 4.1: Scandinavia, Norway, Trondheim, Risvollan
Figure 4.3 shows a digital elevation model (DEM) of the Risvollan catch-
ment. The thick black line is the hydrological boundary of the catchment.
Within the DEM shown in Figure 4.3 the building rooftop elevations are
included. The lowest point in Risvollan is at the outlet of the storm and
sanitary system at 84 metres. The highest point, at 143 metres, is on top
of one of the buildings in the southern part. The average elevation in the
DEM (buildings included) for the Risvollan catchment is 114 metres.
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Fig. 4.2: Risvollan catchment
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Fig. 4.3: Digital elevation model (DEM) of Risvollan catchment
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4.2 Risvollan urban hydrological station
At the downstream end of Risvollan (upper left corner of Figure 4.2) the
Risvollan urban meteorological and hydrological station, which will be re-
ferred to as Risvollan station, is situated. The Risvollan station was built
in 1986 with the objective to collect high quality urban meteorological and
hydrological data for research purposes. The station collects data with 2
minutes temporal resolution continuously year round. Precipitation is ob-
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Fig. 4.4: Sketch of snow melt lysimeter at Risvollan station
served with three gages, but only data from the Lambrecth and FUESS
instruments were used in this research. The lambrecth instrument is an
unshielded heated tipping bucket precipitation gage and the FUESS in-
strument is an unshielded weighing precipitation gage, both placed two
meters above ground. Below the rim of the FUESS gage there is a bucket
collecting the precipitation. The instrument is emptied once a week, and oil
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and anti-freeze are added in the bucket to reduce evaporation and freezing.
Air temperature is observed 2 metres above ground with an Aanderaa 3145
sensor. In addition solar radiation (shortwave Aanderaa sensor 2770), wind
velocity (Aanderaa sensor 2740), and relative humidity (Aanderaa sensor
2820) are also recorded at this height. Storm water runoﬀ is recorded by ob-
serving the water level trough a 100 degrees triangular-notch, thin plated
weir. The triangular- notch was designed according to the ISO 1438/1-
1980(E) standard. The stage through the notch is recorded with a ﬂoat
placed in a stilling well. The ﬂoat is connected to a potentiometer record-
ing the change in water level. A snow melt lysimeter is also installed. It is
placed on the ground and collects seepage water from rain and snow melt.
Figure 4.4 shows a sketch of how the lysimeter functions. A 1.5 x 1.5 m
tray collects the seepage water into a vessel. The change in water level
in the vessel is recorded with a ﬂoat connected to a stage recorder. More
documentation and examples of use of the data collected at the Risvollan
station can be found in Thorolfsson et al. (2003), Thorolfsson & Brandt
(1996), Thorolfsson & Høgeli (1994), Thorolfsson & Sand (1991), Sand
(1990), Risholt (2000) and Lei (1996).
4.3 Voll hydrological station
About 2.5 km north east of the Risvollan station (see Fig. 4.1) Voll mete-
orological station is situated. Several climate parameters are available at
this station, but only solar radiation and wind speed measurements were
used in this research. The solar radiation instrument is a Pyranometer
Kipp & Zonen CM 6B at 2m elevation, and the wind speed is measured
with a Vaisala, WAA15A at 10 m elevation (Dalsbø 2003). The station is
situated in a large open ﬁeld.
4.4 Hydrological data
Figure 4.5 displays monthly averages for hydrological and meteorological
data from Risvollan and Voll stations from June 1999 to June 2003. In
Figure 4.5 (a) precipitation and runoﬀ is shown. The annual average pre-
cipitation at Risvollan was 881 mm and at Voll 729 mm. The data are
not corrected for wind aﬀecting the gage eﬃciency. The precipitation gage
56
Study area and available data
at Voll is located in an open ﬁeld and is therefore more exposed to wind.
This might explain the diﬀerences in annual precipitation. It might also
indicate that there is spatial variability in the precipitation patterns over
Trondheim city. The month of April has the lowest precipitation with only
36 mm at Risvollan. The annual runoﬀ from Risvollan is 564 mm. The
runoﬀ coeﬃcient, the ratio of average runoﬀ for average precipitation is
therefore calculated to 0.64 for the Risvollan catchment. It can be seen
that for the month April runoﬀ is about twice as large as the precipitation,
due to snowmelt in the catchment. January has the highest runoﬀ with 111
mm precipitation and 79 mm of runoﬀ.
Figure 4.5 (b) shows wind speed and air temperature recorded at Risvol-
lan and Voll stations. The wind speed data from Voll are observed 10 metre
above ground, in an open ﬁeld, compared to 2 metre above ground in a vege-
tated depression area at Risvollan. This can explain the higher wind speeds
seen at Voll station in Figure 4.5 (b). From Figure 4.5(b) it can also be
seen that air temperature is lower at Risvollan than on Voll station during
winter time. This can also have been caused by diﬀerences in location,
vegetation and terrain for the two stations.
Figure 4.5 (c) presents relative humidity, and incoming shortwave radi-
ation, observed at Risvollan and Voll stations. Relative humidity is stable
in the range 60 to 80 % at both stations. The diﬀerences in solar radiation
at the two stations can be explained by adjacent terrain, and height of
instruments. Diﬀerences in instrument types and incorrect calibration are
also plausible reasons for this.
4.5 Uncertainty in observed discharge
Sources of errors contributing to uncertainty in the measurements of dis-
charge i.e. errors in discharge coeﬃcient, error in measured geometry of the
notch, measured water stage which also depends on the error in determina-
tion of gauge zero, and corrective terms for viscosity and surface tensions
are presented in ISO1438 (1980). For triangular notches ISO1438 (1980)
and Mosevoll et al. (1991) estimates the 95 % conﬁdence interval for the
observed discharge to be roughly +/- 2 % to 3 % if the speciﬁcations given
in ISO1438 (1980) are followed during construction of the notch. Standard
deviations and errors of width, height, etc of the notch is then in the range
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Fig. 4.5: Monthly averages of hydrological and meteorological data from
Risvollan and Voll stations (June 1999 - June 2003)
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0.05 to 0.5 mm. It should be noted that the uncertainty in the discharge
is dependent on water stage. At high water stages, the uncertainty is less
than at low levels. This means that the dry weather ﬂow has a higher
uncertainty related to it compared to wet weather ﬂows. At Risvollan the
error of the estimated stage is assumed to be around 1 mm when the poten-
siometer and the ﬂoat recording the water stage are newly calibrated. This
gives an uncertainty of about 3 % at a water stage of 100 mm.
When long time series (years) of hydrological data with short time res-
olution (minutes, hours) are put together there will be more sources of
uncertainty than the ones mentioned in ISO1438 (1980). Most of them
are a result of human error e.g. lack of calibration and updating of con-
version formulas, data loggers erased for data before downloading, clocks
adjusted wrongly, etc. This introduces uncertainty in the measurements of
water stage. For some periods the digital recordings were not functioning
at Risvollan station. For example at 13 July 2001 the station was ﬂooded
as a result of heavy rainfall. All electronic data logging units were out of
operation for one week, but mechanical stage recorders were functioning.
These data were scanned and digitalized to replace lost electronic data. The
accuracy of the estimated water stage is believed not to be better than +/-
5 mm for such events. During large discharges, e.g. 10 June 2002, at the
Risvollan station, observations showed that the ﬂow conditions upstream
the notch was very turbulent and near critical ﬂow, which is not ideal for
estimating discharge from water stage. This also introduces an extra un-
certainty at high water stages. All these factors introduce uncertainty that
under certain conditions can increase the uncertainty above the 1 mm (3
%) level. If the error in the water stage is 5 mm at a stage of 100 mm, then
the 95 % conﬁdence interval is about +/- 10 %. Similarly, if the error is 10
mm in 100 mm water stage the conﬁdence interval is +/- 20 % (Mosevoll
et al. 1991).
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Chapter 5
Observations of snow covered area
In this chapter a technique developed for observing time series of SCA for
an urban catchment is documented. The method is presented together with
results and a discussion. At the end some conclusions from the work are
drawn. The objectives of the SCA observations was to a) identify diﬀerences
in SCA between three land cover types (road, roof and park), and b) use the
observed time series of SCA to calibrate and validate the GUHM described
in chapter 3
5.1 Method
In chapter 2 it was argued that remote sensing (space born) techniques for
observing snow cover in an urban environment do not provide the desirable
spatial and temporal resolution simultaneously. Air borne sensing would
also be relatively expensive for use in urban environments. Because of
this it was decided to use overview digital camera images of the Risvollan
catchment to estimate SCA. If images are taken on a continuous basis, a
time series of SCA can be developed and used to verify the performance
of urban snowmelt models, in this case the GUHM. At the boundary of
the Risvollan catchment there is a 45 metre tall building. In March 2001
a digital camera (AXIS 2120 Network Camera) was placed on top of it,
such that the camera had maximum visibility over the catchment (see Fig.
5.1). The camera recorded images every ﬁfteen minutes, with a width and
height of 704 and 576 pixels. This corresponds to a vertical and horizontal
image resolution of 300 pixels per inch. All images used the RGB (Red
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Fig. 5.1: Top view of digital camera placement in Risvollan catchment
Green Blue) three layers colour model. Each of the three layers had a
range from 0 to 255 (quantities of light). The camera was stationary so
that the angle of the images relative to the ground was constant. Figure
5.2 illustrates how the camera was placed on the roof of the building. The
camera communicated with a computer that stored all the images for later
use.
5.1.1 Calculation of snow covered area
Not all parts of the images from the digital camera were of interest with
respect to snow-cover estimation. Sky, trees and building walls were of no
interest when estimating SCA, hence only parts of the images that displayed
ground were used. Three LCTs, roof, park, and road were identiﬁed in the
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Digital camera
Fig. 5.2: Side view illustration of the digital camera placement
images. A mask grid ﬁle with the same width and height as the images
was used to identify the pixels that were located inside the speciﬁc LCT
categories of interest. Pixels that fell inside the speciﬁc LCT were given a
1 and the ones outside were given a 0. This coding controlled whether SCA
for this pixel should be calculated or not.
Figure 5.3 displays an example of the images taken with the digital
camera. The black coloured pixels within Figure 5.3 shows the areas of the
three LCTs that were analysed for SCA. Although all LCTs were coloured
black in Figure 5.3, three mask ﬁles (one for each LCT) were made to keep
track of the diﬀerent areas that were to be analysed for SCA. The three
LCTs selected have diﬀerent characteristics in terms of snow accumulation
patterns and available energy for snowmelt (the results and discussion sec-
tion presents more details on this). It was also desirable that all LCTs
should have areas (pixels) with diﬀerent horizontal distance to the digital
camera. Areas that were strongly inﬂuenced by shadows were not consid-
ered in the analysis. In Figure 5.3, almost all parts of the ground are clear
and visible. This was not the case for all images. In some, shadows and
dirty snow made the contrast between the LCTs less distinct.
Many types of artiﬁcial neural networks (ANN) have been used within
the ﬁeld of hydrology. An introduction to the topic and applications can be
found in Govindaraju (2000b) and Govindaraju (2000a). Figure 5.4 shows
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Fig. 5.3: Example image from digital camera. Black areas were analysed
for snow cover
the topology of the three layered feed forward ANN used in this research.
The ANN was used to establish a relationship between pixel information
(Red, Green, Blue) and snow or bare ground. After this the ANN was used
to classify pixels as either fully snow covered or bare ground within the three
LCTs. There are three nodes in the input layer, one for each colour in the
pixels (Red, Green, Blue), six nodes in the hidden layer and one node in the
output layer. The sigmoidal function was used as the activation function
(Gallant 1993). The ANN is trained for a small set of pixels selected from
each image and afterwards applied to all the pixels in the image that falls
within the three LCTs shown in Figure 5.3.
5.1.2 Data sampling, training and validation of neural net-
work
In this work, a supervised ANN, optimized with the back-propagation algo-
rithm (Gallant 1993, Govindaraju 2000b, Islam & Kothari 2000), was used.
This means that before the ANN can be used in any analysis, it has to be
trained for a given dataset. The purpose of the training data is to establish
a relationship between the RGB values in the pixels and the snow cover.
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Fig. 5.4: Three layer feed forward artiﬁcial neural network used to map
between pixel information and snow cover
A pixel was chosen to be either fully snow covered or have no snow in it.
Sampling of the training data was done in the following way. For every
image, an attempt was made to sample at least 10 pixels with snow and 10
pixels without snow. The pixels were sampled from all three LCT shown in
Figure 5.3. In some images some of the LCTs were free of snow so sampling
could not be done in a consistent way for all the images. For each of the
pixels in the training data, the RGB values were recorded. Pixels with full
snow cover were given a value of 1 if they had snow in them and 0 if not. All
training data were sampled using an interactive Matlab program developed
as part of this research. The program reads in one image at the time and
displays it for the user. The user clicks on pixels with and without snow.
The RGB values for each of the pixels are saved to a text ﬁle together with
the snow value (one or zero). The data are then read by the ANN which is
a C++ program, also developed as part of this research.
Validation of the results is an important part of hydrological model
studies. This is also important when using ANN as classiﬁers. Validation
can be seen as a performance test of the ANN and can be evaluated by
subjecting the ANN to new input data not used in the training process.
In this research, validation was done using training data from ﬁve images.
Table 5.1 shows the dates, number of pixels (training sets), number of
wrongly classiﬁed pixels (error), and number of iterations used to train the
ANN. All ﬁve training datasets were split in two. One network was trained
for each of the two datasets and validated against the other half of the data.
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Table 5.1: Results from cross training of neural network
Date Pix T1 Pix T2 Err 1 Err 2 Iter 1 Iter 2
16Mar01 31 30 0 0 101 68
04Apr01 36 35 0 0 1106 333
07Nov01 16 16 0 0 188 186
11Feb02 15 14 0 1 433 272
06Apr02 27 26 0 0 405 45
From Table 5.1 it can be seen that only one pixel was incorrectly classiﬁed.
This was in the training data from the image dated 11 Feb 02. For this
dataset, 15 points (pixels) with RGB and snow values were used to train
the ANN. Only 272 iterations were needed before the network converged.
This gave 1 incorrect classiﬁed cell out of 14 when the ANN was applied
to the other half of the data not used in training. In all the other datasets
all pixels were correctly classiﬁed. This indicates that even a small set of
pixels is enough to train the ANN before it can be used to classify pixels as
either snow or bare ground. At start of the training process the ANN was
initialised with random values between minus one and one. All the RGB
values were scaled with 255 so the input node values were in the range zero
to one. The ANN was trained with momentum, learning rate and error
tolerance set to 0.5, 0.9 and 0.1, respectively. When the ANN was applied
to a dataset, a threshold value of 0.5 was used on the output node to decide
if the pixel was snow covered or not.
5.2 Results
The digital camera was in operation from 10 March 2001 and recorded im-
ages every day until all the snow had melted in late April 2001. The camera
was in operation for the entire 2001-2002 winter season, but due to several
operational problems a continuous time series could not be constructed out
of the images. The camera was placed in a heated protective box, but some-
times snow and ice covered the window in front of the camera lens, due to
the time it took the heater to melt it. During heavy snowfall, the camera
visibility was too low for SCA estimation. Some hardware and software
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Fig. 5.5: Estimates of average SCA for Risvollan catchment
problems also resulted in loss of images. The camera was not in operation
during the winter of 2002/2003. Instead a handheld digital camera was
used to take images on a weekly basis. A total of 13 images were taken
during the winter 2002/2003. A manual inspection of each image before
calculation of SCA was done to ensure that each image had the right qual-
ity. A total of 178 images were selected from spring 2001 to spring 2003 and
used to produce a time series of SCA for the Risvollan catchment. Only
one image was selected from each day (at noon) due to data volumes and
processing time.
Figure 5.5 presents results from using the ANN to analyse snow cover
for the 178 images. Within the three LCTs, SCA was estimated as the
fraction of white (snow) pixels to the total amount of pixels. In Figure
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Fig. 5.6: Correlation of SCA between LCT Road, Roof and Park
5.5, the average SCA is shown as a percentage for the Risvollan catchment.
All values in Figure 5.5 are calculated as an area-scaled average using SCA
from the three cover types. It can be seen that the ﬁrst snowfall in the
autumn of 2002 came in beginning of November (Fig. 5.5 (b)). In the
spring all snow was melted around 20 April in 2001 and 15 April in 2002
(Fig. 5.5 (a) and (b)). It can also be seen that there are several mid-winter
melt periods during the winter of 2001-2002. During these periods the
ground was snow free before new snow fell. This is typical for the climate
in Trondheim where snowmelt can start at any time during the winter. In
the winter 2002/2003 there was relatively little snowfall in the Risvollan
catchment (Fig. 5.5 (c)). The roads and roofs were mostly snow free the
whole winter season, resulting in that the average SCA in Figure 5.5 (c) is
never at full snow cover.
Figure 5.6 shows the correlation of SCA between all the three LCTs
(roof, roads and park). During partial snow cover SCA on roofs tend to be
higher than on roads (Fig. 5.6 (a)). Park areas have in general more snow
cover for most of the time than both roads and roofs (Fig. 5.6 (b) and
(c)). The diﬀerences in SCA for these LCT types can be explained by AA.
Wind speeds are higher on roofs and might cause less snow to accumulate
during snowfall, due to snow drift. Since the wind speed is higher the
magnitude of the turbulent heat ﬂuxes are also higher and will lead to
more available energy during melt. Conduction from the roofs themselves
will also contribute with heat to the snow pack, in addition to that roofs
are in general are more exposed to solar radiation compared to e.g. park
areas. All these factors can explain the rapid melt and early snow free
68
Observations of snow covered area
conditions on the roofs. Roads are usually cleared for snow after heavy
snowfall. This AA is probably the one that has most inﬂuence on the SCA
in the urban environment. The snow on roads is more exposed to traﬃc
and the albedo will be lower than in the park areas. Lower albedo and
use of de-icing chemicals will give more rapid melt and the roads become
rapidly snow free during melt situations. After the snow removal from roads
there is often a thin ice or snow layer left on the road. Road cover such
as asphalt has very low albedo (0.05-0.1) and will absorb almost all the
solar radiation that it receives. This will increase the surface temperature
of the road and provides energy through conduction to the overlying snow.
During melt conditions air that ﬂows over the snow free asphalt can also be
heated and increase melt through sensible heat in nearby areas (Sema´deni-
Davies 1999a). This eﬀect has also been reported for patchy snow covers in
rural terrain (Liston 1995, Granger et al. 2002). Wind speeds are lower on
park LCTs than on rooftops and may lead to more accumulation of snow.
The lower wind speed will also result in less turbulent energy available
during melt periods. Shadowing from buildings and trees also have inﬂuence
on melt rates since there will be less solar radiation that hits the snow pack
in the park LCT. Since AA is weak in the park LCT, the albedo will in
general be higher than on roads. This will lower melt rates compared to
roads.
5.2.1 Estimation of SCA from aerial photos
Aerial photos were taken on four days during the spring of 2002. For every
ﬂight 72 photos were taken from diﬀerent angles above the catchment. All
photos were inspected manually and closed polygons were drawn around
the snow free areas on a digital map using a Geographical Information
System (GIS). The total SCA for the whole catchment was then calculated.
The SCA estimated from the aerial photos were used to verify the ANN
methodology on these dates.
Figure 5.7 shows estimated SCA from the photos taken for two of the
days (14th Mar 2002 and 5th Apr 2002). On the 14th Mar 2002 there is
almost full snow cover in the Risvollan catchment. Only the main road is
free for snow. Before this image was taken, the roads were probably cleared
for snow and melt has removed the little snow cover that was left. On the
5th Apr 2002, the snow had almost completely melted in most part of the
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Fig. 5.7: Snow-covered areas estimated from aerial photos. Black colour
indicates snow free areas and white areas with full snow cover
catchment. Park areas still had some snow cover.
5.2.2 Uncertainty in estimates of SCA
An error analysis of the calculated SCA was carried out. The domain of
SCA is from zero to hundred % [0,100]. For all values of SCA there will be
an upper limit and a lower limit error level. If SCA is estimated as 90 % the
upper error cannot exceed 10 % but the lower error can be as large as 90
%. It can also be assumed that for a given date and time there will be one
true SCA value for a given catchment. If it is assumed that the aerial photo
estimated SCA has low uncertainty and is close to ground truth. The error
of SCA estimated from the digital camera images can be estimated as the
diﬀerence between the two sampling methods. This assumption could be
veriﬁed by having diﬀerent people estimating SCA from the aerial photos,
although this was not done in this research. Another approach would be to
view the two diﬀerent estimates of SCA as independent and use the mean
of the two as the estimated SCA value.
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Table 5.2: Estimates of SCA (%) from aerial photos. Digital camera in
parenthesis
Date Road Roof Park Average
09Jan02 11 (12) 44 (16) 96 (99) 80 (77)
11Jan02 8 (12) 4 (0) 80 (91) 62 (69)
14Mar02 78 (93) 99 (99) 97 (100) 97 (99)
05Apr02 5 (2) 3 (0) 51 (66) 40 (49)
Table 5.2 shows SCA (%) estimated from aerial photos and digital cam-
era (in parenthesis) for four days during winter and spring of 2002. SCA for
each individual LCT and the catchment average is estimated. The average
SCA for the digital camera data was calculated as an area scaled average
from the SCA in LTC roof, road and park. It can be seen that SCA agrees
relatively well between the two methods, indicating a correlation between
the two datasets (digital camera and aerial photo). On the 11th of Jan
2002 the snow in road and roof LCT are almost completely melted while in
park the SCA is estimated to 80 % and 91 % using the aerial photos and
digital camera methods. The snow is basically melted in the areas mostly
inﬂuenced by AA (roads and roofs). From Table 5.2 it can be seen that the
largest diﬀerence between the two methods tend to be when there is partial
snow cover in the catchment. For example at the 9th of January 2002, the
diﬀerence for LCT roof between the two methods is 28 %. One reason for
this can be that the digital camera is placed south of the areas used for SCA
estimation. The roof areas visible in each image are therefore more exposed
to the sun than the roofs not visible in the images. The aerial photos cover
the whole catchment and roofs that are in shadow of the sun are also taken
into consideration. At low and high SCA values both methods seems to
coincide relatively good. The average SCA for the whole catchment on 9th
January 2002 had an error of -3 %. The highest recorded error value was
9 % between the two methods when the whole catchment was considered.
This indicates that the methods work best when the whole catchment is
considered.
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5.3 Discussion
This research demonstrated how a digital camera can be used to estimate
SCA for an urban area. The methodology was based on image analysis
and the use of ANN. The calculation of SCA was inﬂuenced by the light
conditions in the image. The brightness in the image was a function of the
suns position and cloud cover when the image was taken. Shadowed areas
could be interpreted as bare ground by the ANN. Dirty snow might also,
depending on the light conditions, be counted as bare ground. In December
and January there is little sunlight at latitudes around 63 degrees North.
This made it diﬃcult to get high quality images, especially on cloudy days.
There might be possible solutions to the problems of shadowing and dirty
snow that was not explored in this research. Increased contrast in the
images might give better results when calculating SCA. Use of an infrared
camera could also improve detection of snow cover, because during melting
periods the bare ground will usually have surface temperatures above zero
degrees Celsius, which can be detected from an infrared image. An infrared
camera could also be used 24 hours a day.
In this research, image pixels were not allowed to have partial snow
cover. On the boundary between snow and bare ground, there will be
pixels that have partial snow cover. When many cells are analysed, it is
believed that this error will have little inﬂuence on the results. Another
solution would be to give pixels that had RGB values in a certain range only
50 % snow cover. It was also assumed that each pixel in the image covers
the same size area projected to the horizontal level. This was not the
case and introduces uncertainty in the estimation of SCA. This problem
could be voided with geometric corrections of the individual pixel sizes
compared to the ground area they cover. In this work pixels located at
various distances from the camera were chosen in an attempt to even out
the errors from not using geometric corrections. Fily et al. (1995) corrected
SAR images using geometric and radiometric corrections together with a
digital elevation model to get better estimates of SCA. When light travels
from the ground and into the camera, it is intercepted by dust particles
and snow in the air. This can change the RGB values in the images and
lead to misclassiﬁcation of pixels. Due to time constraints no corrections
for these eﬀects where done in this research.
If AA has any eﬀect on the urban snow pack energy balance and dis-
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tribution, the observed values of SCA should be lowest in the areas most
heavily inﬂuenced by AA. The results of this research support this theory.
Roads and roofs had in general lower SCA than the park LCT. These two
LCTs must therefore be inﬂuenced by factors not present in LCT park,
namely AA.
Aerial photos were used to verify the estimates of SCA from the digital
camera. The results indicated strong correlation between the two methods.
It should be noted that in both methods human interpretation of the images
might have inﬂuenced the ﬁnal results. One weakness in the veriﬁcation
process (use of aerial photos) is also that data from only four days were
used. It may therefore be argued that the digital camera method could
have been better veriﬁed. In addition to this it should be noted that the
camera covered a relatively small part of the Risvollan catchment. The
camera observed snow cover in only 9 %, 15 %, 5 % of LCT road, roof,
park, respectively. This is a weakness in the digital camera methodology,
but could be solved by using more cameras positioned at various locations
in the catchment.
5.4 Conclusions
A technique for observing time series of SCA for an urban catchment was
presented. The method was based on image processing using ANN tech-
nology to calculate SCA from a time series of digital images taken of the
Risvollan catchment. The method was veriﬁed against SCA estimated from
aerial photos, and proved to give good estimates of SCA. The largest diﬀer-
ence in the aerial photo and digital camera estimated SCA was 9 % when
the whole catchment was considered. Three diﬀerent LCTs were investi-
gated for snow cover. It was shown that SCA on roads and roofs were in
general lower than in park areas of an urban catchment. This was explained
by the diﬀerence in inﬂuence from AA. Snow clearing of roads, snowdrift
from rooftops, low snow albedos on roads and release of heat from the roofs
themselves all contributed to lowering the SCA more rapidly on roofs and
roads compared to in the park LCT. The observed time series of SCA for
the Risvollan urban catchment can be used for calibration and validation
purposes of an urban hydrological model. From this it can be concluded
that objective number 3 set in chapter 1 has partly been achieved.
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Chapter 6
Observations of snow water equivalent
This chapter presents results from ﬁeld observations of SWE in the Risvol-
lan catchment. The objectives of collecting the SWE data were to identify
diﬀerences in mean areal SWE between four land cover types (road, roof,
deposit, park) and use these data during calibration and validation of the
GUHM presented in chapter 3. The snow survey method and results are
presented, followed by a discussion and some conclusions.
6.1 Method
It was decided to observe mean areal SWE for the Risvollan catchment by
use of manual snow courses. In 1994, three snow courses were selected for
the Risvollan catchment (Brandt & Torgersen 1994). One course contained
areas were AA (snow piling, etc) was dominant. The two others were
courses where the AA was less dominant (park areas). Amongst the location
criteria for selection of the three snow courses were concavity/convexity
and slope of terrain, and degree of urbanisation. Three courses of about
70 metres were selected. Each course included ten equally distanced points
where SWE was observed. The three courses selected in 1994 are called the
basic courses and can be seen in Figure 6.1 as course number 1, 2 and 3.
Originally, Brandt & Torgersen (1994) selected six snow courses, but three
of them were excluded since they went through private property.
In 2001 it was decided to extend the snow courses, established by Brandt
& Torgersen (1994) with six additional snow courses. Figure 6.1 shows the
location of these, as course number 4 to 9. Measurements on roofs were
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also carried out. The measurement points on roofs are marked with a star
in Figure 6.1. In course number 4 to 7 (see Fig. 6.1) the distance between
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Fig. 6.1: Snow courses in Risvollan catchment
each measurement point was set to about 1 metre. In practice this distance
varied for several reasons. Sometimes cars had parked in the snow course so
measurements could not be carried out. In piles, the snow sometimes had
strong ice layers making it impossible for the tube to penetrate the snow
pack. A nearby point, within 1 metre, was then chosen. In snow courses 8
and 9, the distance between each measurement point was about ten metres.
Density was measured only for every 4th measurement point. The locations
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of the additional snow courses were chosen to go trough diﬀerent LCTs and
be easy accessible, for practical reasons.
On survey days, a detailed map showing the 9 snow courses was brought
in the ﬁeld. The exact location of each measurement point was noted. In
each measurement point a snow tube, ruler, weight, and spade was used to
estimate depth and density of the snow. At every survey day the following
procedure was used to try to minimize the measurement errors. Before any
point samples were taken the date, start time and inside diameter of snow
tube was noted. Then the weight was calibrated against a two kg known
weight. After this, the snow tube, clean of snow, was weighed. The weight
reading of the clean tube was then noted. In every measurement the pro-
cedure shown in Table 6.1 was used.
Table 6.1: Procedure for depth and density measurements
1. Clean snow tube.
2. Penetrate snow tube into snow. Make sure its hitting the soil below.
3. Dig out the snow tube and make sure no snow is lost from the core.
4. Weigh the snow tube with snow in it and note the reading.
5. If there is ice slush or ice at the bottom, measure depth of ice
and/or slush layer and note it. If ice is hard use screwdriver
to dig down to soil layer.
6. Measure snow depth and note it.
7. Note the exact position of the measurement point on the detailed map.
8. Make sure the readings seem reasonable and check weight for snow.
6.2 Results
During the period from Jan 2000 to May 2003 a total of 20 snow surveys
were carried out. The winters of 2000/2001 and 2002/2003 had relatively
little snow so the numbers of days with snow surveys were limited. After all
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the snow surveys were carried out, the SWE point samples were grouped
into four categories depending on which LCT they were sampled from.
Table 6.2 presents mean aerial SWE within the four LCTs (road, roof,
deposit and park) for all the days when a snow survey was carried out.
The left most numbers in parenthesis is average scaled variability (standard
deviation (SD) divided by the square root of the number of samples (n))
divided by the average SWE and multiplied by a hundred (Eq. 6.1). This
will be referred to as ERR throughout the rest of this thesis. The right
most number in parenthesis (Tab. 6.2) is the number of samples taken in
the LCT.
ERR =
SD 100√
n SWE
(6.1)
From table 6.2 it can be seen that SWE data were sampled from all the
9 snow courses (Fig. 6.1) only on 7 days (21 Feb 02 - 27 Mar 02). On the
other days SWE was sampled only in the basic courses (course 1 - 3 in Fig.
6.1). In the basic courses only one point out of the 30 could be classiﬁed
as being in the LCT road. Three points were classiﬁed into LCT deposit.
When the additional courses were included in the snow survey, a total of
about 120 samples were taken. Sampling on roofs was limited to 5 samples
since it was diﬃcult to access them, and a permit from the building owner
had to be obtained.
From Table 6.2 it can be seen that ERR in LCT deposit was large when
the number of samples were only three. The ERR values were in the range
of 17 to 75 %. When the number of samples were increased to around 30,
the ERR was reduced to below 10 %. This indicates that taking only three
samples in LCT deposit, as was done in the basic courses, will give large
uncertainty in the estimates of mean SWE. For LCT park it can be seen
from table 6.2 that the ERR was not noticeably reduced when the number
of samples were increased from 26 to about 65. This indicates that it may
be suﬃcient to take about 26 samples, or less, within the LCT park. It
can also be seen that the ERR within LCT park was about 3 % lower,
compared to the ERR in LCT deposit, for days when all the nine snow
courses were sampled. One explanation to this can be that the AA has
stronger inﬂuence in LCT deposit than in LCT park. Road clearing of
snow will give larger variability in SWE within LCT deposit. The ERR
within LCT road is somewhat larger than in LCT park. This can also be
explained by the diﬀerences in inﬂuence of AA within the various LCTs.
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Table 6.2: Average SWE (mm) within four LCTs in Risvollan. Average
scaled standard error (%) and number of samples in parenthesis.
Date Roof Road Deposit Park
07Feb00 - (- 0) 10 (- 1) 102 (64 3) 49 (9 26)
15Feb00 - (- 0) 15 (- 1) 143 (55 3) 54 (8 26)
22Feb00 - (- 0) 30 (- 1) 111 (26 3) 99 (6 26)
29Feb00 - (- 0) 30 (- 1) 127 (52 3) 91 (8 26)
07Mar00 - (- 0) 40 (- 1) 175 (17 3) 133 (5 26)
14Mar00 - (- 0) 60 (- 1) 213 (31 3) 155 (4 26)
21Mar00 - (- 0) 40 (- 1) 182 (22 3) 143 (5 26)
28Mar00 - (- 0) 0 (- 1) 202 (22 3) 166 (5 26)
26Feb01 - (- 0) 15 (- 1) 86 (70 3) 30 (6 26)
22Mar01 - (- 0) 10 (- 1) 66 (38 3) 45 (5 26)
04Jan02 - (- 0) 2 (- 1) 97 (56 3) 37 (2 26)
10Jan02 - (- 0) 0 (- 1) 85 (75 3) 20 (9 26)
21Feb02 28 (12 3) 23 (14 25) 58 (10 33) 34 (3 68)
25Feb02 40 (11 6) 36 (14 26) 118 (7 34) 75 (4 66)
01Mar02 43 (13 5) 8 (39 24) 140 (8 26) 77 (6 66)
06Mar02 74 (11 5) 15 (12 25) 225 (6 30) 117 (3 65)
13Mar02 80 (8 5) 9 (24 21) 255 (7 31) 142 (4 65)
19Mar02 79 (8 5) 9 (26 22) 266 (6 29) 167 (3 63)
27Mar02 59 (10 5) 0 (0 23) 220 (9 24) 134 (4 27)
09Jan03 - (- 0) 49 (- 1) 130 (66 3) 54 (6 26)
From Table 6.2 it can also be seen that the ERR values in general are larger
within the LCT road, roof and deposit, which implies that the variability
of urban snow packs are enhanced by AA.
Figure 6.2 presents estimates of average SWE within four LCTs for
February and March 2002. It can be seen that LCT road in general had
lower SWE than the three other LCTs. LCT deposit had the largest SWE
amongst all the LCTs. The reason for the diﬀerences in SWE for the four
LCTs can be explained by the diﬀerences in accumulation, available energy
for melt and the degree of inﬂuence from AA. Figure 6.2 shows that the
diﬀerences in average SWE was minor in the beginning of the accumulation
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season (Feb 2002) but increased during the season as spatial variability in
energy and AA inﬂuenced snow melt and distribution. LCT road had the
largest SWE at the beginning of the accumulation season, this was before
the roads were cleared for snow or melt had not removed the ice layer on
the roads.
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Fig. 6.2: Timeseries of SWE Feb and Mar 2002
If it is assumed that the SWE data are randomly selected and Gaussian
distributed (unknown variance), the uncertainty in the mean aerial SWE
can be estimated from Table 6.2, using a student t-distribution (Pomeroy
& Gray 1995, Walpole et al. 1998). In Figure 6.2 the upper and lower limits
of the 95 % conﬁdence intervals for the average observed SWE for Feb and
Mar 2002, are shown as solid lines. The two blue lines are the lower and
upper conﬁdence limits for LCT deposit, respectively. It can be seen that it
is only in the ﬁrst two samples that the conﬁdence limits between the four
LCTs overlap. In whole March 2002 none of the conﬁdence intervals overlap
which is a strong indication that the average SWE within the four LCTs
were not the same. The reason for this can be explained by the degree
of inﬂuence from AA in the various LCTs. Roads are cleared for snow
and therefore have less SWE compared to the other LCTs. The albedo
is also low resulting in more rapid melt caused by the increased energy
received by solar radiation. The roofs have lower SWE due to snow drift
and increased melt energy from the underlying roof, etc, as explained in
chapter 2. Deposit areas receive snow from nearby road areas and therefore
have a higher SWE. It can be seen from Figure 6.2 that it is within LCT
deposit that the conﬁdence limits have the largest range. The unevenly
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distributed snow pack, caused by redistribution of snow, in addition to that
the average SWE is largest in this LCT can be explanations for this. The
average conﬁdence limits for the roof, road, deposit, and park data shown
in Figure 6.2, was +/- 28 %, 38 %, 16 %, and 8 % of the average SWE, on
each sample day, respectively. This expresses a general uncertainty within
the estimates of average SWE for each LCT.
In chapter 3, the LCT wall was deﬁned as the areas lying within 2 metre
of a building and that is not part of LCT roof, road or deposit areas. In
Risvollan the pervious surface areas have been estimated to 74 %. Some of
this area is used to pile snow in winter time and can be classiﬁed as LCT
deposit. If LCT deposit and LCT wall is subtracted from the pervious
surface area, LCT park covers only 64 % of the total catchment area. The
urbanized part of Risvollan can then be calculated to 36 % and includes
the LCTs roof (13 %), road (13 %), deposit (5 %), and wall (5 %). Chapter
7 present more on this. Based on this an area scaled mean of SWE can
be calculated for the urbanized (LCT wall, deposit, road, roof) and rural
(LCT park) areas, by letting LCT wall have the same SWE value as LCT
park. On 13th March 2002, the mean SWE of the urbanized and rural
parts of Risvollan were 91 and 142 mm, respectively, assuming that the
SWE within the LCT wall was the same as in LCT park. For 27th March
2002 these values were 74 and 134 mm. So for the 13th and 27th of March
2002 the mean SWE within LCT road, roof, wall and deposit, was 36 %
and 45 % lower than in LCT park. From this it can be concluded that AA
in Risvollan, lowers the mid and end of winter mean SWE compared to if
Risvollan had been covered with only untouched (park) areas. McMurter
(1976) found similar patterns, showing that the end of winter mean SWE
within the urban parts of a small catchment in Canada was substantially
lower than in the rural/untouched parts. The results found in this chapter
corresponds with the results reported by McMurter (1976).
Figure 6.3 presents a frequency plot of the SWE data sampled in LCT
park (a), roof, road, deposit (b), and all four LCTs (c), for 25th February
2002. The bin width of the plot is 10 mm of SWE. It can be seen that
the frequency of SWE samples lower than 20 mm and above 120 mm is
larger in Figure 6.3 (b) compared to in (a). The most probable reason
for this can be attributed to snow clearing procedures of roads. This will
lower SWE on roads and increase SWE in piles. The same trends can be
seen in Figure 6.3 (d), (e) and (f), where an even larger portion of the
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Fig. 6.3: Frequency distribution of SWE data from 25 Feb and 19 Mar 2002
samples are below 40 mm of SWE in the urban (LCT road, roof, deposit)
compared to in LCT park. Strong melt rates on roofs in addition to lower
accumulated SWE, due to snow drift, may be additional explanations for
the diﬀerences seen in the snow distributions. In Figure 6.3 (c) and (f) the
SWE distribution seems to be double peaked, with one peak around zero
and one peak around 80 mm and 160 mm respectively. Compared to the
snow distribution in LCT park which has only one peak, it seems like the
AA causes a shift from one peaked to a two peaked distribution. Marchand
& Killingtveit (2003) studied statistical properties of spatial snow cover in
mountainous catchments in Norway. For some of the catchments a double
peaked snow distribution, similar to what is seen in Figure 6.3 (c) and
(f), was reported. Marchand & Killingtveit (2003) ﬁtted several statistical
distributions to the snow cover data and found that a mix of two log-normal
distributions could be ﬁtted to a double peaked snow distribution. Such
a distribution could maybe also have been ﬁtted to the data presented in
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Figure 6.3 (c) and (f). Due to time constraints in this thesis work it was
decided not to pursue this any further.
Figure 6.3 also presents the standard deviation (SD) and coeﬃcient of
variation (CV, SD divided by the mean) for the SWE samples. It can be
seen that the variability in the SWE data sampled in LCT roof, road and
deposits are larger than in LCT park. This was also seen in Table 6.2 where
the ERR values was largest in these LCTs. From this it can be concluded
that AA, (snow clearing, etc) increases the natural variability of urban snow
packs.
6.3 Discussion
The conﬁdence intervals drawn in the previous section is highly dependent
on the variability of the SWE data sampled. The variability can be ex-
plained by several factors. First of all the weight and snow depth reading
of the snow might not be correct. There might be ice on the ground which
the snow tube will not penetrate. For these situations the observer has to
estimate the thickness of the ice and try to estimate the SWE of the ice
as correctly as possible. In wet snow there can be a slush layer near the
ground that will be lost from the snow tube during measurements, of which
the observer must manually account for. In snow deposits sand and gravel
in the snow can make the observed SWE values larger than they should be.
This causes the SWE in each measurement point to have an uncertainty
which increases variability. During snow surveys all the samples are not
taken at the same time. Depending upon the number of samples the sur-
vey can take many hours. If there is strong snowmelt on the survey day,
the snow pack will change during the measurements and inﬂuence the vari-
ability. This eﬀect may be important when doing measurements in shallow
snow packs, say below 40 cm of depth.
In highly heterogeneous and exposed areas, diﬀerences in surface cover
and terrain features may produce wide variations in accumulation patterns
due to eﬀects of surface roughness on air ﬂow patterns and snow transport.
As the winter proceeds into spring, spatial variability in available melt-
energy results in further variability in the snow pack, e.g. south facing
slopes have higher melt rates since they receive more solar radiation, etc.
In urban areas both the snow accumulation pattern and the energy balance
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is altered by AA. The inﬂuence of AA diﬀers with location and region, and
enhances the natural variability in the snow pack. Since AA is a dominant
process in the urban environment its eﬀect on the mean and variability of
the SWE can therefore not be regarded as measurement error or bias in the
data.
To avoid bias and increase how representative the SWE data are to
the whole catchment, randomly selected measurement points can be used.
From a practical point of view, this might create several diﬃculties. Roofs
can be dangerous to access and a permit from the building owners must
be obtained. This can easily exclude measurement points located on roofs,
even they are randomly selected. Roads are traﬃcated and cars are parked
and removed constantly. On the survey days a car might have parked in
the points selected for sampling, thus, random selection of the location of
the sample can be hard to carry out in these LCTs. In piles there can be
several thick ice layers in the snow and it can be impossible to penetrate a
tube into the snow. When such situation occurs, the observer has no choice
but to move to another nearby location. From this it can be argued that
random selection of where to carry out measurements of SWE is diﬃcult
in urban environments.
To run a T-test on the mean of the samples, assumptions of normality
and randomized samples have to be made. The snow data presented in
Table 6.2 does not necessary meet these requirements. First of all the
locations of the snow courses were not chosen by random. The reasons for
this were discussed earlier. Figure 6.4 shows a Gaussian probability plot of
the SWE data sampled at 25ft of Feb 2002. None of the data perfectly ﬁts
a straight line and the assumption of Gaussian distributed data is weak.
It can also be seen from ﬁgure 6.4 that the variance or skewness from
the Gaussian distribution is larger for the LCTs deposit, road and roof
compared to the park LCT. This can be explained by the diﬀerence in
inﬂuence from AA which is lowest in the LCT park. It also seems like it is
the SWE samples in LCT deposit that has the strongest deviation from the
Gaussian distribution. This might be the result of the relocation of snow
via snow clearing. The conﬁdence intervals estimated earlier might not be
correct since the data are only weakly Gaussian distributed and random
sampling was not carried out.
Uncertainty in the estimates of average SWE is dependent on the fac-
tors mentioned previously, but there will also be an extra uncertainty com-
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Fig. 6.4: Gaussplot of SWE data (25 Feb 2002)
ponent added from how representative the snow courses are for the snow
distribution of the whole catchment or LCT. The snow courses were not
selected randomly which can give basis for an over sampling of SWE data
in for example North facing slopes in the LCT park. This will bias the
estimates of mean SWE. It has not been done any attempts to estimate
how much uncertainty this introduces in the SWE data.
Despite the discussion on uncertainty in the data, it is believed that
the objectives of the SWE snow surveys were achieved. It was shown that
there exist large diﬀerences in mean SWE between the four LCTs investi-
gated (road, roof, deposits, park), which can be explained by the degree of
which they are inﬂuenced by AA. The obtained SWE data can be used for
calibration and validation of an urban hydrological model.
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6.4 Conclusions
Observations of SWE were carried out in 9 diﬀerent snow courses in the
Risvollan catchment in Trondheim, Norway, from 2000 to 2003. The data
were grouped into four diﬀerent LCTs, road, roof, deposit and park. It
was shown that the SWE within the LCT deposit had the highest values
of SWE. Despite this, the areal mean SWE within the urbanized parts of
Risvollan was 36 % and 45 % lower than in the LCT park at mid and end
of the 2001/2002 winter season. From this it can be concluded that AA
lowers the mean SWE more rapidly in the Risvollan catchment compared
to if it had been covered with only park areas. Snow clearing of snow from
roads and walkways, snowdrift from rooftops, in addition to high melt rates
on roofs, roads and in deposit LCTs, are the plausible reasons for this. It
was also shown that the variability of urban snow packs is enhanced and
modiﬁed by AA. Based on the results presented in this chapter, and in
chapter 5, objective number 3 set in chapter 1 can be said to have been
accomplished. Eﬀects of AA on SWE in an urban catchment have been
documented and the observed SWE data can be used for calibration and
validation of an urban hydrological model.
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Chapter 7
Point and catchment scale testing of
GUHM
In this chapter the calibration and results of testing the GUHM snow routine
against data from the snow lysimeter at Risvollan are presented. Results
from the application of the GUHM to the Risvollan catchment are also
documented together with a discussion of the results.
7.1 Point testing of GUHM snow routine
The snow routine in the GUHM was tested against data from the snowmelt
lysimeter (point measurements) at the Risvollan station. During the win-
ters of 1994/1995 samples of SWE were carefully taken on the snow melt
lysimeter by the operators at Risvollan station. Snow melt outﬂow from
the snow pack was also recorded. This made it possible to calibrate the
snow routine in the GUHM for this winter season, and quantify its perfor-
mance against observations of snowmelt intensity and SWE. With this, the
snow routine in the GUHM could be tested for a point, independently of
the soil-runoﬀ routine.
The snow routine in the GUHM is driven by precipitation, shortwave ra-
diation, wind speed, relative humidity and air temperature. Input data sets
for these parameters for the winter season 1994/1995 were prepared with a
temporal resolution of 1 hour. During calibration the following parameters
can be tuned; snow surface roughness (z0), threshold temperatures sepa-
rating snow and rain (Tmax,Tmin), maximum free water holding capacity
87
7.1 Point testing of GUHM snow routine
of the snow (Wliq,max), coeﬃcient of linear reservoir simulating percolation
of melt water trough the snow (Ksnow) and gauge catch correction factor
for snow and rain (PCsnow,PCrain). Since the snow pack on the lysimeter
at Risvollan is relatively undisturbed by human activity a decay function
giving high albedo values was chosen, but it was decided not to calibrate
on this. The parameters a1 = 0.92, a2 = 0.85, a3 = 0.46, results in a snow
albedo of 0.66 for a period of 10 days without snow. During the calibration
only three parameters were tuned. These were z0, Wliq,max, and Tmax. To
limit the number of calibration parameters, Tmin was set equal to Tmax, in
all simulations.
Calibration was carried out in the following way. At ﬁrst the range
of each parameter was deﬁned by a lower and upper boundary (Eq. 7.1).
It was then decided to split the range, of each parameter, into 21 values
starting from the lower boundary and proceeding up the upper boundary.
This gave a total of 213 = 9261 discrete points in the parameters space. The
snow routine was then run for all possible combinations. The correlation
coeﬃcient R2 was used as an objective function for each model run. Since
snow melt is only released during melt periods R2 was calculated only
for the main melt period. In the season 1994/1995 this period was from
10 April to 8 May. During the 1994/1995 winter season the operator at
Risvollan station took 15 samples of SWE on the snow melt lysimeter.
These were assumed to be representative measurements of the SWE on the
snow lysimeter at Risvollan. For all simulations the R2 value was calculated
from simulated and observed snow melt (R2melt) and from simulated and
observed SWE (R2swe). The simulation was run from 1 Oct 1994 to 31 May
1995 with a temporal resolution of 1 hour. No updating of the SWE states
in the GUHM was carried out during the simulation period.
0.0001 ≤ z0 ≤ 0.02
0.01 ≤Wliq,max ≤ 0.04 (7.1)
0.0 ≤ Tmax ≤ 2.0
7.1.1 Results point simulations of SWE and snowmelt
Table 7.1 shows the best parameter set optimized for both SWE and snowmelt.
Out of 9261 points in the parameter space, only 9 % had a R2melt value of
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0.65 or better. For R2swe this value was 96 %. This indicates that calibrating
on SWE does not give any guarantees that snow melt intensity is simulated
correctly. It also implies that there exists a parameter space, where the
GUHM snow routine performs satisfactory for multiple parameter combi-
nations. Since only 9 % of the parameter space gave good results for R2melt
it can be argued that the robustness of the snow routine is low, and the
performance of the GUHM snow routine is dependent on calibration.
Table 7.1: Calibrated snow parameters for point simulation
Param Value Unit Param Value Unit
PCrain 1 - SWEliq,max 0.0145 (fraction)
PCsnow 1.1 - Ksnow 0.3 -
Tmin 0.3 C a1 0.92 -
Tmax 0.3 C a2 0.85 -
z0 0.0001 m a3 0.46 -
Figure 7.1 (a) shows simulated and observed SWE from Oct 1994 to
May 1995. The simulation was run with the parameters shown in Table
7.1. The R2swe value calculated for the 15 points of simulated and observed
SWE showed a value of 0.97. Figure 7.1 (b) shows simulated and observed
snow melt from 10 Apr 1995 to 8 May 1995. The parameter set produced
a R2melt of 0.78, which is relatively good. Sand (1990) also simulated snow
melt runoﬀ from several snow lysimeters in Norway, using various degree-
day and energy balance models. The results from the simulations using
an energy balance agrees to a certain extent with the results found in this
section, although Sand (1990) did not run whole seasons. Only shorter
periods in the spring were simulated.
From Figure 7.1 it can be seen that some of the simulated snow melt
peaks are little lower than the observed. This may be a result of the rel-
atively small value of snow surface roughness set to 0.0001, which make
the energy contribution from turbulent heat to be low. The results shown
in Figure 7.1 (a) and (b) imply that both SWE and snow melt intensity
can be simulated for whole seasons with short time resolution (1 hour). No
updating of the SWE during the winter season in the model is necessary if
the input data and model structure is of suﬃcient quality. This was also
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Fig. 7.1: Simulated and observed SWE and snowmelt intensity for lysimeter
at Risvollan station
shown by Storck (2000).
Figure 7.2 (a) shows simulated snow temperature (Ts) and observed air
temperature (Ta) for March and April 1995. When Ta is below freezing,
Ts follows Ta with a lag. This lag is caused by the cold content in the
snow. It can also be seen that Ts is never above zero degrees, which is
an indication that the GUHM snow routine is working properly. Net long
and short wave radiation are presented in Figure 7.2 (b). For most of the
time the net short wave radiation is positive and net long wave radiation is
negative. The reason for net long wave radiation being mostly negative has
to do with diﬀerences in emissivity between the atmosphere and the snow
surface. In Figure 7.2 (c) wind speed and relative humidity are shown, and
in Figure 7.2 (d) latent and sensible heat ﬂuxes are shown. When the wind
speed is below 2 m/s the turbulent heat ﬂuxes are almost zero. As soon
as the wind speed approaches 2 m/s or above, the turbulent heat ﬂuxes
have a stronger inﬂuence on the snow packs energy balance, but even at
wind speeds above 2 m/s latent and sensible heat are small compared to
the energy contributed from solar radiation. In December to February the
solar angle is relatively low at latitudes around 60 degrees. During these
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periods there is a chance that it is the turbulent heat ﬂuxes that dominates
the snow packs energy balance, especially in periods with rainfall and high
wind speed. During night conditions the long wave radiation may also play
an important role, changing the cold content of the snow pack. Later in
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Fig. 7.2: Energy ﬂuxes and meteorological data from March to April 1995
the spring when the sun angle in general is higher, solar radiation tend to
dominate the available energy for melt. This can be seen in Figure 7.2,
where the short wave radiation ﬂuxes are large in April month. The energy
ﬂuxes shown in Figure 7.2 seems reasonable, which is a good indication that
the GUHM snow routine is doing what was intended, namely, simulating
snow accumulation and melt with an energy balance approach.
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7.2 Application of GUHM to the Risvollan catch-
ment
This section presents results from the application of the GUHM to the
Risvollan catchment in Trondheim. All necessary input grids were prepared
in a GIS using digital maps and a DEM, together with the pre-processing
software described in earlier sections. The municipality of Trondheim pro-
vided the necessary geographical raw data. Model time step length was
set to 1 hour for all simulations based on the recommendations given by
Matheussen & Thorolfsson (1999) and Bengtsson & Singh (2000). No pipe
ﬂow simulations were done. The reason for this was that the time of con-
centration for the Risvollan catchment is around 20 minutes (Brandt &
Torgersen 1994). The pipes are relatively steep and the transport time in
the pipe network from the top to the outlet is around 5 to 10 minutes. The
simulation time step in this research was set to 1 hour, which is much larger
than the time of concentration and it was assumed that the simulated runoﬀ
would not be signiﬁcantly inﬂuenced by use of pipe ﬂow routing. The grid
cell size was set to 2x2 metre to account for the large spatial variation in
LCTs. The Risvollan catchment contained 49140 grid cells in the GUHM.
Table 7.2 shows the number of cells and the areal coverage of each LCT.
The dominating LCT is park with a total coverage of 64 % in the Risvollan
catchment.
Table 7.2: Number of grid cells within each LCT and areal coverage (%)
LCT Grid cells Area coverage (%)
Road 6154 13
Deposit 2631 5
Wall 2656 5
Park 31339 64
Roof 6360 13
Sum 49140 100
Two time series of meteorological data, with 1 hour temporal resolu-
tion, were prepared, one calibration period (June1999 - June2002), and one
validation dataset (June1998 - May1999 and July 2002 - June 2003). The
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Table 7.3: Parameters in the albedo decay curves
Albedo parameters Urban Rural
a1 0.85 0.92
a2 0.75 0.85
a3 0.50 0.46
Risvollan station is located in a depression at the downstream end of the
catchment. Since the station was established in 1986, there has been severe
vegetation growth around the station. Because of this it was decided to
use wind speed and solar radiation data from Voll meteorological station
instead of from the Risvollan station. It was assumed that these data bet-
ter represented the average conditions in the Risvollan catchment. Wind
speed and radiation data from Voll were not available for the period from
Jun 1998 to Jan 1999, data from Risvollan was used instead for this period.
The wind speed data from Voll were in average 2.4 m/s higher than at
Risvollan. For the periods where wind speed data from Voll were missing,
data from Risvollan corrected with 2.4 m/s was used as a substitute. The
DEM in Figure 4.3 was generated in the following way. The municipality
in Trondheim use a GIS to handle most of their maps of roads, buildings,
sewer system, etc. The data are in the Norwegian SOSI format, which is a
standard for description of digital geographical information, e.g. centre line
of roads, elevation of roofs, terrain, etc, with x,y and z coordinates. All the
data are in vector or point format. At ﬁrst the data describing elevations of
buildings, electricity masts, and other above ground objects, were ﬁltered
out. The remaining data then had only elevations of terrain, roads and
parking spaces, i.e. ground elevations. The vector ﬁles were then converted
into a grid with 0.5 metres in a GIS. This generated a grid with elevations
only in some of the cells. An inverse square distance from the closest cells
in North, South, East and West directions was used to interpolate in the
blank cells. This resulted in DEM-terrain with a spatial resolution of 0.5
meters. The same method was used to generate a DEM using only data
from the elevation of the buildings (DEM-buildings). Both DEM-terrain
and DEM-buildings were resampled to a spatial resolution of 2 meters be-
fore the DEM-tb, shown in Figure 4.3 was generated as described earlier.
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Calibration of the GUHM model was done in a two step procedure.
First the snow routine was calibrated for the period June1999 - June2002,
by comparing simulated and observed SCA and SWE. This was done by
manually changing Wliq,max, Tmax, Tmin, PCsnow and PCrain, which are
global parameters aﬀecting all grid cells. In GUHM, the snow surface
roughness (z0) is speciﬁed for each LCT, i.e. LCT park can have a dif-
ferent snow surface roughness than LCT road. For each LCT, the snow
surface roughness was altered during calibration. Two albedo decay curves
(urban and rural) were speciﬁed for the simulations. The parameters a1, a2
and a3 are shown in Table 7.3. For LCT road and deposit the urban albedo
curve was used. This curve drops the albedo to 0.5 within three days after a
snowfall. LCT wall, roof and park used the urban albedo decay curve when
liquid water was present in the snow and the rural in all other situations.
After calibration of the snow routine the soil parameters were adjusted
within reasonable values until simulated runoﬀ satisfactorily matched the
observed runoﬀ. Because of the GUHMs relatively complex model struc-
ture and the ﬁne spatial resolution that was used for Risvollan, the model
computation time was long, which again limited the number of calibration
runs that could be performed.
7.2.1 Results from application of GUHM to the Risvollan
catchment
Table 7.4 presents the calibrated parameters in the snow routine of the
GUHM. It can be seen that the snow surface roughness in LCT road and
roof Roadz0, Roofz0 are relatively large (0.01 m). The snow surface rough-
ness is a parameter that controls the turbulent heat ﬂuxes, but can also be
viewed as a parameter that takes on uncertainty in the other parameters
as well as uncertainty in both model structure and input data. Storck
(2000) used values of 0.007 and 0.2 metre for a shelter wood and beneath
canopy, respectively. In LCT road, the inﬂuence from AA is strong. Snow
is relocated to nearby areas after heavy snowfall, cars drive on the snow
and anti-slippery or de-icing chemicals will lower albedo and increase melt,
which can explain the relatively high z0 value for LCT road. The modiﬁed
heat ﬂux Qg for LCT roof (Qq−roof ) and wall (Qq−wall) were calibrated
to 35 and 15 W/m2, respectively. Sema´deni-Davies & Bengtsson (1998)
estimated enhanced long wave radiation 4 m from a wall to be 9, 14 and
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31 W/m2 for wall temperatures of 3, 7 and 20 C, assuming an atmospheric
emmisvity of 0.84 and ambient air temperature at 0 C. The Qg−wall was
set to 15 W/m2 which somewhat corresponds with these values.
Table 7.4: Calibrated snow parameters
Param Value Unit Param Value Unit
PCrain 1 - Depositz0 0.007 m
PCsnow 1.04 - Parkz0 0.0012 m
Tmin 1.52 C SWEmax 12 mm
Tmax 1.52 C SWEliq,max 0.025 (fraction)
Roadz0 0.01 m Qg−roof 35 W/m2
Roofz0 0.01 m Qg−wall 15 W/m2
Wallz0 0.003 m Ksnow 0.3 -
Table 7.5 contain the values of the calibrated soil parameters (see also
Fig. 3.2). It can be seen that LCT road and roof have very thin soil layers
at only 2 mm. This forces rapid runoﬀ response when snowmelt or rainfall
starts. LCT deposit, wall and park were given ﬁeld capacities (FC) of
100 mm. Common values for these parameters are between 75 and 300 mm
(Killingtveit & Sœltun 1995). From Table 7.5 it can be seen that LCT road
and roof have KUZ0 values of 0.95. This value forces rapid response from
the linear reservoirs. In urban areas where the surfaces are impervious this
eﬀect is important. LZL and kGWR were set to 20 mm and 0.005 for LCT
park. These parameters force water to leave the catchment as groundwater
recharge, not entering the pipe network. The initial conditions of SM, upper
and lower linear reservoirs (Fig. 3.2), are shown in Table 7.5 as Isoil, Iup
and Ilow.
Snow simulation results
Figure 7.3 shows simulated and observed SCA for three LCTs from March
to April 2001. These are data from the calibration period. Simulated
SCA was calculated as the number of grid cells with SWE larger than zero
divided by the number of grid cells in the LCT (Tab. 7.2). In general, it
can be seen that the snow is completely melted in the LCT road and roof
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Table 7.5: Calibrated soil-runoﬀ parameters
LCT FC Beta LP KUZ0 KUZ1 UZ1
(mm) (mm) (mm) (mm) (mm)
Road 2 2.0 1 0.95 1.0 5
Deposit 100 0.5 40 0.50 0.2 15
Wall 100 1.0 40 0.15 0.2 15
Park 100 0.5 40 0.10 0.2 15
Roof 2 2.0 1 0.95 1.0 5
UZ2 qperc KLZ Isoil Iup Ilow
(mm) (mm) (mm) (mm) (mm) (mm)
Road 20 0.1 0.002 5 1 1
Deposit 30 0.5 0.002 70 5 5
Wall 30 0.5 0.002 70 5 5
Park 30 0.7 0.002 70 5 5
Roof 20 0.1 0.002 5 1 1
around 12th March, while LCT park has full snow cover until beginning of
April 2001. Strong inﬂuence of AA in LCT road and roof compared to in
LCT park explains these diﬀerences.
In Figure 7.3 (a) and (b) the simulated SCA matches the trends of the
observed SCA, with some discrepancies. On March 31 2001, the observed
SCA data show full snow cover in both LCT road and roof. The GUHM
shows no snow cover for this date. In the GUHM, precipitation is split into
snow and rain using Tmax and Tmin and in this application they were both
set to 1.52 C (Table 7.4). If the high SCA for this date was caused by a
snowfall during the previous days, and the air temperature was above this
threshold, then the GUHM will treat precipitation as rain and not snow.
This can be one explanation for the diﬀerences in simulated and observed
SCA. In Figure 7.6 (a) and (b) it can be seen that SWE at the end of
March 2001 is zero. This means that the agreement between the simulated
and observed SCA at these low SWE values is very dependent on Tmax and
Tmin. Another reason for the diﬀerences between simulated and observed
SCA can be errors in the input data. If precipitation is not registered in
one time step there will be no snow in the model, but the observed SCA
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Fig. 7.3: Simulated and observed SCA spring 2001
will show snow cover. When there is almost zero SWE on the ground the
models simulated SCA is extremely sensitive to such errors. Figure 7.3 (c)
presents simulated and observed SCA for LCT park. There is a good match
between the data, but in the beginning of April 2001 the simulated SCA
has a more rapid decay than what was observed. Possible reasons for this
will be explained later.
In Figure 7.4 simulated and observed SCA for the winter season 2001/
2002 is presented. In general the simulated SCA from the GUHM seems
to match the observed data fairly well. For both LCT road and roof, the
observed data show that in Nov 2001 - Feb 2002 (Fig. 7.4 (a) and (b))
there are several mid-winter events, where all accumulated snow has melted.
These trends are also simulated by the GUHM. At the end of March 2002
the observed data in LCT roof shows a more rapid decay than the simulated
data. One reason for this can be that during the accumulation season snow
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from roofs are wind transported to nearby areas, and will therefore become
more rapidly snow free during melt situations. This eﬀect is not modelled
in the GUHM. Another explanation can be that the calibrated parameters
Roofz0 and Qg−roof are set too low in the simulations. It should also be
noted that the observed data are recorded for only a limited number of
roofs in the Risvollan catchment and might not represent the catchment
average. In LCT road, the observed data shows a slow decay in SCA at the
end of March and beginning of April 2002 (Fig. 7.4 (a)). The results from
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Fig. 7.4: Simulated and observed SCA 2001 2002
the GUHM have a more rapid decay, and all the snow is melted by the end
of March 2002. One reason for this can be that some parts of the deposit
areas, located next to roads, have been included in the LCT road when
the observed data were analysed from the digital images in chapter 5. This
noise is not present in the GUHM since there is a distinct diﬀerence between
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snow in LCT road and deposit in the model. For LCT park there were two
melt periods in Jan and Feb 2002, where the observed data show almost
zero SCA (Fig. 7.4 (c)). This is not shown in the simulated results from
the GUHM. There are several explanations for this diﬀerence in SCA. First
of all the GUHM simulates no spatial variability in snow accumulation as a
function of terrain and wind speed. Since only data from one precipitation
gage was used, there is no variability in the accumulated snow pack right
after snow fall. Within the GUHM, the spatial variability in SWE in LCT
park, is forced by the spatial variability in available energy for melt, mainly
controlled by shadow eﬀects, slope and aspect. If only a thin snow pack,
say below 30 mm has accumulated and melt starts, there is little chance
that spatial variability in SCA and SWE will be shown in the GUHM. In
Figure 7.6 (c) the SWE is almost zero in mid-February2002. Since there are
no grid cells with zero SWE the SCA shows 100 % snow cover. The error
in the SWE calculations need only to be a few mm and the simulated and
observed SCA will not match. The snow surface roughness was calibrated
to 0.0012 m. in LCT park. This might be too low since two mid-winter melt
periods were not simulated correctly. There is a chance that the simulation
results would have been better if more calibrations were carried out, but
given the time limits of this project, this was not done. The main melt
period in April 2002 seems to be simulated almost correctly but with a
little more rapid melt than in the observed data (Fig. 7.4 (c)).
Figure 7.5 presents the simulated and observed SCA for the 2002/2003
validation season. The SCA in both LCT roof and road (Fig. 7.5 (a) and
(b)), follows the observed SCA fairly well. In LCT park there are more
diﬀerences between observed and simulated SCA. The observed SCA data
show a gradually decay in SCA through the spring of 2003. During the
winter 2002/2003 the snow pack was relatively shallow. Only one SWE
survey was carried out in the basic snow courses (Fig. 6.1 course 1-3). The
SWE on 9th Jan 2003 was only 54 mm in the LCT park. The variability in
the SWE is mainly caused by spatial variability in accumulation patterns
and not as an eﬀect of spatial variability in melt energy. This can be one
explanation why the GUHM simulated SCA does not match the observed
SCA for the spring of 2003.
Figure 7.6 shows average simulated and observed SWE within four of
the LCTs in the GUHM. The simulated results show a good agreement with
the observed data. In the GUHM, snow is transported from LCT road to
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Fig. 7.5: Simulated and observed SCA spring 2003
LCT deposit when the SWE reaches a certain level. In this simulation the
threshold (SWEmax) value was set to 12 mm. Figure 7.6 (a) shows SWE
for LCT road and it can clearly be seen that the SWE has an upper limit
of 12 mm. Figure 7.6 (d) shows SWE for LCT deposit. The maximum
SWE for the winter season 2001/2002 is almost at 300 mm. This is a
result of the relocation of SWE from LCT road to LCT deposit. SWE
in LCT roof is shown in Figure 7.6 (b). The eﬀect of high wind speed,
strong turbulent heat exchange (Roofz0 = 0.01), and increased heat from
the underlying roof (Qg−roof= 15 W/m2), enhances the snow melt process
and thus SWE is lower compared to SWE in LCT park. Figure 7.6 shows
that the winter of 2000/2001 had relatively little snow fall compared to
1999/2000 and 2001/2002. The average simulated SWE in LCT park shows
a strong correlation with the observed average SWE (Fig. 7.6 (c)). Figure
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7.6 indicates that the snow routine in GUHM is able to simulate both the
accumulation and melt season with satisfactory results.
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Fig. 7.6: Simulated and observed SWE from Nov 1999 to Apr 2002
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Chapter 5 documented how a SCA map of the Risvollan catchment
could be generated from aerial photos. Figure 7.7 (a) and (b) presents
simulated and observed snow cover for 9th Jan 2002 (at noon), where (b)
is generated from aerial photos and (a) is from the GUHM. At this date
the roads and roofs are free for snow, which can be seen from both the
simulation and the aerial photo generated snow cover map. In Figure 7.7
(a), the black colour indicates SWE lower than 2 mm. The average SWE
in LCT park seems to be around 50 mm, on 9th Jan 2002. Figure 7.7 (b)
shows close to full snow cover in LCT park on this date, and corresponds
well with the simulated data. Both the simulated and observed snow cover
data from 9th Jan 2002 illustrate the extreme inﬂuence AA has on the snow
distribution. The snow is removed or melted in the LCT road and roof. By
studying Figure 7.7 (a) carefully, some white pixels next to roads can be
seen. This is deposit grid cells with SWE values above 60 mm caused by
snow clearing of roads.
Figure 7.7 (c) and (d) shows simulated and observed snow cover on 11th
Jan 2002. Both plots show similar patterns. LCT road and roof are snow
free. In Figure 7.7 (d), the LCT park has partial snow cover, which is not
reﬂected in the simulated snow cover (Figure 7.7 (c)). The reasons for this
were discussed in previous sections. Early in the accumulation season the
GUHM shows little variability in the snow pack in LCT park. It can only
be seen in the melt periods when spatial variability in available energy for
melt is triggered by solar radiation and causes non-uniformity in the snow
pack.
Figure 7.8 (a) and (b) presents snow cover on 14th March 2002. Only
the main road is free of snow. The small black dots in Figure 7.8 (b) are
snow free areas on the roofs of the buildings, caused by heat from domestic
ventilation systems. Even when the air temperature is well below freezing
this heat melts the snow around the air outlets. The snow cover on the
roads is almost at zero in Figure 7.8 (a) indicating that the trends in the
SWE are correct in the GUHM. On 14th March 2002 it can be seen that
the SWE on roofs is around 80-100 mm and around 150 mm in LCT park.
Full snow cover in LCT roof and park is also seen in Figure 7.8 (b).
Figure 7.8 (c) and (d) shows snow cover at the end of the melt season
(5th April 2002). At this point the spatial variability in the snow packs
energy balance has clearly enhanced the spatial variability in the SWE. The
green, orange and white areas in Figure 7.8 (c) are all north facing areas.
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Jan 2002. The observed data are estimated from aerial photos.
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for ﬁve land cover types from Oct 2001 to May 2002
105
7.2 Application of GUHM to the Risvollan catchment
These grid cells have reduced incoming solar radiation contributing to melt
due to location with respect to the sun. These areas corresponds well with
the white areas in Figure 7.8 (d), indicating that the GUHM snow model is
simulating the overall snow energy balance processes correctly. The black
areas in Figure 7.8 (c) are snow free areas mostly consisting of roads, roofs,
and south facing slopes. The melt is higher in these areas since both AA,
slope, and aspect inﬂuence the available energy of the snow pack. The large
variability in SWE shown in Figure 7.8 (c), is a good indication that the
correction of short wave radiation to shadow eﬀects, slope, and aspect, is
working as intended in the GUHM.
Figure 7.9 presents rain plus melt for each of the ﬁve LCTs used in
GUHM for the period Oct 2001 to May 2002. The data presented are
generated in the following way. During snowmelt periods, when there is
no precipitation, the data presented is an average snow melt rate for grid
cells with snow cover. During rain or rain on snow events the data shows
the average eﬀective precipitation (rain plus melt) calculated as an average
from all grid cells within the LCT. Figure 7.9 (a) displays the daily rain
and snowfall. From Figure 7.9 (b) - (f), it can be seen that within LCT
deposit the eﬀective precipitation (rain + melt) has the highest intensities.
The lowest ones are in LCT road. For LCT road it should be noted that
the snow melt rates can be high because of the low albedo and the high
snow surface roughness, but since there is little snow on these surfaces the
eﬀective precipitation ﬂuxes are small. In March 2002 it can be seen that
snow melt starts earlier in LCT roof and road compared to the other LCTs.
This is a result of the high wind speeds, low albedo and large snow surface
roughness. The modelling results show that AA force early melt in LCT
road and roof. In LCT deposit the snow melt intensity is larger than in
LCT park mainly as a result of AA (low albedo).
7.2.2 Results runoﬀ simulations
Figure 7.10 presents simulated and observed runoﬀ for the Risvollan catch-
ment for the period from June 1999 to May 2002. The simulation was run
with 1 hour time step and the period from June 1998 to May 1999 was
used as a warm up period. For better interpretation of the results the time
series in Figure 7.10 are plotted as 24 hour averages. The overall trends are
good. The R2 calculated for the simulated and observed runoﬀ showed a
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value of 0.72 for the three year period. The total volume of runoﬀ was un-
derestimated with 2 % by the GUHM. There are many possible reasons for
this, e.g. bias in the evapotranspiration calculations, ground water recharge
factors are calibrated wrongly, gage catch factors are wrongly adjusted, etc.
More calibration could possibly have corrected these volume diﬀerences.
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Fig. 7.10: Simulated and observed runoﬀ for the calibration period, June
1999 to May 2002. The data are presented as daily averages.
For the summer periods there is a good match between the simulated
and observed runoﬀ, while in the winter months the diﬀerences are larger.
In the beginning of April 2001 (Fig. 7.10 (b)), the observed data show
daily runoﬀ values around 20 l/s. The simulated ﬂows for these days are
near 8 l/s. The possible reason for this could be too early snow melt in the
model, which would result in reduced runoﬀ volumes later in the spring.
Figure 7.3, end of March and beginning of April, shows that the snow pack
107
7.2 Application of GUHM to the Risvollan catchment
melts more rapidly in the model compared with the observed data which
supports this explanation.
Another reason for the high ﬂows seen in the observed data can be
eﬀects of frozen soils. If rain or snow melt reaches frozen soil the inﬁltration
capacity is strongly reduced and the contributing area for runoﬀ is large.
The GUHM does not simulate such eﬀects. In mid February 2002 (Fig 7.10
(c)) both the simulated and observed data shows a peak in runoﬀ. The
simulated runoﬀ is about two times as high as the observed. If the soil
moisture level in the LCT park is to high a larger area will contribute to
runoﬀ in the model than what is the case in the real world. In addition both
snowmelt intensity and snow covered area contributing to runoﬀ might be
incorrect in the model.
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Fig. 7.11: Simulated and observed runoﬀ for the validation periods 1998-
1999 and 2002-2003. The data are presented as daily averages.
Figure 7.11 shows the runoﬀ results from the validation periods June
1998 - May 1999 and June 2002 - May 2003. The plot is aggregated to a 24
hour time step. A comparison of the simulated and observed data gave a R2
value of 0.88. From the results shown in Figure 7.11 (a) it can be seen that
both dry and wet periods are simulated quite well by the model. During
2002-2003 (Fig 7.11 (b)) some of the peak ﬂows are underestimated by the
model and is clearly outside the uncertainty range of the observed data,
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e.g. February 2003 (Fig 7.11). The runoﬀ volumes in the period December
to April 2003 seems to be in general lower than the observed data. One
explanation to this can be that the precipitation gage correction factors
have been set to low, or that the water sent to ground water recharge in
LCT park is to high.
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Fig. 7.12: Simulated and observed hourly runoﬀ from the calibration period
(2000-2002)
Three snowmelt periods from the calibration period are plotted with 1
hour time resolution in Figure 7.12. In (a) the results from January 2000
are presented. It can be seen that the diﬀerence between observed and
simulated runoﬀ is small, although some of the simulated peaks are little
too low, compared with the observed. In Figure 7.12 (b) and (c) there are
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Fig. 7.13: Simulated and observed hourly runoﬀ from the validation period
(1999, 2003)
larger diﬀerences between the observed and simulated runoﬀ data, but the
diurnal trends are clearly shown. In Figure 7.12(b) it can be seen that the
simulated runoﬀ is larger than the observed at the end of the snowmelt
season. The reason for this can be that there is still snow left in the model
but not in the Risvollan catchment. Wrongly simulated SWE and SCA
early in the accumulation season will aﬀect the snow melt runoﬀ later in
the spring. In addition, the calibration parameters in the soil-runoﬀ routine
may not be correctly calibrated. The results shown in Figure 7.12 indicates
that it is possible to simulate snowmelt runoﬀ for whole seasons with high
time resolution (1 hour).
The data shown in Figure 7.13 shows two melt periods, with 1 hour
time resolution from the validation period. Both (a) and (b) show good
agreement between simulated and observed runoﬀ. Although in (b) the
simulated runoﬀ is underestimated during some periods. The diurnal cycles
seem to be represented satisfactorily.
In Figure 7.14 speciﬁc runoﬀ (l/sha) for the ﬁve LCTs in the GUHM
is plotted for the period from Oct 2001 to May 2002. The highest rates
are seen in LCT deposit (Fig. 7.14). The reason for this can be explained
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Fig. 7.14: Speciﬁc runoﬀ Oct 2001 - May 2002
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by AA which is strong in this LCT. Deposit areas receive snow from roads
and have low albedo, which causes the speciﬁc runoﬀ to be large from these
surface types. It can also be seen that the runoﬀ starts earlier in LCT road,
and roof (Fig. 7.14 (b) and (c), March 2002) compared to LCT park where
the main runoﬀ period starts in late March/early April. In LCT road (Fig.
7.14 (b)), the speciﬁc runoﬀ during spring melt is considerably lower than in
the other LCTs. One explanation for this can be that all the snow has been
removed to LCT deposit and there is no snow left contributing to snowmelt
runoﬀ. From Figure 7.14 it can be concluded that AA in various forms alter
the speciﬁc runoﬀ within the diﬀerent parts of an urban catchment. Snow
clearing of snow and locally low albedos, etc causes the speciﬁc runoﬀ to
be increased in some parts and decreased in others.
7.3 Discussion
According to Refsgaard & Storm (1996), diﬀerences between recorded data
and simulated model output arise basically from four sources of uncertainty.
These are (1) random or systematic errors in the input data i.e. precipita-
tion. (2) Random or systematic errors in recorded data used for comparison
of the simulated output. (3) Errors due to non-optimal parameter values
(calibration) and (4) errors due to an incomplete or biased model structure.
The objective of the calibration process is therefore to reduce error source
3 until it becomes insigniﬁcant compared to the error sources 1 and 2. If
this is achieved during calibration, the only way to further improve the
performance of the model is to change the model structure or reduce the
uncertainty in the input data or the recorded data used for calibration.
In this work the GUHM was applied to the Risvollan catchment to test
its performance in an urban cold climate. The model was tested for a total
of ﬁve years, where three of them were used as a calibration period and
two for validation. Three datasets (SWE, SCA and runoﬀ) observed in the
ﬁeld were used to check the performance of the developed model.
Chapter 5 and 6 documented uncertainty in the estimates of SCA and
SWE. Chapter 4 debated uncertainty in the observations of runoﬀ discharge
at Risvollan. A visual inspection of Figure 7.3, 7.4 and 7.5 reveal that simu-
lated SCA, in LCT road, roof and park, in general followed the same trends
as the observed data. In some periods the simulated SCA was deﬁnitely
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outside the uncertainty range of the observed data. The same patterns were
seen for simulated SWE and runoﬀ. The main trends were good, but for
some periods the simulated data showed poor correlation with the observed.
It is therefore a challenge to decide if the modelling results could have been
improved with better input data, by further calibration, improved GUHM
model structure, or that the uncertainty in the recorded output should be
reduced.
Precipitation and temperature data from only one meteorological sta-
tion was used in this research. The Risvollan catchment is relatively small
(20 ha) where uniform precipitation could be assumed. However, since the
precipitation records from the nearby Voll meteorological station showed
such a large diﬀerence in annual precipitation, the chance of having spa-
tial distribution in precipitation patterns within the Risvollan catchment
cannot be excluded. Killingtveit (1998) investigated spatial patterns in pre-
cipitation for Trondheim city and found correlation between annual precip-
itation and elevation above sea level. In Risvollan there is only a relatively
small elevation range in the catchment (83 metre to 143 metre above sea
level) which could indicate small spatial variability in precipitation. It has
not been possible to assess the magnitude of the uncertainty in the me-
teorological input data used in this research, but the strong correlation
of the data from Voll and Risvollan (Fig. 4.5 in chapter 4) is an indica-
tion that there are no extreme systematic or random errors in the input
data. It should be noted that besides the input time series of meteorological
data, other input data such as land cover maps, DEM, etc are also possible
sources of input data errors.
There are several hydrological processes that inﬂuence the snow dis-
tribution and melt in the urban environment, which are not incorporated
in the GUHM snow routine, e.g. non-uniformly distributed precipitation,
snow drift from rooftops, better methods for calculating turbulent heat
ﬂuxes, etc., but even if such methods were implemented there is no guar-
anty that this would improve the modelling results. It is also clear that
the parameters found by calibration has uncertainty related to them and if
a larger portion of the parameter space in the GUHM was tested the un-
certainty in the calibration parameters could have been assessed. A more
optimal parameter set could also have been found through such investiga-
tions.
Observed catchment runoﬀ can only to a minor extent be used to quan-
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tify the performance of urban snowmelt models (Sema´deni-Davies 2000).
The reason for this is that runoﬀ from a catchment is dependent not only
on the snow covered area and melt intensity but the land surface cover, soil
conditions and evapotranspiration. If a model performs poorly when com-
paring simulated and observed runoﬀ it is diﬃcult to identify if the errors
are in the snow or in the soil-runoﬀ routine of a model. The comparisons
of simulated and observed runoﬀ presented in this work should therefore
be looked upon as an indicator of the snowmelt routines performance.
Refsgaard & Storm (1996) deﬁned four sources of uncertainty in the
simulated results of a hydrological model. Within hydrological modelling
the term state variables can be used on for example SWE or soil moisture
levels in a model. In the ﬁrst time step initial values of these states must
be set. Depending on the model structure, and the chosen point in the pa-
rameter space, the initial conditions will inﬂuence the results for a certain
time in the simulation, and could be viewed as a ﬁfth source of uncertainty.
The results for the 1998-1999 (Fig. 7.11 (a)) season was run with no initial-
ization period. Even though the results were good, they might have been
inﬂuenced by the initial conditions in the soil moisture levels and in the
linear reservoirs in the soil-runoﬀ routine. In both the calibration period
and the validation period the initial conditions of SWE in the snow routine
in the GUHM was set to zero, implying that the snow simulations were not
inﬂuenced by the uncertainty in the initial state. Valeo & Ho (2003) carried
out snow melt simulations for the spring snowmelt period only. It was not
debated how much the uncertainty of the initial values of SWE inﬂuenced
the simulations. In this work all the simulations started in summer time
and the initial conditions in the snow routine are therefore guaranteed to
be correct.
In chapter 2 it was argued that the low albedos typically found nearby
roads can inﬂuence snow melt rates in the urban environment. During
snow melt conditions in late spring (March-April), when the sun angle is
relatively high, the albedo formulation in an urban hydrological model will
therefore strongly inﬂuence snow melt rates. In this work no validation of
the albedo formulation was carried out, which introduces uncertainty in the
simulation results. Winther (1993a) studied short and long term variability
of snow albedo at a mountain shallow snow pack outside Trondheim city.
A correlation between snow age and surface albedo was documented, and
could maybe have been used in this research, but due to little inﬂuence from
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AA in the snow pack studied, the albedo formulations proposed might not
be used in urban areas. The results from Winther (1993a) also showed
that when the SWE became lower than 50 mm the albedo dropped rapidly
to values around 0.3 and 0.4. An explanation to this can be that shallow
snow packs are transparent and short wave radiation will be absorbed by
the ground below the snow. This can also happen in urban snow packs and
are not taken into consideration in the GUHM.
In this work the GUHM model was calibrated against observations of
SWE, SCA and runoﬀ. None of the literature cited in chapter 2 showed
similar testing of both the snow and runoﬀ data in urban cold climates.
It has been demonstrated that when observations of SWE and SCA are
available it makes it easier to understand the results. Such data also makes
it possible to identify if the modelling errors are caused by errors in the
snow or in the soil-runoﬀ routine of a model.
7.4 Conclusions
The GUHM snow routine was tested against point data from the snowmelt
lysimeter at Risvollan station for the period Oct 1994 to May 1995. Both
simulated SWE and snow melt intensity agreed well with the observed data
(R2swe = 0.97, R
2
melt = 0.78). The results from the point simulations showed
that the GUHM snow routine was capable of simulating snow accumulation
and melt for whole winter seasons with short time steps (1 hour) without
updating the SWE states during the winter season.
The GUHM was applied and calibrated for the Risvollan catchment for
a three year period. Two winter seasons were used as validation period.
The results showed that the GUHM was able to simulate snow accumulation
and melt for whole seasons with short time resolution (1 hour) for an urban
catchment. Comparison between observed and simulated SWE and SCA
showed that the overall trends were captured by the model, however for
some shorter periods the simulated SWE, SCA, and runoﬀ, were outside
the uncertainty range of the observed data. This can be explained to be
a result of simpliﬁed model structure in GUHM, and that the modelling
results could have been further improved by calibration.
The runoﬀ simulations matched the observed data quite well. For the
calibration period the R2 value was calculated to 0.72 between simulated
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and observed runoﬀ. This value was 0.88 for the validation period. For
some periods in the spring a discrepancy between simulated and observed
data was seen, but the results demonstrated that the GUHM was capable
of simulating eﬀects of AA on urban snow distribution, and melt. From the
results presented in this and in chapter 3 it can be concluded that objective
2 set in chapter 1 has been achieved. An urban hydrological model specially
designed for urban snowmelt calculations has been developed and proved
to produce good results.
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Chapter 8
Eﬀects of AA on snow distribution and
melt
In this chapter the GUHM was used to quantify the eﬀects of AA on snow
distribution and melt in the Risvollan catchment. This was carried out by
running the GUHM for six diﬀerent land use scenarios, with varying degree
of impervious surface cover (buildings and roads). Simulated runoﬀ was
also used as an indicator to quantify eﬀects of AA on urban snow packs.
8.1 Land use scenarios
The purpose of the analysis was to study the eﬀect of AA on snow distri-
bution and melt in the Risvollan catchment by use of the GUHM. It was
decided to use the calibrated parameter set from chapter 7 (Tab. 7.4 and
7.5), to run six diﬀerent land use scenarios and then investigate changes in
SWE, SCA and runoﬀ as a result of varying degree of land use. The time
period from June 1998 to June 2003 was used as the simulation period.
The six land use scenarios are shown in Figure 8.1 (a) to (f), where Figure
8.1 (b) is the current land use situation in the Risvollan catchment with
an impervious surface cover (ISC) of 26 %. The various land use scenarios
will be referred to as ISC0, ISC26, ISC28, etc, shown in Figure 8.1 as (a),
(b), (c), etc, through the rest of this thesis. In scenario ISC0 all buildings
and roads were removed. The building elevations were replaced with the
elevation of nearby terrain and all grid cells were set to LCT park.
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Fig. 8.1: Six land use scenarios for Risvollan catchment
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In scenario ISC28 to ISC44 new buildings with roof elevations of six
metre above the terrain (assuming two ﬂoor levels) were drawn into the
LCT park areas of the Risvollan catchment. New roads were also drawn into
the current park areas and given the elevation of the original terrain. This
was carried out in a GIS. After this new input data (DEMs, slope, aspect,
αshadow, etc) for the ﬁve new input scenarios were prepared. Scenario ISC26
was the exact same model and input data as used in chapter 7.
Table 8.1: Area coverage of each land cover type (%) for six diﬀerent land
use scenarios
LCT ISC0 ISC26 ISC28 ISC32 ISC37 ISC44
Road 0 13 13 15 16 18
Deposit 0 5 6 7 8 9
Wall 0 5 6 7 9 12
Park 100 64 60 53 46 34
Roof 0 13 15 17 21 26
SUM 100 100 100 100 100 100
Table 8.2: Parameters used to quantify degree of AA for the six diﬀerent
land use scenarios
ISC0 ISC26 ISC28 ISC32 ISC37 ISC44
Pop 0 1500 1731 2263 3656 7312
PD 0 7653 8830 11548 18654 37307
LCR (%) 0 13 15 17 21 26
ISC (%) 0 26 28 32 37 44
FAR (%) 0 26 30 34 42 52
Table 8.1 presents the area coverage of each LCT (%) for the six land
use scenarios, where ISC44 is the most developed scenario with an ISC of
44 %. In Table 8.2 the parameters Pop, PD, LCR, ISC, FAR (see also Tab.
1.1) are presented for the six land use scenarios shown in Figure 8.1. The
population was calculated from the increase in building surface coverage
of the catchment. In later sections, changes in SCA, SWE and catchment
runoﬀ due to various degree of land use will be quantiﬁed as a function of
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the ISC parameter shown in Table 8.2.
8.2 Results
Figure 8.2 presents simulated SCA for the time period Oktober to April
for the seasons from 1998 to 2002 for the land use scenarios ISC0, ISC26
and ISC44. The SCA data are scaled according to the areal coverage of
each LCT. It can be seen that the simulated SCA is quite diﬀerent between
the three scenarios. In the ISC26 case the SCA tend to rapidly be reduced
to ﬁrst around 87 % and then down to 74 % when melt starts. For the
ISC44 scenario the SCA is reduced to around 74 % and later to below 50
% when melt starts. This is not seen in the ISC0 scenario. The reason
for the diﬀerences in SCA between the three scenarios can be explained by
AAs. The snow on roads is relocated to nearby areas, have in general a
low albedo, and the roads therefore become snow free rapidly when melt
starts. Due to high wind speeds, exposure to solar radiation and heat from
the roofs themselves, the snow on roofs disappears more rapidly than in
park areas. Figure 8.2 indicates that the more developed an urban area
is, the faster the SCA will be reduced during melt situations. This is why
the SCA in the ISC44 scenario shows such a rapid decay compared to the
ISC0, and to a certain extent the ISC26 scenario.
Figure 8.3 presents simulated time series of SWE for three of the six
land use scenarios. The data are calculated as an area scaled average SWE
from the ﬁve LCTs used in GUHM. From Figure 8.3 it can be seen that
the SWE in the ISC0 case is in general higher than in the ISC26 and ISC44
case. The reason for this is that in the ISC26 and ISC44 cases more of
the surface is covered with LCTs where the snow melt intensity is higher
and starts earlier than in areas covered with e.g. LCT park. In LCT road,
roof, deposit, and wall the available energy for melt is larger than for LCT
park due to lower albedos, higher wind speeds, heat from walls and roof
surfaces, etc. When the areal surface cover of the LCTs roads, roofs, deposit
and wall, increase in a catchment, the earlier the snow melt will start and
therefore the SWE is in general lower compared to in an untouched area.
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Fig. 8.2: Simulated area scaled SCA for land use scenario ISC0, ISC26 and
ISC44
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Fig. 8.4: Spatial plot of SWE (5th Apr 2002) for six land use scenarios
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The diﬀerences (%) in SWE between the ISC0, ISC26 and ISC44 sce-
narios are presented in Figure 8.3 (b) and (c). The data are calculated as
the SWE in the ISC0 minus the ISC26 (ISC44) scenario divided by ISC0
and multiplied by a hundred. This is when the SWE in the ISC0 scenario
is above zero. For a large portion of the winter season the ISC26 and ISC44
scenarios had about 35 % and 50 % lower SWE than the ISC0 scenario.
These ﬁndings indicate that the SWE in general is lowered in catchments
inﬂuenced by AA. One plausible reason for this is that snow packs located
in LCT road, roof, wall, and deposit receive more energy than snow located
in LCT park. The negative values in Figure 8.3 (b) and (c) are from the
late melt period, when SWE in LCT deposit makes the SWE in the ISC26
and ISC44 scenario larger than in the ISC0 scenario.
Figure 8.4 (a) to (f) shows a spatial plot of simulated SWE on 5th
April 2002 (at noon) for all the six land use scenarios. A visual inspection
of the ﬁgure reveals how AA inﬂuence both SWE and SCA in the Risvollan
catchment. In Figure 8.4 (b) to (f) the SWE is considerably lowered in
LCT road and roof, which is not the case in the ISC0 scenario (Fig. 8.4
(a)), since no eﬀects of AA are simulated. All plots in Figure 8.4 shows
a relatively large variability in SWE. The variability in SWE shown in
Figure 8.4 (a) is only a result of spatial variability in available energy for
melt caused by spatial diﬀerences in slope, aspect and shadow eﬀects. As
mentioned in previous sections variability in SWE as a function of terrain
and wind speed is not accounted for in the GUHM, although such processes
would generate variability in the SWE during the accumulations season
in a catchment. For the ﬁve scenarios with developed land use (ISC26,
ISC28,..ISC44) the variability in SWE is further enhanced by inﬂuence of
AA. Roads are cleared for snow and dumped into snow piles, which can be
seen as the white areas next to roads in Figure 8.4 (b) to (f). The white
areas represent SWE values above 75 mm and are mostly located in grid
cells of LCT deposit. In the plots shown in Figure 8.4 (b) to (f) there is a
tendency that increased surface coverage of roads and buildings decreases
SWE and therefore SCA for a catchment during melt periods. The reason
for this has to do with snow clearing procedures, which inﬂuence the snow
distribution, and that the snow in LCTs road, roof, deposit, and wall are
exposed to snow melt energy not available for LCT park. An increase in
these LCTs will therefore force the snow melt to start earlier in the season
and have a higher intensity compared to in LCT park. The SWE and SCA
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are therefore lowered more rapidly as a result of AA. This was also seen
in Figure 7.9 where the intensities from rain and snow melt water were
greater and started earlier in the winter season in the LCTs most heavily
inﬂuenced by AA (deposit, road, roof, wall).
Figure 8.5 presents the snow distribution, sorted SWE data versus area,
for the six land use scenarios for the 5th of April 2002. There is a clear ten-
dency that AA causes a shift in the snow distribution. In the ISC0 scenario
the largest SWE value is around 80 mm and only about 6 % of the area
is snow free. In all the other scenarios around 10 % of the area is covered
with grid cells having SWE values above 150 mm. This can be explained
by road snow clearing. The snow free areas are also larger in all the ﬁve
scenarios with presence of buildings and roads. In the ISC44 scenario the
snow covered area is around 40 %. Based on the simulation results it can be
concluded that AA changes the snow distribution in urbanized catchments
due to snow clearing procedures and increased melt rates.
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Fig. 8.5: Snow distribution 5th April 2002 for six land use scenarios
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Figure 8.6 presents two types of data as a function of ISC (Tab. 8.2).
The triangles indicated as AvgSWEmax represent average maximum sea-
sonal SWE. The circles represent average SCA values calculated from the
simulated SWE data in February, March and April (AvgSCA). Both the
AvgSCA and AvgSWEmax data are calculated from the time period from
1998 to 2003. When land use (AA) increase the AvgSWEmax and AvgSCA
are in general lowered. Early and rapid melt lowers SWE and therefore
SCA. As mentioned earlier this is related to the increased energy availabil-
ity for the snow packs in LCTs road, deposit, roof and wall (low albedo,
roof heat conduction, etc). It can be seen that the AvgSWEmax is about 35
60
80
100
120
140
Av
g 
SW
Em
ax
 (m
m)
0 10 20 30 40 50
ISC (%)
60
70
80
90
100
Av
g 
SC
A 
(F
-M
-A
) (
%)
Avg SWEmax
Avg SCA (F-M-A)
Fig. 8.6: Average maximum seasonal SWE and average SCA for February,
March and April expressed as a function of impervious surface
coverage (1998-2003)
% lower in the ISC44 case compared to the ISC0 data, while the AvgSWE-
max in the ISC26 scenario is around 22 % lower than in the ISC0 scenario.
The AvgSCA is at 70 % in the ISC44 data compared to the ISC0 scenario
at 95 %. There seems to be a linear relations ship between ISC and lower-
ing of AvgSWEmax and AvgSCA. The scenarios ISC28, ISC32 and ISC37
are placed on the line between the ISC0 and ISC44 scenario. The reason
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for this is that the chosen point in the parameter space, found by calibra-
tion, is sensitive to an increase in LCTs such as roads and buildings. The
simulation results indicate that AA lowers SWE and SCA in a developed
catchment compared to in an untouched one.
Figure 8.7 presents simulated runoﬀ, aggregated to daily averages, for
the time period from June 1998 to May 2003. Red colour shows the time
series from the ISC0 scenario and the black and green lines shows the
ISC26 and ISC44 scenario, respectively. The overall trend is that peak and
volume runoﬀ seems to increase as a result of AA. The ISC0 scenario has
in general the lowest runoﬀ values, although there are seasonal diﬀerences
(the discussion section presents more on this). In the summer period runoﬀ
peaks are in general increased as a result of AA. Both the ISC26 and ISC44
runoﬀ data shows higher peak values from June to October compared to
the ISC0 data. During low ﬂow periods (dry weather) the base ﬂow seems
to have been lowered in the ISC26 and ISC44 cases compared to the ISC0
case. One explanation to this is that the ISC26 and ISC44 scenarios have
larger coverage of impervious surfaces resulting in increased peak ﬂows and
lowered base ﬂows. Similar eﬀects of urbanization on catchment runoﬀ was
also reported by Kang et al. (1998) and Beighley & Moglen (2002), and
others.
During the winter months, November to April, the situation is some-
what more complicated since SCA and snow melt intensity in combination
with soil moisture levels has strong inﬂuence on the catchment runoﬀ. In
the period from December to early March the runoﬀ in the ISC26 and ISC44
scenarios is in general higher than in the ISC0 scenario due to earlier and
more intense snow melt caused by AA. Increased impervious surface cover
and early melt forced by the extra snow melt energy available in LCT roads,
roofs, wall and deposit results in a time shift in the runoﬀ from late spring
(April) to mid winter (Jan to March). This is especially seen in the winter
seasons 1999/2000 and 2001/2002 (Fig. 8.7 (b) and (d)).
Later in the melt season, e.g. April 2000 and in April 2002 (Fig. 8.7
(b) and (d)), the runoﬀ from the ISC0 case is around 10 % to 30 % larger
compared to the ISC26 and ISC44 scenarios, respectively. In the ISC26 and
ISC44 case, melt starts early since the snow packs in the LCT road, roof,
wall and deposit receives more energy compared to LCT park. This forces
more of the snow to melt earlier in the season. At the end of the spring
there will therefore be little snow left contributing to snow melt runoﬀ and
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Fig. 8.7: Simulated runoﬀ (1998-2003) at Risvollan for three land use sce-
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Fig. 8.8: Simulated monthly runoﬀ for six land use scenarios in Risvollan
catchment
the runoﬀ from the ISC0 scenario is therefore larger than the ISC26 and
ISC44 scenarios for April 2000 and 2002, since there is still snow available
for runoﬀ. From Figure 7.4 (a) and (b), it can be seen that the roads and
roofs are snow free at the end of March 2002, while park areas have almost
full snow cover. During melt situations only, the reduced SCA will therefore
lower the contributing runoﬀ area, which explains the diﬀerences seen in
runoﬀ during April 2000 and 2002. The discussion section will present more
details on this.
Figure 8.8 shows simulated average runoﬀ in mm for each month of the
year calculated from the period from June 1998 to June 2003 for the six land
use scenarios. The overall trend indicates that runoﬀ has increased with
enhanced land use. It can also be seen that when the degree of urbanisation
increases there is a time shift in the runoﬀ in the winter time. For the
months January, February, and March the runoﬀ volumes have increased
as a result of increasing AA. The two main reasons for this are enhanced and
early snow melt caused by AA and more impervious surface cover. In April
the ISC0 scenario has the largest runoﬀ volume, due to delayed snow melt
compared to the other ﬁve scenarios. This is because in the ISC0 scenario
more snow melts in April compared to in the other scenarios. Figure 8.8
129
8.2 Results
also shows that the runoﬀ in May month in general has not increased as a
result of AA. This might be explained by the soil moisture levels. During
the winter time there is relatively low ET and the soil moisture levels in
GUHM are therefore ﬁlled rapidly when melt starts. If the soil moisture
levels are in general high in May the runoﬀ contributing area will also be
high and therefore not so dependent on ISC. So even the ISC has increased,
runoﬀ will more or less stay the same.
Annual runoﬀ ratio can be calculated as the volume of runoﬀ in mm
divided by the annual average precipitation. Figure 8.9 presents simulated
annual runoﬀ ratio as a function of ISC for the Risvollan catchment. The
data are based on the time period from June 1998 to June 2003. It can
be seen that the runoﬀ ratio increases almost linearly with the increase in
ISC. The ISC44 scenario shows the largest runoﬀ ratio with a value of 69
%. The runoﬀ ratio for the ISC0 scenario is only at 55 %. These results are
not surprising since the increase in ISC will in general increase the runoﬀ
volumes (Kang et al. 1998, Weng 2001).
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Figure 8.9 also shows average monthly maximum peak ﬂows calculated
from the hourly time series. The black circles are for the months of Novem-
ber to April and the black triangles are for the summer period (May to
October). For both the summer situations and the winter situations the
runoﬀ peaks increase with increased ISC. The runoﬀ peaks for the winter
season is in general higher than in the summer situations. For the ISC value
of 44 % the runoﬀ peaks in the winter period are in general around 40 %
higher than for the runoﬀ values at an ISC value of 0 %. For the summer
period this diﬀerence is at 57 %, implying that the winter peak runoﬀ val-
ues are less sensitive to the increase in ISC than in the summer time. The
reason for this might be that in the winter time runoﬀ is produced from
a larger portion of the catchment than in the summer time, due to soil
saturation. From the results showed in Figure 8.9 it can be concluded that
the annual runoﬀ ratio and average monthly peak ﬂows, both in summer
and winter time, is increased as a result of AA.
8.3 Discussion
Buttle & Xu (1988) found that the SCA was about 20 % lower in a sub-
urban catchment, prior to two spring melt periods, than in a nearby rural
catchment in Canada. Bengtsson & Westerstro¨m (1992) reported that most
impervious surfaces in the city of Lule˚a in Sweden were usually free from
snow when signiﬁcant runoﬀ began in spring. Buttle (1986) reported that
snow that falls on roofs often melt relatively quickly compared to other
surfaces (park), due to exposure to solar radiation and heat ﬂux from the
roofs themselves. These results agree to a certain extent with the results
found in this chapter. It was shown that during melt periods, the SCA
was rapidly reduced to values between 50 % and 74 % in the Risvollan
catchment depending on the ISC (Fig. 8.2). It is clear that when surface
types like roofs and roads increase in a catchment the SCA will rapidly be
reduced as a result of increase in AA. This was shown in Figure 8.2.
McMurter (1976) reported that the end of winter SWE of a rural and
construction area, in Canada, was four and three times larger than in a
nearby urban area, respectively. Buttle (1986) and Bengtsson & Wester-
stro¨m (1992) reported similar ﬁndings showing that the snow melts faster
and disappear more rapidly in built up areas compared to rural ones. Fig-
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ure 8.3 showed that the SWE within the Risvollan catchment was lowered
rapidly as a result of AA, which corresponds to the results found by Mc-
Murter (1976), Buttle (1986) and Bengtsson & Westerstro¨m (1992). In
chapter 6 it was shown that the SWE within LCT road, deposit, roof, and
wall was about 36 % lower than in LCT park (13th March 2002), and sup-
ports the simulation results presented in this chapter. The reason for the
lowered SWE in urbanized catchments is that the snow packs are exposed
to energy not available in rural areas. This theory was also reported by
Todhunter et al. (1992). Since this energy is available more of the snow
will melt in an early stage of the season and therefore the SWE will in
general be lower compared to in untouched areas.
Steinecke (1999) compared climate data from the city centre and a
sparsely built-up non-urban outskirt in the city of Reykjavik (Iceland),
and found that the city centre had only 0.2 C higher air temperatures than
the outskirt, indicating a weak UHI eﬀect. The anthropogenic average heat
release was estimated to 35 W/m2. The population density (PD) of Reyk-
javik was reported to be 2684 P/km2 by Steinecke (1999). In Risvollan the
current level of development is at 26 % ISC, with an estimated PD of 7653
P/km2 (Tab 8.2), which is larger than the PD for Reykjavik. Despite this
it is not likely that the average air temperature in Risvollan has increased
as a result of AA, since the data presented in Figure 4.5 showed that the
air temperature at Risvollan was in general lower than at Voll climate sta-
tion, even though Voll is located in a more open site, not inﬂuenced by
buildings. One could ask what level of urbanization that Risvollan had
to be developed too before the UHI started to show. The answer to this
question is not known but it is clear that increasing AA will eventually end
up producing an UHI eﬀect, since the total energy transfer to an urban
catchment, due to e.g. indoor heating of houses, will rise and eventually
lead to increased outdoor air temperature. In the ISC44 scenario ISC was
set to 44 %. If this level of urbanization leads to increase in air temperature
it is likely that this will inﬂuence snowmelt runoﬀ, since an increase in air
temperature will enhance turbulent heat transfer to the snow packs. In
such a scenario more of the snow fall will hit building walls directly and
there is a chance for instantaneous melt or evaporation of the snow. These
eﬀects are not simulated by the GUHM and introduce uncertainty in the
simulation results. If it is assumed that an increase in AA, say above ISC of
44 %, in Risvollan leads to a localized UHI eﬀect, then snow melt will start
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Fig. 8.10: Runoﬀ situations in urbanized catchments
even earlier in the season and an even stronger time shift, from spring to
mid-winter, in snow melt runoﬀ will be seen. Ichinose et al. (1999) reported
anthropogenic heat ﬂuxes for central Tokyo of 400 W/m2 in daytime with
maximum values up to 1590 W/m2. Such large energy ﬂuxes will naturally
have strong inﬂuence on the snow packs energy balance and lead to earlier
start and more intense melt in such environments.
Taylor (1977) studied impact of suburban development on runoﬀ re-
sponse on a small urban catchment (0.7 km2, 38 % ISC) and found that
urban direct runoﬀ volumes exceeded volumes found in a nearby rural catch-
ment (1.14 km2) by a factor of 7.5 for spring snowmelt and rain-on-snow
events. Taylor (1982) also reported an increase in rapid runoﬀ response
during spring as a result of urbanization from 7 % to 30 % ISC for a 0.97
km2 catchment in Canada. Buttle (1990) studied the same catchment as
Taylor (1977) and found similar results showing that runoﬀ had increased
during spring snowmelt as a result of urbanization. It was also pointed out
that when assessing eﬀects of urbanization on snowmelt generated runoﬀ
a distinction between snowmelt only and rain-on-snow events should be
made. In addition to this it could also be interesting to make a distinction
between the runoﬀ events happening early in the melt season when the im-
pervious surfaces have snow cover and the later situations, when only the
park/garden and snow deposit areas have snow in them.
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Figure 8.10 illustrate two diﬀerent runoﬀ situations. Figure (a) shows
a situation where all parts of a catchment contains snow. The roads are
cleared for snow but there is still some ice/snow left. The roofs are also
covered with snow. This situation is typical right after major snow falls in
a catchment like Risvollan. When snowmelt starts in situation (a) it has
been shown that the snow melt intensity is enhanced in the surfaces most
inﬂuenced by AA. The roofs and roads will therefore become snow free
before the park and garden areas. This was also shown in chapter 5 and 6.
Compared to a catchment where there are no houses or roads the snowmelt
will be more intense and the runoﬀ production will be larger, independently
of soil moisture levels and possible rainfall. So for the case shown in Figure
8.10 (a), the runoﬀ will be enhanced by AA, and are concurrent results with
the ﬁndings reported by Taylor (1977) and Buttle (1990), who reported an
increase in runoﬀ during snow melt events for urbanized catchments.
The situation shown in Figure 8.10 (b) illustrates the runoﬀ situation
later in the melt season when roads and roofs are free from snow. Only
the deposit and park areas contain snow. Bengtsson & Westerstro¨m (1992)
commented that the inﬁltration capacity of most soils in urban areas is
so heavily reduced during spring snow melt conditions that melt-induced
runoﬀ from grassed and gravelled surfaces are similar to those from im-
pervious surfaces. This view was also shared by Sema´deni-Davies (1999a)
who commented that soils could have lowered inﬁltration capacity due to
freezing. Thus, in situation (b) shown in Figure 8.10 (b), if the inﬁltration
capacity in the pervious surface types is low, the runoﬀ is controlled only
by SCA and snow melt intensity during snow melt events with no rainfall.
Since AA has lowered the SCA, the runoﬀ in the situations will therefore
be lower compared to in an untouched catchment where the SCA would
be larger. Figure 8.7 presented simulated runoﬀ for three of the six land
use scenarios, ISC0, ISC26 and ISC44. The runoﬀ in April 2000 and April
2002 (Fig. 8.7 (b) and (d)), from the ISC0 scenario was lower than in both
the ISC26 and ISC44 scenario. The reason for this can be explained by the
situation illustrated in Figure 8.10 (b) and are somewhat contradicting to
the results found by Taylor (1977), who reported that snow melt runoﬀ, in
general had increased as a result of urbanization. The viewpoints presented
by Taylor (1977) can only be true for snow melt events happening early in
the melt season when the SCA is high in all surface covers.
During rain-on-snow events, occurring in situations like the one shown
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in Figure 8.10 (b), the eﬀects of AA on runoﬀ will be dependent on the
inﬁltration capacity of the pervious surface types. If some of the snow melt
is allowed to inﬁltrate in the pervious surface types it is likely that the
runoﬀ in developed catchments will have a higher runoﬀ compared to in an
untouched area. The reason for this is the presence of impervious surface
covers. On the contrary, if the inﬁltration capacity in the pervious surface
types is close to zero, the eﬀects of AA will be lowered runoﬀ because of
lower SCA. This can also explain why the runoﬀ in April 2000 and 2002
from the ISC0 scenario was larger compared with the ISC26 and ISC44
scenarios.
As pointed out in earlier sections there is uncertainty related to the
results from the simulations. The methodology used in this research, was to
ﬁrst calibrate the GUHM for the current situation (ISC26) and afterwards
simulate snow melt and runoﬀ for ﬁve other land use scenarios. The results
showed that SCA and SWE were reduced in all the ﬁve scenarios with
ISC equal to or above 26 % compared to when Risvollan was simulated
as an area consisting mainly of sparsely vegetated park areas (ISC0). In
chapter 7 it was shown that there existed several points in the parameter
space that all gave good results for the simulation of SWE and snow melt
intensity for the data from the lysimeter at Risvollan. There is no reason
to believe that this is not the case for the application of the GUHM to the
Risvollan catchment. One can therefore question if the diﬀerence in SCA
and SWE between the six scenarios are sensitive to the chosen point in the
parameter space, found by the calibration. In LCT road and roof the snow
surface roughness (roadz0 and roofz0) were calibrated to 0.01 m, which
is large compared to the snow surface roughness in LCT park (0.0012 m).
It is likely that these parameters could have been higher or lower and the
calibration results in the ISC26 case would still have been good. Thus, the
diﬀerence in SCA and SWE between the six scenarios is sensitive to the
calibration of the model. In addition to this the simulation results will also
be dependent on the model structure. As mentioned earlier neither snow
drift or eﬀects of frozen soils are simulated in the GUHM, and therefore
the results have uncertainties related to them. Because of this the results
from the analysis of AA inﬂuence on snow distribution and melt using only
the GUHM should be viewed as additional evidence to the results found in
chapter 5 and 6. In those chapters evidence of AAs inﬂuence on SWE and
SCA in the urban environment was found by ﬁeld observations.
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The GUHM was used to simulate snow accumulation, melt and runoﬀ for
six diﬀerent land use scenarios for the Risvollan catchment. The six scenar-
ios (ISC0, ISC26,..,ISC44), had varying degree of impervious surface cover
(buildings and roads), ranging from 0 to 44 %.
SCA was shown to rapidly be lowered to between 50 % and 74 % during
melt situations depending on the degree of AA compared to the scenario
(ISC0) where Risvollan was simulated as an catchment containing only
park areas. This diﬀerence was attributed to clearing of snow from roads
to nearby areas, and high snow melt rates on roads, roofs, snow deposits
and areas nearby building walls. The average SCA for February, March
and April was around 35 % lower for the scenario with highest cover of
impervious surfaces (44 %), compared to the scenario simulated with no
inﬂuence of AA.
It was shown that for a large part of the winter season the ISC0 sce-
nario had about 35 % and 50 % larger SWE than in the ISC26 and ISC44
scenarios, respectively. This was explained by the extra energy available
in urbanized areas compared to rural ones, which enhances snow melt and
therefore lowers SWE.
The major eﬀect of AA on snow distribution and melt in the Risvollan
catchment was shown to be early and enhanced melt as a result of increase
in the snow pack energy availability, due to urbanization. More runoﬀ will
be produced in January to March compared to in April because of early
melt in the urbanized parts.
The simulation results showed a linear relationship between coverage
of impervious surfaces and catchment runoﬀ. Both runoﬀ ratio and peak
ﬂow values was shown to grow with increasing degree of impervious surface
coverage. The simulated annual runoﬀ ratio for the Risvollan catchment
was shown to increase from 55 % to 69 % when the ISC was increased from
0 to 44 %.
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9.1 Summary
In urban cold climates snow melt runoﬀ inﬂuence both ﬂood frequencies
and CSO discharge in urban storm water systems. Despite this, current
design practices in Norway assume that it is rainfall runoﬀ mechanisms
that generate the highest annual peak ﬂows in urban drainage systems.
Although numerous and comprehensive studies of rural snow hydrology
have been carried out the eﬀort put into studying urban snow processes are
limited.
In this work focus was put on studying the eﬀects of AA on snow dis-
tribution and melt in the urban environment. More speciﬁcally this was
how the presence and operation of roads and buildings inﬂuence snow melt
rates and snow distribution in the cities.
A literature review on urban snow hydrology was presented in chapter
2. Several authors reported that albedo of urban snow packs will be more
rapidly lowered compared to snow located in more untouched terrain. The
low albedos, typically found in piled snow or snow packs nearby roads,
increases snow melt intensity. It was also argued that the net radiation
balance of urban snow packs can be altered by the presence of buildings. It
was also debated that the natural variability of urban snow packs is further
enhanced by AA, where snow clearing of roads was an important process
to consider in such a context.
Several urban snow melt models were presented through the cited lit-
erature. Examples of degree-day based and more complex energy balance
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based snow melt simulations, carried out for urban areas were cited. The
various models had only to a limited degree been tested against catchment
representative observations of SWE and SCA data. Runoﬀ was most of-
ten used as an indicator of the snow melt models performances. Only a
few researchers reported results where an urban snow melt model had been
tested for whole seasons and run with a temporal resolution of 1 hour or
less. It was argued that this should be done to avoid problems with ini-
tialization and long term memory in the models. It was debated that an
urban hydrological model should try to model as many as possible of the
AA inﬂuencing snow distribution and melt in the urban environment.
One of the objectives in this work was to develop an urban hydrolog-
ical model specially designed to deal with urban snow melt calculations.
Chapter 3 presented the gridded urban hydrological model (GUHM). The
principal idea of the GUHM was to subdivide and urban catchment into
equal area orthogonal grid cells. For each grid cell meteorological data were
used to calculate a time series of SWE, rain and snow melt, etc, carried out
in the snow melt routine using an energy balance approach. A soil-runoﬀ
routine used the output from the snow routine to calculate runoﬀ from each
cell. Catchment runoﬀ was calculated as the sum of runoﬀ from all cells.
Currently, GUHM has no pipe ﬂow module, but can be coupled with exist-
ing public domain or proprietary models if desired. In GUHM, each grid
cell could be one out of ﬁve possible LCTs road, roof, deposit, wall, and
park. All LCTs used the same snow and soil-runoﬀ routine but for LCT,
wall, road, roof and deposit, changes were made in the snow routine de-
pending on the dominating AA. Grid cells of type roof represented building
rooftops. In this LCT, wind speed was corrected following a logarithmic
wind proﬁle adjusted for the diﬀerence between instrument height above
ground and the height of the building rooftops. Inside heating of buildings
contributes to an increased heat ﬂux into the snow through heat conduc-
tion. In GUHM the user must specify the magnitude of this ﬂux named
Qg−roof . Snow clearing procedures was also accounted for in the GUHM.
To model this eﬀect the LCT road was only allowed to accumulate SWE
up to a user speciﬁed threshold level, before it was relocated to the nearest
grid cell of LCT deposit. All LCTs used user speciﬁed albedo decay curves
that expresses albedo as a function of time since last snow fall. Grid cells
of LCT wall were located adjacent to the roof grid cells. In the snowmelt
simulations the snow pack in these cells were given an extra user speciﬁed
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energy input, to account for eﬀects of increased long wave radiation from
surrounding buildings, and lowered eﬀective albedo as a result of multiple
reﬂections between snow pack and building walls. Grid cells of LCT park
represented park/garden areas. No speciﬁc changes in the snow routine
were done for these cells. The GUHM needs a time series of air tempera-
ture, precipitation, shortwave radiation, relative humidity and wind speed
to run.
The Risvollan urban catchment was used as the study area in this work
and was presented in chapter 4. It is located about 4 km southeast of
Trondheim city (Norway) and is a 20 ha residential area. It consists of 26
% impervious surfaces (13 % roofs and 13 % paved areas) and 74 % grass
lawn and park areas. At the downstream end of the catchment, Risvollan
hydrological and meteorological station is situated. Data from Risvollan
and the nearby Voll meteorological station was used in this research.
In chapter 5 a technique for observing time series of SCA for an urban
catchment was presented. The purpose of the SCA observations was to a)
identify diﬀerences in SCA between three land cover types (road, roof and
park), and b) use the observed time series of SCA to calibrate and validate
the GUHM. The method was based on image processing and ANN tech-
nology and was veriﬁed against SCA estimated from aerial photos. It was
shown that SCA on roads and roofs were in general more rapidly lowered
than in park areas of the Risvollan catchment. This was explained by snow
clearing of snow from roads to nearby areas, and strong snow melt on roofs
and roads. A time series of SCA for the three winter periods (2000-2003)
was observed for the Risvollan urban catchment.
Chapter 6 presented results from ﬁeld observations of SWE in the
Risvollan catchment. The purpose of collecting the SWE data was to iden-
tify diﬀerences in mean aerial SWE within four land cover types (road,
roof, deposit, park) and use these data during calibration and validation
of the GUHM. Observations were carried out in 9 diﬀerent snow courses in
the Risvollan catchment during 2000 - 2003. It was shown that the LCT
deposit and road had the highest and lowest SWE values, respectively. For
the 2001 to 2002 winter season it was shown that the areal mean SWE was
36 % and 45 % lower in the LCTs mostly inﬂuenced by AA at the middle
and end of the winter season, compared to in the LCT park. This was
attributed to the extra energy availability, due to lower albedos, roof heat
conduction, etc. in LCT road, deposit and roof.
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The ﬁeld observations showed that SWE and SCA are more rapidly
lowered in the LCTs most heavily inﬂuenced by AA. The LCTs road and
roofs become more rapidly snow free compared to LCT park. This was
explained to be an eﬀect of snow clearing procedures, snow drift from roofs
to nearby areas, locally low albedo, in addition to heat release from the
roofs themselves.
In chapter 7, the GUHM snow routine was tested against point data
from the snowmelt lysimeter at Risvollan station for the period from Oct
1994 to May 1995. Observations of SWE and snowmelt intensity were used
to calibrate the GUHM snow routine. Both simulated SWE and snow melt
intensity matched the observed data (R2swe = 0.97, R2melt = 0.78) quite
well. The results from the point simulations showed that the GUHM snow
routine was capable of simulating snow accumulation and melt for whole
seasons with short time steps (1 hour) without updating the SWE states
during the winter season.
The GUHM was also applied and calibrated for the Risvollan catch-
ment for a three year period. Two winter seasons were used as validation
period. The results showed that the GUHM was able to simulate snow ac-
cumulation, melt and spatial variation in SWE and SCA, for whole seasons
with short time resolution, with satisfactory results. Comparison between
observed and simulated SWE and SCA showed that the overall trends were
captured by GUHM but for some shorter periods the simulated signals were
outside the uncertainty range of the observed data (SWE, SCA). This was
explained to be a result of too few calibration runs and limitations in the
GUHM model structure. For example snowdrift from rooftops into nearby
areas was not taken into consideration. The runoﬀ simulations matched
the observed data quite well. The R2 value for the calibration period (June
1999 to May 2002) was 0.72 and 0.88 for the validation period (June 1998
to May 1999 and June 2002 to May 2003). This was based on an aggre-
gated time series from 1 hour to 24 hours. For some periods in the spring
a discrepancy between simulated and observed runoﬀ data was seen. The
plausible reasons for this was attributed to the calibration of both the snow
melt and soil-runoﬀ routine in the GUHM, which could have been improved.
Chapter 8 presented results where the GUHM was used to quantify the
eﬀects of AA on snow distribution and melt in the Risvollan catchment.
This was carried out by running the GUHM for six diﬀerent land use sce-
narios (ISC0, ISC26,..,ISC44), with varying degree of impervious surfaces
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(buildings and roads). Simulated runoﬀ was also used as an indicator to
quantify eﬀects of AA on urban snow packs.
SCA was shown to rapidly be lowered to between 50 % and 74 % during
melt situations depending on the degree of AA compared to the scenario
(ISC0) where Risvollan was simulated as an untouched rural catchment.
This diﬀerence was attributed to clearing of snow from roads to nearby
areas, and high snow melt rates on roads, roofs, snow deposits and areas
nearby building walls. The average SCA for February, March and April was
around 35 % lower for the scenario with highest cover of impervious surfaces
(44 %), compared to the scenario simulated with no inﬂuence of AA. It was
shown that for a large part of the winter season the ISC0 scenario had
about 35 % and 50 % larger SWE than in the ISC26 and ISC44 scenarios,
respectively. This was explained by the extra energy available in urbanized
areas compared to rural ones, which enhances snow melt and therefore
lowers SWE.
The overall eﬀect of AA on snow distribution and melt in the Risvollan
catchment was shown to be early and enhanced melt as a result of increase
in the snow pack energy availability, due to urbanization. More runoﬀ will
be produced in January to March compared to in April because of early
melt in the urbanized parts.
The simulation results showed a linear relationship between coverage of
impervious surfaces and catchment runoﬀ. Both annual runoﬀ ratio and
peak ﬂow values was shown to grow with increasing degree of impervious
surface coverage. The simulated annual runoﬀ ratio for the Risvollan catch-
ment was shown to increase from 55 % to 69 % when the ISC was increased
from 0 to 44 %.
9.2 Main conclusions
A new gridded urban hydrological model (GUHM), specially designed to
deal with urban snow melt calculations, was developed as part of this re-
search. The snow model structure include processes such as snow clearing
of roads, locally low albedos, roof heat conduction, modiﬁed wind speeds
on rooftops in addition to eﬀects of slope, aspect and shadowing from build-
ings and terrain. The model can be used as an all year surface hydrology
model in urban cold climates to simulate rain and snow melt runoﬀ with
141
9.2 Main conclusions
short time resolution (<1h).
A method for observing SCA for an urban catchment was developed. A
digital camera mounted on a tall building recorded time series of images,
which was later analysed with a feed forward ANN to generate a time series
of SCA for the Risvollan catchment. Snow water equivalent was measured
in 9 diﬀerent snow courses in the Risvollan catchment during the period
from 2000 to 2003 and included measurements within four diﬀerent LCTs
(road, roof, deposit and park).
The ﬁeld observations in the Risvollan catchment showed that SCA
and SWE are more rapidly lowered in the LCTs most heavily inﬂuenced
by AA compared to the untouched park areas. The explanation for this
was attributed to snow clearing of roads, snow drift of snow from rooftops
to nearby terrain and high melt rates in the LCTs road, roofs and deposit.
The high melt rates was explained to be a result of low albedos on roads
and deposits, rooftop snow packs exposure to wind and solar radiation, in
addition to heat release from the roof themselves.
The GUHM was applied to the Risvollan catchment for the period June
1998 to June 2003. The model was calibrated for the period June 1999 to
May 2002 and the simulated SCA, SWE and runoﬀ was compared with
observed data. The modelling time step was set to 1 hour and the grid cell
resolution was 2x2 metre. The results showed that the model was capable
of reproducing the SCA, SWE and runoﬀ with satisfactory results for both
the calibration and validation period.
The GUHM was used to quantify eﬀects of AA on snow distribution and
melt for six diﬀerent land use scenarios in the Risvollan catchment for the
period June 1998 to June 2003. The modelling results showed that when
the area coverage of buildings and roads increase, the SCA and SWE will
be more rapidly lowered during melt periods. Because of this more runoﬀ
will be produced in the early winter season (Jan-March) compared to if
the catchment had been covered with only park areas. Since urbanization
increase the impervious surface cover in a catchment the peak and volume
runoﬀ will also increase.
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Chapter 10
Future work
This research investigated eﬀects of AA on snow distribution and melt in
the urban environment. SWE and SCA were observed in the ﬁeld and
documented several forms of AA that inﬂuences the urban snow pack, e.g.
snow clearing, increased melt intensity in various LCTs, etc.
Several questions remain unanswered and should be addressed in future
work. It was argued that random sampling, for the purpose of avoiding
bias, of observed SWE in the urban environment, was diﬃcult to carry out.
This is clearly a problem that must be solved if the uncertainties in the
observations are to be correctly assessed and maybe lowered. One possi-
ble solution could be to sample many more points in each LCT than was
conducted in this work. Afterwards, random selection of a small number
of samples can be drawn from the collected data, and uncertainty in just
taking a few samples can be assessed.
Remote sensing (space and air borne) technologies is clearly a ﬁeld
which should be used more within studies of urban snowmelt processes.
Although it was argued that the spatial and temporal resolution is still
too course, low repeat cycles when the spatial resolution is high and vica
versa, there are indications that the resolution of these data is constantly
being improved. For example Norman et al. (2003) showed an example of
how surface energy ﬂuxes, especially ET, could be estimated with remote
sensing technology at 10 meter spatial resolution. In the future, it should
be investigated if SWE and SCA can be remotely sensed in urban areas
at the appropriate spatial resolution, say 1 to 5 metres. Such data can be
used to better understand the spatial and temporal distribution of urban
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snow packs and be used for calibration and validation purposes of urban
hydrological models.
Future research with the digital-camera-ANN technology could beneﬁt,
if a more robust camera was used. Better heating and communication
software could insure a higher capture rate of images throughout the winter
season. It should also be tested if the methodology could be used to detect
SCA for other LCTs such as, areas piled with snow and areas close to
building walls.
Further investigations on urban wind ﬁelds and how to calculate the
turbulent heat ﬂuxes should be carried out. In addition it should be inves-
tigated how the buildings inﬂuence the accumulation patterns (snow drift)
and how these eﬀects can be included in an urban hydrological model.
The GUHM did not take into account possible eﬀects of frozen soils
on peak runoﬀ. This process might also inﬂuence the ﬂood frequency in
urbanized catchments as well as in rural ones and is a ﬁeld that deserves
attention.
In the future GUHM can be calibrated even better for the Risvollan
catchment. A comprehensive residual study of the results can also be car-
ried out to try to further explain why or why not the GUHM was working
as it did. The uncertainties in the modelling results from the GUHM could
possibly also be assessed through a sensitivity analysis of the parameter
space in GUHM.
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