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Abstract
In this paper, using a quantum superalgebra associated with
the universal central extension of sl(2|2)(1), we introduce new R-
matrices having an extra parameter x. As x → 0, they become
those associated with the symmetric and anti-symmetric tensor
products of the copies of the vector representation of Uqsl(2|2)
(1) .
(Received:
1
I. INTRODUCTION
The Yang-Baxter equation (YBE for short) has played important
roles in study of statistical mechanics, knot theory, conformal field theory
etc.,1 and many of its solutions are associated with finite dimensional irre-
ducible representations of quantum affine algebras2,3 and superalgebras.4
We call the solutions of the YBE the R-matrices.
If a finite dimensional simple Lie superalgebra is A(m,n), B(m,n),
C(n), D(m,n), F (4), G(3) or D(2, 1;α) (α 6= 0, −1), it is called a basic
classical Lie superalgebra5,6 (BCLS for short). We first recall that A(m,n)
coincides with sl(m+1|n+1) if and only ifm 6= n, and that sl(m+1|m+1)
is a one dimensional central extension of A(m,m). Let g be a BCLS and
g the universal central extension (UCE for short) of g. We also recall that
g = g if g 6= A(m,m) for anym, and that A(m,m) = sl(m+1|m+1) (m ≥
2) and A(1, 1) = d. Here d is the Lie superalgebra called D(2, 1;−1).7
The d is a two (resp. three) dimensional central extension of sl(2|2) (resp.
A(1, 1)). The UCE of g ⊗ C[t, t−1] is given by the affine version g(1) =
g⊗C[t, t−1]⊕Cc of g.7 Motivated by this fact, we direct our attention to
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the quantum superalgebra Uqd
(1) (strictly speaking, U˜ = U˜qd
(1)) in order
to give new R-matrices Rˇ(u, v; x) satisfying the (twisted) YBE:
(Rˇ(v, w; x)⊗ I)(I ⊗ Rˇ(u, w; qnx))(Rˇ(u, v; x)⊗ I) (1)
= (I ⊗ Rˇ(u, v; qnx))(Rˇ(u, w; x)⊗ I))(I ⊗ Rˇ(v, w; qnx))
for some integer n, where u, v, x ∈ C are continuous parameters. This can
be viewed as a quantum dynamical YBE (see Appendix). The R-matrices
we will give are such that as x → 0, they become the Uqsl(2|2)
(1) R-
matrices4,8−10 associated with the symmetric and anti-symmetric tensor
products of the copies of the vector representation ϕ of Uqsl(2|2)
(1). One
of our tools is a four dimensional irreducible representation ρx of U˜ with
the parameter x such that ρ0 = ϕ ◦ p, where p : U˜ → Uqsl(2|2)
(1) is the
natural epimorphism.
The paper is organized as follows. In Section 1, we introduce U˜ and
ρx. In Section 2, we give Rˇ(u, v; x) associated with ρx. In Section 3, we
give all the Rˇ(u, v; x)’s mentioned above using the fusion process.
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II. A CENTRAL EXTENSION OF Uqsl(2|2)
(1)
Let E = ⊕4i=0Cεi be the five dimensional vector space. Define the
symmetric bilinear form ( , ) on E by (ε0, ε0) = 0, (ε1, ε1) = (ε2, ε2) = 1,
(ε3, ε3) = (ε4, ε4) = −1 and (εi, εj) = 0 (i 6= j). Let α0 := ε0−ε1+ε4 and
αi := εi−εi+1 (1 ≤ i ≤ 3). Define the parity p(αi) to be (4− (αi, αi)
2)/4.
Then the Cartan matrix of A(1, 1)(1) is given by the 4 × 4 matrix (aij),
where aij = 2(αi, αj)/((αi, αi) + 2p(αi)).
Throughout this paper, we assume q ∈ C to be such that q 6= 0 and
qr 6= 1 for every positive integer r. Let U˜ = U˜qd
(1) be the associative
C-algebra presented by the generators s, K±i , Ei, Fi (0 ≤ i ≤ 3) and the
defining relations:
s2 = 1, sKis = Ki, sEis = (−1)
p(αi)Ei, sFis = (−1)
p(αi)Fi,
KiK
−1
i = 1, KiKj = KjKi,
KiEjK
−1
i = q
(αi,αj)Ej , KiFjK
−1
i = q
−(αi,αj)Fj ,
[Ei, Fj ] = δij
Ki −K
−1
i
q − q−1
if (i, j) is neither (2, 0) nor (0, 2),
K2[E2, F0] ∈ Z(U˜), K
−1
2 [E0, F2] ∈ Z(U˜),
4
where [Ei, Fj] := EiFj − (−1)
p(αi)p(αj )FjEi and Z(U˜) is the center of U˜ .
We view U˜ as the (non-Z2-graded) Hopf algebra with the comultiplication
∆ : U˜ → U˜ ⊗ U˜ satisfying:
∆(s) = s⊗ s, ∆(Ki) = Ki ⊗Ki,
∆(Ei) = Ei ⊗ 1 +Kis
p(αi) ⊗ Ei + δi0(q − q
−1)s[E0, F2]⊗ E2,
∆(Fi) = Fi ⊗K
−1
i + s
p(αi) ⊗ Fi − δi0(q − q
−1)F2 ⊗ [E2, F0].
We do not give the antipode and the counit; we do not need them. We de-
fine ∆(n−1) : U˜ → U˜⊗n by letting ∆(1) = ∆ and ∆(m) = (id
U˜
⊗∆(m−1))◦∆
(m ≥ 2).
Remark: (1) The above comultiplication is not standard. Taking the
twisting11 for the U˜ , we get the standard comultiplication of a quantum
superalgebra defined for a Dynkin diagram other than the one associ-
ated with the Cartan matrix (aij) (see above); the A(1, 1)
(1) has the two
Dynkin diagrams.
(2) Let U˜ ′ be the subalgebra of U˜ generated by K±i , Ei, Fi. Then
U˜ = U˜ ′ ⊕ U˜ ′s. There exists a nonzero ideal J of U˜ ′ such that U˜ ′/J
5
can be regarded as Uqd
(1). We can get generators of J in the same way
as in Ref. 12. By the same argument as in the proof of Theorem 8.4.3
of Ref. 12, we can get the natural epimorphism from Uqd
(1) to Uqsl(2|2)
(1).
Let Vx = C
4 be the four dimensional vector space, where x ∈ C is a
parameter. Put θ(i) := (1 − (εi, εi))/2. Define the irreducible represen-
tation ρx : U˜ → End(Vx) by:
ρx(s) =
4∑
j=1
(−1)θ(j)Ejj, ρx(Ki) =
4∑
j=1
q(αi,εj)Ejj,
ρx(E0) = E41, ρx(E1) = E12,
ρx(E2) = E23 + xE41, ρx(E3) = E34,
ρx(F0) = −E14 − xq
−1E32, ρx(F1) = E21,
ρx(F2) = E32, ρx(F3) = −E43.
Let U˜0 = U˜qd be the subalgebra of U˜ generated by s, K
±
i , Ei, Fi
(1 ≤ i ≤ 3). Define the vector subspaces V
(i)
x = V
(i)
x,y (i = 1, 2) of Vx⊗Vy
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by
V (1)x := C(e3 ⊗ e3)⊕ C(e4 ⊗ e4)
⊕
⊕
i<j
C(ei ⊗ ej − (−1)
θ(i)θ(j)qej ⊗ ei
+δi1δj2(q
2ye3 ⊗ e4 + xe4 ⊗ e3))
and
V (2)x := C(e1 ⊗ e1)⊕ C(e2 ⊗ e2)⊕
⊕
i<j
C(ei ⊗ ej + (−1)
θ(i)θ(j)q−1ej ⊗ ei).
Lemma 1: V
(1)
x is an irreducible U˜0-module. Moreover Vx ⊗ Vy is
a completely reducible U˜0-module if and only if y = qx. If this is the
case, V
(2)
x is an irreducible U˜0-module which is not isomorphic to V
(1)
x ;
in particular, Vx ⊗ Vqx has an irreducible U˜
0-submodule decomposition
V
(1)
x ⊕ V
(2)
x .
Proof: For each 1 ≤ i ≤ 4, the weight space including ei ⊗ ei is one
dimensional. Hence, if Vx⊗Vy is a completely reducible U˜
0-module, there
exists an irreducible U˜0-module including ei⊗ ei. Using this fact, we can
check the lemma directly. 
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III. R-MATRIX FOR THE VECTOR REPRESENTA-
TION
Define P
(i)
x ∈ End(Vx ⊗ Vqx) (i = 1, 2) by P
(i)
x (v) = δijv (v ∈ V
(j)
x ).
Put
Rˇ(u, v; x) := (q2u− v)P (1)x + (q
2v − u)P (2)x , (2)
where u, v ∈ C. Then:
Rˇ(u, v; x) (3)
= (q2v − u)
2∑
i=1
Eii ⊗ Eii + (q
2u− v)
4∑
i=3
Eii ⊗ Eii
+(q2 − 1)
∑
i<j
(vEii ⊗Ejj + uEjj ⊗ Eii)
−q(u− v)
∑
i 6=j
(−1)θ(i)θ(j)Eij ⊗ Eji
+x(q2 − 1)(u− v)(qE31 ⊗ E42 − q
2E32 ⊗E41
−E41 ⊗E32 + qE42 ⊗ E31).
For u ∈ C×, define χu ∈ Aut(U˜) by χu(s) = s, χu(Ki) = Ki, χu(Ei) =
u−δi0Ei and χu(Fi) = u
δi0Fi. Put ρu,v,x := (ρx⊗ρqx)◦(χu⊗χv)◦∆. Using
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(2) and Lemma 1 , we can directly check that:
Rˇ(u, v; x)ρu,v,x(X) = ρv,u,x(X)Rˇ
(u, v; x) (4)
for X ∈ U˜ .
Theorem 1: The Rˇ(u, v; x) satisfies the YBE in the form of (1)
with n = 1.
Proof: Let E ′i, F
′
i , H
′
i (0 ≤ i ≤ 3) be the Chevalley generators of
sl(2|2)(1). Then there exists a representation ψ̂u : sl(2|2)
(1) → End(C4)
sending E ′i, F
′
i , H
′
i to the limits of ρx ◦χu(Ei), ρx ◦χu(Fi), (q−q
−1)−1ρx ◦
χu(Ki −K
−1
i ) as (q, x) → (1, 0), respectively. Notice that ψ := ψ̂1|sl(2|2)
is an irreducible representation of sl(2|2) and that there exist a highest
root vector E ′α1+α2+α3 and a lowest root vector E
′
−(α1+α2+α3)
of sl(2|2)
such that
uψ(E ′α1+α2+α3) = ψ̂u(F0), u
−1ψ(E ′−(α1+α2+α3)) = ψ̂u(E0). (5)
Then, using (4), together with the same argument used in the proof of
Proposition 3 in Ref. 3, we get the theorem. 
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IV. R-MATRIX FOR THE (ANTI-)SYMMETRIC TEN-
SORS
Here we use a similar process to the fusion process.13−15 To begin
with, we recall some facts16,17 about the Hecke algebra Hn(q
2) associated
with the symmetric group Sn; the Hn(q
2) is the associative C-algebra
presented by the generators hi (1 ≤ i ≤ n−1) and the defining relations:
(hi − q
2)(hi + 1) = 0, hihi+1hi = hi+1hihi+1 and hihj = hjhi (|i − j| ≥
2). We abbreviate Hn(q
2) to H . We know that there exists a C-basis
{h(σ)|σ ∈ Sn} of H such that h(1) = 1, h(σi) = hi and h(σ
′σ) =
h(σ′)h(σ) if ℓ(σ′σ) = ℓ(σ′) + ℓ(σ). Here σi is the simple transposition
(i, i+ 1) and ℓ(σ) is the length of σ with respect to σi’s.
Put
e+ :=
∑
σ∈Sn
h(σ), e− :=
∑
σ∈Sn
(−q−2)ℓ(σ)h(σ).
Then hie+ = q
2e+, hie− = −e− and
e±
2 = (
∑
σ∈Sn
q±2ℓ(σ))e±. (6)
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Now we treat R-matrices. Let W
(n)
x := Vx ⊗ Vqx ⊗ · · · ⊗ Vqn−1x. Put:
Rˇi(u, v; x) := I
⊗i−1 ⊗ Rˇ(u, v; qi−1x)⊗ I⊗n−i+1 ∈ End(W (n)x ).
By Theorem 1 , we can define Rˇ(a; x|σ) ∈ End(W
(n)
x ), a ∈ (C×)n and
σ ∈ Sn, inductively by
Rˇ(a; x|1) = I⊗n, Rˇ(a; x|σi) = Rˇi(ai, ai+1; x)
and
Rˇ(a; x|σ′σ) = Rˇ(σ[a]; x|σ′)Rˇ(a; x|σ) if ℓ(σ′σ) = ℓ(σ′) + ℓ(σ),
where σ[a] := (aσ−1(1), . . . , aσ−1(n)). By Theorem 1 and (2), there exists
a unique representation π
(n)
x : H → End(W
(n)
x ) such that Rˇi(u, v; x) =
π
(n)
x (uhi − vq
2hi
−1).
Let p± := (1, q
∓2, . . . , q∓2(n−1)) ∈ Cn. Let γn ∈ Sn be such that
γn(i) = n− i+ 1.
Lemma 2: Let u ∈ C. Then:
Rˇ(up±; x|γn) = u
ℓ(γn)a±(q)π
(n)
x (e±)
for some a±(q) ∈ C
×.
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This can be checked directly; a similar formula has been given in Sec-
tion 5 in Ref. 14.
Let V±,x := π
(n)
x (e±)W
(n)
x . By (6), d±(n) := dimV±,x does not depend
on q or x. For a ∈ (C×)n, define the representation ρa,x : U˜ → End(W
(n)
x )
by
ρa,x := (ρx ⊗ · · · ⊗ ρqn−1x) ◦ (χa1 ⊗ · · · ⊗ χan) ◦∆
(n−1).
By (4), we have:
Rˇ(a; x|σ)ρa,x(X) = ρσ[a],x(X)Rˇ(a; x|σ) (7)
for X ∈ U˜ . By Lemma 2 and (7), we may define the representation
ρ
±,(n)
u,x : U˜ → End(V±,x) by ρ
±,(n)
u,x (X) = ργn[up±],x(X)|V±,x . Notice that
ρ±,(n)u,x = ρ
±,(n)
1,x ◦ χu. (8)
We have a representation ψ̂
±,(n)
u : sl(2|2)(1) → End(Cd±(n)) sending
E ′i, F
′
i , H
′
i to the limits of ρ
±,(n)
u,x (Ei), ρ
±,(n)
u,x (Fi), (q − q
−1)−1ρ
±,(n)
u,x (Ki −
K−1i ) as (q, x)→ (1, 0). Define the representation ψ
±,(n) of sl(2|2) to be
(ψ̂
±,(n)
1 )|sl(2|2). Then ψ
+,(n) (resp. ψ−,(n)) is the n-fold symmetric (resp.
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anti-symmetric) tensor product of the vector representation ψ of sl(2|2).
By Ref. 18, we have:
Lemma 3: The ψ±,(n) is irreducible. Moreover d±(n) 6= 0.
Define τ ∈ S2n by τ(i) = i+n, τ(n+i) = i (1 ≤ i ≤ n). For g, h ∈ C
n,
let g ∪ h := (g1, . . . , gn, h1, . . . , hn) ∈ C
2n. Let Sn be embedded into S2n
in the natural way. By Lemma 2 , we have:
Rˇ(γn[up±] ∪ γn[vp±]; x|τ)(π
(n)
x (e±)⊗ π
(n)
qnx(e±))
=
(uv)−ℓ(γn)
a±(q)2
Rˇ(γn[up±] ∪ γn[vp±]; x|τ)Rˇ(up±; x|γn)Rˇ(vp±; x|τγnτ)
=
(uv)−ℓ(γn)
a±(q)2
Rˇ(up± ∪ vp±; x|γnτγn)
=
(uv)−ℓ(γn)
a±(q)2
Rˇ(vp±; x|γn)Rˇ(up±; x|τγnτ)Rˇ(up± ∪ vp±; x|τ)
= (π(n)x (e±)⊗ π
(n)
qnx(e±))Rˇ(up± ∪ vp±; x|τ) .
Hence we may put:
Rˇ±,(n)(u, v; x) := Rˇ(γn[up±] ∪ γn[vp±]; x|τ)|V±,x⊗V±,qnx
∈ End(V±,x ⊗ V±,qnx).
Let ρ
±,(n)
u,v := (ρ
±,(n)
u,x ⊗ ρ
±,(n)
v,qnx) ◦∆. Notice that
ρ±,(n)u,v (X) = (ργn[up±]∪γn[vp±],x(X))|V±,x⊗V±,qnx . (9)
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By (7) and (9), we have:
Rˇ±,(n)(u, v; x)ρ±,(n)u,v (X) = ρ
±,(n)
v,u (X)Rˇ
±,(n)(u, v; x). (10)
for X ∈ U˜ .
Theorem 2: The Rˇ±,(n)(u, v; x) satisfies the YBE in the form of (1).
Proof: By (5), we have uψ±,(n)(E ′α1+α2+α3) = ψ̂
±,(n)
u (F0) and
u−1ψ±,(n)(E ′−(α1+α2+α3)) = ψ̂
±,(n)
u (E0). Noting this fact and using (8),
(10) and Lemma 3 , together with the same argument as in the proof of
Proposition 3 in Ref. 3, we have the theorem. 
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APPENDIX: A QUANTUM DYNAMICAL R-MATRIX
Here we show that the Rˇ±,(n)(u, v; x) can be viewed as a dynamical
R-matrix. Let h be a finite dimensional commutative Lie algebra. Let
V be a finite dimensional diagonalizable h-module, i.e., V = ⊕µ∈h∗Vµ,
where Vµ := {v|h.v = µ(h)v}. We say that a (meromorphic) function
Rˇ′ : C2×h∗ → End(V ⊗V ) is a quantum dynamical R-matrix if it satisfies
the quantum dynamical YBE (see Ref. 19 for example):
(Rˇ′(v, w, λ)⊗ I)Rˇ′23(u, w, λ− h
(1))(Rˇ′(u, v, λ)⊗ I)
= Rˇ′23(u, v, λ− h
(1))(Rˇ′(u, w, λ)⊗ I)Rˇ′23(v, w, λ− h
(1)),
where Rˇ′23(u, v, λ− h
(1)) ∈ End(V ⊗3) is defined by
Rˇ′23(u, v, λ− h
(1))|Vµ⊗V⊗V = (I ⊗ Rˇ
′(u, v, λ− µ))|Vµ⊗V⊗V .
Let h′′ = C and let h′′ act on Cd±(n) by z.v = −nzv. Let a ∈ C
be such that ea = q. Define Rˇ′′ : C2 × (h′′)∗ → End(Cd±(n) ⊗ Cd±(n))
by Rˇ′′(u, v, λ) = Rˇ±,(n)(u, v; eaλ(1)). By Theorem 2 , Rˇ′′ is a quantum
dynamical R-matrix.
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