Broadcasting (one-to-all) and gossiping (all-to-all) are two major communication paradigms that were considered from both practical and theoretical points of view. Indeed, such communication patterns frequently appear in parallel programming, and therefore are included in most of the communication libraries (e.g., MPI or PVM). Also, broadcasting and gossiping times of graphs are important parameters yielding lots of fundamental results.
Introduction
Many real-world multi-processor systems are typically con gured as multi-user systems to better utilize the increased computational power. Usually, processors are allocated to users so that no processor is simultaneously used by more than one user (space sharing rather than time sharing). The way processors are allocated to processes (or to users) depends of the architecture of the machine. For instance, on the Intel's iPSC860, processors allocated to one user are sub-cubes of the hypercube topology of the machine 7] . Similarly, on the Intel's Paragon, the operating system This work was partially done while both authors were members of the Laboratoire de l'Informatique du Parall elisme, ENS-Lyon, France. allows the mesh architecture to be divided into sets of nodes, called partitions. Each partition speci es a restricted access to a portion of the mesh for particular users, or types of jobs. In principle, a partition may comprise any arbitrary set of nodes 8]. This implies that messages of a user may cross a partition allocated to another user, and create contention. A way to avoid message contentions between di erent users is to force the partitions to be sub-meshes 25]. However, this makes di cult to optimize the requests for processors. In this paper, we assume the user partitions to be connected. Our communication algorithms will route messages inside each partition without contention with other partitions.
The main goal of PVM and MPI libraries 13] is to facilitate the programming of distributed memory parallel computers. In particular, programmers have access to high level message passing routines. PVM and MPI also allow portability of the programs (the syntax of the procedure calls is the same on all computers). These libraries are now available on most of the recent parallel computers. Both PVM, and the current or future versions of MPI libraries contain so-called collective operations such as one-to-all broadcasting, scattering, gathering, all-to-all broadcasting (gossiping), and total-exchange (multi-scattering). PVM and MPI allow also the user to de ne a group of processes so that a given user can broadcast a message from one of his processes to all of his other processes. The notion of group of processes is fundamental for the programming of multi-user parallel computers in the PVM or MPI environment.
Given a network topology, most of the collective operations can be optimized, and a large number of algorithms have been developed for all the common topologies (e.g., hypercube, mesh, shu e-exchange, butter y, etc.). We refer the reader to the surveys 4, 10, 14, 15, 19] . Unfortunately, most of the decisions problems corresponding to the optimization of the communication problems listed before are NP-complete for arbitrary topologies 5, 6, 12, 20] . Therefore, even if the network architecture of most of the modern parallel machines are rather simple (mainly hypercubes, or two or three dimensional meshes or tori), it can be di cult to implement collective operations optimally when the structure of the processor-partition allocated to a speci c user is arbitrary. Several heuristics have been proposed however, and some of them will be discussed in this paper.
We will focus on two dimensional meshes (as for the Intel's Paragon 8]), and we will consider arbitrary connected processor-partitions. Such partition will be called \partial mesh" in the following. More precisely:
De nition 1 A partial mesh is any connected induced subgraph of a mesh.
See Figure 1 for an example of partial mesh.
Remark. Since a partial mesh is an induced subgraph of a mesh, it is de ned by its set of nodes. Thus if u and v are two adjacent nodes of a mesh that are vertices of a partial mesh G, then the edge (u; v) is necessarily an edge of G.
We will also restrict our attention to two main problems: one-to-all broadcasting (or simply broadcasting), and all-to-all broadcasting (or gossiping). The former is the communication process in which a single node sends the same message to all the other nodes, and the latter is the communication process in which all nodes perform simultaneously a broadcast.
The reason why we focus on partial meshes is threefold. Firstly, mesh architectures are actually considered favorably (in particular, they are simpler to design than hypercubes, fat-trees, or de Bruijn networks). Secondly, there exist multiuser mesh-architectures whose processors can indeed be shared by several users so that each user space is a subgraph of the computer network 25, 8] . Thirdly, although partial meshes present a large spectrum of di erent patterns, they all have ( p n)-diameter, and so many known heuristics for broadcasting or gossiping perform asymptotically optimally on this class of graphs. Similarly, the reason why we focus on broadcast and gossip is twofold. Firstly, these two problems are among the two most frequently used global communication paradigms for both parallel computation, and graph theory. Secondly, most of the heuristics for collective communications have been derived for these two problems, and therefore there are many competitors that can be compared.
The main purpose of this paper is to compare the known heuristics for broadcasting and gossiping in partial mesh architecture. Our conclusion is that, although they were designed for arbitrary topologies, the matching-based heuristics 11, 24] compete favorably compared to sophisticated strategies dedicated to partial meshes, or to graphs of large diameter.
Broadcasting and gossiping in partial meshes
As we said, the study of communicationsin partial meshes naturally arises when considering a parallel computer whose processors are connected as a two-dimensional mesh, and are shared among several users. Several communication models have been considered in the literature 3, 10, 19, 27] . The aim of these models is to take into account the di erent constraints imposed by the architecture, mainly the routing mode (e.g., store-and-forward, circuit-switched, wormhole). In this paper, we will use the telephone model in which communications take place by a sequence of calls 14] . A call involves exactly two neighboring nodes, and a node can participate to at most one call at a time. Two nodes involved in the same call can exchange all the information they are aware of. The set of calls performed simultaneously is called a round. A round corresponds to a matching in the considered graph.
Given a node u of a graph G, the broadcast time of u is the minimum number of rounds necessary to complete broadcast from u to all the other nodes of G. It is denoted by b(G; u). The broadcast time of G is denoted by b(G), and is de ned by b(G) = max u b(G; u). Any broadcast algorithm from u in G can be described by a sequence of matching M 1 ; M 2 ; : : :; M r in G such that (1) M 1 is composed of a single edge whose one of its extremities is node u, and (2) for i > 1, edges in M i connect informed vertices with uninformed vertices. The gossip time of a graph G is the minimum number of rounds necessary to complete gossip in G. It is denoted by g(G). Any gossiping algorithm under the telephone model can be described by a sequence of matchings, each matching corresponding to the set of calls performed at the same round. Conversely, any sequence of matchings M 1 ; M 2 ; : : :; M r yields a communication algorithm described by: at round i, each pair of extremities of edges in M i exchange all the information they are aware of. Hence, it is natural to describe broadcasting and gossiping algorithms by sequences of matchings.
We have the well known bounds: for any graph G of n nodes, and any vertex v, dlog 2 ne b(G; v) n?1, and max u2V b(G; u) g(G) 2 min u2V (G) b(G; u)?1.
Unfortunately, given an arbitrary integer k, deciding whether b(G; u) k or g(G) k are NP-complete problems 6, 20, 26] . Thenceforth, several heuristics have been derived (they will be discussed in the next section). In this paper, we are mainly interested in nding, in polynomial time, broadcasting and gossiping protocols which approach the optimal complexity of broadcasting and gossiping in partial meshes.
Given an algorithm A, the running time of the corresponding communication protocol on a graph G will be denoted by
is a broadcast or a gossip protocol. We will see that many heuristics for broadcasting and gossiping satisfy b(A G]) = (b(G)), and g(A G]) = (g(G)) where G is an arbitrary partial mesh.
Notation. In the following, the p q two-dimensional mesh will be denoted by M p;q . Each node of M p;q is labeled by a pair of integers (i; j), 0 i < p, 0 j < q. Node (i; j) is connected to nodes (i 1; j 1) if they exist. There are n = pq nodes. (recall that a partial mesh is de ned by its set of nodes). Such partial mesh is composed of three \sides" of a p q two-dimensional mesh. It has a broadcast time and a gossip time of roughly 2q + p.
Remark. If a partial mesh G is isomorphic to a mesh
3 Broadcasting and gossiping heuristics: previous work First, we recall heuristics for the broadcast problem. Then, we will recall heuristics for the gossip problem. Note that one can always perform a gossip by applying rst an accumulation in one node, and then a broadcast from this node. Moreover, in the telephone model, an accumulation algorithm can be obtained as a reverse of a broadcasting algorithm. Therefore any heuristic for broadcast yields a heuristic for gossip as well.
3.1 Broadcasting 3.1.1 Approximation algorithms Ravi's strategy 23] allows to broadcast optimally in any graph up to a multiplicative factor of O( log 2 n log log n ). This is therefore particularly interesting for graphs having a small broadcast time. Ravi's strategy is based on an approximation of the so-called poise of a graph. This strategy has been recently improved by Bar-Noy, Guha, Naor and Schieber 2] who showed that there exists a polynomial O(logn) approximation algorithm. However, both strategies do not e ciently apply to our problem since they cannot be practically used in partial meshes because of their non constant multiplicative factors. Indeed, we will see that there are algorithms that, when applied to partial meshes, are optimal within a small constant multiplicative factor. Hence, we will no longer consider Ravi and Bar-Noy et al. algorithms in this paper.
Kortsarz and Peleg have proposed in 17] a polynomial approximation algorithm for the broadcast problem. This algorithm performs a broadcast in an optimal time up to an additive factor of O(D+ p n) where D denotes the diameter. It is therefore almost asymptotically optimal for graphs of large diameter. This algorithm is based on a decomposition of the node set in clusters of size p n, and on the use of a solution of the so-called Minimum Weight Cover problem. As opposed to Ravi's algorithm, the large additive factor of O( p n) is not a problem for partial meshes because the diameter of these graphs is ( p n). Therefore, Kortsarz and Peleg's strategy might be well adapted to partial meshes. We will consider this strategy in our comparisons. Scheuermann and Wu 24] proposed several heuristics to solve the broadcasting problem. All are based on on-line computation of maximum matchings between the set of informed vertices and their uninformed neighbors. The several strategies di er in the way of choosing the matchings. For instance, one of these strategies tends to maximize the eccentricity of the set of informed vertices, another maximizes the sum of the \external" degrees of the informed vertices, etc. In any case, it was pointed out in 17] that every strategy has a worst case that is ( p n) times worse than optimal. However, Scheuermann and Wu strategies still deserve to be considered for the class of partial meshes because such worst cases do not arise for this class of graphs. At round r of the algorithm, communications take place on edges colored r mod c where c is the number of colors. The algorithm is thus a repetition of the same sequence of calls. Liestman and Richards considered several edge colorings of the 2-dimensional meshes. In particular, they presented two di erent types of colorings that we call \oriented" and \non oriented".
Matching-based heuristics
In the oriented coloring, rows (and columns) of the mesh are colored in alternative \directions". Using the oriented coloring, it is proved in 18] that the corre- shown that, for any graph G of maximum degree , and for any node u, there exists a -systolic algorithm solving optimally the broadcast problem from u in G. The proof is non constructive in the sense that the systolic algorithm is constructed from a given optimal broadcast algorithm which is unknown a priori. A 16-systolic algorithm to gossip in large meshes is also proposed in 16]. The mesh is decomposed in sub-meshes which form a center (a sub-mesh), and a seam composed of several sub-meshes organized around the center. In each sub-mesh of the seam, a node called accumulation node is elected. The accumulation node is chosen so that it has a neighbor in the center. The algorithm is performed in three stages: (1) accumulation of all the information of each sub-mesh in its accumulation node which, then, forward all the information of the sub-mesh to its neighbor in the center; (2) gossiping in the center mesh according to a xed scheme; and (3) each accumulation node is informed of the result of the gossiping by its neighbor in the center and, then, broadcasts this result in its sub-mesh. It is proved in 16] that such a gossip algorithm performs optimally a 16-systolic gossiping in D rounds, where D is the diameter of the mesh, and where both dimensions are even and greater than 28. It is clearly very di cult to use the systolic approach to perform gossip in arbitrary partial meshes because this strategy is strongly related to the topology of the mesh.
An original strategy to nd a sequence of matching to perform gossiping has been presented in 11]. Weights are assigned to edges, and these weights are modi ed during the algorithm. Before each round, the weight of an edge is set as the number of pieces of information known by one extremity of the edge but not the other. The matching is then selected among the maximum weighted matchings. It has been shown in 11] that this algorithm converges. It was also shown experimentally that it o ers quite good performance when applied to standard parallel computer architectures. A i;j = ?1 if node (i; j) does not belong to G, and, otherwise, A i;j is set to the city block distance between node (i; j) and the boundary. Figure 2 represents a partial mesh and its distance matrix. One can compute the distance matrix in O(n) time.
The median axis of a partial mesh G of distance matrix A is the set of nodes u in G such that A iu;ju A iu 1;ju 1 . Informally, a node belongs to the median axis if and only if it is locally the farthest from the boundary. The median axis has the property that you can reconstruct the whole partial mesh from its median axis, as an image can be reconstructed from the median axis 21]. The median axis is not necessarily connected. In Figure 2 , nodes having their corresponding entries in the distance matrix expressed in bold are nodes of the median axis. One can connect in a systematic way nodes of the median axis to obtain the median line. Nodes of the median line are called median nodes. Roughly speaking, the median line is constructed as follows (see 21] for more details). A node u satisfying A iu;ju = k is said of level k. Nodes are considered level by level from nodes of level 0 (boundary nodes). When a node u of level k 0 is considered, it is added to the median line if one of the three following cases holds:
(i) u belongs to the median axis;
(ii) there exist v 1 and v 2 such that v 1 is a node of level k ? 1 which belongs to
The median line represents the shape of our mesh, and has the property to be connected for the chess board distance. It is easy to add a few nodes to make it connected for the city block distance. If the partial mesh is without hole, the median line looks like a tree. However, it can contain small cycles. For instance, a connected component of the median axis can contain a cycle, and all nodes of the median axis are, by de nition, median nodes. Let us call median tree any shortest path (i.e. breadth rst search) spanning tree of the median line which has a minimum depth among all the spanning trees of the median line. Our heuristics is based on this median tree.
The median-axis heuristics
These heuristics are as follows. Given a partial mesh, compute the median axis, the median line, and a median tree. When this computation is completed, the broadcast algorithm from a node u performs in three phases:
1 u sends its message to the closest node of the median tree, say node v; 2 v broadcasts its message to all nodes of the median tree; 3 Median nodes broadcast the message to the other nodes. The gossip algorithm performs also in three phases:
1 Concentration on the median nodes of all the information of the nodes not in the median line; 2 Gossiping among the median nodes along the edges of the median tree; 3 Broadcast of the whole information from median nodes to the other nodes. There exists several e cient (polynomial) algorithms to compute the median axis, the median line, and the median tree 21]. Our rst problem is to nd a good strategy to concentrate, and broadcast the information in and from the median nodes. To concentrate the information on the median nodes, we use a forest of shortest paths spanning trees, all rooted in a median node. These trees are constructed as follows. We start from the nodes at city block distance one from the median line. These nodes are arbitrarily connected to a unique median node. Then we consider nodes at distance two from the median line. Each of these nodes is arbitrarily connected to a neighbor in the forest. And so on. It has been shown in 22] that broadcasting in trees can be solved polynomially. Since gathering (i.e accumulation, or concentration) is the reverse process of a broadcasting, there exists a polynomial algorithm which allows to compute an optimal concentration protocol in the telephone model for each of the tree of the forest. Similarly, phase 3, i.e broadcasting from the median tree, is performed using the trees of the forest. Therefore, there exists a polynomial algorithm to derive communication protocols corresponding to phases 2 and 3 of the broadcast, and to phases 1 and 3 of the gossip. Of course, Phase 1 of the broadcast is polynomial. At phase 2 of the gossip, when all the information of the partial mesh has been merged on the median nodes, these nodes complete gossip using the edges of the median tree. One can compute, in polynomial time, an optimal gossiping protocol in trees. Indeed, it is proved in 1] that g(T) = 2 min u b(T; u)?1 where b(T; u) is the time to complete a broadcast in a tree T from the node u. Moreover, it is proved in 22] that computing min u b(T; u) can be done in polynomial time.
Experimental comparisons
Let us rst resume the communication complexities of the several methods that were previously listed. Let G be a partial mesh of diameter D. Kortsarz The edge-coloring strategies transpose from meshes to partial meshes in a straightforward manner: we assign a color to each edge by embedding our partial mesh in a mesh colored by any of the two previously de ned colorings. We get D b(OC G]) g(OC G]) 3D + 1 and D b(NO G) g(NO G]) 3D + 1: Indeed, on a shortest path from the source to any node, the message advances at least every 3 rounds since there are four colors. Actually, as opposed to meshes, shortest paths in partial meshes can have a large number of bends. The gossiping time of a colored algorithm along a path will depend on its length, and on its number of bends. The problem is to choose the best coloring according to the shape of the partial mesh. Intuitively, the e ciency of these colorings depends on the ratio between the length of the paths and the number of bends. If this ratio is high then the oriented coloring should be the best adapted, otherwise the non-oriented coloring should be better. There is no good bound on the worst case time of broadcasting or gossiping using matching-based heuristics.
The analytic comparison looks much in favor of Kortsarz and Peleg algorithm. However, our experiments show that matching-based heuristics are actually faster in partial meshes. In order to compare the several strategies presented in the previous sections, we have run several experiments. For that purpose, we test broadcast and gossip on many di erent patterns of partial meshes. To summarize our experimental results, we have selected six patterns. These patterns are presented in Figure 3 . In our experiments, we considered partial meshes of the 16 16 mesh. Experiments with other side lengths present similar behavior. We also experimented other patterns. Again, results were quite similar. The six patterns of The median-axis heuristic o ers better performance than the matching-based heuristic on pattern (a), (c), and (e). However, globally, the comparison is in favor of the matching-based heuristic. The edge-coloring algorithms do not perform well on patterns (a), and (e), due to the large number of turns, and the length of the paths. Kortsarz and Peleg 17] heuristic o ers good behavior in general, although it is often about 20% slower than the matching-based heuristic. One must keep in mind however that this method was designed for broadcasting, and not for gossiping.
In conclusion, general strategies based on on-line computation of matchings, such 
