Following Root and Varuiya s compound channel coding theorem, we excunine the pe@"ce limit of codes with finite block length under a compound channel. Although the theorem promises a uniform convergence of the pvobubility of error for individual channels when the bbck length approaches infniry, the pet-jiormance can differ considerably with jinitt. block length. The compound channel theorem is upplied to the design of universal codes for periodic erasure channels and MIMO channels. Design criteria are proposed in both cases.
I. INTRODUCTION
Traditional code design is targeted at a specific channel. The design relies on two key assumptions: first the channel can be identified accurately, second the characteristics of the channel do not change dramatically from those for which the code is designed. In reality, there exist a variety of situations for which the assumptions can not be satisfied. When this happens, the performance of such designed optimal codes might deteriorate significantly. For exampIe, an optimal additive white Gaussian noise (AWGN) code might not perform well under periodic erasure channels [ 11 or par: tial band jamming channels [2] . A space time code optimal for Rayfeigh fading channels may not work well under some special scenarios, including the "keyhole" channel [3] and singular channels that result from a single line-of-sight path.
One approach to solve this problem is to design individual optimal codes for each channel condition. However this scheme requires storage for all the possible codes at the transmitter and the receiver and the ability of both sides to intelIigently identify and adapt to the operating environment.
An alternative would be to design a code that works reasonably well under most, if not all, possible scenarios. In this paper, we study both theoretic and practical issues of the latter approach. 
COMPOUND CHANNEL CODING THEOREM
A compound channel arises when users communicate under some channel uncertainty [4] , i.e. they know the channel belongs to a family of channels but they do not know exactly what the channel is. Throughout this paper, we will restrict our discussion in discrete memoryless channels (DMCs).
Dejinition I: A compound channel is a family of channels indexed by s E S denoted by (1) where X and y are the input and output alphabet, respectively. S is the index set which can be finite, infinite (countabIe or uncountable). P ( y l z , s) is the conditional probability governing the channel with index s.
It is assumed that the channel index remains unchanged during the course of the transmission. Or at least the time that the channeI index stays the same is longer than the codeword block length. If the index varies arbitrarily from symbol to symbol, then such a channel is referred as an arbitrarily varying channel [4], which is not the focus of this paper.
The capacity of the compound channel is defined as
where I ( z ; y) is the mutual information between the input and output random variables. Define the infimum of the capacity of individual channels as
Note that C ( S ) 5 C'(S). However it can be shown C ( S ) =
if and only if C'(S)
. So the capacity of a compound channel does make sense. Blackwell, Breiman and Thomasian [6] proved that when a compound channel consists of finitely many channels and the channel input and output are discrete, the capacity of the compound channel can be achieved by a sequence of codes. A similar result also appeared in [5]. This result was extended by Root and Varaiya 171 to Gaussian compound channels where the index set could be uncountable. Their coding theorem is stated below, Theorem I : A family of Gaussian multiple-input multiple-output (MTMO) channels is denoted as { H , , K , , s E S}, where the index set S is an arbitrary set.
The channel input output is governed by y = N , X + z,, where H , is a n x n matrix and zs, the noise, is a Gaussian random vector of dimension n x 1 with zero mean and the covariance matrix K , . Assume there exist real numbers a, Q I , a2 such that for each s E S, 2 ) llHslla 5 U , where I( 4 112 is the 2-norm of a matrix.
Then any rate R < C ( S ) defined in (2) is achievable. i.e.
there exists a sequence of (2nR, n) codes such that the probability of error under any channel in the family approaches
The surprising fact about the compound channel coding theorem is that the probability of error goes to zero uniformly as Iong as the code rate is less than the compound channel capacity no matter what channel the sequence of codes is actually encountering. The uniform convergence does not mean that the error probability of each channel in the compound channeI goes to zero at exactly the same speed, but the speed is at least lower bounded. The difference is negligible at large block length, but significant for codes with relatively short block length. This short-block-length behavior is the focus of this paper.
2) a1 I I I K s l l 2 5 QZ.
zero as the block length approaches infinity.
CODES WITH FINITE BLOCK LENGTH
Before we analyze the performance of an error-correcting code under various channels, a fair and convenient figure of merit is needed to evaluate code performance under different channels, This figure should automatically take channel conditions into consideration and act consistently across all channels.
A. Figure of Merit
The code performance in an AWGN channel is usually gauged by the signal-to-noise-ratio (SNR) required to achieve a certain target bit error rate (BER) or frame error rate (FER). The SNR can be used to evaluate different codes under the same channel condition and the same rate. However it is not suitable for codes with distinct rates or under various channel conditions. A few metrics have been proposed in the literature. For example, Forney proposes the normalized SNR in the high-SNR regime [8], which is defined as
where R is the code rate. 10 logl0(SNR,,,) is often called the SNR gap of a code. The value of S N R gap signifies how far a system is operating from the Shannon limit. At the low SNR regime and the wide band regime, Verd6 suggests that the figure of merit is not the SNR, but rather the normalized energy per information bit, &/No [9] .
We propose the excess mutual information (EMI) as the figure of merit for the purpose of universal code design. It is defined as:
where R is the rate of the code and SNR is the signal-tonoise-ratio at which the code achieves a certain target probability of error, I ( S N R ) is the mutual infomation of the channel at that SNR.'For the AWGN channel with Gaussian input, I(SNR) coincides with the capacity of the channel. The EM1 indicates how much penalty is paid because of the imperfectness of the code.
For an AWGN channel, the EM1 and the S N R gap only differ by some constant factor at the high S N R and high rate regime. Assuming a real AWGN channel with Gaussian input, the SNR gap can be written as
The EM1 can be written as 1
The approximations in (6) and (7) are valid when R and S N R are large respectively. Under these assumptions, the EM1 and the S N R gap differ by a factor of 20 log1,(2). In the low S N R and low rate regime, this linear relationship is no longer valid. But there still exists a monotonic bijection between them.
It is interesting to note that the EM1 appears in the probability of error under typical set decoding. Recall that in the proof of the capacity of a Gaussian channel, the error probability of a Gaussian code book of block length n is upper bounded by [lo, p. 2451 The EM1 is not the error exponent which is defined as
Even for typical set decoding, the E in (8) hides too much information about the error exponent. However, the EM1 is indeed related to the probability of error.
Design of Universal Codes
The design of universal codes is inherently a multicriterion optimization problem. One approach could be to design a code which optimizes the sum of some metric over all the channels in the family. This approach was used in the of design trellis code for periodic erasure channels in ll]. Another possible criterion is to optimize the worst case performance, This criterion was used in the design of universal space time trellis code [I 11. In both cases, the design is a computationally intensive search process.
I ) Trellis codes far Periodic Erasure Channels:
The performance of a trellis code can be upper bounded by the transfer function bound. At high SNR, the bound can be approximated by its first term as listed in (10). where x + , 5 represents all the error events with Euclidean distance d,i , and Nb is the number of bits in error associated with these events. A search can be conducted to find the code that minimizes xi S N R i or ci EMIi at a certain target probability of error, where the sum is over all the erasure patterns in the compound channel family. The trellis code shown in Fig. 2 is one of those codes optimized for EM1 under the period-2 erasure. It shows consistently good performance under both channels.
2) Universal Space Time Trellis Codes: Root and Varaiya's compound channel coding theorem was proven for MIMO channels although it is only recently that MIMO channels have drawn a lot of attention. So a. natural application of the compound channel coding theorem is the space time code design. However, caution has to be taken before applying the theorem directly.
A MIMO channel is usually described as y = Ha: + z, where H obeys Rayleigh or Rician fading law. It can be modelled as a compound channel if the fading process is slow relative to the code block length. The so-called quasistatic fading or block fading model fits in this category. Under this model, the outage capacity is a more relevant quantity than the ergodic capacity, Furthermore, the two conditions in the theorem on the n o m of H and the norm of the covariance matrix o f t need to be satisfied. It is commonly assumed that the noise is i.i.d and has unit variance. So the norm of the noise covariance matrix is bounded. The condition on the channel matrix is not always satisfied because no matter whether H follows Rayleigh or Rician fading, its norm can be arbitrarily large with some positive probability. However we can only consider the channels whose norm is bounded from above by some fixed number because a large norm implies a large SNR, which can only be beneficial. Furthermore, the propagation environments are passive, so the channel matrix H is automatically upper bounded.
Having justified the applicability, we are in the position to formulate the space time code design problem in the context of the compound channel theorem. First we need to identify the family of channels. Any channel whose mutual information is less than data rate R should not be included because according to Shannon's coding theorem, reliable communication is not possible through this channel. The critical set of channels are those whose mutual information is exactly equal to R. So an interesting compound channel is defined as all the H's that satisfy:
It has been shown that the compound channel capacity of this set is equal to the minimum mutual information of all the individual channeIs with a uniform input. For an error event X + , X , the associated Euclidean distance is
where A X = X -X, and Tr(-) is the trace of a matrix. Using (1 0), we can compute the S N R required to achieve a certain probability of error. Since there are infinitely many channels satisfying (1 l), proper sampling is needed. The objective is to search for a code that minimizes the maximum EM1 over all the sample channels. Such designed trellis codes for 2 x 2 systems were shown in [ll] . However this approach becomes difficult as the system becomes large.
IV. FINITE BLOCK LENGTH ANALYSIS
A finite block Iength code is often compared to the Shannon capacity to measure its imperfectness. However this comparison is not completely fair because in most cases, the Shannon capacity can only be achieved as the block length goes to infinity. Available finite block length analysis tools are the sphere packing bound (SPB) [12] and the random coding bound (RCB) [ 131. The probability of error for codes with finite block length is lower bounded by the SPB.
The RCB, characterizing the average performance of a randomly selected codes, serves as an upper bound on the probability of error for an optimal code. However in reality it might be the case that even the RCB can not be achieved by a carefully designed code due to the increasing decoding complexity. A fair comparison can be made by measuring its EM1 against the EM1 of the SPB or the RCB. We state the SPB and the RCB for the binary symmetric channel (BSC) and the AWGN channel, respectively. where y is the crossover probability of the BSC and T is the maximum integer such that ELo (5) 5 2n-k.
The derivation of Shannon's SPB under the AWGN channel is essentially geometric. The codewords of block length n are regarded as points on an ( n -1)-dimensional sphere with radius a.
The error probability is lower bounded by the probability of an n-dimensional Gaussian random variable falls out a cone which corresponds to the vonoroi region of the transmitted codeword. The error probability is given as [12] , [ 151:
2) Sphere Packing Bound (AWGN): (14) where A = m, Os is the half angle of a cone whose solid angIe is a fraction 1/2R of the total solid angle of the sphere. Bs satisfies (n-l)e-( s2+nA2 -2sfiA cos$)/Zd sd$.
(14)
The computation in ( 1 5 ) and (16) 
where H ( 6 ) is the binary entropy function (in nat).
For 6 in the range where p is the crossover probability, the random coding exponent is
For R < l n 2 -B (
The RCB for the AWGN channel has an explicit form [ 13, p. 3461. As in the BSC case, we need to compute the error exponent. For the rate R (in nat) in the range: (25) where A = d m . The error exponent is c B + l -( P -l ) 1 + / where 0 = e2R. When R is less than the left hand side of (25), the error exponent becomes -> where p = 1 2 (1 + ; + / l + $).
B. Limits of Compound Channel Codes
The compound channel coding theorem states that when the block length becomes large, the error probability of a single sequence of codes under all the channels goes to zero uniformly. However, at finite block length the performance of a single code varies among these channels. Since the performance of a single code over a compound channel can not exceed that of the code optimized for each individual channel, the sphere packing bound is also an upper bound for compound channel codes. The random coding bound, on the other hand, indicates the average performance.
The performance limit of optimal compound channel codes is evaluated by comparing it to the SPB and the RCB for individual channels in the family. A compound BSC and a compound AWGN channel will be studied, each of which consists of periodic erasure channels. The periodic erasure channeI can be regarded as a simplified model for frequencyhopped systems where partial band interference arises due to frequency dependent disturbance [2]. It can also model communications in the presence of jamming. A periodic erasure compound channel may consist of a variety of erasure patterns.
I ) Periodic Erasure BSC: Suppose CHI is the standard BSC with crossover probability p and CH2 is a BSC with erasure pattern [0 1 1 11, i.e. one out of four symbols gets erased. The capacities of two channels are:
where H ( p ) = -(I -p ) log2(l -p) -plog,(p) is the binary entropy function. In both cases, the code rate is 0.25 bit per channel use. According to (5), the EM1 for CH1 is calculated by EM11 = C l ( p ) -0.25 and the EM1 for CH2 is EM12 = Cz(p) -0.25. Bounds on the frame error rate for bIock length 52 are plotted against the EM1 in Fig. 1 .
It is observed that the erasure channel is more efficient channel in the sense that it uses less EM1 according the SPB and the RCB. So one would expect a universal code has better performance in an erasure channel than in a standard channel in terms of the EMI. Excess Mutual Information (bits) Fig. 1 
And the EM1 for CH2 is EM12 = 1/2 lOg(l+ SNR) -R.
(3 1)
The bounds on frame error rate are plotted against SNR in Fig. 2(a) and against EM1 in Fig.2(b) , together with the simulation results. zf only looking at the SNR plot and ignoring the SPB and RCB, one might jump to the conclusion that the code is much worse in the erasure channeI because it needs larger SNR. However this is not accurate. The erasure channel inherently requires a larger S N R than the AWGN channel at the same capacity. Like the BSC case, the erasure channel requires less EM1 according to the bounds. The simulation resuIts agree with the bounds. This phenomenon can be justified by the following computation.
Suppose a code operates at S N R l and SNR2 in CH1 and CH2 (as defined above) respectively in order to achieve a certain target FER. If the following is satisfied, sm15 sNR2 _< sNR: + 2 S N R 1 , Example 2: An LDPC code Although Fig. 2 shows that the bounds for the two channels differ considerably at short block length, meaning that a constant EM1 is not possible across both channels, this gap becomes much smaller at longer block length. As shown in Fig. 3 , the difference among the bounds becomes negligible its the block length becomes large. Also shown in the Fig.  3 are simulation results of a rate 1/4 block length 20000 binary LDPC code mapped to 5000 I6QAM symbols. This code was optimized for AWGN channel. Its parity check matrix was randomly generated according to the degree distribution in (33). The high error floor is due to the random generation. Methods to further lower the floor can be found in [16j, [17] and [18] . Systematic design of LDPC codes for periodic erasure channel through density evolution was presented in [I9].
Four different channels were considered, including the standard AWGN channel and three erasure patterns. This code performs uniformIy well under all four channels in term of EMI. Example 3: A turbo code
The rate 1/3 turbo code SC-5 proposed in [20] is shown in Fig. 4 . The block length was 10000 8PSK symbols. The bounds still suggest that the erasure channel uses less mutual information, but the simulation result shows the opposite. This is because for tins particular turbo code, (32) is not satisfied. The gap is nevertheless as small as 0.05 bit at FER equal to
V. CONCLUSION
The compound channel coding theorem is reviewed in this paper. Like most coding theorems, only the asymptotic behavior of codes for a compound channel is stated in the theorem. Design criteria for universal trellis codes for periodic
