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MFIXChemical looping combustion (CLC) is a promising technology able to convert energy whilst managing
CO2 emissions. The CLC system is composed of two fluidised bed reactors working in different hydrody-
namic regimes. Transition metal particles circulate between the two reactors to carry out the oxidation
and reduction reactions with air and fuel, respectively. This technology, which might be embedded into a
fuel power plant for electricity generation, would lead to higher thermal plant efficiency than other tech-
nologies for carbon capture. The main concern about the technology is related to the total solid inventory
needed to achieve full gas conversion which is believed to count for most of the cost of a CLC power plant.
Thus, noteworthy attention is given to the modelling of the reactors to optimise the solid inventory and
thus the plant’s cost. In this work, a 2D computational fluid dynamics (CFD) analysis of the fuel reactor is
carried out. The results, in terms of the effect of the different kinetic and hydrodynamic conditions on the
outlet gas conversion, are compared with the results using a macro-scale model implemented in Aspen
Plus. Based on the micro scale (CFD) outcomes, the macro scale model is enhanced to capture the main
physics influencing the performance of the fuel reactor. The latter is considered more suited as power
plant simulator for thermal efficiency and cost estimations.
 2016 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
CO2 capture from fuel power plants is a commitment involving
industry and academia to reduce the CO2 emissions in atmosphere
and thus mitigate the global temperature rising. Chemical looping
combustion (CLC) is a promising technology, initially patented by
Lewis and Gilliland [1], to capture pure CO2 streams with low
energy penalties [2–4]. The CLC process is based on metal oxide
solid particles that circulate between two reactors to carry out
the fuel combustion. Air reacts with metal solid particles in the
air reactor (riser) to produce metal oxide particles that are con-
veyed from the air reactor to the fuel reactor where a reaction with
the fuel occurs (Fig. 1). The outlet stream from the fuel reactor is
composed by CO2 and H2O easily separable by condensation; the
outlet stream from the riser is mostly nitrogen and un-reacted oxy-
gen at high temperature. A well-studied design of the CLC system
assumes a riser working in fast fluidisation regime to convey the
solid particles from the oxidiser to the reducer and a fuel reactor
working in bubbling bed regime [5–7]. The overall reaction system
is merely a fuel combustion reaction with the following mainfeatures: air is never mixed with the fuel (thus reducing consis-
tently NOx emissions), energy penalties for CO2 capture are much
lower compared to other technologies [3,4,8,9].
Nickel, iron and copper metal oxides with different inert sup-
ports are the most tested materials when reacting with gaseous
fuel such as methane, hydrogen and carbon monoxide [10–14];
they should be cheap and environmentally sustainable. The
enhancement of durability, mechanical strength and long term
high reactivity of these materials represents the key to make the
CLC technology viable. Kinetic and hydrodynamic phenomena
occurring in both reactors affect largely the CLC system, specifically
in terms of reaction volumes, total solid inventory into the flu-
idised beds and consequently the make-up of the solid oxygen car-
rier. Those phenomena have to be investigated carefully since the
main issue influencing the competitiveness of the CLC technology
is related to the cost of the solid particles [15].
In this scenario, a reactor model that helps to predict optimal
operating conditions of the CLC system plays a crucial role in
reducing the capital and operating cost of the whole fuel power
plant.
Aspen Plus software is largely used by industries to simulate a
variety of chemical and petrochemical processes. The software
provides operational blocks to implement most of the units
Nomenclature
A fuel reactor superficial area (m2)
Cb gas bubble concentration (kmol/m3)
Ce emulsion gas concentration (kmol/m3)
Ci gas concentration of the i component (kmol/m3)
D fuel reactor diameter (m)
db bubble diameter (m)
Dgn diffusion coefficient of the n gas species (kg m1 s1)
dp particle size (m)
Dsn diffusion coefficient of the n solid species (kg m1 s1)
e restitution coefficient (–)
Ea activation energy (kJ/kmol)
ew wall restitution coefficient (–)
FNiO in inlet metal oxide flow-rate (kmol/s)
FNiO out outlet metal oxide flow-rate (kmol/s)
Fs solid circulating mass flow-rate (kg/s)
g gravity acceleration (m/s2)
go radial distribution function (–)
h generic fuel reactor height (m)
H height of fuel reactor (m)
Hti height of the i stage (m)
Kbc mass transfer coefficient between bubble and cloud
(s1)
Kbe overall mass transfer coefficient between bubble and
emulsion (s1)
Kce mass transfer coefficient between cloud and emulsion
(s1)
ki kinetic constant (mol(1n) m(3n3) s1)
ko kinetic coefficient (mol(1n) m(3n2) s1)
Lf height of a fluidised bed (m)
Lm height of a fixed bed (m)
n order of reaction (–)
P pressure (Pa)
Pfuel fuel power (MW)
Pg gas pressure (Pa)
Ps solid pressure (Pa)
rc core radius (m)
Res Reynolds number of the solid phase (–)
rg grain radius (m)
rgn reaction rate of the n gas specie (kg m3 s1)
ri Aspen Aspen Plus reaction rate (kmol s
1 m3)
ri CFD CFD reaction rate (kmol s
1 m3)
rp particle radius (m)
rsn reaction rate of the n solid specie (kg m3 s1)
T temperature (C)
Ub gas bubbles velocity (m/s)
Ue gas emulsion velocity (m/s)
Umf minimum fluidisation gas velocity (m/s)
Uo inlet superficial gas velocity (m/s)
V whole fluidised bed volume (m3)
Vb bubble phase volume (m3)
VCSTR CSTR volume (m3)
Ve emulsion phase volume (m3)
VPFR PFR volume (m3)
Wfr solid inventory in the fuel reactor (kg)
X radial direction (–)
Xg gas conversion (–)
Xj solid conversion in the fuel reactor (–)
XMO exit metal oxide conversion at the riser exit (–)
Y axial direction (–)
Ygn mass fraction of the n gas specie (–)
YNi metal mass fraction (–)
YNiO metal oxide mass fraction (–)
Ysn mass fraction of the n solid specie (–)
ZNiO metal oxide volumetric fraction (–)
b coefficient for the interphase force between gas and so-
lid (kg m3 s1)
d diffusivity coefficient (m2/s)
eb gas volume fraction in the bubble phase (–)
ee gas volume fraction in the emulsion phase (–)
ef gas volume fraction in bubbling conditions (–)
eg gas volume fraction in a fluidised bed (–)
em gas volume fraction in a fixed bed (–)
emf gas void at minimum fluidisation conditions (–)
es solid volume fraction in a fluidised bed (–)
f gas phase expansion factor (–)
qNi metal density (kg/m3)
qNiO metal oxide density (kg/m3)
qs solid density (kg/m3)
r volumetric fraction of the bubble phase (–)
sg gas stress tensor (Pa)
ss solid stress tensor (Pa)
u angle of internal friction (–)
H granular temperature (m2 s2)
! energy dissipation rate (kg m1 s3)
Ug
!
velocity of the gas phase (m/s)
Us
!
velocity of the solid phase (m/s)
lPs frictional viscosity (kg m
1 s1)
lvs solid shear viscosity (kg m
1 s1)
kvs solid bulk viscosity (kg m
1 s1)
lg gas viscosity (kg m1 s1)
Fig. 1. Chemical looping combustion system.
88 R. Porrazzo et al. / Fuel 175 (2016) 87–98characterising engineering processes. A whole plant made of
blocks connected by mass and energy streams can be imple-
mented: mass and heat macro balances are solved across the
blocks. Thermal efficiency estimation and cost analysis can be
readily undertaken for the whole process. The disadvantage of this
macro level approach is that some unit operations, such as flu-
idised bed reactors, cannot be simulated with a good degree of
reality. For this reason, several efforts were carried out in the past
[16–19] to mimic the real behaviour of fluidised bed reactors.
Computational fluid dynamics (CFD) simulations for chemical
looping combustion purposes [20–27] have been employed to
understand at the particle level how the kinetics and the hydrody-
namics influence the motion of the solid particles into a fluidised
bed, the gas–solid contact efficiency and therefore the outlet fuel
Table 2
Fuel reactor operating conditions in Aspen Plus model.
Pfuel 10 MW
P 1 atm
Fs 75 kg/s
Umf 0.036 m/s
Uo 0.36 m/s
A 3.48 m2
Wfr 3000 kg
T 950 C
XMO exit 0.9
Lm 0.45 m
em 0.45
R. Porrazzo et al. / Fuel 175 (2016) 87–98 89conversion. The disadvantages of this micro level approach are
related to the computational cost, the long runs of simulation
and in particular the small domain that can be processed (few or
most commonly just one unit processed).
The present work aims to model the fuel reactor of the CLC sys-
tem using a CFD approach to achieve a better understanding of the
kinetic and hydrodynamic phenomena involved. The results from
the micro scale approach are analysed and compared with those
obtained from a macro scale approach using Aspen Plus model.
The latter results are improved to increase the accuracy of the
macro scale model making it useful for future thermal efficiency
and economic evaluations of a fully integrated CLC power plant.
2. Description of the parameters for modelling comparison
The metal oxide reduction rate is lower than its oxidation rate
under the same temperature conditions [5,10,11,13]; conse-
quently, a higher solid inventory into the fuel reactor than into
the air reactor is expected to get full gas conversion. The present
work focuses on a better understanding of the bubbling fuel reac-
tor behaviour at the macro and micro scale to get useful informa-
tion about the minimum/optimal solid inventory needed into the
reducer (the fuel reactor).
2.1. Fuel reactor in Aspen Plus
The system under investigation is a fuel reactor sized for
10 MW of fuel power working at 950 C under atmospheric pres-
sure. The reduction reaction involves pure methane that reacts
with nickel oxide to produce CO2, H2O and nickel oxide to be
regenerated in the air reactor. The kinetic data for the NiO reduc-
tion and the physical properties of the solid particles come from
Abad et al. [15] as summarised in Table 1.
From the CLC theory, it is known that the metal oxide conver-
sion at the riser exit XMO exit and the solid circulating flow-rate Fs
between the air and fuel reactor affect greatly the total solid inven-
tory [5,13,15]. High values of XMO exit mean high amount of nickel
converted to NiO in the air reactor; thus, more nickel oxide is avail-
able to react with methane in the reducer keeping high the reduc-
tion rate in the fuel reactor and so reducing its solid inventory
[5,15]. Solid circulating flow-rates, Fs, higher than the stoichiomet-
ric ratio of oxygen carrier to fuel lead to higher values of the reduc-
tion rate and thus lower solid inventory in the bed. Furthermore,
high solid circulating flow-rate conveys more heat from the air
reactor to the fuel reactor reducing the drop in temperature
between the two fluidised beds and sustaining the endothermic
reaction in the fuel reactor. XMO exit equal to 0.9 and Fs about 8
times higher than the stoichiometric ratio of oxygen carrier to fuel
are considered optimal operating conditions and thus, they are
chosen as operating conditions of our macro scale model (Table 2).
A parallel study on the air reactor [17] showed that at atmospheric
conditions typical fast fluidisation regimes are reached keeping
an air reactor area that allows for applying high solid circulatingTable 1
Kinetic parameters and physical properties of solid particles [15].
Oxygen carrier NiO
Inert support Al2O3
Total NiO content 60%
Active NiO content 40%
Particle size dp 2.00E04 m
Grain radius size rg 6.90E07 m
Particle density qs 3446 kg/m3
Kinetic coefficient ko 0.71 mol(1n) m(3n2) s1
Activation energy Ea 78,000 kJ/kmol
Order of reaction n 0.8flow-rate. Indeed, reasonable values of solid circulating flow-rate
per area unit close to 50 kg/(m2s) [5], were found.
The kinetic rate ri Aspen implemented in Aspen Plus is expressed
as follows [17]:
ri Aspen ¼ ki  es  C
n
i  ð1 XjÞ
2
3
eg
ð1Þ
and
ki ¼ 3  ko  e
 EaRT
rg
ð2Þ
Eq. (1) is derived from the shrinking core model applied to spherical
grain geometry in a form suitable to be implemented in Aspen Plus.
The reduction rate is a function of the solid fraction, es, the gas con-
centration, Ci, and the metal oxide conversion inside the bed, Xj. The
kinetic expression is divided by the gas void eg because the refer-
ence volume of reaction is the volume occupied by the gas phase.
Different ways to explicit the solid conversion are reported in
the literature [5,22,24,25]; the most suitable way to carry out a
steady state simulation in Aspen Plus is to relate the solid conver-
sion to the molar metal oxide flow-rate, FNiO, as expressed in Eq.
(3):
Xj ¼ 1 FNiO outFNiO in ð3Þ
Even if the heterogeneous gas–solid reaction proceeds via three
steps, i.e. external mass transfer, internal diffusion and chemical
reaction [28], the reduction of NiO with methane is assumed to
be controlled by the chemical reaction step [10,12,15] (Eq. (2)).
2.2. Fuel reactor in MFIX
Computational fluid dynamics (CFD) is carried out using an
open source code called MFIX (Multiphase Flow with Interphase
eXchange [29]).
A 2D reactor is filled up with solid particles in a packed bed
manner at time equal zero. At the beginning of the simulation,
nitrogen flows uniformly from the bottom to the top of the bed flu-
idising the solid particles. After 2 s of simulation, the feed is
switched from nitrogen to methane and the simulation runs until
approximately constant values of flue gas concentrations are
achieved (pseudo stationary condition). Nitrogen is used at time
equal zero (with no reaction occurring) to help the convergence
at the beginning of the simulation. The initial conditions are shown
in Table 3. More details of the CFD model employed are given in
Section 3.
The size of the reactor must be decreased compared to the sys-
tem implemented in Aspen Plus to reduce the computational costs.
The hydrodynamic conditions simulated in Aspen Plus are kept to
guarantee a right comparison between micro and macro model.
The reactor is scaled to a fuel power of 10 kW just reducing the
area to 34.8 cm2 that means 300 g/kW of solid inventory in the
bed at the same height of fixed bed Lm modelled in Aspen Plus.
Table 3
Initial operating conditions in CFD model.
Pfuel 102 MW
T 950 C
P 1 atm
D 0.35 m
H 0.98 m
Uo 0.36 m/s
dp 2.00E04 m
qs 3446 kg/m3
Al2O3 content 60%
NiO content 30%
Ni content 10%
Lm 0.45 m
em 0.45
e 0.92
ew 0.99
u 30
grid size dx ⁄ dy (cm cm) 0.7 ⁄ 0.7 cm cm
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simulated over the time by decoupling it from the air reactor for
the following reasons:
 The amount of solid material inside the bed is high compared to
the reacting gas flow-rate, implying that the metal oxide con-
version does not appreciably change during the simulation time
(of the order of few seconds).
 Few seconds of simulation are enough to reach pseudo
stationary conditions at approximately constant metal oxide
conversion; consequently, such the solid flow-rate is not
needed to be simulated for replacing the converted metal oxide
particles.
In MFIX environment, the initial NiO mass fraction (i.e. 36%) is
chosen equal to the NiO mass fraction in the inlet solid flow-rate
simulated in Aspen Plus (XMO_exit is assumed to be 0.9). This
assumption does not influence greatly the comparisons between
the micro model (CFD) and the macro model (Aspen Plus) since in
either CFD or Aspen simulations this value is almost constant, so
its influence on the kinetic rate is the same. Indeed, in CFD themetal
oxide conversion does not appreciably change during the simula-
tion time due to few seconds of simulation; in Aspen, the metal
oxide conversion changes slightly, regardless the degree of gas con-
version, since the solid flow-rate applied formodels comparison is 8
times higher than the stoichiometric one (Fs = 75 kg/s).
The kinetic rate, in the form of Eq. (1), must be modified in its
solid conversion term because no solid flow-rate circulates across
the fuel reactor. Different expressions are reported in the literature
to define the average solid conversion Xj. Jung and Gamwo [22]
substitute the solid conversion term with the averaged oxygen
molar fraction into the solid particles; Mahalatkar et al. [25] derive
an expression for Xj from the definition of actual mass of oxygen
divided by the mass of oxygen when fully oxidised; Kruggel-
Emden et al. [24] derive an expression for Xj from the definition
suggested by Levenspiel [28] of ratio radial position of the reaction
front over the external radius of the particle. Kruggel-Emden et al.
[24] show how the latter definition fits much better the experi-
mental results compared to. Thus, we define the solid conversion
term as the volumetric fraction of reacted metal oxide into the
solid particles:
ð1 XjÞ ¼ r
3
c
r3p
¼ ZNiO ¼ YNiOYNiO þ qNiOqNi  YNi
ð4Þ
where ZNiO is the volumetric fraction of NiO and YNiO and YNi are the
mass fraction of NiO and Ni, respectively. The kinetic rate is finally
expressed as:riCFD ¼ ki  es  Cni 
YNiO
YNiO þ qNiOqNi  YNi
 !2
3
ð5Þ
Compared to Eq. (1), the kinetic rate does not include the gas void
fraction because the reference reaction volume is the total volume
of the computational cell.
The comparison between the steady state case implemented in
Aspen Plus and the pseudo stationary case implemented in MFIX
under the same operating conditions is run for two different case
studies called ‘‘high” and ‘‘low” kinetics. High kinetics refers to
the value of ki obtained from the data reported by Abad et al.
[15] and shown in Table 1, whereas low kinetics refers to a ficti-
tious low value of ki equal to 0.1. The different kinetics (with two
orders of magnitude difference) affect largely the hydrodynamics
of the system allowing for a better understanding and comparison
between the macro scale model (Aspen Plus) and the micro scale
model (CFD).
3. CFD model
3.1. Governing equations
The 2D model implemented in MFIX code is based on the Eule-
rian–Eulerian approach. Gas and solid phases are considered as
continuum phases in the domain under investigation. The solid
phase is characterised by uniform spherical particles of constant
mean density and diameter. Continuity and momentum equations
in two directions (x and y) are solved for both phases and the
exchange of mass and momentum between them is taken into
account. No energy equations are solved because the reduction
reaction is slightly endothermic and the drop in temperature under
few seconds of simulation is negligible. All the equations come
from the well known theory embedded in the MFIX code [29]
and they are listed in the Appendix A.
3.2. Initial and boundary conditions
No-slip boundary condition for the gas phase and the free-slip
condition for the solid phase are applied at the wall. At the inlet
section of the bed the Dirichlet boundary condition is applied (with
constant inlet mass flux) whereas at the outlet section of the bed
the Neumann boundary condition is assumed (with constant outlet
pressure).
The domain is divided into 7000 cells (see Table 3) and for each
cell the continuity and momentum equations of each phase are
solved simultaneously with linear solvers (finite volume method).
The algorithm applied to solve the set of partial differential equa-
tions (PDE) is an extension of SIMPLE algorithm [30] introduced
for the solution of pressure–velocity coupled PDE.
The scalar variables are positioned at the cell centre whereas
the vector variables at the cell faces (staggered grid arrangement).
The convection terms of PDE are discretised using a second upwind
order called Superbee to improve the numerical accuracy and the
bubble shape resolution [29]. Finally, MFIX code uses a variable
time step and the range selected is between 104 and 108 s.
3.3. CFD results
As mentioned, all the CFD simulations run in a computational
domain divided in 7000 cells. A grid independence test was carried
out increasing the number of cells up to 28,000. No appreciable
effects on the flow behaviour and main variables were found.
Low and high kinetics (see Section 2) are implemented to study
their effect on the hydrodynamics and the outlet gas concentra-
tions. High kinetic simulations run for 10 s whereas low kinetic
Fig. 2. Gas mass fractions averaged on X axis at the bed exit vs. time (low kinetics
case).
Fig. 4. Gas volume fraction versus X axis averaged over time and Y axis (12.95–
16.45 cm).
Fig. 5. Solid volume fraction versus X axis averaged over time and Y axis (12.95–
16.45 cm).
R. Porrazzo et al. / Fuel 175 (2016) 87–98 91simulations run for 15 s since longer times are needed to achieve
pseudo stationary condition in terms of gas outlet concentrations
(Fig. 2).
A pure nitrogen flow-rate is fed at 36 cm/s up to t = 2 s. For
t > 2 s, the feed flow-rate is witched from pure nitrogen to methane
(Figs. 2 and 3) and the heterogeneous reaction with NiO occurs.
The delay in the methane mass fraction detection after t > 2 s is
due to the time that the methane feed flow-rate needs to cross the
whole fluidised bed. Further delay in CO2 and H2O mass fraction
detections is related to the very low kinetics of reaction. Indeed,
this effect is not noticeable at the high kinetics (Fig. 3).
Fig. 4 shows the void fraction in the dense phase versus X axis
averaged over Y axis between 12.95 and 16.45 cm. The low kinetics
case is averaged over time between 13 and 15 s whereas the high
kinetics case is averaged over time between 8 and 10 s.
The reaction of methane with NiO is characterised by an
increase of the number of moles in the gas phase (with an expan-
sion factor f equal to 2). Thus, high kinetics, which lead to high
methane conversion, produce an increase in the gas volume frac-
tion. Inversely the solid volume fraction shows higher values in
the low kinetics case (Fig. 5).
Bubbles formation occurs at the bottom of the fluidised bed and
they rise and coalesce along the bed height mostly far from the
walls. Thus, higher solid volume fractions are expected to be found
close to the walls (Fig. 5).
Fig. 6 shows the axial component of the gas velocity Vg for the
two cases under investigation. Two main features can be noticed:
the applied no-slip condition for the gas phase (with Vg equal toFig. 3. Gas mass fractions averaged on X axis at the bed exit vs. time (high kinetics
case).
Fig. 6. Axial gas velocity Vg versus X axis averaged over time and Y axis (12.95–
16.45 cm).zero at the walls) and higher values of Vg in the centre of the bed
due to the bubble tendency to rise mostly towards the centre.
The rising of the bubbles creates recirculation of the solid phase
in the so called ‘‘emulsion phase” that leads to negative value of
Vg close to the walls. As previously explained, high methane con-
version produces a considerable increase in the gas volumetric
flow-rate and thus in the axial gas velocity.
92 R. Porrazzo et al. / Fuel 175 (2016) 87–98Fig. 7 shows the axial component of the solid velocity, Vs, for
both high and low kinetics cases. The solid free slip condition is
verified (with Vs– 0) at the walls. The bubbles’ rising pushes the
solid particles upward in the centre of the bed and subsequently
they fall down following the recirculation motions.
Fig. 8 shows the change in axial gas velocity, Vg, versus Y axis
averaged over time and X axis. The double effect of the heteroge-
neous reaction and the reduction of the void space (eg < 1) pro-
duces an abrupt increase in Vg in the dense phase, which is
particularly pronounced for high kinetics. The value of Vg at the
bed exit follows the increase in the number of moles due to the
methane conversion.
The outlet value of Vg verifies Eq. (6):Vg outlet ¼ Vg inlet  ð1þ f  XgÞ ð6ÞFig. 8. Vg vs. Y axis averaged over time and X axis.where f is the expansion factor for the gas species and Xg is the
methane conversion.
Figs. 9 and 10 show the gas volume fraction and the mass frac-
tion of the gas species along the bed for low and high kinetics,
respectively.
The main features charactering the bubbling regime can be
observed: the bubbles’ formation takes place few centimetres
above the gas inlet; bubbles rise mostly at the centre of the bed
increasing in volume and coalescing along the bed height. At high
kinetics, bubbles are larger and their motion approaches the turbu-
lent regime (Fig. 10) due to the high methane conversion that leads
to high increase in number of moles in the gas phase. This phe-
nomenon can be ideally explained with the transfer of the gas
exceeding the minimum fluidisation velocity Umf from the emul-
sion phase at high solid content to the bubble phase at high gas
content [31]. Due to larger and faster bubbles and their burst at
the interface dense phase–freeboard, at high kinetic conditions
higher bed expansion is detected. At low kinetics (Fig. 9), high val-
ues of un-reacted methane mass fraction are observed, mainly in
the centre of the bed where most of the bubble phase takes place.
The reaction occurs mainly in the bottom section of the bed char-
acterised by an average high solid volume fraction, high methane
mass fraction and no well defined bubble phase; far from the bot-
tom region, bubble phase formation determines gas by-pass along
the bed that is subtracted from the high reacting regions (Fig. 11);
thus poor gas conversion is expected to occur. At high kinetics, the
reaction occurs mainly in the bottom phase and gas by-pass appar-
ently has no effect in lowering the gas conversion. This outcome is
affected by the assumed condition of inlet uniform gas flow-rate.
Modelling the gas distributor (preferably in a 3D simulation) is
expected to show bubble formation after few millimetres aboveFig. 7. Axial solid velocity Vs vs. X axis averaged over time and Y axis (12.95–
16.45 cm).the distributor reinforcing the negative effect of gas by-pass on
the gas conversion.
Being aware that the gas distributor (not modelled in our work)
can affect the development of the bubbles in terms of location and
percentage of occupied volume and thus the gas conversion, the
simulations carried out at two different kinetics conditions show
that high reacting solid materials are important to achieve full
gas conversion in a fluidised bed operating under bubbling regime.
No freeboard effect in the kinetic reaction is detected
[20,22,32]. The influence of the freeboard region, characterised
by low solid content on the gas conversion, was experimentally
demonstrated [31,33,34]. As reported by Wang et al. [32], the zero
solid–gas contact efficiency in the freeboard might be related to
the failure of the Eulerian–Eulerian approach to describe the gas/-
solid mechanisms in regions at very low solid particles concentra-
tions. An Eulerian–Lagrangian approach might help to estimate the
reduction of the reaction in the freeboard region.4. Aspen Plus model
At the macroscopic scale, a bubbling bed can be ideally thought
as made of two phases: a so called ‘‘emulsion phase”, characterised
by good mixing of gas and solid particles, and a so called ‘‘bubble
phase” at low content of solid acting as gas by-pass along the
bed. This representation comes from the Davidson and Harrison
theory [35] that states how the excess of gas to keep the minimum
fluidisation condition in the emulsion phase is transferred to the
bubble phase. Several authors [16–18,36] modelled the bubble
phase as a plug flow reactor (PFR) and the emulsion phase as a per-
fect mixing reactor (CSTR). The bed is axially divided into stages;
each stage is composed by two sub-reactors: PFR to mimic the
bubble phase and CSTR to mimic the emulsion phase (Fig. 12).
Gas mass transfer occurs between the exit streams of the two
sub-reactors at the end of each stage. Isothermal conditions within
the bed are assumed and the radial mass solid gradient is
neglected.
In this work, the hydrodynamics (see Table 4) is implemented
using subroutines written in Excel which are linked to the Aspen
Plus environment through the so called ‘‘calculator blocks”. In
the ‘‘Feed Calculator” block (Fig. 12), a split of the inlet volumetric
flow-rate to enter the two phases, bubble and emulsion, has to be
accomplished. The difference Uo  Umf is the term driving the split.
The approach proposed by Johnson et al. [37] and applied also by
Adanez et al. [38] is taken into account. Johnson et al. [37] reported
an expression of the volumetric bubble fraction independent of the
height of the bed. Combining the two phase theory with the depen-
dence of the bubble velocity, Ub, from the bubble diameter and
Fig. 9. Gas volume fraction and mass fractions of gas species at t = 15 s for low kinetics.
Fig. 10. Gas volume fraction and mass fractions of gas species at t = 10 s for high kinetics.
Fig. 11. Gas volume fraction and reaction rate ([=] mol/(cm3 s)) at t = 15 s and low
kinetics.
R. Porrazzo et al. / Fuel 175 (2016) 87–98 93applying the Darton correlation for the bubble size [39], Johnson
et al. [37] first defined a function f2 and, after some manipulations,
they expressed the volumetric fraction of the bubble phase, r, as a
function of f2 and the difference Uo  Umf (see Table 4). r is the
volumetric fraction of the bubble phase in the whole bed and its
value is independent of the height in the bed. Given r, the rise bub-
ble velocity, Ub, is calculated from the gas mass balance. Thus, the
inlet volumetric gas flow-rate can be split into two streams enter-
ing the first PFR and CSTR reactors to run the bubbling bed model.At the end of each stage the superficial gas velocity, Uo, the bub-
ble gas velocity, Ub, the bubble volume fraction, r, the bubble
diameter, db, and the volumes of the two sub-reactors, are updated
to be used in the next stage. The variables aforementioned need to
be updated at the beginning of each stage for the following rea-
sons: the increase in number of moles, which is produced as a con-
sequence of the gas conversion, determines an increase in the
superficial gas velocity and thus in Ub and r; the bubble growth
along the bed height leads to an increase in the bubble diameter
db. All these variables influence the mass transfer term between
the two phases and thus the updated inlet gas concentrations
(CCH4, CCO2 and CH2O) to the next stages (Eqs. (7) and (8)):Cbðiþ1Þ ¼ Cbi  Kbe  ðCbi  CeiÞ  HtiUb ð7Þ
Ceðiþ1Þ ¼ Cei þ Kbe  ðCbi  CeiÞ  HtiUe 
r
1 r
 
ð8Þwhere Hti is the height of the i stage. The overall mass transfer coef-
ficient Kbe between bubbles and emulsion is calculated applying the
equations proposed by Kunii and Levenspiel [31] (see Table 4).
The kinetic expression (Eq. (1)) is introduced in each sub-
reactor through subroutines written in FORTRAN language.
Porrazzo et al. [17] reported how the suitable number of stages
to model the fluidised bed depends on kinetic and hydrodynamic
considerations. It was found that 5 stages provide outcomes of rea-
sonable accuracy in terms of gas conversion at the bed exit under
different operating conditions [17].
Fig. 12. Composition of the stages in Aspen Plus.
Table 4
Implemented equations to mimic the hydrodynamics of the bubbling bed.
Superficial gas velocity in
the emulsion phase
Ue  Umfemf
Bubble diameter db ¼ 0:54  ðUo  Umf Þ0:4  ðhþ 4
ﬃﬃﬃﬃﬃ
Ao
p Þ0:8  g0:2
f2 f 2 ¼ ð0:26þ0:7e
3300dp Þ
ð0:15þðUoUmf ÞÞ0:33
Volumetric fraction of
bubble phase
r ¼ 1
ð1þ1:3 UoUmfð Þ
0:8
f2
Þ
Rise bubbles velocity at
Uo– Umf
Ub ¼ Uoð1rÞUmfr
Fluidised bed void ef ¼ r  eb þ ð1 rÞ  ee
Height of a fixed bed Lm ¼ WfrqsAð1emÞ
Height of fluidised bed Lf ¼ Lmð1emÞð1ef Þ
Mass transfer coefficient
cloud/bubble Kbc ¼ 4:5  Uedb
 
þ 5:85  d0:5g0:25
d
5
4
b
 !
Mass transfer coefficient
cloud/emulsion Kce ¼ 6:77 
demf Ub
d3b
 0:5
Overall mass transfer
coefficient bubble/
emulsion
1
Kbe
¼ 1Kce þ 1Kbc
Bubble phase volume Vb ¼ V  r
Emulsion phase volume Ve ¼ V  ð1 rÞ
PRF volume VPFR ¼ Vb  eb
CSTR volume VCSTR ¼ Ve  ee
Fig. 13. Incremental bubble diameter per height unit versus bed length.
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A number of authors applied the concept of dividing axially the
bubbling bed in stages and considering a number of stages of the
same length [16–18,36]. Previous CFD simulations showed how
most of the heterogeneous reaction occurs at the bottom of the flu-
idised bed since the reacting gas concentration is higher and the
bubbles’ diameter at the bottom of the bed is at its minimum. Fur-
thermore, the incoming gas, which encounters the solid particles,
creates turbulent motions that enhance the gas–solid contact effi-
ciency promoting an increase in the gas conversion.
The mass transfer between the bubble and the emulsion phase
decreases significantly along the bed due to the increase in the
bubble diameter that reduces the mass transfer coefficient Kbe.
Moreover, the increase in the bubble volumetric fraction, r, along
the bed, due to the gas expansion, reduces the emulsion volume
fraction and thus the portion of the bed where most of the reaction
takes place. Consequently, a new concept of stages is introduced.
Porrazzo et al. [17] reported a multi stage model where the whole
bed was divided into 5 stages of the same length. The new concept
of stages refers to a different split of the bed length according to
the following strategy: 4 stages are used to model the bottom of
the bed whereas the last (fifth) stage is used to model the rest of
the fluidised bed length.
Based on the increment in the bubble diameter per unit bed
height (Fig. 13), as an indicator of the mass transfer effectivenessbetween the two phases, 4 stages are employed to model the first
10 cm of the bed above the inlet and the last stage is employed to
model the rest of the bed length. The trend of the mass transfer
coefficient Kbe follows the same trend of the incremental bubble
diameter per height unit. In this way, we assure a good utilisation
of the limited number of stages employed since wemainly focus on
the modelling of the bed zone where most of the phenomena of
interest occur.4.2. Comparative results CFD – Aspen Plus
The two fuel reactor models (MFIX and Aspen Plus) were tested
under different operating conditions: various superficial gas veloc-
ity, solid inventory and kinetics of reaction.
Fig. 14 shows the variation of the methane mass fraction along
the bed height for different superficial gas velocities at constant
solid inventory and low kinetics.
The values of the CH4 mass fraction in the Aspen Plus model are
detected at the end of each reaction stage. The CH4 mass fraction in
the CFD model is averaged over X axis and over time between 13
and 15 s.
In both models, the reduction in the superficial gas velocity Uo
determines a decrease in the methane mass fraction and thus an
increase in the gas conversion; indeed, values of Uo closer to the
minimum fluidisation velocity lead to a reduction of the gas by-
pass through the bubble phase promoting the reaction in the emul-
sion phase. The increase in methane conversion is amplified from
the fact that keeping constant the area of the reactor, a decrease
in Uo leads to a decrease in the fuel power and thus the same
amount of solid inventory reacts with less methane flow-rate driv-
ing the gas conversion to higher values. As mentioned previously,
most of the reaction occurs in the bottom of the bed where gas
Fig. 14. Methane mass fraction along the bed under different superficial gas velocities (low kinetics).
Fig. 15. Gas conversions versus Uo at low kinetics.
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assumes an initial split of the superficial gas flow-rate between
the two phases based on the amount of gas exceeding theminimum
fluidisation conditions [17]; thus, part of the gas flow-rate is ini-
tially subtracted to react with the solid particles leading to lower
values of gas conversion compared to the CFD model. In the CFD
model, we assume uniform inlet gas flow-rate and the modelling
of the gas distributor is not taken into account. The gas distributor
plays a role in affecting the bubble phase in terms of bubble diam-
eter and distance of initial formation from the bottom of the bedFig. 16. Methane mass fraction along the bed un[31,40]. For this reason, it is believed that the modelling of a gas
distributor in a 3D CFD simulation could give a better match
between the macro-scale and micro-scale models.
The mass transfer term plays a negligible role far from the
inlet, determining almost flat profiles of methane mass fraction
above 10 cm from the inlet. This aspect justifies the implementa-
tion of just one stage to model the rest of the bed height in
Aspen Plus.
Fig. 15 shows the methane conversion at the bed exit for the
two models at different initial superficial gas velocities. As men-
tioned, the Aspen model provides lower results of the methane
conversion compared to the CFD model due to the initial split of
the gas flow-rate at the bed inlet. The CFD trend is slightly affected
by fluctuations in the axial velocity component (pseudo stationary
condition). The difference in the outlet gas conversion between the
two models ranges from 1% to 6%.
Fig. 16 shows the variation of the methane mass fraction along
the bed for different solid inventories at initial superficial gas
velocity equal to 36 cm/s and low kinetics.
The reduction in the solid inventory, expressed as height of
fixed bed Lm, determines lower gas residence time into the bed
leading to lower gas conversion. The Aspen model captures this
feature in the last stage of reaction that is smaller in terms of vol-
ume of reaction at lower solid inventories. Explanation of the effect
of the change in the solid inventory on the gas conversion with the
change in the gas residence time fails by looking at the CFD trends.
In this case, the change in solid inventory affects the solid volume
fraction distribution in the bottom of the bed and thus the kinetic
rates: higher solid inventories lead to higher average solid volumeder different solid inventories (low kinetics).
Fig. 17. Gas conversions versus Lm at low kinetics.
Fig. 19. Gas conversions versus Uo at high kinetics.
96 R. Porrazzo et al. / Fuel 175 (2016) 87–98fraction in the bottom zone given that statistically more solid par-
ticles participate to the recirculation motions into the bed; conse-
quently, higher solid volume fraction lead to higher kinetic rates
and thus lower methane mass fractions.
The comparison in gas conversion at the bed exit between the
two models is good (Fig. 17). The difference in the outlet gas con-
version between the two models is below 3%.
The same analysis on the methane mass fraction under differ-
ent superficial gas velocities and solid loading is carried out for
the case at high kinetics. Fig. 18 shows the change in gas mass
fraction along the bed for different superficial gas velocities.
The effect of the reaction kinetics, in reducing steeply the
methane mass fraction at the bottom of the bed is more evident
for high kinetics. The effect of changing the superficial gas veloc-
ity on the gas conversion is much more appreciable from the
Aspen model calculations. Also, in this case, lower values of Uo
determine higher gas conversion. From Fig. 19 it is noticeable
how the difference in the gas conversion between the two models
decreases at lower Uo.
At lower Uo values, less gas flow-rate goes to the bubble phase
and the effect of the initial gas splitting in the Aspen model is
reduced: decreasing Uo, the gas conversion values from the two
models tend to converge. The difference in the outlet gas conver-
sion between the two models ranges from 0.05% to 15%.
At high kinetics, a change in solid inventory in a range 20–
45 cm of height of fixed bed does not influence appreciably the
methane gas conversion in both models.Fig. 18. Methane mass fraction along the bed under d5. Conclusions
The work compared two models for CLC bubbling bed, one at
macro-scale (Aspen Plus) and one at micro-scale level (CFD). The
two models were compared under different operating conditions.
Based on CFD simulations, a new division of the number of stages
in Aspen Plus was introduced to capture the phenomena occurring
at the bottom of the bed. The methane mass fraction trends along
the bed and outlet gas conversions were evaluated at different
kinetic rates, inlet superficial gas velocities and solid inventories.
Despite the construction of the multi-stage macro-scale model is
based on idealised hydrodynamic and kinetic phenomena, the
trends and the overall results from the two models are comparable.
The multi-stage model implemented in Aspen Plus can capture the
influence of the kinetics, superficial gas velocity and solid inven-
tory on the gas conversion. A new division of the stages that mod-
els better the bottom of the fuel reactor reduces the gap between
the macro-scale and micro-scale model. It is believed that a 3D
modelling of a gas distributor at micro-scale level might enhance
the match between the two models since bubbles’ formation and
diameter are affected by the distributor design. The difference in
the outlet gas conversion between the two models can be evalu-
ated with good confidence for engineering purposes. Consequently,
the macro-scale model of the fuel reactor, embedded into a fuel
power plant simulation, can lead to a reasonable estimation of
the effect of the reaction operating conditions on the overall ther-
mal efficiency, capital and operating cost of a fuel power plant
based on the CLC technology.ifferent superficial gas velocities (high kinetics).
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Appendix A
The MFIX governing equations applied are listed below [29]:
Continuity and species transport equations
@
@t
ðegqgÞ þ r  ðegqg Ug
!Þ ¼XNg
n¼1
rgn ðA:1Þ
@
@t
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!Þ ¼XNs
n¼1
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@
@t
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Momentum equations
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