ABSTRACT. We provide new local and semilocal convergence results for Newton's method in a Banach space. The sufficient convergence conditions do not include the Lipschitz constant usually associated with Newton's method. Numerical examples demonstrating the expansion of Newton's method are also provided in this study.
Introduction
In this study we are concerned with the problem of approximating a locally unique solution x of equation
where F is a Fréchet-differentiable operator defined on a open subset D of a Banach space X with values in a Banach space Y. The field of computational sciences has seen a considerable development in mathematics, engineering sciences and economic equilibrium theory. For example, dynamic systems are mathematically modeled by difference or differential equations and their solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven by the equationẋ = T (x), for some suitable operator T , where x is the state. Then the equilibrium states are determined by solving equation (1.1) . Similar equations are used in the case of discrete systems. The unknowns of engineering equations can be functions (difference, differential and integral equations), vectors (systems of linear or nonlinear algebraic equations), or real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly used solution methods are iterative-when starting from one or several initial approximations a sequence is constructed that converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the same recursive structure, they can be introduced and discussed in a general framework. We note that in computational sciences, the practice of numerical analysis for finding such solutions is essentially connected to variants of Newton's method.
The most famous iterative procedure for generating a sequence approximating x is undoubtedly Newton's method (NM)
. There is a plethora of local as well as semilocal convergence results for (NM) based on the Lipschitz condition:
A survey of such results can be found in [4] , [6] , [7] (see also [1] - [3] , [5] , [8] - [28] and the references therein). Let
Then, the famous for its simplicity and clarity Kantorovich hypothesis
is a sufficient condition for semilocal convergence of (NM) [4] , [16] . Under (1.4), (NM) converges to a locally unique solution x of equation (1.1). The solution x belongs in a ball centered at x 0 and of a certain radius r > 0. Moreover, the order of convergence is quadratic, if h K < 1/2 and linear, if h K = 1/2 (see [16] ).
Semilocal case
Recently, Argyros [4] used a combination of (1.3) and the center Lipschitz condition 5) which leads to the weaker sufficient semilocal convergence condition hypothesis
where
Note that in general
holds and K/K 0 can be arbitrarily large [2] - [8] . Comparing (1.4) with (1.6) we see that hypothesis 9) but not necessarily vice versa unless if K = K 0 . The error estimates on distances x n+1 − x n and x n − x (n ≥ 0) are also finer under our approach [3] - [8] (see also Lemma 2.1).
Local case
Under condition (1.3) the radius of convergence for (NM) was found by Rheinboldt [22] and Traub [24] , [25] 
Argyros [4] introduced the center-Lipschitz condition
to obtain the radius
holds and K/K 1 can be arbitrarily large [2] - [8] . By comparing (1.10) and (1.13), we see that r ≤ r 1 .
If strict inequality holds in (1.14), then so does in (1.15). The error bounds on distances x n − x (n ≥ 0) are also tighter under our approach [3] - [8] .
In this study, we would like to further extend the applicability of (NM). We have noticed that there are many interesting problems in the literature for which Lipschitz condition (1.3) is not satisfied but center-Lipschitz condition (1.5) (or (1.12)) holds (see also Section 4). However, in this case, the convergence of (NM) is only linear [4] .
IOANNIS K. ARGYROS -SAÏD HILOUT
So, we are wondering, if it is possible to (a) preserve the quadratic convergence of (NM) using (1.5) (semilocal case) or (1.12) (local case) but without assuming (1.3);
(b) weaken sufficient convergence condition (1.6);
(c) enlarge radius of convergence (1.13).
We shall refer to (a)-(c) as the (A) advantages. These advantages can be obtained (see Remark 4.1). The paper is organized as follows: the semilocal, local convergence analysis of (NM) is given is Sections 2 and 3, respectively. The applications are given in the concluding Section 4.
Semilocal convergence analysis
We need some auxiliary results on majorizing sequences for (NM).
Ä ÑÑ 2.1º ([5]) Assume there exist constants
is well defined, nondecreasing, bounded above by v and converges to its unique
Moreover, the following estimates hold:
Ä ÑÑ 2.2º Let β, , c, d and η be positive constants. Define
5)
Suppose that
Then, iteration {s n } given by
is well defined, nondecreasing, bounded from above by
and converges to the unique least upper bound s satifying
Moreover, the following estimate holds:
It follows from the definition of the constants and (2.
, µ > 0 and h > 0. We shall show
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the following estimates using induction:
Estimates (2.14) and (2.15) are true for k = 0 by (2.6), (2.8), a ∈ (0, 1) and δ ∈ (0, 1). It follows from (2.9) that estimate (2.13) is true, if
In particular, (2.16) is true for k = 0, if
Inequality (2.19) is true by (2.5) and (2.8). Let us assume estimates (2.13)-(2.15) are true for all k ≤ n + 1. Then, using (2.13) we have that
and
In view of the induction hypotheses, the induction for (2.13)-(2.15) shall be completed, if 
We need to find a relationship between two consecutive f n : 
Hence, (2.30) holds if
which is true by (2.6) and (2.8). Moreover, define
The induction is completed. It then follows from (2.13) that sequence {s n } is increasing, bounded above by s and as such it converges to its unique least upper bound s . Finally, we shall show estimate (2.12). Let m ≥ 0. Using (2.13) we have that We shall study the order of convergence of iteration {s n }. 
and define iteration {t n } by t 0 = 0, t 1 = η, D and positive constants β, , c, d , η, such that for all x, y ∈ D, the following hold:
50)
where s is given in Lemma 2.2. Then, sequence {x n } generated by (NM) is well defined, remains in U (x 0 , s ) for all n ≥ 0 and converges to a unique solution x ∈ U (x 0 , s ) of equation F (x) = 0. Moreover the following estimate holds for all each n = 0, 1, . . .
51)
where iteration {s n } is given by (2.9). Furthemore, the solution x is unique in
(2.54) P r o o f. We shall show using induction that
estimates (2.55) and (2.56) hold for k = 0. Assume estimates (2.55) and (2.56) hold for all n ≤ k. Then, we have that
In view of (2.8) and (2.47), we have for x ∈ U (x 0 , s ) that
It follows from (2.57) and the Banach lemma on invertible operators [4] , [16] that F (x) −1 exists and
In particular, (2.58) for x = x k+1 gives
Estimates (2.48), (2.49) and (2.8) lead to (for
. Using (NM) we obtain the approximation
Then, by (2.48) for y = x k+1 , x = x k , (2.60) and (2.61) we get that
Using (2.3), (2.9), (2.57) and (2.62) we obtain that 
The induction for estimates (2.55) and (2.56) is completed. According to Lemma 2.2, sequence {s n } is Cauchy. From (2.55) and (2.56) {x n } (n ≥ 0) is a Cauchy sequence too, and as such it converges to some x ∈ U (x 0 , s ) (since U (x 0 , s ) is a closed set). By letting k −→ ∞ in (2.62) and noting that
we get F (x ) = 0. That is x is a solution of equation (1.1). Estimate (2.51) follows from (2.55) by using standard majorization techniques [4] , [6] , [7] , [16] . Finally to show uniqueness, let y ∈ U (x 0 , s 0 ) be a solution of equation
. Using (2.47) and (2.52)-(2.54) we get in turn that (c) In view of (2.47), the constant d in hypothesis (2.49) can be replaced by
(d) Hypotheses (2.48) and (2.49) can be replaced by
In this case, under the hypotheses of Lemma 2.1 and the rest of the hypotheses of Theorem 2.5, the conclusions hold with
(e) Hypothesis (2.48) can also be replaced by
(f) In the Shen, Li [23] and the Guo paper [15] , inexact Newton methods have been studied under Lipschitz condition (1.3). Their semilocal sufficient convergence condition reduces in the special case of Newton's method to the Kantorovich hypothesis (1.4) which is stronger than (1.6) or (2.1) or (2.8). These papers also assume that D is a convex subset of X . The convexity of D is not assumed in the present paper. Moreover, hypotheses (2.48), (2.66) or (2.67) do not necessarily imply (1.3) and vice versa. Similarly, in the local case, the convergence radius is given by (1.10) but ours is given by (1.13) (or (3.5)) which can be at least as large (see 1.14), (1.15) and (4.3)). Finally, (3.2) or (3.3) do not necessarily imply (1.3).
Local convergence analysis
In this section, we examine the local convergence of (NM).
Suppose that there exist x ∈ D and positive constants β, , c, d, γ = β , α = βcd, such that for all x ∈ D, the following hold:
Then, sequence {x n } generated by (NM) is well defined, remains in U (x , R ) for all n ≥ 0 and converges to x for x 0 ∈ U (x , R ). Moreover, the following estimates hold for each n = 0, 1, . . .
P r o o f. The point R is well defined, since
Let x ∈ U (x , R ). Then using (3.1), (3.2) and (3.5), we have that
It follows from (3.8) and the Banach lemma on invertible operators that F (x)
exists and
In particular, (3.9) for x = x k+1 gives
Using (NM) we obtain the approximation
Exactly as in the derivation of (2.62) we arrive at:
Using (3.10)-(3.12) we get that
By hypotheses x 0 ∈ U (x , R ), (3.13) for k = 0 and (3.5) we have that
which implies x 1 ∈ U (x , R ). Assuming x n ∈ U (x , R ) for all n ≤ k, we get by (3.13) that
which implies x k+1 ∈ U (x , R ). The induction is now completed. It also follows from (3.15) that lim
That completes the proof of Theorem 3.1.
Remark 3.2º
The results obtained in Sections 2 and 3 can be given in affine invariant form if F (x 0 )F or F (x ) −1 F replace operator F in the semilocal and local case, respectively. We should also set β = 1 in this case.
Special cases and applications
Remark 4.1º It is possible that any of the inequalities 1.3) ).
We provide a numerical example to show that center-Lipschitz condition (1.5) holds but not Lipschitz condition (1.3).
Example 4.2. Consider the integral equation These type of problems have been considered in [4] , [6] , [7] . Consider operator F as follows Suppose that F is a Lipschitz function, then
Consequently, we obtain that would hold for all x ∈ D. But this is not true. Consider, for example, the functions x j (t) = t j , j ≥ 1, t ∈ [0, 1].
If these are substituted into (4.7), we obtain that ∀j ≥ 1 1 j 1/n 1 + 
Conclusion
Using our new concept of recurrent functions, and only center-Lipschitz condition, we provided a semilocal/local convergence analysis for (NM) in order to approximate a locally unique solution of an equation in a Banach space. Numerical example further validating the results and some special cases are also provided in this study.
