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Abstract
We consider a class of nonparametric time series regression models in which
the regressor takes values in a sequence space. Technical challenges that ham-
pered theoretical advances in these models include the lack of associated Lebesgue
density and difficulties with regard to the choice of dependence structure in
the autoregressive framework. We propose an infinite-dimensional Nadaraya-
Watson type estimator, and investigate its asymptotic properties in detail under
both static regressive and autoregressive contexts, aiming to answer the open
questions left by Linton and Sancetta (2009). First we show pointwise consis-
tency of the estimator under a set of mild regularity conditions. Furthermore,
the asymptotic normality of the estimator is established, and then its uniform
strong consistency is shown over a compact set of logarithmically increasing di-
mension with respect to α-mixing and near epoch dependent (NED) samples.
We specify the explicit rates of convergence in terms of the Lambert W function,
and show that the optimal rate is of logarithmic order, confirming the existence
of the curse of infinite dimensionality.
Keywords: Functional Regression; Nadaraya-Watson estimator; Curse of infinite
dimensionality; Near Epoch Dependence.
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1 Introduction
Nonparametric modelling is a common method for analyzing time series. A major
advantage of this approach is that the relationship between the explanatory variables
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under study, denoted by X = (X1, . . . , Xd)
⊺
, and the response, say Y , can be mod-
elled without assuming any restrictive parametric or linear structure; see for example
Ha¨rdle (1990), Bosq (1996), or Fan and Yao (2003) for a comprehensive review. The
cost of allowing for this extended flexibility is known as the curse of dimensionality ;
Stone (1980, 1982) showed that given a fixed measure of smoothness β allowed on the
regression function the best achievable convergence rate (in minimax sense) n−β/(2β+d)
deteriorates dramatically as the dimension/order d increases.
In a time series context it is often reasonable and advantageous to model the de-
pendence upon the infinite past. For example, the AR(d) model with d =∞ naturally
extends those classical linear models, and enables the influence of all past information
to be taken into account in the modelling procedure, thereby allowing for maximal
flexibility in making statistical inference. It can also be very useful for several semi-
parametric applications, and for testing the martingale hypothesis or the efficient mar-
ket hypothesis in economics, where the conditional mean E(Yt|Ft−1) is the object of
main interest. By employing suitable bandwidth adjustments, potential summability
issues from the bias of the estimator can be resolved, and also, the influence of distant
covariates can be suitably downweighted. Not restricting the number of conditioning
variables also has an advantage of avoiding the statistician’s a priori choice of the
order d based on some order determination principles whose validity is subject to be
questioned in practical situations. For these reasons, we are motivated to study a class
of nonparametric time series regression models of infinite order that covers both static
regression and autoregression cases.
Pagan and Ullah (1988) proposed studying the case where d → ∞ in the context
of an econometric analysis of risk models. Doukhan and Wintenberger (2008) stud-
ied the autoregressive model with d =∞ under their notion of weak dependence, and
showed the existence of a stationary solution, see also Wu (2011). Linton and Sancetta
(2009) tackled the estimation problem in the context of an autoregressive model and
established uniform almost sure consistency with respect to stationary ergodic sam-
ple observations. There is a vast literature on statistical research on functional data;
typical examples include curves and images, both of which are infinite-dimensional
in nature. Masry (2005) provided a rigorous treatment of nonparametric regression
with dependent functional data in which X lies in a semi-metric space. Further, Mas
(2012) derived the minimax rate of convergence for nonparametric estimation of the
regression function on strictly independent and identically distributed regressors. Fer-
raty and Vieu (2006) detailed a number of extensions and overview of nonparametric
approaches in functional statistics literature. Geenens (2011) gave an updated ac-
cessible summary on nonparametric functional regression, and introduced the term
“curse of infinite dimensionality”, which reflects the difficulties that are expected in
nonparametric estimation of infinite dimensional objects due to extreme sparsity. We
discuss in the next section the difference between the functional data framework and
our discrete time framework.
Whereas nonparametric regression problems for vectorial regressor have been ex-
haustively studied in the literature, statistical theories for their infinite-dimensional
extensions have not been fully established due to inevitable technical challenges that
hindered their widespread popularity. An obvious difficulty stems from the fact that
the usual notion of density p(·) does not exist; since there is no σ-finite Lebesgue mea-
sure in infinite-dimensional spaces, the Lebesgue density (with respect to the infinite
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product of probability measures) cannot be defined via the Radon-Nikodym theorem.
Consequently, standard asymptotic arguments for kernel estimators are no longer valid,
notably Bochner’s lemma:
1
hd
E
[
Kj
(
x−X
h
)]
=
∫
Kj(u)p(x− uh) du
→ p(x)‖K‖jj as h→ 0 (1)
(under suitable regularity conditions; j = 1, 2), and classical limiting theories in non-
parametric literature cannot be readily extended.
In this paper, we consider an infinite dimensional analogue of the classical nonpara-
metric regression approach. We propose a local constant type estimator and investigate
its asymptotic properties. In particular, we show both pointwise and uniform consis-
tency of the estimator and establish its asymptotic normality under both static regres-
sion and autoregressive contexts with respect to α-mixing and near epoch dependent
(NED) samples, respectively. Under some special conditions on the bandwidth, the
explicit rate of convergence is given by specifying the small deviation probabilities, and
the existence of the curse of infinite dimensionality is confirmed. The cases of finite
or increasing dimensional regressors are covered as special cases of our framework.
2 Some Preliminaries
Consider the following regression model:
Y = m(X) + ε (2)
where the regressor X = (X1, X2, . . . .)
⊺
is a random element taking values in some
sequence space S, the response Y is a real-valued variable, and the stochastic er-
ror ε is such that E(ε|X) = 0 a.s. The objective is to estimate the Borel function
m(·) = E(Y |X = ·) based on n random samples observed from a strictly stationary
data generating process {(Yt, Xt) ∈ R× S}t∈Z+ having some pre-specified dependence
structure (see section 2.1 below).
This framework is related to the recent advances in statistical research on func-
tional data, see Ramsey and Silverman (2002) for general introduction and statistical
applications. Recently, successful attempts have been made to adopt the notion of
nonparametric inference on functional statistics literature, and fundamental theories
have been well-established; Ferraty and Romain (2010) gives a comprehensive review.
A major issue in this field of research lies in extending the statistical theories of Rd to
those of function spaces. In this literature, the attention is usually on smooth func-
tions that are approximated and reconstructed from finely discretised grids on some
compact interval. In contrast, the setup in our model (2) can be viewed as looking at
an infinite number of discrete observations. Such a difference is reflected by the fact
that the observed data is taken to be a discrete process X = (Xs) with unbounded
s ∈ Z+ so that S = {f |f : N → R}, rather than X = (X(s)) with s ∈ [0, T ]k so
that S = {f |f : [0, T ]k ⊂ Rk → R}, e.g. curves if k = 1, images if k ≥ 2. Despite
isomorphism between separable Hilbert spaces, the discrete nature of our setting has
several fundamental distinctive features that allow us to look further into many prac-
tical applications, a notable example of which is dependent autoregressive modelling.
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An immediate consequence of the framework is that the tuning parameter can be
imposed for each dimension, allowing one to control the marginal influence of the re-
gressors. For instance when it is sensible to postulate that the influence of distant
covariates is getting monotonically downweighted, one may set the marginal band-
widths to increase in lags so as to impose higher amount of smoothing. Depending on
the nature of the regressor, S may be taken as the space of all infinite real sequences
R
N :=
∏∞
j=1Rj formed by taking Cartesian products of the reals, or various types of
its linear subspaces such as ℓ∞, ℓp, c. We propose to take S = R
N so as to refrain
from imposing any prior restrictions with regard to the choice of the regressor; for
example, taking S to be the space of bounded sequences excludes the possibility of the
regressors having infinite supports (e.g. Gaussian process).
2.1 Dependence structure and leading examples
A distinctive characteristic of time series data is temporal dependence between obser-
vations. As in the usual multivariate framework, we need some suitable assumptions
on the dependence structure between the samples in order to derive asymptotic the-
ories and to obtain convergence rates of the estimator. In nonparametric time series
literature, Rosenblatt (1956)’s α-mixing has been the de facto standard choice due to
being the weakest among the mixing-type asymptotic independence conditions. To
name a few earlier works, pointwise and uniform consistency of the local constant
estimator were shown by Roussas (1990) and Andrews (1995), respectively, and the
asymptotic normality was established by Fan and Masry (1992). Mixing conditions
have also been widely used in the context of dependent functional observations, see
e.g. Ferraty et al. (2005), Masry (2005), and Delsol (2009).
Definition 1. A stochastic process {Zt}∞t=1 defined on some probability space (Ω,F , P )
is called α-mixing or strongly mixing (cf. ‘jointly’ α-mixing if Zt is R
d>1-valued) if
α(r) := sup
A∈Fq
−∞
,B∈F∞r+q
|P (A ∩ B)− P (A)P (B)|
is asymptotically zero as r →∞, where F ba is the σ-algebra generated by {Zt; a ≤ t ≤
b}. In particular, we say the process is algebraically (resp. exponentially) α-mixing if
there exists some c, k > 0 such that α(k) ≤ cr−k (resp. if there exists some c, ς > 0
such that α(r) ≤ ce−ςr).
The popularity of the mixing condition stems from the fact that its associated prob-
ability theories have been extensively developed, allowing simpler theoretical deriva-
tions, see for instance Doukhan (1994) or Rio (2000) for a comprehensive survey.
However, several drawbacks have been pointed out in the literature. First, it is a
rather strong technical condition that is hard to verify in practice. Moreover, it is
well known that even some basic processes are not mixing. e.g. AR(1) with Bernoulli
innovations.
The primary limitation of mixing conditions that we should be aware of in our
paper arises from the choice of the framework upon which our theories are developed.
Recall that given the sample observations {Yt, Xt}nt=1 the object of estimation is the
conditional mean E(Yt|F) where F represents some information set determined by
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the nature of the conditioning variables. There are two leading cases: the first case
is the static regression where the information set is taken to mean σ(Xjt; j = 1, 2, ...),
the σ-algebra generated by marginal regressors, for example exogenous variables in
econometric applications. The second case is the autoregression, where Xtj = Yt−j ,
in which case F = Ft−1 represents σ(Ys; s ≤ t − 1), the σ-algebra generated by the
sequence of lags of the responses (Ys)s≤t−1. In practice, both types of conditioning
information may be taken into account simultaneously.
In the static regression case the usual joint α-mixing condition can be imposed on
the sample data {Yt, Xt} as in the multivariate framework; since marginal regressors
are observed at the same time t: Xt = (X1t, X2t, . . .)
⊺, assuming joint dependence
does not require additional adjustments. Further, it will be shown later that in some
cases asymptotic properties of the estimator can be invariant to the cross-dependence
structure of X . Joint mixing implies both marginal component processes and any
measurable function thereof are mixing1 (with at most the same mixing rate α(·)).
However in the autoregression setting, since the regressors are taken to be the lags
of the response variable, measurable functions of X depend on the infinite past of
the response, i.e. Ψ(Yt−1, Yt−2, . . .) and hence are not mixing in general
2. Due to this
reason an alternative set of dependence conditions is necessary to establish asymptotic
theories for the second framework; we shall adopt the notion of near epoch dependence
for the autoregressive setting and deal with two leading cases separately.
Definition 2. A stochastic process {Zt}∞t=1 defined on some probability space (Ω,F , P )
is called near-epoch dependent or stable (in L2-norm) on a strictly stationary α-mixing
process {ηt} if the stability coefficients v2(m) := E|Zt −Zt,(m)|2 is asymptotically zero
as m→∞, where Zt,(m) = Ψm(ηt, . . . , ηt−m+1) for some Borel function Ψm : Rm → R.
A process that is “near epoch” dependent on a mixing sequence is influenced pri-
marily by the “recent past” of the mixing process and hence asymptotically resembles
its dependence structure; see Lu (2001) for a detailed review. Following the usual con-
vention, e.g. Bierens (1983), we shall take Ψm(ηt, . . . , ηt−m+1) = E(Zt|ηt, . . . , ηt−m+1).
We will show that under suitable conditions similar asymptotic theories can be derived
for both regression and autoregression cases.
2.2 Local Weighting
In order to extend the standard multivariate nonparametric theories to infinite-dimension
and to conduct nonparametric inference on the object of interest m(·), we first fix the
notion of (i) local weighting and (ii) the measure of closeness between the objects.
In the finite dimensional case, these are respectively done by the (multivariate) ker-
nels K : (Rd, ‖.‖2) → [0,∞) which control the way the weights are given based on
the distance, and the bandwidth h that regulates the proximity allowed between two
objects in the smoothing procedure. The function K is called the product kernel or
the spherical kernel depending on the way it is constructed from the univariate kernel
1The converse is not necessarily true unless the marginal processes are independent to others, see
Bradley (2005).
2Except for some very special cases; Davidson (1994, Theorem 14.9) gives a set of technical
conditions under which a process with infinite (linear) temporal dependence is α-mixing.
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K(·), i.e. KP (u) =∏dj Kj(uj) or KS(u) = K(‖u‖2).
To account for the infinite-dimensional nature of our framework, we extend the
latter approach to construct the weighting functions. We let
K(u) := K(‖u‖) (3)
where u is an element of a separable Banach space (S∗, ‖.‖), and the univariate kernel
K is a density function with positive support, for instance K(·) =√2/π exp (− ·2 /2).
We shall group the kernels into three subcategories depending on the way how they
are generated. The first two, referred to as Type-I and Type-II kernels in Ferraty and
Vieu (2006) generalize the usual ‘window’ kernels and monotonically decreasing ker-
nels in finite dimension, respectively. Both types of kernels are continuous on compact
support [0, λ].
Definition 3. A function K : [0,∞) → [0,∞) is called a kernel of type−I if it
integrates to 1, and if there exist strictly positive real constants C1, C2 (with C1 < C2)
for which
C11[0,λ](u) ≤ K(u) ≤ C21[0,λ](u), (4)
where λ is some fixed positive real number. Also, a function K : [0,∞) → [0,∞) is
called a kernel of type−II if it satisfies (4) with C1 ≡ 0, and is continuous on [0, λ]
and differentiable on (0, λ) with derivative K ′ that satisfies
C3 ≤ K ′(u) ≤ C4
for some real constants C3, C4 such that −∞ < C3 < C4 < 0.
The definition above suggests that the uniform kernel on [0, λ] is a type-I kernel,
and the Epanechnikov, Biweight and Bartlett kernels belong to the class of Type-II
kernels. Those with semi-infinite support, for example (one-sided) Gaussian, are cov-
ered by the last group, which we shall call the Type-III kernels.
Definition 4. A function K : [0,∞)→ [0,∞) is a kernel of type−III if it integrates
to 1, and if it is of exponential type; that is, K(r) ∝ exp(Crβ) for some constants β
and C.
2.3 Small deviation
The small ball (or small deviation) probability plays a crucial role in establishing
the asymptotic theories in this paper. Let S∗ be a separable sequence space that is
complete with respect to some norm ‖.‖; then the small ball probability of an S∗-valued
random element Z is a function defined as
ϕz(h) := P (‖z − Z‖ ≤ h) . (5)
The probability is called centered if z = 0, and shifted (with respect to a fixed point
z ∈ S∗) if otherwise. The relation between the two quantities cannot be explicitly
specified in general, and will be expressed in terms of the Radon-Nikodym derivative
(See Assumption B1 below).
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The name small ball stems from the fact that we are interested in its asymptotic
behaviour as h, the bandwidth sequence in the context of nonparametric estimation,
tends to zero. The function can be thought of as a measure for how much the observa-
tions are densely packed or concentrated around the fixed point z with respect to the
associated norm and the reference distance h. From the definition it is straightforward
to see that ϕ(h)→ 0 as h→ 0, and that nϕ(h) is an (approximate) count of the num-
ber of observations whose influence is taken into account in the smoothing procedure.
When Z is a d-dimensional continuous random vector with Lebesgue density p(·) > 0,
it can be readily shown that the shifted small ball (with respect to the usual Euclidean
norm) is given by
ϕz(h) = Vdh
dp(z) ∝ hd,
where Vd = π
d/2/Γ(d/2 + 1) is the volume of d-dimensional unit sphere.
However when Z takes values in an infinite-dimensional space, it is generally dif-
ficult to specify the exact form of the small ball probability, and its behaviour varies
depending heavily on the nature of the associated space and its topological structure.
Due to non-equivalence of norms, it is intuitively clear that the speed at which ϕ(h)
converges to zero is affected by the choice of ‖.‖. In any case, a rapid decay is expected
due to extreme sparsity of data in infinite dimensional spaces.
One possible example of S∗ includes (ℓr, ‖.‖r), the space of r-th power summable
sequence equipped with the ℓr norm. As we shall reiterate below in the main text, we
will take our main focus to be on the case of r = 2, since the behaviour of the small
ball has been most studied in the case of square summable random variables. The
case of r > 2 may also be derived without much difficulty, provided that the moment
conditions are modified appropriately.
Writing the expected value of the kernel in terms of the small ball probability
EK
(
z − Z
h
)
= EK
(‖z − Z‖
h
)
=
∫
K(u) dP‖z−Z‖/h(u) =
∫
K(u) dϕz(uh), (6)
we are able to bypass the difficulties mentioned in the introduction, and establish the
convergence of the integrals without explicitly requiring the existence of the density.
Lemma 1. Ferraty and Vieu (2006, Lemma 4.4). If K is a type-I kernel, then it
satisfies
Cj1 ≤
1
ϕz(hλ)
∫ λ
0
Kj(v) dϕz(vh) ≤ Cj2 , j = 1, 2 (7)
where C1, C2 are strictly positive real constants defined in Definition 3. Furthermore,
if the kernel K is type-II and if there exists some ε0 > 0 and a constant C5 > 0 such
that ∀ε < ε0,
∫ ε
0
ϕx(u)du > C5εϕx(ε), then we have
Cj6 ≤
1
ϕz(hλ)
∫ λ
0
Kj(v) dϕz(vh) ≤ Cj7 , j = 1, 2 (8)
where the constants C6 = −C5C4 and C7 = sups∈[0,λ]K(s) are strictly positive.
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Since Lemma 1 holds for every h > 0, it readily follows by the squeeze theorem
that the following result holds for any kernels of type-I and II:
Corollary 1. If the kernel K is either type-I or type-II, then for j = 1, 2 we have
1
ϕz(hλ)
E
[
Kj
(
z − Z
h
)]
−→ ξj as h→ 0+, (9)
where ξ1 and ξ2 are some strictly positive real constants.
This result can be seen as an infinite-dimensional analogue of Bochner’s lemma
(1): i.e. for Z ∈ Rd, h−dEK((z − Z)/h)→ p(z) > 0, and will play a fundamental role
in constructing asymptotic theories of our estimator. It is obvious that ξj is bounded
below and above by Cj1 and C
j
2, respectively (or C
j
6 and C
j
7 depending on the choice
of the kernel). With specific choices of kernels and regressors the exact values of the
constants may be specified.
Remark. A natural question one may ask is whether (9) would still be valid
for other kernels, in particular those with semi-infinite support, namely the Type-III
kernels. In finite d-dimensional frameworks, it is well known that a set of standard
assumptions including ‖u‖dK(u) → 0 as u → ∞ is sufficient for showing (1), see
for instance Pagan and Ullah (1999, Lemma 1). However, in the infinite-dimensional
setting the answer is negative in most usual cases where the kernel is of exponential
type (e.g. Gaussian kernel). Whereas the lower bound of the limit can be easily
constructed via Chebyshev’s inequality:
(0 <) exp(−cδδ) ≤ [P (V ≤ δ)]−1E exp(−cδV ),
the upper bound may not exist, and the rate at which the small ball probability decays
to zero may dominate the speed at which the integral (6) converges to zero. This
claim cannot be formally verified for all general cases because (as mentioned above)
there is no unified result for the asymptotic behaviour of small deviation available.
Nonetheless, the idea can be sketched in the common case where the asymptotics of
the distribution function (i.e. small deviation) is of exponential order: P (V ≤ δ) ∼
exp(−Cδ−θ/(θ+1)) as h → 0 for some constants C and θ; by de Bruijn’s exponential
Tauberian theorem (see Bingham et al. (1987)) the necessary and sufficient condition
for such a case is the following limiting behaviour of the Laplace transform near infinity:
E[exp(−cδV )] ∼ exp
(
C ′ · c−θδ
)
as cδ →∞
for some constant C ′. (e.g. Take, for the example of Gaussian kernel, V = ‖z − Z‖2,
δ = h2, cδ = 2
−1h−2) Difference in the order of convergence implies divergence of
the limit (9). For this reason, we shall confine our attention to compactly supported
kernels hereafter.
2.4 The Estimator
Consider the regression problem with RN-dimensional regressor X = (X1, X2, . . .)
⊺
,
where the regression operator is nonparametrically estimated with an estimator asso-
ciated with a bandwidth matrix H := diag(h) = diag(h1, h2, ...). No further condition
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is explicitly imposed in the first instance except that the bandwidth sequence is ap-
propriately chosen in such a way that a norm ‖.‖ can be admitted to the weighted
regressor. As an expositional example, let us assume hj = φjh where {φ−1j }j is some
square-summable sequence (e.g. φj = j
p, for some p ≥ 1).
Then by Kolmogorov’s three-series theorem, the sequence of weighted regressor
φ−1j Xj is square summable, w.p.1., provided that X
′
js are independent with finite
variance and satisfy
∞∑
j=0
Emin
{
1, φ−2j X
2
j
}
<∞.
so that (φ−11 X1, φ
−1
2 X2, ...)
⊺
=: Z is (ℓ2, ‖.‖2)-valued. Since this is a mild set of re-
quirements, we see that sufficient flexibility is given while sophisticated mathematical
developments are allowed. In the autoregressive context, the weighting sequence can be
chosen to be non-decreasing so that the “relative influence” of the marginal regressor
decreases in index (lag).
Seeing the arguments sketched above we shall assume from now on that Z is normed
with ‖.‖ = ‖.‖2, and (with an abuse of notation) extend the usual definition of (shifted)
small ball probability to account for varying bandwidths hj and generalized support
[0, λ] as follows:
ϕx(hλ) := P
(‖H−1(x−X)‖ ≤ λ), (10)
or equivalently P (X ∈ E(x, hλ)), where E is the infinite-dimensional hyperellipsoid
centred at x ∈ RN, and λ is the constant defined in section 2.2. Clearly, we have
ϕx(hλ) = ϕz(hλ). For later reference, we also define the joint small ball probability as
the joint distribution
ψx(hλ; i, j) := P
(
(Xi, Xj) ∈ E(x, λh
)× E(x, λh)). (11)
We are finally in a position to introduce our estimator. We propose to estimate
m(x) = E(Y |X = x), x ∈ RN with the following local constant type estimator:
m̂(x) :=
∑n
t=1K
(
H−1(x−Xt)
)
Yt∑n
t=1K
(
H−1(x−Xt)
) ≡ ∑nt=1K
(
‖H−1(x−Xt)‖
)
Yt∑n
t=1K
(
‖H−1(x−Xt)‖
) , (12)
defined with respect to n-sample time series observations {Yt, Xt}nt=1.
The estimator can be viewed as an infinite-dimensional generalization of the stan-
dard multivariate Nadaraya-Watson estimator, and is a special case of the one con-
sidered in Ferraty and Vieu (2002), Masry (2005) and references therein for general
functional data. The aim of this paper is to examine some key asymptotic properties
of the estimator and establish its statistical theory.
3 Asymptotic Properties
In this section we introduce the main results of our paper, deriving some large sample
asymptotics of the proposed estimator (12). Consistency is shown in both pointwise
and uniform sense and the asymptotic normality is established. Rates of convergence
are specified under sets of regularity conditions. All proofs are detailed in the appendix.
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We shall consider two different cases: 1) static regression and 2) autoregression. We
therefore assume one of the two different sets of conditions on the dependence struc-
ture of the data generating process specified below. Assumption S1 below concerns
with the static regression case where we have exogenous regressors that are jointly
observed in time in a mildly dependent manner. No restriction is needed as regards
cross-sectional dependence between the regressor, although necessary conditions will
be imposed when needed at the later stage (see Assumptions D below). The second
assumption concerns with the case where we observe a R-valued response that is α-
mixing in time. Due to the reasons sketched in section 2.1, we adopt the notion of
near epoch dependence to describe the dependence structure of infinite functions of
the response variables. From the assumption we see that there is a trade-off between
the degree of mixing rate and the possible order of moments allowed for the response
variable 2 + δ.
Assumptions S
S1. The marginal regressors X1t, X2t, X3t, . . . are exogenous variables, and the sample
observations {Yt, Xt}nt=1 = {Yt, (X1t, X2t, . . .)}nt=1 are (jointly) arithmetically α-
mixing with rate k > (2δ + 4)/δ, where δ is as defined in Assumption A4 below.
S2. The regressors are lags of the response, i.e. Xit = Yt−i ∀i, and the process
{Yt}nt=1 is arithmetically α-mixing with k > (2δ + 4)/δ. Also, the process Kt :=
K(‖H−1(x − Xt)‖) is near epoch dependent on Yt, and there exists some m =
mn →∞ such that the rate of stability for Kt denoted v(mn) = v(m) satisfies
v(m)1/2[ϕx(hλ)]
−(2δ+3)/(2δ+2)−1n1/(2(δ+1)) → 0 as n→∞. (13)
3.1 Pointwise consistency
Pointwise consistency of the local constant estimator was first studied by Watson
(1964) and Nadaraya (1964) with respect to i.i.d sample for the case of univariate
regressor, i.e. d = 1. Their result was extended to the multivariate case by Greblicki
and Krzyzak (1980) and Devroye (1981). Robinson (1983) and Bierens (1983) were
amongst the earliest papers that worked on consistency of the estimator with respect
to dependent data (both static regression and autoregression were allowed in their
frameworks), followed by Roussas (1989), Fan (1990), and Phillips and Park (1998) to
name a few out of numerous papers. The case of functional regressor was first studied
by Ferraty and Vieu (2002), and references therein under various sets of regularity
conditions.
In this section we show how these results can be extended specifically to our frame-
work, proving pointwise weak consistency of the estimator (12) with respect to depen-
dent sample satisfying either S1 or S2. A set of assumptions required for the theory
is now introduced, and the series of arguments that leads to the conclusion is sketched.
Assumptions A
A1. The regression operator m : RN → R is continuous in some neighbourhood of x
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A2. The marginal bandwidths satisfy hj = hj,n → 0 as n → ∞ for all j = 1, 2, . . .,
where diag(h1, h2, ...) = diag(h) = H is the bandwidth matrix, and the small ball
probability obeys nϕx(hλ) → ∞, where ϕx(hλ) := P (‖H−1(x − X)‖ ≤ λ) → 0
as n→∞.
A3. The kernel K is either type−I or type−II.
A4. The response Yt satisfies E
(|Yt|2+δ) ≤ C <∞ for some C, δ > 0.
A5. The joint small ball probability (11) satisfies ψx(hλ; i, j) = O(ϕx(λh)
2), ∀i 6= j.
A6. The conditional expectation E
(|YtYs||(Xt, Xs)) ≤ C <∞ for all t, s.
Remark. Asymptotic unbiasedness of the estimator requires the continuity as-
sumption A1; in other words, the estimator is unbiased at every point of continuity.
Upon imposing further smoothness condition on the regression operator, the rate of
convergence for the bias term can be specified (as we shall do later). Assumption A2
can be thought of as an extension of the usual bandwidth conditions that are assumed
in finite-dimensional nonparametric literature. As discussed before, nϕ(hλ) can be
understood as an approximate number of observations that are “close enough” to x.
Therefore, it is sensible to postulate that nϕ(hλ) → ∞ as n→ ∞, meaning that the
point x is visited many times by the sample of data as the size of sample grows to
infinity. This is in line with the usual assumption nhd → ∞ when X ∈ Rd, in which
case the small ball probability is given by ϕ(h) ∝ hd. Condition A3 suggests that our
result is valid under flexible choices of the compactly supported kernels. The standard
moment condition A4 can be replaced by the boundedness condition |Y | ≤ C, a.s. to
simplify the proof, e.g. Billingsley’s inequality to bound asymptotic covariance terms.
However we shall not consider this possibility here because this costs exclusion of the
distributions with unbounded support. Conditions A5 and A6 are assumed to control
the asymptotics of the covariance terms.
To sketch the idea, we write Kt := K(‖H−1(x−Xt)‖) for the sake of simplicity of
presentation (note its dependence upon Xt), and express the estimator (12) as
m̂(x) :=
∑n
t=1K
(‖H−1(x−Xt)‖)Yt∑n
t=1K
(‖H−1(x−Xt)‖) =
1
n
∑n
t=1
Kt
EK1
Yt
1
n
∑n
i=1
Kt
EK1
=
m̂2(x)
m̂1(x)
. (14)
We then employ the following decomposition:
m̂(x)−m(x) = m̂2(x)
m̂1(x)
−m(x) = m̂2(x)−m(x)m̂1(x)
m̂1(x)
=
Em̂2(x)−m(x)Em̂1(x)
m̂1(x)
+
[m̂2(x)−Em̂2(x)]−m(x)[m̂1(x)− Em̂1(x)]
m̂1(x)
,
(15)
where clearly Em̂1(x) = 1. We shall show consistency by proving that the ‘bias
part’ Em̂2(x)−m(x) and the ‘variance part’ [m̂2(x)−Em̂2(x)]−m(x)[m̂1(x)− 1] are
negligible in large sample. As for the latter term, it suffices to show mean squared
convergence of m̂2(x)−Em̂2(x) to zero because then m̂1(x)→p 1 will readily follow.
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Theorem 1. Suppose A1-A5 hold. Then the estimator (12) with respect to the sam-
ple observations {Yt, X⊺t }nt=1 satisfying either S1 or S2 is weakly consistent for the
regression operator m(x). That is, as n→∞
m̂(x)
P−→ m(x). (16)
Remark. It is trivial to see that this result holds for i.i.d. data {(Yt, X⊺t ); t ∈ Z}
as well. The arguments simply becomes less involved because the covariance term does
not need to be considered anymore. An alternative way to approach would be to apply
a suitable exponential inequality, in which case some additional/different assumptions
may be needed.
In the following section, we shall specify the convergence rates and establish the
asymptotic normality by imposing a set of additional regularity conditions.
3.2 Asymptotic Normality
Rigorous studies on the limiting distribution of the standard Nadaraya-Watson esti-
mator can be traced back to Schuster (1972) and Bierens (1987), where the case of
univariate and multivariate regressors was considered, respectively. The case of de-
pendent samples was studied by Robinson (1983), Bierens (1983) and then by many
others under a wide range of different frameworks. Constructing asymptotic normality
given a dependent sample data typically involves the use of Bernstein’s “big-small”
blocking argument followed by the standard Lindeberg-Feller central limit theorem.
General distributional theories for Nadaraya-Watson type estimators in a semi-
metric space was established by Masry (2005, Theorem 4) and Delsol (2009). This
paper is different from the existing literature in two perspectives. First, our specific
setting allows autoregressive time series modelling with respect to dependent sample
data. Second, whereas the final results of the existing papers were given in terms
of abstract functions, our results are presented with the explicit rate of convergence,
thereby allowing feasible applications.
The primary object of this section is to outline this procedure in detail, and to
introduce the main theories and some interesting consequences thereof. To reiterate,
both the i.i.d. case (in other words, when the marginal regressors Xj are independent
and identically distributed) and also a dependent case shall be allowed. Specifically,
we introduce how independence restriction can possibly be moderated to allow for a
mild dependence structure. In particular, the second assumption below specifies the
extent to which cross-sectional dependence can be allowed on the marginal regressors
in our theory whilst allowing for specification of the exact form of the convergence rate
of the estimator.
Assumptions D. The real-valued stochastic process {Xs}∞s=1 satisfies EX4s ≤ C <∞,
and is either:
D1. independent and identically distributed, or
D2. stationary, and admits a causal moving average representation:
Xs =
∞∑
j=0
ajǫs−j, (17)
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where aj is a square summable sequence, and {ǫj}j is an independent and iden-
tically distributed standard Gaussian sequence.
Remark. In either case marginal regressors are required to be identically dis-
tributed; an additional distributional assumption is made in B2 below. Nonetheless,
possible degree of dependence allowed in D2 is very mild and general. (In fact, the
condition can even be generalized to require the existence of a non-causal MA represen-
tation, whose necessary and sufficient condition is simply the existence of the spectral
density.) As an example, if a stationary stochastic process {Xs}∞s=1 is α-mixing, then
it always has a moving average representation of the form (17) provided it is Gaussian.
This is because any α-mixing process is regular3 by definition, so is linearly regular
when it is Gaussian, and hence (with stationarity) admitting the Wold decomposition
with independent Gaussian innovations by Corollary 17.3.1 of Ibragimov and Linnik
(1971). For this reason we see that each D1 and D2 is consistent with the case allowed
in Assumption S1 and S2, respectively (because in Assumption S2 the regressors are
cross-sectionally mixing as they are temporal lags of the response which is mixing by
assumption), although the dependence structure specified in D2 can be allowed also
for the static regression case (i.e. S1). This suggests that there is absolutely no need
to assume independence between marginal regressors in our model (2) under Gaus-
sianity. In particular, convergence rates of our estimator are shown to be invariant
(upto some constant factor) to the choice between D1 and D2. Lastly, the requirement
for finite fourth moment is to ensure that the squared marginal regressors have finite
second moment (see below); obviously, in the autoregressive framework (Assumption
S2), this forces δ in Assumption A4 to be greater than or equal to 2.
We now proceed to introduce some main assumptions needed for distributional
theories.
3.2.1 The ‘bias component’
The first part concerns with the asymptotic ‘bias’, where Assumptions A is strength-
ened by imposing additional smoothness conditions and suitable bandwidth adjust-
ments. It is a set of sufficient conditions under which one is able to specify the finite
sample properties of the estimator/ the exact upper bound of the asymptotic bias.
Note that alternatively, Fre´chet differentiability type condition can be imposed, as
was done in Mas (2012).
Further Assumptions A
A7. Further to Assumption A2, the marginal bandwidths satisfy hj = φj · h for some
positive real number φj where h = hn → 0 as n→∞.
A8. The regression operator m : RN → R satisfies
∣∣m(x)−m(x′)∣∣ ≤ ∞∑
j=1
cj
∣∣xj − x′j∣∣β (18)
3in the sense of e.g. Bulinskii and Shiryaev (2003, p.248)
13
for every x′, x = (x1, x2, . . .)
⊺ ∈ RN and some real constant β ∈ (0, 1], where cj
is some sequence of real constants for which
∑∞
j=1 cj ≤ 1 and
∑∞
j=1 cjφ
β
j <∞.
Remark. Roughly speaking, these assumptions are imposed to ensure the bias
to be “well-bahaved”. Assumption A7 extends the previous bandwidth condition A2.
Obviously, it is consistent with what was previously assumed in A2 since h→ 0 implies
coordinate-wise convergence of each marginal bandwidths in large sample. With this
condition one is able to write the asymptotic bias expression and the order of the
bias-variance balancing bandwidth in terms of the common factor h. It is possible to
dispense with this condition at the cost of imposing minor modifications in A7; the
asymptotic bias will then be written in terms of the infinite sum of a weighted marginal
bandwidth hj, whose convergence needs to be assumed. Furthermore, we remark that
if the variance term is not concerned, the sequence of marginal coefficients φj does
not necessarily have to be monotonically increasing in j, which would allow more
flexible choices of bandwidths. However, we shall assume some increment condition in
Assumptions B below, since such a restriction is needed for the variance component.
Assumption A8 replaces and strengthens Assumption A1, and can be thought of
as a variant of the usual Ho¨lder-type smoothness conditions. With the condition, the
regression operator becomes a contraction mapping; it will be seen in the appendix
that summability of the bias is ensured and the order of convergence rates for the bias
term is specified, see also (20). One example of the contraction constant cj would be
exp(−j). Indeed, the contribution from each marginal dimension decrease in lag or
index under this assumption.
In the context of autoregression whereXj ≡ Yt−j for any j, it is imperative to ensure
the existence of stationary solution {Yt}, since the model is essentially an infinite
number of difference equations where finiteness of the solution is not automatically
guaranteed. In the study of a class of general nonlinear AR(d) models, Duflo (1997)
and Go¨tze and Hipp (1994) assumed what is called the Lipschitz mixing condition (or
the strong contraction condition), which is essentially (18) replaced by finite d-sum on
the right hand side. In our context, Assumption A6 plays such a role; Doukhan and
Wintenberger (2008) showed that (18) with
∑∞
j=1 cj < 1, is sufficient for the existence
of a stationary solution of the form
Yt = f(εt, εt−1, . . .), (19)
where f is some measurable function. Wu (2011) arrived at the same conclusion under
the assumption of
∑∞
j=1 cj = 1; the restriction on cj in our assumption reflects the
findings of their papers.
3.2.2 The ‘variance component’
We now move on to the second chunk of assumptions that concerns with the ‘vari-
ance part’. As before, vectors Z and z are taken to mean (φ−11 X1, φ
−1
2 X2, ...)
⊺
and
(φ−11 x1, φ
−1
2 x2, ...)
⊺
, respectively, where the vector x = (x1, x2, . . .)
⊺
is the point at
which estimation is made.
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Assumptions B
B1. The induced probability measure Pz−Z is dominated by the measure PZ , and its
Radon-Nikodym density dPz−Z/dPZ =: p
∗ is sufficiently smooth in some neigh-
bourhood of zero, and is bounded away from zero at 0; i.e., p∗(0) > 0.
B2. Given the regressor vector X = (X1, X2, ...)
⊺ ∈ RN, the distribution F of X2s is
regularly varying near zero with strictly positive index.
B3. Further to A5, the bandwidth sequence satisfies hj = j
ph with p > 1; i.e. φj = j
p.
B4. The conditional variance Var[Yt|Xt = u] = σ2(u) is continuous in some neigh-
bourhood of x; i.e. supu∈E(x,hλ)[σ
2(u) − σ2(x)] = o(1). Similarly, the cross-
conditional moment E[(Yt −m(x))(Ys −m(x)|Xt = u,Xs = v] = σ(u, v), t 6= s
is continuous in some neighbourhood of (x, x).
Remark. The first condition concerns with a transition of the shifted small ball
probability to the centred quantity; it is taken from Mas (2012), where detailed discus-
sions can be found. In the Gaussian framework, the limiting behaviour between the
two is well-understood, see Zolotarev (1988) or de Acosta (1983) for example, unlike
the non-Gaussian cases, see Skorohod (1967). Condition B2 is equivalent to saying
lim
x→∞
F (1/(γx))
F (1/x)
= γρ
with strictly negative index of variation ρ < 0. This marks the close relationship
between the laplace transform and the small ball probability, see Lifshits (1997), Mas
(2012) for example for detailed discussions.
We require the function F (1/x) to be regularly varying in order to ensure that the
small ball probability well-behaves (near infinity) in asymptotic sense. Since only those
having strictly negative ρ satisfy the condition, a regressor must have a distribution
F (1/x) that decreases (as x → ∞) at a reasonable speed. By reasonable we mean
that the relative weight of decrease follows a power law, and the variation should be
continuous. A large class of common distributions satisfies the condition; for exam-
ple, Gamma, Beta, Pareto, Exponential, Weibull, and also chi-squared distribution (in
which case each Xs is Gaussian). We refer the reader to Conditions I, L and relevant
discussions thereof in Dunker et al. (1998) for details. Next, the increment condition
on the bandwidth B3 is assumed so as to specify the explicit behaviour of the small
ball probability. We remark that different coefficients such as exponential weights (i.e.
hj = e
jh) can also be allowed, leading to similar distributional results given in the
subsequent sections; however, we shall confine our attention to the case of polynomial
law in this paper for the sake of simplicity of exposition. The standard conditions in
B4 are assumed to deal with the asymptotics of the variance and covariance terms.
With reference to (15) we are now able to derive the following results for the bias
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and variance components, in view of Assumptions A7, A8 and B, and Corollary 1:
Bn :=
[
Em̂2(x)−m(x)
]
≤ hβλβ
∞∑
j=1
cjj
pβ (20)
Vn := Var
[
m̂2(x)− Em̂2(x)
]
≃ σ
2(x)ξ2
nϕx(hλ)ξ
2
1
, (21)
where λ and m̂2(·) are as in (4) and (14), respectively, and an ≃ bn means an = bn+o(1).
With these results we are now ready to construct the asymptotic normality of our
estimator.
3.2.3 Limiting distribution under independence
We first consider the situation in which there is a set of independent exogenous regres-
sors in the static regression context; that is, when marginal regressors Xs are i.i.d.,
satisfying Assumption D1. In this case, the asymptotic normality can be established
for a wide range of different choices of distributions.
Recall that under Assumption B2, the distribution function F of X2 is regularly
varying with the index of variation ρ < 0. Then by the characterisation theorem of
Karamata (1933) (see for example Feller (1971)), there always exists a slowly varying
function ℓ(x) that satisfies
F (1/x) = xρℓ(x). (22)
Now fix some p, the increment constant for bandwidth in Assumption B3, and denote
by L(t) the Laplace transform of X2. Then we define the following constants
Cℓ = lim
h→0
[
ℓ−1/2
(
h−
4p
2p−1
)]
C∗ =
(2π)(1+2pρ)(2p− 1)
Γ−1(1− ρ) · (2p) 2p(ρ+2)−12p−1
· ζ 2p(1+ρ)2p−1 , C∗∗ = (2p− 1) ·
(
K
2p
)2p/(2p−1)
and
ζ = −
∫ ∞
0
u−1/2pL′(u)
L(u) du, and V1 =
C∗Cℓξ2σ
2(x)
p∗(0)ξ21λ
1+2ρp
2p−1
,
where Γ(·) is the Gamma function, ξ1 and ξ2 are the constants specified in (9), λ is
the upper bound of the support of the kernel, p∗(·) is the Radon-Nikodym derivative
in B1. As pointed out by Dunker et al. (1999), the constant ζ may not exist in some
cases.
To aid the exposition, we compute the constants for some common, regularly vary-
ing distributions in Table 1 below.
The main result of this subsection now follows. The theorem derives the limiting dis-
tribution of the infinite-dimensional Nadaraya-Watson type estimator for every i.i.d.
regressor satisfying B2, and a set of sufficient regularity conditions under which the
expression is valid. Notice that the specific choice of the regressor does not affect the
rate of convergence.
Theorem 2. Suppose A2-A8 and B1-B4 hold. Let the marginal regressors Xs sat-
isfy Assumption D1. Then the estimator (12) with respect to the sample observations
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X2j ∼ F i.i.d. ρ limx→∞ ℓ(x) = C−2ℓ ζ
Uniform(1,b) −1 1 n/a
Gamma(α, β) −α βαα−1Γ(α)−1 απβ−1/2p
sin(π/2p)
exp(η) −1 η πη−1/2p
sin(π/2p)
Weibull(α, β) −α β n/a
Pareto(θ, µ) −1 µ/θ n/a
χ21 −1/2 (2/π)1/2 π2
(1−2p)/2p
sin(π/2p)
Table 1: Examples of some key constants for common distributions
{Yt, X⊺t }nt=1 satisfying S1 is asymptotically normal with the following limiting distribu-
tion:√
nh
1+2ρp
2p−1 exp
{
− C∗∗(λh)− 22p−1
}
V−11
[
m̂(x)−m(x)− Bn
]
=⇒ N (0, 1) , (23)
where Bn = O(hβ) is is the bias component as in (20).
3.2.4 Limiting distribution under gaussianity and dependence
The strict independence condition between the regressors assumed in the previous sec-
tion can be relaxed to allow mild dependence specified in Assumption D2. In doing so,
we shall make use of the arguments used in Hong, Lifshits and Nazarov (2015, Theo-
rem 1), where the asymptotics of the small deviation probability is investigated under
dependence. This setting not only grants sufficient flexibility in the static regression
case, but moreover allows distributional result for the autoregressive context where the
regressors constitute time lags of the response Xs = Yt−s, with dependence structure
as stipulated in Assumption S2 (and thereby satisfying D2). The cost required for this
modification is Gaussianity assumption on the regressor.
With reference to Table 1, we can easily compute the constants C∗ and C∗∗ for the
Gaussian case, denoted C∗G and C
∗∗
G respectively, as follows:
C∗G =
(2π)(1−p)(2p− 1)
2 · (2p) 3p−12p−1
·
[
π2(1−2p)/2p
sin(π/2p)
] −p
2p−1
, C∗∗G =
2p− 1
2
(
π
2p sin π
2p
) 2p
2p−1
.
With other constants defined as before, we now have the following asymptotic
normality for the case of dependent regressors. We reiterate that the result covers
both the regression and autoregression context (S1 and S2), and is invariant as long
as the cross-sectional dependence structure satisfies Assumption D2.
For the square summable sequence aj in (17) define
CA =
[
1
2π
∫ 2π
0
∣∣∣∣ ∞∑
j=0
aj exp(ijx)
∣∣∣∣1/p dx
]p
and V2 = C
∗
GCℓξ2ξ
−2
1 σ
2(x)
e−
1
2
‖Γ−1/2z‖22(CAλ)
1−p
2p−1
.
where σ2(·) is the conditional variance defined in Assumption B4 and z = (zj) =
(j−pxj). Then we have the following result:
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Theorem 3. Suppose A2-A8 and B1-B4 hold. Let the regressor X = (X1, X2, ...)
⊺
is
jointly normally distributed with zero mean and the covariance operator Γ, and satisfies
D2. Then, the estimator (12) with respect to sample observations {Yt, X⊺t }nt=1 satisfying
either S1 or S2 is asymptotically normal with the following limiting distribution:√
nh
1−p
2p−1 exp
{
− C∗∗G (CAλh)−
2
2p−1
}
V−12
[
m̂(x)−m(x)− Bn
]
=⇒ N (0, 1) , (24)
where Bn is again the bias component in (20).
Remark. The additional term CA is a function of the sequence aj that reflects the
dependence structure allowed between the regressors. This can be thought of as the
“penalty term” for allowing dependence. The exponential term in the denominator of
the asymptotic variance arises from the asymptotic equivalence relationship between
the shifted and non-shifted small deviation for ℓ2-valued Gaussian variables, see (59)
in the appendix.
3.3 Optimal Bandwidth
We now briefly discuss the issue of bandwidth choice. As in the finite dimensional
framework, the results above confirm the existence of the trade-off relationship be-
tween the order of bias and variance. As the bandwidth grows, the variance decreases
and the bound on the bias increases, vice versa. Therefore we may search for the op-
timal bandwidth hopt that balances the order of those two quantities by solving their
equivalence relation.
For example, as for the case of Gaussian regressor we have
hβ ∼
√
exp
(
Ch−2/(2p−1)
)
nh
1−p
2p−1
(25)
so that [
2β +
1− p
2p− 1
]
· log h− Ch− 22p−1 ∼ − log n.
Taking h ∼ (log n)a for some strictly negative a balances the leading terms on both
sides: [
2β +
1− p
2p− 1
]
· a · log log n− (log n)− 22p−1 ·a ∼ − log n. (26)
The explicit order a that solves (26) can be computed in terms of n, β and p. Writing
j := [2β + (1− p)/(2p− 1)] and k := 2/(2p−1) for the sake of simplicity, we can show
after some computation that
aopt =
j · W
(
k
j
· nk/j
)
− k log n
jk · log log n , (27)
where W(y) is the lambert W function, which returns the solution x of y = x · ex.
From this result the optimal bandwidth hopt ∼ (log n)aopt follows.
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Remark. We can search for the optimal bandwidth for the cases of non-Gaussian
regressors by following exactly the same manner as above, so tedious details are omit-
ted here. As regards the solution in (27), since the mapping x 7→ x · ex is not injective,
the solution may be multi-valued on the negative domain, i.e. y < 0. This does not
happen in (27) provided β ≥ 1/4 (however big p is), because (1−p)/(2p−1) is bounded
away from −1/2. .
Since the log terms dominate the double logarithm in (26) as the number of sample
n increases, it can be readily expected that the optimal value of a in (27) converges
to a limit in such a way that the leading orders are balanced. Below we introduce
without formal justification a result that gives the lower bound (infimum) of the op-
timal bandwidth. Obviously, the result holds for any choice of the distribution of the
regressor, since the order of the leading terms −2/(2p − 1) remains invariant as was
shown in (23) and (24).
Corollary 2. For any fixed choice of p > 1 and the distribution F of X2 satisfying
B2, the order of the optimal bandwidth aopt satisfies
aopt ↓
(
−2p− 1
2
)
as n→∞, (28)
which suggests that the lower bound of the optimal bandwidth is given by4
(logn)−
2p−1
2  hopt ∼ (log n)aopt . (29)
3.4 Uniform consistency
Uniform consistency of the Nadaraya-Watson estimator was first studied by Nadaraya
(1964, 1970) and subsequently by numerous others. To name a few earlier literature,
Devroye (1978) moderated the regularity conditions required in the previous papers,
and Robinson (1983) proved consistency for dependent sample data. In functional
statistics literature, only uniform consistency with respect to i.i.d. sample has been
established so far, see Ferraty et al. (2010). Following their approach, we introduce
the notion of Kolmogorov’s entropy which accounts for the complexity of infinite di-
mensional spaces.
Definition 5. Given some η > 0, let L(S, η) be the smallest number of open balls in
E of radius η needed to cover the set S ⊂ E. Then Kolmogorov’s η-entropy is defined
as logL(S, η).
From the definition it can be readily expected that Kolmogorov’s entropy depends
heavily on the nature/structure of the space we work on, and therefore is closely related
to the rate of convergence of the estimator.
It is well known that the regression function cannot be estimated uniformly over
the entire space because the magnitude of the regression function m(·) becomes non-
predictable as ‖x‖ → ∞, see Bosq (1996). In our framework, even greater restrictions
4The notation f  g means there exists some positive constant c such that limn→∞ f(n)/g(n) ≤ c.
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apply; since we are working on infinite sequence spaces, none of their subsets can be
covered by a finite number of balls, and L(S, η) then becomes infinite. Therefore, we
propose to adopt an approximation argument and consider uniform consistency over
a set whose effective dimension is increasing in sample size n. In particular, we define
the set
Sτ :=
{
u|(ui)i∈Z+ , uj = 0 for all j > τ, ‖u‖∞ ≤ λ
}
(30)
where τ = τn is some increasing sequence and fixed real number λ, and consider uni-
form consistency over this compact set. Kolmogorov’s entropy of the set Sτ is given
as follows:
Lemma 2. Kolmogorov’s η-entropy of Sτ defined in (30) with τ = τn(→ ∞) and
λ > 0 is
logL
(
Sτ , η
)
= log
[(
2λ
√
τ
η
+ 1
)τ ]
. (31)
Remark. We note that (31) is indeed in line with common intuition; as the
dimension τ increases, the number of balls with some fixed radius required to cover the
set goes off to infinity. The proof of this result can be done by exploiting the splitting
technique and then by attempting to cover the polyhedron of increasing dimension.
See appendix for details. From this result it readily follows that for fixed δ and λ,
Kolmogorov’s entropy logL(Sτ , η) is of order O(τ + τ · log τ) = O(τ log τ). As we shall
discuss below, this has some implications with regard to the choice of the sequence τn.
We now introduce some further assumptions needed for uniform consistency:
Assumptions C
C1. The Kolmogorov’s η-entropy logL(Sτ , η) satisfies
(logn)3+ǫ
nϕx(h)
< logL(Sτ , η) <
nϕx(h)
logn
for some ǫ ∈ (0, 1) (32)
Furthermore, 0 < ϕx(h) ≤ Ch <∞ and (log n)2/(nϕx(h)) −→ 0 as n→∞.
C2. The kernel function K is Lipschitz continuous on [0, λ].
Remark. The first part of assumption C1 specifies the rate at which Kolmogorov’s
entropy should behave in sample size n (hence in dimension τn) in order for the theory
to hold. From the upper and lower bound it readily follows that nϕ(h) must be of order
strictly bigger than (logn)2+ǫ/2. This assumption is general and is nothing restrictive;
for example, taking h ∼ (log n)−(2p−1)/2 in view of Corollary 2 and (27), it follows that
nϕ(h) ∼ (log n)(2p−1)β . In this case, assumption (32) is valid as long as p is moderately
large enough relative to β ≤ 1. The second part of C1 is straightforward, and the last
part only slightly strengthens the bandwidth condition in A2.
We now introduce the main result of this section. Note that with a slight abuse
of notation X is hereafter taken to mean the regressor, but with zeros after its τ th(=
τn →∞ as n→∞) entry; that is,
X = (X1, X2, ..., Xτ , 0, 0, ...)
⊺
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(so that the original X is recovered as n → ∞). Also, the regression operator and
the estimator with respect to this truncated regressor are denoted by mτ (·) and m̂τ (·),
respectively.
A stonger condition is needed on the rate of mixing; from hereafter, by S1’ and
S2’ we mean assumptions S1 and S2 but with the arithmetric mixing rate condition
strengthened to exponential mixing (cf. Definition 1) with some exponent ς > 0.
Theorem 4. Suppose that Assumptions A2-A8, B1-B3 and C1-C2 hold. Let the
marginal regressors Xs satisfy D1, and let τ = τn ∼ (log n). Then the estimator m̂τ (·)
with respect to sample observations {Yt, Xt}nt=1 satisfying S1’ is almost sure uniformly
consistent for m(x) = m(x1, ...) over Sτ :
sup
x∈Sτ
∣∣∣m̂τ (x)−mτ (x)∣∣∣ = Oa.s.
(
hβ +
√√√√√(log n)2 exp
{(
h2 + τ 1−2p
)−1/(2p−1)}
n
(
h2 + τ 1−2p
) 1+2pρ
2(2p−1)
)
, (33)
If alternatively Xs is Gaussian and satisfies D2, then the same conclusion holds with
respect to sample observations satisfying either S1’ or S2’:
sup
x∈Sτ
∣∣∣m̂τ (x)−mτ (x)∣∣∣ = Oa.s.
(
hβ +
√√√√√(log n)2 exp
{(
h2 + τ 1−2p
)−1/(2p−1)}
n
(
h2 + τ 1−2p
) 1−p
2(2p−1)
)
. (34)
Remark. The τ terms in the convergence rate reflects the penalty for truncation.
Since τ ∼ (log n) the order of the term h2 dominates that of τ 1−2p as long as h 
(log n)−(2p−1)/2. This can be done by choosing the bias-variance optimal bandwidth;
following the same arguments in the pointwise case, choosing h ∼ (log n)a and solving
for n we end up with
aopt =
j · W
[
k
j
exp(−k
j
2 log log n− k log n)
]
+ 2k log log n− k logn
jk log logn
.
And because the order of the leading terms is (logn)−(2p−1)/2 as in the pointwise case,
it is straightforward to see that the lower bound of the optimal bandwidth in Corollary
2 still continues to hold; that is, hopt  (logn)−(2p−1)/2. This is again invariant to the
choice of distribution F of the regressor.
We end up with the result that follows. Note that β is the measure of smoothness
defined in assumption A8.
Corollary 3. Suppose conditions assumed in Theorem 4 hold. Then, upon choosing
h ∼ (log n)aopt, we have
sup
x∈Sτ
∣∣∣m̂τ (x)−mτ (x)∣∣∣ = Oa.s.([log n]β·aopt). (35)
4 Appendix: Proofs of the main results
Throughout, C (or C ′, C ′′) is taken to mean some generic constant that may take
different values in different places unless defined specifically otherwise.
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4.1 Proof of Theorem 1
Recalling the decomposition (15):
m̂(x)−m(x) = Em̂2(x)−m(x)
m̂1(x)
+
m̂2(x)−Em̂2(x)
m̂1(x)
− m(x)[m̂1(x)− 1]
m̂1(x)
,
we shall show Em̂2(x)−m(x)→ 0 and m̂2(x)−Em̂2(x)→p 0, since m̂1(x)→p 1 will
then follow from the latter and complete the proof.
As regards the first ‘bias component’, denoting by E(x, λh) the infinite dimensional
hyperellipsoid centred at x ∈ RN with semi-axes hj in each direction we have
Em̂2(x)−m(x) = E
(
1
nEK1
n∑
t=1
KtYt −m(x)
)
=
1
EK1
EK1Y1 − EK1
EK1
m(x) =
1
EK1
E
[
E
[(
Y1 −m(x)
)
K1
∣∣∣X]]
=
1
EK1
E
[[
m(X)−m(x)
]
K1
]
≤ sup
u∈E(x,λh)
∣∣m(u)−m(x)∣∣ −→ 0 (36)
as n→∞, where Kt is the shorthand notation for K(‖H−1(x−Xt)‖) as introduced in
the main text above. The second equality is justified by stationarity that is preserved
under measurable transformation, and the last inequality is due to compact support
of the kernel and continuity of the regression operator at x (Assumption A1).
The next step concerns with the ‘variance component’, where the mean-squared
convergence of m̂2 − Em̂2 to zero will be shown. We write
m̂2 − Em̂2 = 1
n
n∑
t=1
1
EK1
{
KtYt − E(KtYt)
}
=:
1
n
n∑
t=1
Qt. (37)
The arguments to follow depend on the temporal dependence structure of Qt. In the
static regression case, Qt is a measurable function of Yt, X1t, X2t, . . ., and hence inher-
its their joint dependence structure. That is, Qt is also arithmetically α-mixing with
the rate specified in S1. In the autoregression case, we assume near epoch dependence
of Kt (and hence Qt; upon assuming a slightly stronger condition on the stability co-
efficient) on Yt as specified in Assumption S2, due to its dependence upon infinite past
of Yt. We shall hence deal with two cases separately.
Case 1: Static Regression. It is clearly sufficient to prove Var(m̂2 − Em̂2) → 0
to show mean squared convergence. Since Qt is (temporally) stationary we have
Var(m̂2 −Em̂2) = 1
n2
n∑
t=1
Var(Qt) +
2
n2
∑∑
1≤i<j≤n
Cov
(
Qi, Qj
)
(38)
=
1
n
Var(Q1) +
2
n2
∑∑
1≤|i−j|<n
Cov
(
Qi, Qj
)
=
1
n
Var(Q1) +
2
n2
n−1∑
s=1
(n− s) · Cov(Q1, Qs+1)
=: A1 + A2. (39)
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Now, by (7), (8) and Assumption A it follows that
A1 =
1
nE2K1
Var
(
K1Y1 −EY1K1
)
=
Var (K1Y1)
nE2K1
≤ EK
2
1Y
2
1
nE2K1
=
EK21Y
2
1 1{|Y | ≤ υ}
nE2K1
+
EK21Y
2
1 1{|Y | > υ}
nE2K1
≤ Cυ
2
nϕx(λh)
+
CE|Y |2+δυ−δ
nϕx(λh)
, (40)
where υ = υn is some increasing truncation sequence. Then (40) tends to zero if the
sequence is chosen to increase sufficiently slowly in such a way that υ = o(
√
nϕ).
We now move on to the second term A2 and investigate the covariance term. Since
measurable transformations of mixing variables preserve the mixing property, using
Davydov’s inequality, see Davydov (1968, Lemma 2.1) or Bosq (1996, Corollary 1.1),
and boundedness of the kernel functions (4) we have
∣∣Cov(Q1, Qs+1)∣∣ =
∣∣∣∣∣Cov
(
Y1
K1
EK1
, Ys+1
Ks+1
EK1
)∣∣∣∣∣
≤ 12C · {E|Yt|
2+δ} 22+δ s−kδ/(2+δ)
ϕx(hλ)2
. (41)
In the meantime,
∣∣Cov(Q1, Qs+1)∣∣ =
∣∣∣∣∣Cov
(
Y1
K1
EK1
, Ys+1
Ks+1
EK1
)∣∣∣∣∣
≤
∣∣∣∣∣E
(
Y1
K1
EK1
Ys+1
Ks+1
EK1
)∣∣∣∣∣+
∣∣∣∣∣E
(
Y1
K1
EK1
)
E
(
Ys+1
Ks+1
EK1
)∣∣∣∣∣
≤ C
ϕx(hλ)2
|E (K1Ks+1)|+ C
E2K1
|E (K1)E (Ks+1)|
≤ C
ϕx(hλ)2
· ψx(λh; 1, s+ 1) + C ′ ≤ C ′′ (42)
by stationarity, law of iterated expectation, boundedness of regression function, and
Assumption A6, A5 (along with the upper bound ψ(λh; 1, s+1) of EK1Ks+1 obtained
as a direct consequence of A5 following similar arguments used for Lemma 1).
With reference to (41) and (42), we take some increasing sequence rn → ∞ such
that rn = o(n), and write
n−1∑
s=1
∣∣Cov(Q1, Qs+1)∣∣ = rn−1∑
s=1
∣∣Cov(Q1, Qs+1)∣∣+ n−1∑
s=rn
∣∣Cov(Q1, Qs+1)∣∣
≤ C ′′(rn − 1) + n−1∑
s=rn
Cs−kδ/(2+δ)
ϕx(hλ)2
= O
(
rn +
r
−kδ/(2+δ)+1
n
ϕx(hλ)2
)
, (43)
which is O
(
ϕx(hλ)
−2(2+δ)/(kδ)
)
upon choosing rn ∼ ϕx(hλ)−2(2+δ)/(kδ).
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Consequently, since k ≥ 2(2 + δ)/δ it follows that
A2 :=
2
n2
n−1∑
s=1
(n− s) · Cov(Q1, Qs+1) = 2
n
n−1∑
s=1
(
1− s
n
)
· Cov(Q1, Qs+1)
= O
(
1
n[ϕx(hλ)]2(2+δ)/(kδ)
+
1
n2[ϕx(hλ)]2(2+δ)/(kδ)
)
= O
(
1
n[ϕx(hλ)]2(2+δ)/(kδ)
)
−→ 0 as n→∞ (44)
and the desired result is obtained.
Case 2: Autoregression. We return back to (37):
m̂2 − Em̂2 = 1
n
n∑
t=1
1
EK1
{
KtYt − E(KtYt)
}
=:
1
n
n∑
t=1
Qt. (45)
In this framework Kt = K(‖H−1(x − Xt)‖) is a function of (Yt−1, Yt−2, . . .); despite
loosing the mixing property, it inherits stationarity of the mixing process {Yt}. We
write Kt,(m) = Ψm(Yt, Yt−1, Yt−2, . . . , Yt−m+1) = E(Kt|Yt, . . . , Yt−m+1), where m is as
in assumption S2. Clearly, Kt,(m) preserves the mixing dependence structure of Yt by
elementary arguments, see e.g. Lu (2001, Remark 1(b)). Now write
m̂2 − Em̂2 = 1
n
n∑
t=1
1
EK1
[
Kt,(m)Yt − E
(
Kt,(m)Yt
)]
+
1
n
n∑
t=1
1
EK1
[
KtYt −Kt,(m)Yt
]
+
1
n
n∑
t=1
1
EK1
[
E
(
Kt,(m)Yt
)−E(KtYt)] = R1 +R2 +R3, (46)
and first consider the last term R3.
Fix some increasing sequence q = qn → ∞, and write Yt,L := Yt1{|Yt| ≤ q} and
Yt,U = Yt1{|Yt| > q}. Then
EYtKt,(m) = EYtK
(‖H−1(x−Xt)‖)− EYt,UK(‖H−1(x−Xt)‖)
+ EYt,LKt,(m) − EYt,LK
(‖H−1(x−Xt)‖)
+ EYt,UKt,(m)
= D1 +D2 +D3. (47)
The second part of D1 is given by
EYt,UK
(‖H−1(x−Xt)‖) ≤ E|Yt|1{|Yt|>q}K(‖H−1(x−Xt)‖)
≤ q−(δ+1)E|Yt|2+δ1{|Yt|>q}Kt
≤ Cq−(δ+1)E|Yt|2+δ1{|Yt|>q} = o(q−(δ+1)) (48)
because 1{|Yt|>q} = o(1) as n → ∞. Following similar arguments on D3 we have
D1 +D3 = EYtKt + o(q
−(δ+1)). So we are now left with the middle term D2:
D2 ≤ E |Yt,L|
∣∣Kt −Kt,(m)∣∣ = O (q√v2(mn)) (49)
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by Ho¨lder’s inequality. Therefore in view of (47),(48) and (49) we have
R3 =
1
nEK1
n∑
t=1
[
EKt,(m)Yt − E(KtYt)
]
= o
(
q−(δ+1)
ϕx(λh)
)
+O
(
q
√
v2(mn)
ϕx(λh)
)
, (50)
and upon choosing q = (ϕx(hλ)/n)
−1/(2(δ+1)) we have o(ϕ−1q−(δ+1)) = o(ϕ−1(ϕ/n)1/2) =
o(n−1/2ϕ−1/2) = o(1), and also
O
(
1
ϕx(hλ)
q
√
v2(mn)
)
= O
(
1
ϕx(hλ)
·
(
ϕx(hλ)
n
)−1/(2(δ+1))√
v2(mn)
)
= O
( √
v2(mn)
[ϕx(hλ)](2δ+3)/(2δ+2)n−1/(2(δ+1))
)
= o(1) (51)
by Assumption S2. Hence R3 = o(1) and similarly R2 = op(1).
As for the first term that remains, we can rewrite R1 as
1
n
n∑
t=1
[
Kt,(m)Yt − E(Kt,(m)Yt)
EK1,(m)
]
+
1
n
n∑
t=1
[
{Kt,(m)Yt −E(Kt,(m)Yt)} · {EK1,(m) − EK1}
EK1,(m) ·EK1
]
,
and denote by each summation as F1 and F2, respectively.
On noting that Kt,(m) is α-mixing, we follow the arguments we used for the static
regression case. Write (Kt,(m)Yt−E(Kt,(m)Yt))/EK1,(m) = Qt,(m); then since Qt is near
epoch dependent on Yt thanks to (the extra factor ϕ
−1 in) condition (13) stipulated
on the rate of stability, by using the approximation scheme one can readily see that
the first component F1 →p 0.
Furthermore, moving on to the next term we see that
F2 ≤
[
1
n
n∑
t=1
{Kt,(m)Yt −E(Kt,(m)Yt)}
EK1,(m)
]
· C
√
v2(mn)
EK1
= op
(√
v2(mn)
ϕx(hλ)
)
, (52)
completing the proof.
4.2 Proof of Theorem 2 and 3
With additional sumptions A7, A8 and B3 it follows that
Bn = Em̂2(x)−m(x) = E
(
1
nEK1
n∑
t=1
KtYt −m(x)
)
=
1
EK1
EK1Y1 − EK1
EK1
m(x) =
1
EK1
E
[
E
[(
Y1 −m(x)
)
K1
∣∣∣X]]
=
1
EK1
E
[[
m(X)−m(x)
]
K1
]
≤ sup
u∈E(x,λh)
∣∣m(u)−m(x)∣∣
≤ sup
u∈E(x,λh)
∞∑
j=1
cj
∣∣uj − xj∣∣β = ∞∑
j=1
cj(λhφj)
β = hβ
(
λβ
∞∑
j=1
cjj
pβ
)
<∞. (53)
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Moving on, rewriting the decomposition (15) as
m̂(x)−m(x)−B(x) = B(x) ·
[
1− m̂1(x)
]
m̂1(x)
+
m̂2(x)− Em̂2(x)−m(x)
[
m̂1(x)− 1
]
m̂1(x)
,
we see that it suffices to derive the limiting distribution of
m̂2(x)−Em̂2(x)−m(x)[m̂1(x)− 1]
=
1
n
n∑
t=1
1
EK1
[
KtYt −m(x)Kt −E(KtYt) +m(x)EKt
]
=:
1
n
n∑
t=1
Rnt, (54)
since m̂1(x)→p 1 as a consequence of Theorem 1. Now, with Assumption A6, B3, B4,
and the law of iterated expectations, the asymptotic variance of (54) is given by
Var[Kt(Yt −m(x))]
nE2K1
=
1
nE2K1
{
E
[
Kt(Yt −m(x))
]2
−E2[Kt(Yt −m(x))]}
=
1
nE2K1
{
E
[
σ2(X)K21
]
+ E
([
m(X)−m(x)
]2
K21
)}
=
1
nE2K1
{
σ2(x)EK21 + E
([
σ2(X)− σ2(x)
]
K21
)
+ o(1)EK21
}
=
EK21
nE2K1
(σ2(x) + o(1)) ≃ σ
2(x)ξ2
nϕx(hλ)ξ21
. (55)
Following similar arguments and using the latter assumption of B4, it can be readily
shown that the covariance term is of smaller order than (55).
Noting (53) and (55) we consider the normalized statistic R∗nt :=
√
ϕx(hλ)·Rnt and
derive the limiting distribution of (1/
√
n) · R∗nt. The usual procedure for establishing
the asymptotic normality for the case of dependent observations is to employ Bern-
stein’s blocking method; alternating blocks of two different sizes (hereafter referred to
as the “big” and “small” blocks) are chosen to partition the index set t = 1, . . . , n.
The argument proceeds by showing that the “small blocks” can be appropriately se-
lected in such a way that they can be omitted in large sample, and then asymptotic
independence can be obtained over the “big blocks”. One may then apply the stan-
dard arguments involving the Lindeberg-Feller central limit theorem upon checking
the Lindeberg conditions.
Below we shall only prove the autoregression case, where an additional step of
mixing approximation is added to the standard regression case. The asymptotic nor-
mality for the regression case was established by Masry (2005) in a general context; we
follow and briefly sketch his proof for the sake of completeness. Partition the index set
{1, . . . , n} by 2k(= 2kn → ∞) number of blocks of two different sizes that alternate
(called the “big-blocks” and the “small-blocks”, respectively), along with a single block
(the “last block”) that covers the remainder. The size of the alternating blocks is given
by an and bn respectively, where the one for the “big-blocks” an is set to dominate that
for the “small-blocks” bn in large sample, i.e. bn = o(an). More specifically, we take
kn = ⌊n/(an + bn)⌋ and an = ⌊
√
nϕx(λh)/qn⌋ where qn is a sequence of integer that
goes off to infinity; it then clearly follows that an/n→ 0 and an/
√
nϕx(λh)→ 0. We
also assume (n/an) · α∗(bn)→ 0, where α∗ is the mixing coefficient for R∗nt,(m) below.
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By construction above we can write
√
n
−1∑n
t=1R
∗
nt as the sum of the groups of
big-blocks B, small-blocks S and the remainder block R defined as
B := 1√
n
k−1∑
j=0
Ξ1,j =
1√
n
k−1∑
j=0
 j(a+b)+a∑
t=j(a+b)+1
R∗nt

S := 1√
n
k−1∑
j=0
Ξ2,j =
1√
n
k−1∑
j=0
 (j+1)(a+b)∑
t=j(a+b)+a+1
R∗nt

R := 1√
n
Ξ3,j =
1√
n
 n∑
t=k(a+b)+1
R∗nt
 .
The aim is to show that the contributions from the small and the last remaining
block are negligible, and that the big-blocks are asymptotically independent.
We first consider the big blocks B, writing
B =
k−1∑
j=0
 j(a+b)+a∑
t=j(a+b)+1
R∗nt,(m)
+ k−1∑
j=0
 j(a+b)+a∑
t=j(a+b)+1
R∗nt,(m) −
j(a+b)+a∑
t=j(a+b)+1
R∗nt
 = Q1 +Q2,
where m is as in S2 and R∗nt,(m) = E(R
∗
nt|Yt, . . . , Yt−m+1). As for the term Q2, write
Q2 =
k−1∑
j=0
j(a+b)+a∑
t=j(a+b)+1
(
R∗nt,(m) −R∗nt
)
=
k−1∑
j=0
j(a+b)+a∑
t=j(a+b)+1
1
EK1
[
KtYt −Kt,(m)Yt − E(KtYt) + E
(
Kt,(m)Yt
)]
−
k−1∑
j=0
j(a+b)+a∑
t=j(a+b)+1
1
EK1
·m(x)
[
Kt −Kt,(m) − EKt + EKt,(m)
]
= I1 + I2.
Noting that the terms being summed up in I1 are the same as those in R2+R3 in p. 24
and that R∗nt is near epoch dependent on Yt it can be easily seen that
√
n
−1Q2 = op(1)
by following similar arguments used before, and using the conditions on an, bn and kn.
Further, the asymptotic independence of terms in Q1 holds by the Volkonskii-Rozanov
inequality (see Fan and Yao (2003, p. 72)), and by the fact that (n/an) · α∗(bn)→ 0.
Moving on to the small blocks, due to stationarity we have
Var (S) = 1
n
Var
k−1∑
j=0
(j+1)(a+b)∑
t=j(a+b)+a+1
R∗nt

=
1
n
k−1∑
j=0
Var
 (j+1)(a+b)∑
t=j(a+b)+a+1
R∗nt
+ 1
n
k−1∑∑
j 6=l
Cov
 (j+1)(a+b)∑
t=j(a+b)+a+1
R∗nt,
(l+1)(a+b)∑
s=l(a+b)+a+1
R∗ns

=
1
n
k−1∑
j=0
(
bnVar(R
∗
nt) +
bn∑
t6=l
Cov(R∗nt, R
∗
nl)
)
+
1
n
k−1∑∑
j 6=l
bn∑
i,j=1
Cov
(
R∗n,i+wj , R
∗
n,r+wl
)
= Q1 +Q2 +Q3.
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where wj = j(a + b) + a.
Regarding the first term, similar arguments used in deriving (55) yield
Q1 =
1
n
knbn
[
ϕx(hλ)
1/2
]2
σ2(x)ξ2
ϕx(hλ)ξ21
=
knbnσ
2(x)ξ2
nξ21
−→ 0 (56)
because knbn/n ∼ bn/(an + bn) → 0. Now moving on to Q2 and Q3, the sum of
covariances can be dealt with in the same manner as we did for the variance using
(55), so Q2 → 0. Similarly for Q3, implying Var(S)→ 0 as desired. Convergence result
for the remainder R can be established similarly, and is bounded by C(an+bn)/n→ 0.
Consequently, upon checking the Lindeberg conditions it follows that∑
tRnt − ERnt√
nϕx(λh)−1σ2(x)ξ2ξ
−2
1
=
m2(x)−Em̂2(x)−m(x)[m̂1(x)− 1](√
nϕx(λh)
)−1√
σ2(x)ξ2ξ
−2
1
=⇒ N(0, 1). (57)
The rest of the proof concentrates on specification of the small ball probability:
ϕx(λh) = P
(‖H−1(x−X)‖ ≤ 1 · λ) = P (X ∈ E(x, λh))
= P
( ∞∑
j=1
j−2p
(
xj −Xj
)2 ≤ h2λ2) = P(‖z − Z‖ ≤ hλ)
=
∫
B(0,hλ)
dPz−Z(u) =
∫
B(0,hλ)
p∗(u) dPZ(u) ≃ p∗(0) · P (‖Z‖ ≤ hλ) (58)
for any constant vector z ∈ ℓ2, where p∗(·) is the Radon-Nikodym derivative of the
induced probability measure Pz−Z with respect to PZ (cf. Assumption B1); the explicit
form of the derivative is not known in general. Nonetheless, in the special case of
Gaussian process it is well-known that
P
(
‖z − Z‖ ≤ ǫ
)
≃ P
(
‖Z‖ ≤ ǫ
)
exp
{
− 1
2
‖Γ−1/2z‖2
}
as ǫ→ 0, (59)
where the asymptotic equivalence is obtained by establishing the upper and lower
bounds using Anderson’s inequality (e.g. Proposition 2, Lewandowski et al. (1995))
and the Cameron-Martin theorem, respectively. See for instance Zolotarev (1988), or
Li and Shao (2001) for detailed discussion.
Having reduced the problem of shifted small deviation probability to the non-
shifted case, we can now specify the explicit rate of convergence upon substituting
r = h2λ2, A = 2p, and a = 2p/(2p− 1) in Proposition 4.1 of Dunker et al. (1998) for
the i.i.d. case. In the dependent case, i.e. when the regressors satisfy Assumption D2,
the small ball probability can be specified in view of Theorem 1 of Hong, Lifshits and
Nazarov (2016), completing the proof.
4.3 Proof of Lemma 1 and 2
Lemma 1 is a straightforward extension of Lemma 4.3 and 4.4 of Ferraty and Vieu
(2006), and hence is omitted. Lemma 2 can be shown by noting that for each n the
τn-dimensional polyhedron D := {w = (wi)i≤τ ∈ Rτ , |wi| ≤ λ} can be covered by
([2λ
√
τ/ε+1])τ number of balls of radius ε, see Chate´ and Courbage (1997), and then
following the proof of Theorem 2 in Jia et al. (2003).
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4.4 Proof of Theorem 4
As before, we start from the decomposition (15):
m̂(x)−m(x) = 1
m̂1(x)
([
m̂2(x)− Em̂2(x)
]
+
[
Em̂2(x)−m(x)
]
−m(x)
[
m̂1(x)− 1
])
.
Noting that the small deviation for X = (X1, . . . , Xτ , 0, 0, . . .) is
ϕx(λh) = P
(
τ∑
j=1
j−2pX2j ≤ h2
)
≃ P
(
∞∑
j=1
j−2pX2j ≤ h2 + τ−2p+1
)
,
the proof reduces to showing three steps, where in the first step we show
sup
x∈Sτ
∣∣∣m̂2(x)−Em̂2(x)∣∣∣ = Oa.s.
(√
(logn)2
nϕx(λh)
)
. (60)
We cover the set Sτ defined in (30) by L = L(Sτ , η) number of balls of radius η denoted
Ik, each of which is centred at xk, for k = 1, ..., L. i.e. Sτ ⊂
⋃Ln
k=1B(xk,n, η). Then it
follows that
sup
x∈Sτ
∣∣∣m̂2(x)− Em̂2(x)∣∣∣ = max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣m̂2(x)− Em̂2(x)∣∣∣
= max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣m̂2(x)− m̂2(xk) + m̂2(xk)− Em̂2(xk) + Em̂2(xk)−Em̂2(x)∣∣∣
≤ max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣m̂2(x)− m̂2(xk)∣∣∣+ max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣Em̂2(xk)−Em̂2(x)∣∣∣
+ max
1≤k≤Ln
∣∣∣m̂2(xk)− Em̂2(xk)∣∣∣ =: R1 +R2 +R3. (61)
We first consider R1:
R1 = max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣m̂2(x)− m̂2(xk)∣∣∣
= max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣∣∣ 1nEK1
n∑
t=1
YtK
(
‖H−1(x−Xt)‖
)
− YtK
(
‖H−1(xk −Xt)‖
)∣∣∣∣∣
≤ max
1≤k≤Ln
sup
x∈Ik∩Sτ
C
nϕx(λh)
n∑
t=1
∣∣YtKt − YtKt,k∣∣ · 1E(x,λh)(Xt) · 1E(xk,λh)(Xt),
where Kt,k := K(‖H−1(xk − Xt)‖). Now, because the kernel function is assumed to
be Lipschitz continuous by Assumption C2, on choosing η = logn/n we get
R1 ≤ 1
n
n∑
t=1
|Yt|
ϕx(hλ)
ηh−11E(x,λh)∪E(xk ,λh)(Xt) =:
1
n
n∑
t=1
Jt,
where Jt is α-mixing under both assumptions S1’ and S2’. Then for some δ > 0
E|Jt|2+δ ≤ E|Yt|
2+δη2+δ
ϕx(λh)2+δh2+δ
ϕx(λh) ≤ C
(
log n
nϕx(λh)h
)1+δ
×
(
log n
nh
)
≤ C ′ (62)
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by Assumption A4 and C1, which suggests that for any positive t
P (|Jt| > t) ≤ E|Jt|
2+δ
t2+δ
≤ C ′t−(2+δ). (63)
Also, by Assumption A6 we have
E|Jt| ≤ E(E(|Yt||X))η
ϕx(λh)h
ϕx(λh) ≤ Cη
h
. (64)
By Lemma 2 we can specify the Kolmogorov’s entropy for Sτ with η = logn/n:
logL
(
S,
log n
n
)
= C log
[(
2λn√
logn
+ 1
)logn ]
∼ logn× log
[
2λn√
log n
]
for sufficiently large n and λ, implying that the order of Kolmogorov’s logn
n
entropy is
O
(
logL
(
Sτ ,
log n
n
))
= O
(
(log n)2 − log n[log logn]
)
= O
((
log n
)2)
. (65)
Now, with (63) we may apply the Fuk-Nagaev inequality5 with r = (logn)2 and
ε = ε0[logL
(
S, logn
n
)
/(nϕ(λh))]1/2 for some positive constant ε0. Then since
s2n :=
n∑
t=1
n∑
s=1
Cov (Jt, Js) ≤ C
(
1
ϕ(λh)
(logn)2
n2h2
− (logn)
2
n2h2
)
= O
(
n log n
ϕ(λh)
)
,
and because an exponentially α-mixing sequence is arithmetrically α-mixing with some
mixing rate k > 0, it follows that
P
(
1
n
∣∣∣∣ n∑
t=1
Jt − EJ1
∣∣∣∣ > ε0
√
logL
(
S, logn
n
)
nϕ(λh)
)
≤ 4
(
1 +
n2ε20 logL
(
S, logn
n
)
16(logn)2s2nnϕ(λh)
)− (log n)2
2
+
C ′ · n
(logn)2
(
(logn)4nϕ(λh)
n2ε20 logL
(
S, logn
n
)) (k+1)(2+δ)2(2+δ+k)
= 4
(
1 +
n
16s2nϕ(λh)
ε20
)− (log n)2
2
+
C ′ · n
(logn)2
(
ϕ(λh)
nε20
) 2k+kδ+2+δ
4+2δ+2k
(log n)
(k+1)(2+δ)
2+δ+k
≤ 4 exp
(
− ε
2
0(log n)
2n
32s2nϕ(λh)
)
+ C ′n
− kδ−(δ+2)
2(2+δ+k) (log n)
kδ−(δ+2)
2+δ+k ϕ(λh)
2k+kδ+2+δ
2(2+δ+k)
≤ 4 exp
(
− ε
2
0 logn
32
)
+ C ′
(
log n
n2
)kδ−(δ+2)
2+δ+k
(66)
by choosing k sufficiently large so that kδ > δ + 2 and Taylor expansion of log(1 + ǫ)
for sufficiently small ǫ > 0. Now summing up over n = 1 upto infinity, we see that
∞∑
n=1
P
(
1
n
∣∣∣∣ n∑
i=1
Ji − EJ1
∣∣∣∣ > ε0
√
(log n)2
nϕ(λh)
)
≤ C
∞∑
n=1
exp
(
− ε
2
0 log n
32
)
+
∞∑
n=1
(
log n
n2
)kδ−(δ+2)
2+δ+k
<∞
5See Rio (2000, p. 87) for details; the exact bounds of the constants are specified.
by choosing ε0 sufficiently big (i.e. any finite real number strictly bigger than 4
√
2).
Hence by (64) and by the Borel-Cantelli lemma we have
R1 = max
1≤k≤Ln
sup
x∈Ik∩Sτ
∣∣∣m̂2(x)− m̂2(xk)∣∣∣ ≤ O(η
h
)
+Oa.s.
(√
(log n)2
nϕx(λh)
)
= O
(√
(logn)2
n2h2
)
+Oa.s.
(√
(logn)2
nϕx(λh)
)
= Oa.s
(√
(logn)2
nϕx(λh)
)
. (67)
For the second term R2, following similar arguments as above we can show that
R2 ≤ max
1≤k≤Ln
sup
x∈Ik∩Sτ
E
∣∣m̂2(x)− m̂2(xk)∣∣ = O
(√
(log n)2
nϕx(λh)
)
. (68)
Next we study the last component:
R3 = max
1≤k≤Ln
∣∣m̂2(xk)− Em̂2(xk)∣∣ =: max
1≤k≤Ln
∣∣Wn(xk)∣∣ (69)
where
Wn(x) = m̂2(x)− Em̂2(x) = 1
nEK1
n∑
t=1
[
YtKt −EYtKt
]
=
1
n
n∑
t=1
[
YtKt
EK1
− EYtKt
EK1
]
=:
1
n
n∑
t=1
Qt
as defined in (37), and by elementary arguments
P
(
max
1≤k≤Ln
|m̂2(xk)− Em̂2(xk)| > ε
)
≤ Ln · sup
x∈S
P
( |Wn(x)| > ε). (70)
As we did before in the pointwise case, we must separately consider the cases of
regression and autoregression because the asymptotic arguments to follow depends
upon the temporal dependence structure of Qt.
In the regression case, we use the exponential inequality of Bosq (1996, Theorem
1.3.2) for α-mixing sequence. We note that |Qt| ≤ C/ϕx(hλ) =: b for all t, and that
σ2(m) := p · Var(Qt) = O(p/ϕ(hλ)) (where p = n/(2q) and q = log n
√
n/
√
ϕ) by the
Cauchy-Schwarz inequality and assumption A4. Hence, it follows that
v2(m) =
2
p2
σ2(m) +
bε
2
≤ Cq
nϕx(hλ)
+
Cε
ϕx(hλ)
≤ C
′ε
ϕx(hλ)
,
where ε = ε0
√
logLn/(nϕ), and by assumption S1 that
P
(∣∣∣m̂2(x)− Em̂2(x)∣∣∣ > ε0
√
logL
(
S, logn
n
)
nϕ(λh)
)
≤ 4 exp
{
− ε
2q
8v2(m)
}
+ 22
(
1 +
4b
ε
)1/2
qα
([
n
2q
])
≤ 4 exp
{
−ε0qϕ
√
logLn
8
√
nϕ
}
+ 22
(
1 +
4
√
nϕ
ϕ logn
)1/2
log n
√
n√
ϕ
α
([ √
nϕ
2 logn
])
≤ 4 exp
{
−ε0 logLn
8
}
≤ CL−ε0/8n , (71)
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due to exponential decay of α(·); with (70) the desired result follows by choosing ε0
large enough.
In the autoregression case (i.e. under assumption D2), using the mixing approxi-
mation techniques adopted in Section 4.1. and following the arguments in (46), (51)
and (52), it can be readily shown that the same conclusion can be derived; that is:
R3 = max
1≤k≤Ln
∣∣∣∣m̂2(xk)−Em̂2(xk)∣∣∣∣ = Oa.s.
(√
(logn)2
nϕx(λh)
)
. (72)
Now returning back to where we started, viewing m̂1(x) as a special case of m̂2(x)
with Yt = 1 ∀t, we can repeat the above procedure, yielding (since Em̂1(x) = 1)
sup
x∈Sτ
∣∣∣m̂1(x)− 1∣∣∣ = Oa.s.
(√
(log n)2
nϕx(λh)
)
. (73)
Finally the proof is complete in view of (60), (67), (68), (72), (73), and the contribution
from the bias component.
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