Abstract -The first boundary value problem for a singularly perturbed parabolic PDE with convection is considered on an interval. For the case of sufficiently smooth data, it is easy to construct a standard finite difference operator and a piecewise uniform mesh condensing in the boundary layer, which gives an ε-uniformly convergent difference scheme. The order of convergence for such a scheme is exactly one and close to one up to a small logarithmic factor with respect to the time and space variables, respectively. In this paper we construct high-order time-accurate ε-uniformly convergent schemes by a defect-correction technique. The efficiency of the new defect-correction scheme is confirmed by numerical experiments.
We consider the first boundary value problem for a singularly perturbed parabolic PDE with convection on an interval. The highest derivative in the equation is multiplied by an arbitrarily small parameter ε. When the parameter ε tends to zero, boundary layers may appear, which leads to difficulties when classical discretization methods are applied, because the error in the approximate solution depends on the value of ε. The appropriate location of the nodes is needed to ensure that the error is independent of the parameter value and depends only on the number of nodes in the mesh. Special schemes with this property are called ε-uniformly convergent. In [1] [2] [3] [4] [5] we introduced and analysed ε-uniformly convergent difference schemes for singularly perturbed boundary value problems for elliptic and parabolic equations. If the problem data is sufficiently smooth, for the parabolic equations with convection terms, the order of ε-uniform convergence for the scheme studied is exactly one and up to a small logarithmic factor one with respect to the time and space variables, respectively, i.e. O´N 1 ln 2 N · K 1 µ, where N and K are the number of intervals in the space and time discretization. Because the amount of the computational work is proportional to the number K, the higher-order accuracy in time can considerably reduce the computational cost. Therefore it is of interest to develop methods for which the order of convergence with respect to the time variable is increased.
For equations without convective terms the improvement of the accuracy in time, preserving ε-uniform convergence, by means of a defect-correction technique was also studied in [4, 5] . In this paper we develop schemes for which the order of convergence in time can be arbitrarily large if the solution is sufficiently smooth. They are also based on the defect-correction principle, but for a new class of singular perturbation problems, i.e. for equations with convective terms. In contrast to our previous papers [4, 5] , here we use the new experimental technique for the determination of convergence orders. As a result, we carry out a sufficiently accurate analysis of the errors in the numerical solutions, which strongly supports the nontrivial theoretical results.
THE STUDIED CLASS OF BOUNDARY VALUE PROBLEMS
On the domain G ´0 1µ ¢´0 T ℄ with the boundary S G Ò G we consider the following singularly perturbed parabolic equation with the Dirichlet boundary conditions: Hereafter the notation is such that the operator L´a bµ is first introduced in equatioń a bµ:
For S S 0 S L we distinguish the lateral boundary S L ´x tµ : x 0 or x 1, 0 t T and the initial boundary S 0 ´x tµ : x ¾ 0 1℄ t 0 . In ( When the parameter ε tends to zero, the solution exhibits a layer in a neighbourhood of the set S L 1 ´x tµ : x 0 0 t T , i.e. the left side of the lateral boundary. This layer is described by an ordinary differential equation (an ordinary boundary layer).
DIFFERENCE SCHEME ON AN ARBITRARY MESH
To solve problem (1.1) we first consider a classical finite difference method. On the set G we introduce the rectangular mesh
where ω is the (possibly) non-uniform mesh of nodal points x i on 0 1℄, ω 0 is a uniform mesh on the interval 0 T ℄, N and K are the numbers of intervals in the meshes ω and ω 0 , respectively. We define
In the following we denote by M (or m) sufficiently large (or small) positive constants which do not depend on the value of the parameter ε or on the difference operators.
For problem (1.1) we use the difference scheme [9] Λ´2 2µ z´x tµ f´x tµ
derived from the a priori estimates of the solution and its derivatives. The way to construct the mesh for problem (1.1) is the same as in [4, 5, 11] . More specifically, we take
where ω 0 is the uniform mesh with step-size τ T K, i.e. ω 0 ω 0´2 1µ , and ω £ ω £´σ µ is a special piecewise uniform mesh depending on the parameter σ ¾ R, which depends on ε and N. We take σ σ´3 1µ´ε Nµ min´1 2 m 1 ε ln N µ, where m m´3 1µ is an arbitrary number from the interval m 0 min G a 1´x tµb´x tµ℄. The mesh ω £´σ µ is constructed as follows. The interval 0 1 ℄ is divided into two parts 0 σ ℄ and σ 1 ℄, σ 1 2 . In each part we use a uniform mesh with N 2 subintervals both on 0 σ ℄ and σ 1 ℄. 
The proof of this theorem can be found in [10, 12] .
NUMERICAL RESULTS FOR SCHEME (2.2), (3.1)
To see the effect of the special mesh in practice, we take the model problem In Table 1 the function E´N K εµ is defined by (4.2). Here K N. In the bottom row E´Nµ gives the computed maximum pointwise errors for each column.
IMPROVED ACCURACY IN TIME

A scheme based on defect correction
In this section we construct a new discrete method based on defect correction, which also converges ε-uniformly to the solution of the boundary value problem, but with an order of accuracy (with respect to τ) higher than that in (3.2).
To improve time-accuracy we use the technique based on the one proposed in [4, 5] . For the difference scheme (2.2), (3.1) the error in the approximation of the partial derivative´∂ ∂tµ u´x tµ is due to the divided difference δ t z´x tµ and is associated with the truncation error given by the relation
Therefore we now use for the approximation of´∂ ∂tµ u´x tµ the expression Moreover, in a similar way we can construct an ε-uniform difference approximation with a convergence order higher than two (with respect to the time variable) and O´N 1 ln Nµ with respect to the space variable.
The defect-correction scheme of second-order accuracy in time
We denote by δ kt z´x tµ the backward difference of order k:
To construct the difference schemes of second-order accuracy in τ in (5.2), instead of´∂ 2 ∂t 2 µu´x tµ we use δ 2t z´x tµ, i.e. the second divided difference of the solution to the discrete problem (2.2), (3.1). On the mesh G h we write the finite difference scheme (2.2) in the form
where z´1 µ´x tµ is the uncorrected solution. For the corrected solution z´2 µ´x tµ we solve the problem for´x tµ ¾ G h :
Here the derivative´∂ For simplicity, in the remainder of this subsection we suppose that the coefficients a´x tµ, b´x tµ do not depend on t:
a´x tµ a´xµ b´x tµ b´xµ ´x tµ ¾ G (5.5) and we take the homogeneous initial condition:
Under the conditions (5.5), (5.6), the following estimate holds for the solution of problem (5.4), (3.1):
Theorem 5.1. Suppose the conditions´5 5µ,´5 6µ hold and for the functions in
Let the condition´8 1µ with n 1 be satisfied. Then the estimate´5 7µ holds for the solution of the difference scheme´5 4µ,´3 1µ.
Proof. The proof of Theorem 5.1 is given in the Appendix, see Subsection 8.2.
The defect-correction scheme of third-order accuracy in time
The above procedure can be used to obtain an arbitrarily high order of accuracy in time. Here we only show how to construct the difference scheme of third-order accuracy. On the grid G h we consider the difference scheme
Here z´1 µ´x tµ and z´2 µ´x tµ are the solutions of problems (5.3), (3.1) and (5.4), (3.1), respectively, the derivatives´∂ 2 ∂t 2 µu´x 0µ,´∂ 3 ∂t 3 µu´x 0µ are obtained from equation (1.1a) as before. The coefficients C i j are chosen such that they satisfy the conditions:
It follows that
By z´3 µ´x tµ we denote the solution of the difference scheme (5.8), (3.1) and, as before, for simplicity we introduce the homogeneous initial conditions
Under the conditions (5.5), (5.9) the following estimate holds for the solution of the difference scheme (5.8), (3.1): 
NUMERICAL RESULTS FOR THE TIME-ACCURATE SCHEMES
We find the solution of the boundary value problem
It should be noted that the solution of this problem is singular. The idea of using the analytical solution of problem (6.1) to compute errors in the approximate solution, as was done in [4, 5] , is appealing. But here the suitable (for computation) representation of the solution u´x tµ is unknown. It is possible to use, as the exact solution, the solution of the grid problem on a very fine mesh with a large number of nodes. But this method is not efficient because the analysis of the order of accuracy for a defect-correction scheme requires a very dense mesh, which leads to high computational costs and, besides, to large round-off errors.
Here we use the method from [6] , which is different from the above techniques. The solution of problem (6.1) is represented in the form of the sum:
where V´1 µ´x tµ is the main singular part (two first terms) of the asymptotic expansion of the solution of problem (6.1), and v´x tµ is the remainder term, which is a sufficiently small smooth function. The function V´1 µ´x tµ has a sufficiently simple analytical representation:
The function v´x tµ is the solution of the problem
For the function v´x tµ the estimate holds:
Then the function v´x tµ and the product ε 2´∂4 ∂x 4 µv´x tµ are ε-uniformly bounded. Thus, we can consider v´x tµ as the regular part of this solution. 32-1 1.36-1 1.02-1 6.80-2 The computational process (1) and (2) is repeated for all values of ε 2 n , n 0 2 4 12. As a result, we get E´N K εµ for various values of ε, N, K for each of the functions z´1 µ´x tµ, z´2 µ´x tµ, z´3 µ´x tµ. Analysing these results, we observe the convergence of the solutions for increasing N K for any of the functions z´1 µ , z´2 µ , z´3 µ and for all used values of ε. In order to illustrate this result we give Table 2 for ε 2 10 . The analogous tables for other values of ε are similar.
In Table 2 the values of E´N Kµ are given for the functions z´1 µ , z´2 µ , and z´3 µ . For each of them we see decreasing errors for N K, i.e. we have ε-uniform convergence. But the order of convergence, which we observe, is approximately equal to one for all functions. All the errors corresponding to the same values of N, K but to different z´k µ are similar.
We know that the error of approximation consists of two parts. One part is due to the discretization of the space derivatives and the second is due to the time discretisation. For brevity, these components will be referred to as the space error and the time error. Since by the defect correction we improve only the accuracy with respect to the time, we expect a decreasing time error. It can be much smaller than the space error and therefore the observed error in Table 2 corresponds only to the space error. In order to show this we split the combined error into the space error (Table 3 ) and the time error (Table 5 ). The structure of Table 3 is similar to that of Table 2 . We see that the errors are the same for all different K. The orders of the errors in Table 2 and Table 3 are the same. From Table 3 we construct In Table 4 we see the first order of convergence with respect to the space up to a small logarithmic factor.
In a similar way we construct Table 5 for the time errror:
and Table 6 for their ratios:
And now we see very interesting results in Table 5 : (1) we see that the time error is essentially smaller than the space error. This explains the fact that we do not see the influence of the time error in Table 2 ; (2) the errors for z´1 µ are larger than those for z´2 µ and the errors for z´2 µ are larger than those for z´3 µ ; (3) we see that approximately the same error ( 10 6 ) is obtained for z´1 µ at K 512, for z´2 µ at K 32, and for z´3 µ at K 16. Because the computational cost is proportional to K, we see that the computational cost is reduced by the defect correction; (4) 
CONCLUSION
In this paper we have shown the possibilities of the defect-correction procedure used to improve the time-accuracy for a parabolic PDE, which, besides, ensures ε-uniform first-order accuracy in the space discretization.
The error of the approximation consists of two parts. One part is due to the discretization of the space derivatives and the second is due to the time discretisation. We use the defect-correction process only for the improvement of the accuracy with respect to the time and it does not change the error with respect to the space variable. Applying the new experimental technique for the determination of the convergence orders, we have investigated separately the numerical results for the time and space error components. We emphasize that the time error was found as the value of order 10 4 -10 11 whereas the space error is the value of order 10 2 -10 3 . Thus, the time error is considerably smaller than the space error, and the total error is essentially equal to the space error.
The numerical results confirm that the order of convergence with respect to the space variable is close to one. By defect correction we are able to increase considerably the time accuracy of the approximate solution, i.e. from the 1st to the 2nd and the 3rd order. The numerical experiments confirm this fact. As a result, we can essentially decrease the number of time intervals and therefore the computational cost.
APPENDIX
Estimates of the solution and its derivatives
In this Appendix we use the a priori estimates for the solution of problem (1.1) on the domain G D ¢ 0 T ℄ and for its derivatives as derived for elliptic and parabolic equations in [10, 11, 13] .
We denote by H´α µ´G µ H α α 2´G µ the Hölder space, where α is an arbitrary positive number [7] . We suppose that the functions f´x tµ and ϕ´x tµ satisfy compatibility conditions at the corner points, so that the solution of the boundary value problem is smooth for every fixed value of the parameter ε.
For simplicity we assume that at the corner points S 0 S 1 the following conditions hold:
where α℄ is the integer part of a number α , α 0 , n 0 is an integer. We also suppose that α℄ · 2n 2. Using the interior a priori estimates and estimates up to the boundary for the regular function u´ξ tµ (see [7] ), where u´ξ tµ u´x´ξµ tµ, ξ x ε, we find foŕ
This estimate holds, for example, for
where ν is some small number. 
x tµ ¾ G k · 2k 0 2n · 2 where r´x 0µ is the distance between the point x ¾ 0 1℄ and the endpoint x 0 at which the boundary layer occurs, m´8 7µ is a sufficiently small positive number. The estimates (8.6) The function ω´x tµ is the solution of the problem
The above assumptions and Theorem 8.1 lead to the estimates of the truncation error (the derivation technique for these estimates is shown, for example, in [8, 10] ):
where U´x tµ and W´x tµ are the regular and singular parts of the solution from (8.4); σ σ´3 1µ , m m´8 7µ . For the components W´x tµ and W h´x tµ the following estimate holds:
Here W h´x tµ is the solution of the problem
Using the maximum principle, we estimate ω´x tµ:
Further, for the derivatives we proceed in a similar way. On the boundary we have
i.e. the function δ t z´x τµ approximates δ t u´x τµ ε-uniformly. Now it is easy to see that the solution of the difference problem (8.9) approximates the solution of the differential problem (8.10) for the divided difference. Thus, using the same argument as above, we derive the estimate
Now for the second difference derivative we show that under the condition (5.6) the function δ 2t z´x tµ approximates the function δ 2t u´x tµ ε-uniformly on the set G 2℄ h . Thus, the functions δ 2t z´x tµ and δ 2t u´x tµ are the solutions of the equations
These equations are found by applying the operator δ t to the equations (8.9a), (8.10a We continue the proof by estimating δ 2t u´x tµ δ 2t z´x tµ for t 2τ. Note that the functions δ 2t u´x tµ and δ 2t z´x tµ are the solutions of the differential and difference equations obtained from equations (1.1) and (5.3), respectively, by applying the operator δ 2t . Moreover, the difference equation for δ 2t z´x tµ approximates the differential equation for δ 2t u´x tµ ε-uniformly. On the boundary S h , for x 0 or x 1 we have δ 2t u´x tµ δ 2t z´x tµ. 
