In this paper, we analyze a variety of approaches to obtain lower bounds for multilevel production planning problems with big bucket capacities, i.e., problems in which multiple items compete for the same resources. We give an extensive survey of both known and new methods, and also establish relationships between some of these methods that, to our knowledge, have not been presented before. As will be highlighted, understanding the substructures of difficult problems provide valuable insights on why these problems are hard to solve. We conclude with computational results from widely used test sets and discussion of future research.
Introduction
Production planning problems have drawn considerable interest from both researchers and practitioners since the seminal paper of Wagner and Whitin [1] . These problems search for the production plan with the minimum total cost, which consists of fixed charges such as setup costs and linear charges such as inventory holding costs, that satisfies demand and follows restrictions of the production environment such as those imposed by capacities. The focus of this paper is on multi-level, multi-item production planning problems with "big bucket" capacities, i.e., each resource is shared by multiple items. These problems often have complicated BOM (Bills of Materials) structures, where the BOM details which items are required to produce another item. Due to these prerequisites, the BOM often has multiple levels, where the last level can be thought of as finished products, the next-to-last level can be thought of as items required to make finished products, and so forth.
The MRP (Materials Requirement Planning) approach and its successors MRP-II (Manufacturing Resource Planning) and ERP (Enterprise Resource Planning) have been widely used in the manufacturing industry to generate production plans. While they do provide accurate accounting for BOM structures, these approaches fail to account accurately for capacity restrictions and hence they do not consistently achieve feasible (let alone high quality) production plans. Realistic multi-level multi-item production planning problems are complicated and computationally challenging to solve, and therefore the development of computationally effective methods to tackle these problems is necessary.
On the theoretical side, the capacitated version of even the single-item lotsizing problem is N P-hard (see Florian et al. [2] and Bitran and Yanasse [3] ). Because of problem complexity, dynamic programming algorithms have been proposed only for some special cases of the problem, see e.g. Zangwill [4] , Florian and Klein [5] , Federgruen and Tzur [6] , Aggarwal and Park [7] .
Heuristic algorithms have been employed for production planning problems by many researchers with the hope of obtaining good solutions in acceptable computational times. For a general review of earlier lot-sizing heuristics, refer to Maes and Van Wassenhove [8] . Heuristic frameworks in general use some decomposition ideas, such as Lagrangian-based decomposition (e.g. Trigeiro et al. [9] , Tempelmeier and Derstroff [10] ), forward scheme and relax-and-fix (e.g. Afentakis and Gavish [11] , Belvaux and Wolsey [12] , Stadtler [13] , Federgruen et al. [14] ) and coefficient modification (e.g. Katok et al. [15] , Van Vyve and Pochet [16] ). The main disadvantage of the heuristic algorithms is the lack of guarantee of solution quality, and they also do not always provide useful insights about basic problem structures.
Mathematical programming results on production planning problems have usually focused on special cases such as single-item problems, and they have been limited for problems with big bucket capacities. We will briefly discuss these techniques in two subgroups: 1) Valid inequalities that are added into the original formulation using separation algorithms, and 2) Extended reformulations that solve the problem in a different variable space.
The first polyhedral study that defines problem-specific valid inequalities for production planning problems is the study of Barany et al. [17] . The authors propose the family of ( , S) inequalities for the single-item uncapacitated lotsizing problem, which describe the polytope of these problems. Some special cases of lot-sizing problems are investigated in Küçükyavuz and Pochet [18] (uncapacitated problem with backlogging), Pochet and Wolsey [19] (constant capacities), Loparic et al. [20] (uncapacitated problem with sales and safety stocks), and Constantino [21] (uncapacitated problem with start-up costs). Chan et al. [22] study a warehouse problem that has a similar structure to a multi-item production planning problem having piecewise-linear costs associated with capacities. Atamtürk and Muñoz [23] provide a recent polyhedral study that investigates the bottleneck cover structure in capacitated singleitem problems. Pochet and Wolsey [24] study multi-item problems using valid inequalities, extending some single-item results to the multi-level case. On the other hand, Miller et al. [26, 27] provide rare results on multi-item problems with big-bucket capacities, where the authors study single-period relaxations and propose valid inequalities. In a recent study, Levi et al. [28] study a version of the capacitated multi-item problem and they propose an approximation algorithm based on generating flow cover inequalities and randomized rounding.
Extended reformulations provide interesting results for production planning problems. A compact extended reformulation is the facility location reformulation of Krarup and Bilde [29] , which defines the convex hull of the uncapacitated single-item problem when projected to original variable space. Eppen and Martin [30] study the shortest path reformulation, which is of smaller size compared to facility location reformulation. Rardin and Wolsey [31] investigate the multi-commodity reformulation for fixed-charge network problems. Belvaux and Wolsey [32] and Wolsey [33] are recent studies about reformulations and modeling issues. Anily et al. [34] provide tight reformulations for some special cases of the multi-item problem with joint setups.
In spite of this research, big bucket production planning problems remain hard to solve. Part of the reason for this is that most previous research focuses on developing and using results for single-item models, which are not sufficient to capture the fundamental sources of complexity of big bucket problems. The primary goals of this paper are to evaluate the strength of the relaxations defined by different mathematical programming techniques and to investigate why big bucket production planning problems are hard to solve in practice. More specifically, we are not primarily interested in extending single-item results to general production planning problems, but we want to discover relationships between different methods for generating lower bounds and the fundamental substructures that often make these methods insufficient to solve these problems well. We will consider all known methods for generating lower bounds of which we are aware, and we will investigate previously untried methods as well.
We can formulate the basic model that we study as follows:
In this formulation, NT , NI and NK are the number of periods, items, and machines, respectively. The set endp includes all of the end-items, i.e. items with external demand; the other items are assumed to have only internal demand. (We lose no generality with this assumption, since any item that has both internal and external demand can be considered to be two distinct items, where the data not related to the demand and BOM is identical for these two items.) The variables x i t , y i t , and s i t represent production, setup, and inventory amounts for item i in period t, respectively. The setup and inventory cost coefficients are represented by f i t and h i t for each period t and item i. The parameter δ(i) represents the set of immediate successors of item i, and the parameter r ij represents the number of items required of i to produce one unit of j, not only for immediate but for all dependencies between i and j. The parameter d i t is the demand for end-product i in period t, and d i t,t is the total demand for i from period t to t , i.e., d
The parameter a i k represents the time necessary to produce one unit of i on machine k, and ST i k is the setup time for item i on machine k, which has a capacity of C k t in period t. Note that each item is processed by a preassigned machine, and we assume that each item is assigned only to one machine. (In many situations in both practice and the literature this assumption holds; when it does not, the formulation can be modified by including an additional index k on the x and y, updating the flow balance constraints, etc. In general, the results we discuss apply to these more general models as well-as has been previously observed by Miller [25] , Stadtler [13] , and others).
The constraints (2) and (3) ensure production balance and demand satisfaction for end-items and intermediate items respectively, (4) are the big bucket capacity constraints, (5) ensure that the setup variable is set to be 1 if there is positive production, and finally (6), (7) , and (8) provide the integrality and
Finally, to eliminate the original inventory variable s, we define echelon inventory holding costs
, and replace the objective function (1) with
We can therefore define the feasible region of the production planning problem as X = {(x, y, E)|(4)−(7), (11)− (13)}, which will be referred in the remainder of the paper as the "basic formulation". The production planning problem can be defined as min{ (14) |(x, y, E) ∈ X}. We could easily include overtime (i.e., extra capacity that can be bought with an additional cost) or backlogging (i.e., satisfying demand later than requested by the customer with a cost for customer dissatisfaction) variables to generalize this basic model, and some of the test problems we consider in Section 4 incorporate them.
For simplicity, we will sometimes use conv(a) to denote conv((x, y, E)|(a)), where (a) is a set of constraints. For example, {(x, y)|(7) ∩conv((6))} represents {(x, y)|(7)} ∩ conv({(x, y)|(6)}) in our notation, or, equivalently {(x, y)| (7), 0 ≤ y ≤ 1}.
In Section 2, we provide a comprehensive survey of lower bounding methods presented in previous research, and we discuss previously untested methods as well. Section 3 is devoted to theoretical comparisons of different techniques, which can provide structural insight into multi-level big bucket problems. In Section 4, we present extensive computational comparisons obtained using widely known data sets. We conclude with future directions in Section 5.
Valid Inequalities, Reformulations, and Relaxations
In this section we discuss different approaches to obtain lower bounds. These methods vary from defining valid inequalities and reformulations to the use of Lagrangian relaxation.
The first technique we consider is the use of ( , S) inequalities of Barany et al. [17] defined for single-item problems, and generalized by Pochet and Wolsey [24] to multi-level problems using the echelon reformulation. These can be defined as follows:
Since these inequalities are valid for the single-item submodels defined by each item, they are valid for the multi-item problem as well. Although there is an exponential number of these inequalities, a simple polynomial separation algorithm exists as shown in Barany et al. [36] , see Algorithm 1. As will be discussed later, there exist stronger formulations than that provided by using the ( , S) inequalities alone, but ( , S) inequalities have good practical use, especially when considering large problems.
The feasible region associated with this formulation can be defined as X LS = {(x, y, E)|(4)−(7), (11)−(13), (15)}, and the problem can be defined as Z LS = min{ (14) |(x, y, E) ∈ X LS }.
The next technique is the facility location reformulation, originally defined by Krarup and Bilde [29] for the single-item problem. This reformulation divides
Add the violated ( , S) inequality production according to which period it is intended for. This requires first defining new variables u i t,t , which indicate the production of item i in period t to satisfy the demand of period t , where t ≥ t. The following constraints should be added into the basic formulation to finalize the reformulation:
This formulation adds O(NT 2 NI) variables and O(NT 2 NI) constraints to the problem.
One advantage of using the new variables u i t,t is that we can rewrite the capacity constraint (4) as follows:
This, along with constraints (16), can considerably help a state-of-the-art MIP solver generate knapsack cover cuts. Specifically, note that by adding
t on both sides and after rearranging the terms, (20) can be rewritten as
For each fixed pair of (t, k), and for any subsets I ⊆ {1, ..., NI} and T ⊆ {t, ..., NT }, we may generate cover cuts for each of the following continuous 0-1 knapsack constraints:
Note that because of (16), the expression in the parenthesis on the righthand side of (21) or (22) can be considered as a single nonnegative continuous variable. Binary knapsack constraints with a single nonnegative continuous variable were studied by Marchand and Wolsey [37, 38] (see also Richard et al. [39, 40] ). Commercial solvers use the kinds of results they present to efficiently find subsets I and T and generate cover cuts that will approximate conv(X (19) , (20) } is the feasible region of the intersection of these continuous 0-1 knapsack problems for a fixed (t, k) pair. Note that we can also define it as X (t,k) (19) , (20) , (18), (11)}, just for the convenience of having it in higher dimension. Related toX
KN , we will defineX
, for which we first choose a t(i) ∈ [t, NT ] for all i ∈ [1, NI], for a given t. Then, we define
Then,X (19) , (20), (23) − (27)}. Note that we will use this explicit definition for the purposes of proving a key proposition in the next section.
On a separate note, basic continuous cover inequalities can also be generated as MIR inequalities, which are known to be effective for general mixed integer programs (see e.g. Günlük and Pochet [41] ). Of course, our approach will increase the problem size and it might easily become so large that it cannot be solved to optimality in an acceptable time. However, using this approach for the purpose of generating lower bounds can yield insights into the structure of our problems. This idea was initially suggested for single-level, single-machine problems by Van Vyve [42] . To the best of our knowledge, this approach has not been tested for multi-level problems before.
The feasible region associated with the facility location reformulation can be defined as X F L = {(x, y, E, u)|(5) − (7), (11) − (13), (16) (5), (7), (11) − (13), (17), (18)
Next, we discuss the single-period relaxation of Miller et al. [26, 27] , called as PI (Preceding Inventory). To describe the single-period formulation, for a given machine k ∈ [1, NK] and a given time period t ∈ [1, NT ], we choose a time period t(i) ≥ t for each i ∈ [1, NI]. Then we define
Then, the single-period formulation can be written as follows:
We can define X (t,k,{t(i)}) P I = {(x, y, S)|(28) − (32)} as the feasible region associated with a set of t(i) values, and
represents the feasible region for a given (t, k) pair. Note the similarity between this feasible region and X (t,k) KN we discussed earlier. Miller et al. [26, 27] define valid inequalities (namely cover and reverse cover inequalities) for PI, which are naturally valid for the original problem as well, and these inequalities can be seen as an approximation for conv(X (t,k) P I ).
Next, we define the shortest path reformulation of Eppen and Martin [30] . In this formulation, which was originally defined for single-item uncapacitated models, we define new variables z i t,t , which are 1 if production of i in period t satisfies all the demand for i in periods t, ..., t , and 0 otherwise. Note the relationship between the new and original variables:
For the multi-level capacitated problem, we do not have the same optimality properties that we do for the single-item problem; we therefore let the z variables take fractional values. Also, using the echelon inventory holding costs H i t , we define total inventory costs c
The constraints (35) and (36) are the flow balance constraints, (37) provide the relationship between the linear and binary variables, (38) is the capacity constraint, (39) ensures the relationship between different levels, and finally (40) and (41) provide the nonnegativity and integrality constraints. Note that for our multi-level problem, we derive the constraint (39) as follows: Using (11) and (12), and the assumption of zero initial inventory, we obtain
Substituting (33) into (42) and rewriting results in (39) . Note that this formulation adds as many variables as the facility location reformulation, but number of constraints is only O(NT × NI). However, this formulation is not necessarily easier to solve, in part because the new constraints are comparatively dense and the coefficients on the new variables comparatively large.
The feasible region associated with this formulation can be defined as X SP = {(y, z)|(35) − (41)}, and the problem can be defined as Z SP = min{(34)| (y, z) ∈ X SP }. Part of our motivation for completely substituting the x and E variables out of the formulation is that relaxing the constraints (35), (36) , and (39) decomposes the problem into NT distinct subproblems, one for each time period (an analogous observation was first made for single-level problems by Jans and Degraeve [43] ). We will discuss this property in more detail later.
Next, we consider the multi-commodity reformulation proposed by Rardin and Wolsey [31] . This approach is originally described for fixed-charge network flow problems. Like the facility location reformulation, it divides production using destination information, but since we have multiple levels, it also includes information about which end-item in the BOM it is produced for. Stock variables are also divided in a similar fashion. Thus, the new variables w i,j t,t indicate production of item i in period t to satisfy the demand of end-item j in period t , t ≥ t, and the new variables v i,j t,t indicate the inventory of item i held over at the end of period t to satisfy demand of end-item j in period t , t > t. The following constraints should be added to the basic formulation to finalize the reformulation:
This reformulation introduces O(NT 2 NI 2 ) additional variables and O(NT 2 NI 2 ) additional constraints. This is the main disadvantage of this reformula-tion, which can become computationally intractable as the problem size grows. However, it is the tightest compact, i.e., polynomial size, reformulation that we know for the problems in question.
The feasible region associated with this formulation can be defined as X MC = {(x, y, E, w, v)|(4) − (7), (11) − (13), (43) − (49)}, and the problem can be defined as Z MC = min{ (14)| (x, y, E, w, v) ∈ X MC }.
Next, we discuss three approaches that employ Lagrangian relaxation to obtain structured subproblems and from those lower bounds for the original problem. The first approach is to relax the capacity constraints (4), and obtain
where X LR1 = {(x, y, E)|(5) − (7), (11) − (13)}. Thus, the Lagrangian subproblem is a multi-item, multi-level uncapacitated lot-sizing problem. The Lagrangian dual problem is
The next Lagrangian relaxation approach relaxes the constraints linking separate levels, i.e. constraints (12) , to obtain
where X LR2 = {(x, y, E)| (4) − (7), (11), (13)}. The Lagrangian subproblem therefore decomposes into NK disjoint multi-item, big bucket single-machine problems, one for each machine. The Lagrangian dual problem becomes
Finally, the last Lagrangian approach extends the work of Jans and Degraeve [43] for single-level problems, which itself uses the shortest path reformulation of Eppen Martin [30] . Jans and Degraeve [43] simply relaxed the constraints linking time periods, yielding disjoint single-period subproblems. However, the problem in the multi-level case is that the constraints linking levels also involve multiple periods. Therefore, decomposing the problem into disjoint subproblems for each period is not possible, unless all constraints linking levels are also dualized. We dualize the constraints (35), (36) and (39) in the shortest path reformulation to obtain
where X LR3 = {(y, z)| (37), (38) , (40), (41)}. The Lagrangian subproblem decomposes into NKxNT disjoint capacitated multi-item, single-machine, singleperiod problems, and the Lagrangian dual problem is
In the next section we provide theoretical comparisons for the various approaches we have described.
Exploring Relationships
Let the superscript LP indicate the LP relaxation of a problem, i.e., the binary variables y relaxed to be continuous with the bounds 0 ≤ y ≤ 1. For the proof of the theorem, please refer to Akartunalı [45] . The proof uses Lagrangian duality and the fact that all these formulations provide equal lower bounds in the single-item case. See Krarup and Bilde [29] , Eppen and Martin [30] , and Barany et al. [36] for the convex hull and integrality proofs in the single-item case. Although this result has been known by at least some researchers since the publication of Rardin and Wolsey [31] , it has never been formally stated and proven, to the best of our knowledge. We therefore provide a proof for the sake of completeness.
Proof. We will prove this by showing that proj x,y,E (X
MC . First, observe that we can eliminate v * and rewrite (45)- (48) in terms of w * , as follows:
Now, let
Obviously u * ≥ 0 since w * ≥ 0. Since w * satisfies (43),
tt . Similarly, summing (56) over j ∈ endp, we obtain
t , where the second equation follows from the definition of echelon demand (9) . Finally, using (44) and (57), we obtain u * i
The second part of the theorem can also be shown using the same technique as in the proof of first theorem, i.e., using Lagrangian duality and the fact that the multi-commodity reformulation and the facility location reformulation provide equivalent lower bounds in the single-item case (see Eppen and Martin [30] and Barany et al. [36] ).
This theorem shows us theoretically that the multi-commodity reformulation is stronger than the formulation defined by adding ( , S) inequalities, the facility location reformulation, and the shortest path reformulation. In the next section, we will computationally address the question of "how much stronger" for a variety of test problems.
So far we have made comparisons of different polyhedral approaches. Also interesting are the relationships between the Lagrangian approaches and these reformulations, as we investigate in the following results.
In words, the lower bound obtained by the Lagrangian that relaxes the capacity constraints is at least as strong as the lower bound obtained by multicommodity reformulation.
Proof. By the theorem related to the strength of the Lagrangian dual (see e.g. Theorem 10.3 of Wolsey [46] ),
On the other hand,
∩ conv( (6))}}
Observe that
{(x, y, E) ∈ conv((5) − (7), (11) − (13))} ⊆ proj x,y,E {(x, y, E, w, v) ∈ {((5), (7), (11) − (13), (43) − (49)) ∩ conv((6))}} This follows because conv((5) − (7), (11) − (13)) has integer extreme points because the polyhedron is the convex hull of an integer feasible region. On the other hand, {((5), (7), (11)−(13), (43)−(49))∩ conv((6))} does not necessarily have integral extreme points. Therefore,
In words, the lower bound obtained by the Lagrangian that relaxes the level linking constraints is at least as strong as the lower bound obtained by the facility location reformulation strengthened to approximate the knapsack convex hulls.
Proof. The first relationship follows from the fact that Z KN F L is obtained by strengthening Z LP F L with additional constraints. For the second relationship, first observe that (using the same theorem as in the previous proof) (14)|(x, y, E) ∈ (12) ∩ conv((4) − (7), (11), (13))} Observe also that conv((4) − (7), (11), (13)) ⊆ proj x,y,E {(x, y, E, u)|(5), (7), (11), (13) , (17) , (18) 
This concludes that Z KN F L is not as strong as LD 2 . 2
As mentioned before, generating cover cuts from (22) only approximates the knapsack polyhedron and hence Z KN F L is the best possible bound that can be obtained by adding cover cuts to the LP relaxation of the facility location reformulation.
We will use the following result for the proof of the theorem.
Lemma 6 (Pochet and Wolsey [47] ) All optimal solutions of the singleitem uncapacitated problem formulated using the facility location reformulation have the following property:
Before starting the proof of Theorem 5, let (19) , (20) } and S 2 = {(y, z)|(37), (38) , (40) , (41)}. Also let T 1 = {(x, y, E, u)|((11) − (13), (18) ) ∩ conv(S 1 )} and T 2 = {(x, y, E, z)|((11) − (13), (33)) ∩ conv(S 2 )}. Note that S 1 and S 2 are integer feasible regions whereas T 1 and T 2 are both polyhedra. Then, the proof of Theorem 5 follows.
Proof. We will prove this by showing proj x,y,E (T 1 ) = proj x,y,E (T 2 ).
First, let (x * , y * , E * , u * ) ∈ T 1 and hence (x * , y * , E * ) ∈ proj x,y,E (T 1 ). Therefore,
Then, define recursively {z 
where the last inequality is essentially (16) . Finally, using Lemma 6, observe that
Therefore,p j = (x j , y j , E j , z j ) ∈ S 2 , and using the same λ as before, (x * , y * , E * , z * ) = J j=1 λ jp j ∈ T 2 . Hence, (x * , y * , E * ) ∈ proj x,y,E (T 2 ). We conclude therefore that proj x,y,E (T 1 ) ⊆ proj x,y,E (T 2 ). Now, let (x * , y * , E * , z * ) ∈ T 2 and hence (x * , y * , E * ) ∈ proj x,y,E (T 2 ). Therefore, 
where the last inequality follows from (37) .
, and using the same µ as before, (x * , y * , E * , u * ) = K k=1 µ kq k ∈ T 1 . Hence, (x * , y * , E * ) ∈ proj x,y,E (T 1 ). Therefore, proj x,y,E (T 2 ) ⊆ proj x,y,E (T 1 ). This concludes the proof. 2
The proof for this corollary follows immediately from the Theorems 4 and 5. This result is our main motivation for skipping LD 3 in the computational tests discussed in the next section.
Proposition 8 For any given (t, k) pair and set of {t(i)} values,
This result, combined with Corollary 7, is our main motivation for omitting computationally testing the cover and reverse cover inequalities from Miller et al. [26, 27] in the next section.
Proof. We show first proj x,y,E (conv(X (t,k,{t(i)}) KN )) ⊆ proj x,y,E (conv(X (t,k,{t(i)}) P I )) for a given (t, k) pair and set of {t(i)} values. Let (x * , y * , E * , u * ) ∈
conv(X (t,k,{t(i)}) KN
). Then, we define S * i = E * i
It is easy to observe that (x * , y * , S * ) ∈ conv(X (t,k,{t(i)}) P I
).
Next, we prove that proj x,y,E (conv(X (t,k,{t(i)}) P I )) ⊆ proj x,y,E (conv(X (t,k,{t(i)}) KN )) for any given (t, k) pair and set of {t(i)} values. First, let (x * , y * , S * ) ∈ conv(X (t,k,{t(i)}) P I
). We define first u * i
, where they are calculated in the increasing order of t . Then, we can observe that (x * , y
). 2
Computational Results

Overview
In order to provide diversified results, we used the following test instances for our computations:
• TDS instances: These test problems originate from Tempelmeier and Derstroff [10] and Stadtler [13] . These include overtime variables in addition to the formulation in Section 2. Sets A+ and B+ involve problems with 10 items and 24 periods, and sets C and D involve problems with 40 items and 16 periods. Sets B+ and D include setup times. We chose the hardest instances from each data set for our computations, i.e., for each data set, we picked 10 assembly and 10 general instances with the highest duality gaps according to results of Stadtler [13] .
• LOTSIZELIB instances: These are the multi-level instances of LOT-SIZELIB [48] . These include big bucket capacities, and backlogging is also allowed. The problems vary between 40 item, single end-item problems and 15 item, 3 end-item problems. All problems have 12 periods.
• Multi-LSB instances: We have generated 4 sets of test problems based on the problem family described in Simpson and Erenguc [49] , each set having 30 instances with low, medium and high variability of demand. From now on, we will call these sets SET1, SET2, SET3, and SET4. These instances are different from the previous sets in that they take component commonality into consideration and hence consider joint setup variables for each family, so setup times are defined for each family. While keeping the original BOM structures and holding costs, we removed the setup costs and added backlogging variables into the problem to obtain problems with a different nature from those of our other test instances. Except for the problems in SET2, which consider a horizon of 24 periods, all the instances have 16 periods. The main difference between SET1, SET2 and SET4 is that they have different resource utilization factors, which are all set over 100%, i.e., it is not possible to setup all families in a period and to produce that period's demand for all items. All problems have 78 items and an assembly BOM structure, and all instances allow backlogging to the last period. For more details about these instances, see Multi-LSB [50] .
Note that average duality gaps after default times (see next section for more detail on "default times") for the test sets of TDS and Multi-LSB are provided in the Table 1 for an overview of problem complexity, where the basic formulation is strengthened with all violated ( , S) inequalities generated at the root node of the Branch&Bound tree using Algorithm 1. In evaluating Lagrangians, we do not exactly solve any of the Lagrangian dual problems, which would require some method (such as a subgradient approach) to choose the optimal Lagranian multipliers. Instead, we first consider a strengthened LP formulation, i.e., the echelon formulation with all violated ( , S) inequalities generated at the root node, and then fix the the Lagrangian multipliers to the values of the optimal dual variables of the constraints to be relaxed in this formulation. We thus evaluate LR 1 (µ * ) and LR 2 (λ * ), respectively, for the optimal dual variables µ * of the capacity constraints and the optimal dual variables λ * of the level-linking constraints, respectively, in order to approximate LD 1 and LD 2 , respectively. These subproblems themselves are MIPs that, in general, are difficult to solve to optimality. Nevertheless, any lower bound on the optimal solution of the Lagrangian subproblem MIP is also a lower bound on the Lagrangian dual (and hence the original problem). Moreover, in every instance, for both LD 1 and LD 2 , the lower bound obtained computationally for the Lagrangian subproblem MIP is at least as strong as the lower bound provided by the original echelon formulation strengthened with ( , S) inequalities.
Similarly, as we discussed before, generating cover cuts on top of the facility location reformulation provides only an approximation of Z KN F L . Hence, the computational comparisons we provide for these relationships are all based on approximations. However, it seems that the approximations are often close. This gives us the chance to compare empirical results in addition to theoretically proven relationships.
Results
The detailed results for TDS instances can be found in the Appendix (as well as in Akartunalı [45] ). Note that we obtain the root node solution of the Branch&Bound tree for ( , S) inequalities, all generated through Algorithm 1, and for the multi-commodity reformulation (MC), without the effect of any solver cuts. For the facility location reformulation (FL), all the cover cuts generated by the solver are added at the root node and this strengthened formulation is used as FL lower bound. For comparison purposes, we also use the lower bound obtained by the heuristic in our companion paper (Akartunalı and Miller [44] ), where the lower bound is based on the first iteration of a relaxand-fix framework, i.e., a partial LP relaxation of the original problem. For the Lagrangian relaxations that relax the capacity and level-linking constraints, we use the dual optimal values of the constraints from the strong LP relaxation as multipliers, and we set default times of 180 seconds for A+ and B+ instances, and 500 seconds for C and D instances. Note that if the Lagrangian relaxation subproblem is not solved to optimality in this preassigned time, the lower (LB) and upper (UB) bounds of this Lagrangian subproblem provide us the range where the actual lower bound (LB LD ) of the Lagrangian dual lies, i.e., LB ≤ LB LD ≤ UB. Hence, note that we use the lower and upper bounds of Lagrangian subproblem, i.e., LB and UB, in our discussions. Finally, note that due to Theorem 1 we omit the shortest path reformulation in our tests.
We review the results in pairwise comparisons, which are summarized in Table 2. One interesting computational comparison is the relationship we have proven in Theorem 2. As we can see from the detailed results, MC improves the ( , S) bound slightly, in general less than %1. The average improvements from the ( , S) inequalities bound to the MC bound, calculated as (MC bound -, S bound)/( , S bound) for each test instance, are provided in the column "MC vs. , S", and these values are around 0.20%. Considering the enormous size of the MC reformulation, these improvements are simply not worth the computational effort. The Lagrangian relaxation that relaxes the capacity constraints (1st LR) provides in general another slight improvement over the lower bounds of the MC reformulation, as can be seen in the second column of the same table (Column LB under "1st LR vs. MC"), which is calculated in a similar fashion, i.e., (1st LR bound -MC bound)/(MC bound). Note that we also provide averages calculated in the same way using the 1st LR's upper bounds instead of its lower bounds (Column UB under "1st LR vs. MC"). An interesting observation from the problems in set D, where 1st LR problems for all instances are solved to optimality, is that although in general 1st LR improves the MC bound, it is an approximation of LD 1 and it might result in a bound not as strong as the MC bound. However, as these results indicate, these two bounds are in general very close to each other. On the other hand, as the "FL vs. , S" column of Table 2 indicates, the facility location reformulation with cover cuts added (FL) improves in general the ( , S) bound more significantly compared to previous methods. These average percentages are calculated by (FL bound -, S bound)/( , S bound). Similar to our previous comparisons, we also provide the average improvements of the Lagrangian relaxation that relaxes level-linking constraints (2nd LR) over the FL bound in the column "2nd LR vs. FL", calculated by (2nd LR bound -FL bound)/(FL bound). Although one would expect the 2nd LR, the approximation of LD 2 , to improve the FL lower bounds, at first sight this does not seem to be the case for many problem instances, particularly due to negative averages in the LB column of Table 2 . However, as can be seen from the UB column of the table, these problems are not close to optimality, particularly the bigger instances of test sets C and D, and the challenge here is that these problems need much more time than the assigned default times (or any reasonable amount of time) for optimality or even for an acceptable gap. For testing whether this is the case here, we experimented with a few of the small A+ and B+ instances that did not achieve the FL bounds earlier and ran them either until the lower bound was at least as strong as the FL bound or to optimality. However, this experiment failed due to memory problems for the instances from sets C and D.
Finally, the last two columns of Table 2 should also be addressed briefly. These columns indicate the duality gaps for the two Lagrangian problems, and as we mentioned before, the 1st LR problem is in general comparatively easier to solve than the 2nd LR problem. We had a total of 11 instances where the 1st LR could achieve the optimal solution in the assigned default times, compared to none for the 2nd LR.
Next, we present results for LOTSIZELIB instances in Table 3 , where all values are shown explicitly, including the optimal solutions (OPT) in the last column. MC provides significant improvement over the ( , S) bound for some of these instances, whereas FL provides negligible improvement over MC. The 1st LR is comparatively more efficient on these instances than the 2nd LR. Note that 1st LR and 2nd LR do not necessarily improve MC and FL bounds respectively, similarly to the results for some TDS instances, since these are approximations for LD 1 and LD 2 . Also, note that all 2nd LR problems are at optimality or near, whereas 1st LR did not result in optimality in quite a few instances after the default time of 180 seconds. This indicates that these instances have the bottleneck not in capacity constraints but in the multilevel structure. This seems to be due in part to the fact that there is a single machine, and the capacity in these problems is comparatively loose. The detailed results on Multi-LSB instances can be seen in Akartunalı [45] , and the pairwise comparisons are summarized in Table 4 , which is organized in the same fashion as Table 2 . The default times for the first two sets are 180 seconds, and for the last two sets 500 seconds. First of all, note that MC improves the ( , S) bound poorly in most of the instances. Also note that the 1st LR is solved to optimality for all these test problems, and as the table indicates, this approximation of LD 1 does not often provide an improvement over MC. This is due in part to poor multipliers generated from the ( , S) formulation.
On the other hand, FL improves in general the ( , S) bound more significantly than MC, although the improvements are still minuscule. Note that 2nd LR does not solve to optimality for many test instances, particularly for the hard problems. Similar to the 1st LR, the 2nd LR does not provide necessarily an improvement over FL bound, due to poor multipliers. Compared to previous test problems, Multi-LSB instances are parallel to TDS problems, where the bottleneck lies in the capacities rather than the multi-level structure of these problems.
Summary
One of our main goals of this paper was to understand the structure of production planning problems and the underlying difficulties that make these problems very hard. In general, the Lagrangian relaxations we tested are helpful for this. First of all, recall that in general the Lagrangian relaxation that relaxes capacity constraints provides only slight improvement over the ( , S) bound. This bound is an approximation for the uncapacitated problem polyhedron, which indicates that removing capacities makes the problem much easier. This can also be observed by recalling that the final gaps after the default times were quite small for this Lagrangian relaxation in general.
On the other hand, the facility location reformulation with cover cuts and the Lagrangian that relaxes the level-linking constraints improve the lower bounds much more significantly. Recall that the cover cuts approximate the intersection of all knapsack sets included in the problem, and 2nd LR is an approximation for a single-level capacitated problem. Having higher duality gaps compared to the 1st LR, this Lagrangian relaxation problem is in general much harder to solve, indicating that the level-linking constraints are not the bottleneck of these problems. A similar comparison is achieved by Jans and Degraeve [43] for single-level problems, where their Lagrangian relaxation relaxing only period-linking constraints is a harder problem than the one that relaxes capacities. Recall that we did not report computational results on LD 3 , due to the result presented in Corollary 7.
Conclusion
In this paper, we have provided an extensive survey of different methodologies for obtaining lower bounds for big bucket production planning problems, and presented both theoretical and computational comparisons of them.
In summary, it seems that the multi-level structure by itself makes some of our problems challenging to solve. However, for most instances, and in particular for the most challenging, the single-level, capacitated substructures are clearly a much greater contributor to problem difficulty. It is this substructure for which the tools currently at our disposal are evidently not sufficient.
These observations indicate that the main bottleneck with these problems lies in the fact that there is no efficient polyhedral approximation of the multiitem, multi-period, single-level, single-machine capacitated problems. It seems that if we could solve these problems well or even adequately, our ability to solve multi-level bug bucket problems would increase dramatically. While initial efforts to find strong formulations for these problems have been made (e.g. see Miller et al. [26] ), this is a fundamental area in which it is crucial for the research community to improve the current state of the art. We will attempt to make contributions in this direction in future research. 
