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Linear, friction-induced vibration and aeroelastic flutter problems are governed by second-order differential equations of motion in which the stiffness matrix and often damping matrix are asymmetric. Asymmetric systems are prone to unstable vibration (flutter) as a parameter reaches a critical value, when the real part of a pair of complex poles crosses the vertical imaginary axis of the s-plane from left to right. It is important and useful to shift the unstable poles to the left-hand half of the complex pole plane for stability. Pole assignment by means of active control introduces inherent time delays in the feedback control loop.







Undesirable vibration may be reduced in a number of ways. One way is to shift the frequencies or poles of a structure or machine (referred to as a system in general) to some desirable values to avoid resonance. Another way is to assign zeros to certain locations of the system for some excitation frequencies so that vibration at those locations is absorbed for some known excitation frequencies. Pole and zero assignment by means of structural modifications as a way of passive vibration control has been widely studied and applied. One technique to assign frequencies is the rank-one modification put forward by Weissenburger [​[1]​] and extended by Pomazal and Synder [​[2]​]. 

Active vibration control to assign poles and zeros has also attracted attention in recent years. Traditionally vibration control problems are addressed in a state-space form leading to systems of first-order differential equations [​[3]​]. However, vibration control problems are naturally governed by second-order differential equations. Therefore devising control strategies in second order setting is computationally efficient and can lead to new findings [​[4]​]. Singh and Ram [​[5]​] established the conditions whereby the steady-state response of a damped symmetric system was absorbed by active control and demonstrated this with numerical examples. Chu [​[6]​] studied pole assignment to second-order symmetric and asymmetric systems. Datta and his colleagues [​[7]​] seemed to be the first researchers to make partial pole assignment to symmetric systems. They went further to make partial eigenstructure assignment [​[8]​] in which in addition to the eigenvalues the eigenvectors are also assigned to shape the desired response of the closed loop system. Qian and Xu [​[9]​] studied robust partial pole assignment. Recently, Pratt et al [​[10]​] considered the effect of time-delay in assigning poles to symmetric systems.

It is well known that the knowledge and accuracy of system matrices (mass, stiffness and sometimes damping matrices) are critical when assigning poles and zeros by active control, including those used in developing model based control [4-10]. Ram and Mottersehad [​[11]​] put forward a receptance-based inverse method for assigning poles and zeros to symmetric systems using state-feedback, which has distinct advantages over other methods for assigning poles and zeros. For example, the knowledge of mass, stiffness and damping matrices, though useful is not required in this method, so that modelling errors can be avoided. Ram et al. [​[12]​] also studied the effect of time-delay using the receptance method. Recently, the second author of this paper extended the receptance-based inverse method in order to control asymmetric systems [​[13]​]. A comprehensive review on the active vibration control method can be found in the review paper by Alkhatib and Golnaraghi [​[14]​].

This paper presents a method for assigning complex poles to second-order damped asymmetric systems using state-feedback control with time-delay, which has not been studied before. Simulated numerical examples indicate that by means of active damping and active stiffness and using a small number of receptances of the symmetric part of the asymmetric system, n pairs of complex poles of the asymmetric system can always be assigned precisely with or without time delay. The effect of time delay is also studied. This is the first attempt to assign poles for asymmetric systems using state-feedback with time delay by using the receptances associated with the system. As a system with time delay has an infinite number of poles and its characteristic equation is a quasi-polynomial (rather than a polynomial in the case of a system without time delay), the issues of computation of closed loop poles and conditions for the assigned poles stay in stable regions need to be researched further. 

2.	Pole Assignment to Asymmetric Systems with Time Delay


The equations of motion of discretised linear vibration systems under conventional loads have symmetric mass, stiffness and damping matrices. However, when some internal forces such as friction and aerodynamic load are present, these system matrices can be asymmetric. Examples can be found in [​[15]​, ​[16]​].  In dynamics context, they are self-excited vibrations and susceptible to flutter instability. At high enough value of friction coefficient or air speed, the uncontrolled asymmetric system undergoes flutter instability. Therefore, for an asymmetric system, it is important to be able to assign negative real parts of the complex poles to stabilise an otherwise unstable system. This was the theme of a recently published work [13] by the first second author. 

The linear equation of motion of a second-order damped dynamic system associated with friction induced vibration problem is represented as,

	,	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1)

where ,  are structural symmetric matrices and the stiffness matrix is composed of symmetric structural stiffness  and asymmetric stiffness matrix  of dimension ,  is controlling force and  is external excitation. Note that the damping matrix can also be asymmetric [16] and be dealt with in the same way by the approach proposed here. The poles of a structure (a symmetric system) with non-negative viscous damping are complex with non-positive real parts.  However, an asymmetric system with non-negative viscous damping can have complex poles with positive real parts or even positive real poles, indicating flutter instability or divergence. 

In the absence of external force , and with the choice of controlling force  the closed loop dynamics of the system associated with  GOTOBUTTON ZEqnNum799918  \* MERGEFORMAT (1) is ,

	,	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (2)

where, is the control location vector and the scalar controlling force has the following form

	,	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (3)

with  and  to bebeing proportional acceleration, velocity and displacement feedback control gains. The dynamics of the uncontrolled system  GOTOBUTTON ZEqnNum799918  \* MERGEFORMAT (1)  with  can be expressed in s-domain as
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where, s is a complex variable and q(s) and p(s) are the Laplace transforms of the displacement and force vectors respectively. Similarly, when a single active control force  in  GOTOBUTTON ZEqnNum349149  \* MERGEFORMAT (3) is considered the closed loop system dynamics in Laplace domain becomes
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With state-feedback control form  as introduced in [13] the closed-loop system becomes
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It was shown [13] that active damping and active mass together or active damping and active stiffness together was capable of assigning all desired complex poles using the receptances of a small number of degrees-of-freedom of the symmetric part of the whole system, regardless of the location and number of the actuators.

Real control always involves time delay. It is inherent of a system, as it takes time to measure data and process them, compute the control force, transmit data and signals and finally apply the control force to the system [14]. Time delay is usually detrimental to the performance of the closed-loop system.  Fuller et al. [​[17]​] showed that a small time delay could reduce the effective damping and thus destabilise a system. Ram et al. [12] separated the poles of closed-loop system into two sets: the primary set consists of the 2n poles of the system that control the dynamics of the system and the secondary set consists of the other (infinite number of) poles due to the delay. They demonstrated the necessity of a posterior analysis to ascertain that the poles of the system with delay do not have positive real parts. Singh et al. [​[18]​] studied zero assignment to systems with time delay. It should be pointed out that in all the published works on pole assignment the open-loop second-order systems with time delay are symmetric. This paper studies pole assignment to asymmetric open-loop second-order systems with time delay. Time delay can be intentionally introduced to help reduce vibration and increase stability [​[19]​].

By introducing the time delay in the feedback control force  such that
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where ,  and  are constant time delays associated with the acceleration, velocity and displacement state feedback respectively, the closed loop system  GOTOBUTTON ZEqnNum978408  \* MERGEFORMAT (5) has the following form in Laplace domain,
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When a time delay is small, then equation  GOTOBUTTON ZEqnNum636892  \* MERGEFORMAT (8) would lead to a polynomial eigenvalue problem which has a finite number of poles (eigenvlaues). For example, the second-order Taylor expansion of equation of time delay in  GOTOBUTTON ZEqnNum636892  \* MERGEFORMAT (8)  yields
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The receptance matrix of the symmetric part of the open-loop system is
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which are generally obtained by the sensor and actuators and by extracting the frequency response function. Similarly, the receptance matrix of the symmetric part of the closed-loop system is
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From the Sherman-Morrison formula, a closed-form expression of  can be found as
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Multiplying both sides of equation  GOTOBUTTON ZEqnNum636892  \* MERGEFORMAT (8) with  yields
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The poles of the closed-loop system with time delay must make

	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (14)

If all the poles of the time-delay system have negative real parts, then the system is stable [19].





3.	Application and numerical example





Figure 1. An asymmetric system of friction-induced vibration

The system has three masses with  having a degree-of-freedom in the x (horizontal) direction,  having a degree-of-freedom in the y (vertical) direction, and  having degrees-of-freedom in both directions. The belt moves at a constant speed.  and  are respectively the friction force and (pre-compression) normal force acting at the slider-belt interface. The sliding friction at the slider-belt interface is governed by Coulomb friction whose static and kinetic friction coefficients are taken to be the same. This is a simplification and avoids stick-slip vibration. M, C and K, and E corresponding to displacement vector  are respectively

	  ,     ,

	 ,    

where , , , and . 

Using the bisection method and MATLAB polyeig function, the critical point of the open-loop system is found to be , where the system becomes unstable (flutter instability). The proposed method is used below to assign poles to the systems at various frictional coefficient values . 

For this particular example, equation (10) becomes
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where  are all the elements in the third column of the closed-loop receptance matrix .  The complex poles s of the asymmetric system must satisfy the equation below
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Substituting equation  GOTOBUTTON ZEqnNum692819  \* MERGEFORMAT (12) into  GOTOBUTTON ZEqnNum872674  \* MERGEFORMAT (16) and further manipulation of the resultant equation yields

		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (17)
For active damping and active stiffness together and active damping and active mass together, equation  GOTOBUTTON ZEqnNum416370  \* MERGEFORMAT (17) becomes respectively
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It was found [13] that the open-loop system without time delay became unstable when =0.3868 and the four complex conjugate pairs of poles at this critical point are 
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where . It was also found [13] that active damping and active stiffness together or active damping and active mass together was capable of assigning poles with negative real parts to the open-loop system to stabilise it. It will be found whether poles with negative real parts may be assigned when there is time delay and further whether introducing time-delay will alleviate the control effort. Suppose the open loop poles in  GOTOBUTTON ZEqnNum355648  \* MERGEFORMAT (20) are shifted to desired closed loop poles values
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For such pole placement control gains associated with the active acceleration, damping and stiffness, with control distribution vector , are obtained at various delay times are given in Table 1.

Table 1. Control gains at various delay times for placing  to new value  
I am planning to have the table with control gains for different cases. I will fill the table if you think it is appropriate and I have the codes ready 
	Active acceleration, velocity and displacement feedback	Active acceleration and velocity feedback	Active velocity and displacement feedback
			
							
	-0.0872-0.0419-0.1766-0.0894	1.47643.10792.34730.6353	0.2270-0.5590-0.1022-0.3841	    1.4800    3.1161    2.3539    0.6371	    0.2292   -0.5602   -0.1001   -0.3848	 -108.4159  142.7890   36.2783  154.6949	    2.5537    6.0498    4.8895    1.6105











Table 1. Active damping and stiffness vectors to assign poles with 
-1  9i, -1  13.5i, -1  18i, -1  22i at various delay times and the amount of energy consumed







As can be seen from Table 1, the gains required become very different as delay times increase. To find out whether introducing time delay would have any benefit, the energy consumed by the actuators defined below [3]
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which is for time-delay systems
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should be computed, where T is a long-enough time interval that should cover several longest periods of the vibration concerned.  A Matlab code is programmed to compute the response of the time-delay closed-loop system in the time-domain governed by equation  GOTOBUTTON ZEqnNum689041  \* MERGEFORMAT (24)
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and then the energy involved defined by equation (1823). The results are given in the last column of Table 1 in the case of initial conditions of: and zero initial velocities. Please note that in equations  GOTOBUTTON ZEqnNum114361  \* MERGEFORMAT (22)- GOTOBUTTON ZEqnNum689041  \* MERGEFORMAT (24), u, x and p are respectively the control force, physical displacement and force vectors (functions of time), and should not be confused with the same symbols (their Laplace transforms) in the rest of the paper. 

To validate whether the gains shown in Table 1 are correct, the desired poles are substituted back into equation  GOTOBUTTON ZEqnNum636892  \* MERGEFORMAT (8) and indeed the resultant determinant of the coefficient matrix is very close to zero, indicating indeed the desired poles are successfully assigned. When the gains given in Table 1 are substituted back into equation  GOTOBUTTON ZEqnNum973666  \* MERGEFORMAT (9), the poles obtained by solving equation  GOTOBUTTON ZEqnNum973666  \* MERGEFORMAT (9) are listed in Table 2.

It can be seen that the second-order Taylor expansion of the complete equation  GOTOBUTTON ZEqnNum636892  \* MERGEFORMAT (8) leads to poles that are very close to the desired values when delay times are very small (see the third and fourth rows), but are noticeably different for higher poles when delay times are big (the last row). So it is expected higher-order Taylor expansion would give more accurate results when delay times are big. 

Table 2. Poles actually realised at various delay times when using the second-order Taylor expansion, equation  GOTOBUTTON ZEqnNum973666  \* MERGEFORMAT (9)
Delay times	Poles actually realized
	-1.00  9.00 i,   -1.00  13.5 i,   -1.00  18.0 i,   -1.00  22.0 i 
	-1.00  9.00 i,   -1.00  13.5 i,   -1.00  18.0 i,   -1.00  22.0 i
	-1.00  9.00 i,   -1.00  13.5 i,   -1.00  18.0 i,   -1.00  22.0 i 
	-1.00  9.00 i,   -1.00  13.5 i,   -0.99  18.0 i,   -0.98  22.1 i




4.	Stability of the Time Delayed System

The dynamics of the time-delayed controlled system, associated with  GOTOBUTTON ZEqnNum777976  \* MERGEFORMAT (2) and  GOTOBUTTON ZEqnNum349149  \* MERGEFORMAT (3), is governed by the following characteristic equation, while assuming only the displacement and velocity feedback control gains with  and equal time delay in feedback loop ,   

		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (25)

where,  such that  with a infinite number of roots or poles . In general, the characteristic quadratic pencil associated with the controlled system  GOTOBUTTON ZEqnNum711605  \* MERGEFORMAT (25) without time delay in the feedback loop  is a polynomial. Hence for the n dimensional system it will have 2n roots. The location of these roots in the complex plane defines the stability of the system. The system having eigenvalues with real positive part  is considered to be unstable and those having eigenvalues with negative real parts or purely imaginary  are considered to be stable and neutral respectively.  However the characteristic equation of a controlled system with delay  GOTOBUTTON ZEqnNum711605  \* MERGEFORMAT (25) is a quasi-polynomial or transcendental functions and has an infinite number of roots in the complex plane, which satisfies the associated transcendental eigenvalue problem (TEP) [20] in the following form,
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Hence by assigning the 2n open loop poles with negative real part may not necessarily make the system stable because there may be one or more unstable roots satisfying the eigenvalue problem  GOTOBUTTON ZEqnNum680541  \* MERGEFORMAT (26). One way to perform the stability analysis is to compute the roots associated with the TEP  GOTOBUTTON ZEqnNum680541  \* MERGEFORMAT (26). Because, there are infinite eigenvalues in the complex plane, the primary eigenvalues (those closer to imaginary axis) may be computed or needs to be approximated for posteriori stability analysis [12]. For example, the true eigenvalues satisfying  GOTOBUTTON ZEqnNum680541  \* MERGEFORMAT (26) can be computed by Newton’s Eigenvalue Iteration Method as shown in [​[20]​], in which by defining,
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the TEP may be solved numerically by choosing an initial guess for  and by finding the smallest eigenvalue,  of the following generalized eigenvalue problem,
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The improved estimate for the next iteration is obtained by substituting , for , where  is the number of iterations when   is sufficiently small. This process can be repeated for any desired number of eigenvalues computed for stability tests.

Alternatively, the eigenvalues of  GOTOBUTTON ZEqnNum680541  \* MERGEFORMAT (26) can be approximated by converting the TEP to an associated algebraic eigenvalue problem,
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For example by following [12], the approximated system matrices obtained by Taylor series expansion are:
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with . For a given domain in a complex plane, the eigenvalues of  GOTOBUTTON ZEqnNum680541  \* MERGEFORMAT (26) can also be graphically represented by the root-finding algorithm given in [​[21]​,​[22]​]. 





Figure 2. The roots in the complex plane of the controlled system. 
Solid line contours:   Dotted line contours: 











Table 3: The closed loop eigenvalues obtained by different techniques
Quasipolynomial	TEP	Taylor Series(First Order)	Taylor Series(Second Order)
,  and 
-19i-113.5i-118i-122i	-19i-113.5i-118i-122i	  -1.00199.0008i-1.0064 13.5049i -1.008118.0127i-1.066722.0454i	-19i-0.999813.5003i-0.999318.0005i-0.996922.0050i   -2371.8          
,  and 
-19i-113.5i-118i-122i-27.0577.58i-3.89	-19i, -113.5i-118i, -122i-27.0577.58i-3.89  -33.67  140.62i  -37.56203.55i  -40.33 266.45i  -42.48329.34i	  -1.08519.4048i  -0.972314.4210i  -0.669118.8045i -5.2677 -22.1874 	  -0.92539.0852i  -0.741813.7895i  -0.620618.3667i   5.031328.2684i   -3.9877          

Now instead of computing the closed loop eigenvalues, as demonstrated by several approaches discussed earlier in this section, the stability analysis of time-delay systems can be performed by well-established methods either in  frequency-domain and/or in time-domain analysis [19],[​[24]​-​[25]​] . In the remaining section frequency domain analysis described in Gu et. al. [19] is formulated and stability tests were conducted while computing the critical time delay required for stability of closed loop system. The closed loop dynamics of the time delayed system,
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with the choice of the controlling force,

	,							 MACROBUTTON MTPlaceRef \* MERGEFORMAT (32)

can be written as,

.						 MACROBUTTON MTPlaceRef \* MERGEFORMAT (33)

The controlled system  GOTOBUTTON ZEqnNum804440  \* MERGEFORMAT (33) with single time delay , can be expressed in the following state-space form, given in [19],


									 MACROBUTTON MTPlaceRef \* MERGEFORMAT (34)

where,  is the system state and

.					 MACROBUTTON MTPlaceRef \* MERGEFORMAT (35)

It is shown in [19] that iIf a time-delay system  GOTOBUTTON ZEqnNum221684  \* MERGEFORMAT (34) is stable for any real and positive delay values, the system is said to be delay-independent stable [19]. If a system is delay-independent stable, then it must be stable for = 0 and which means that and must be Hurwitz stable (all the eigenvalues lie in the open left-half plane). The supplementary sufficient condition for delay independent stability is given by

								 MACROBUTTON MTPlaceRef \* MERGEFORMAT (36)

where denotes the spectral radius: , the maximum absolute value of the eigenvalues. 

The above tests are to check if the system is delay independent stable, . however However, for some values of the delay, the system can have positive eigenvalues and such systems are termed as delay-dependent stable [19]. In such cases, the “delay-margin” and “critical time delay” of the system can be estimated by stability analysis. For example, when the lower bound of the interval of delay is 0, the upper bound of the interval defining the delay margin can be computed. It is also possible to find systems for which the lower bound of the interval is non-zero and the system is not stable for = 0. It is shown in Gu et al. [19] and Gouaisbaut and Peaucelle [​[26]​] that the stability margin for a time delayed system can be computed and it can be shown that the system may be stable for all constant delay in a given interval. Frequency-sweeping tests are shown in [19] to find the critical delay values at which the characteristic roots intersect the stability boundary, i.e. the imaginary axis, thus rendering the system unstable. It is shown that in addition to criteria  GOTOBUTTON ZEqnNum313402  \* MERGEFORMAT (36), if  the system  GOTOBUTTON ZEqnNum221684  \* MERGEFORMAT (34)  is stable at  with  then by computing the quantity 
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the critical time delay   can be obtained. Hence the system  GOTOBUTTON ZEqnNum221684  \* MERGEFORMAT (34) is stable for all , but becomes unstable at .





Figure 3: The spectral radius from  GOTOBUTTON ZEqnNum313402  \* MERGEFORMAT (36) 

It is clear from Figure 3 that  and hence the system is delay dependent stable. Now from  GOTOBUTTON ZEqnNum776749  \* MERGEFORMAT (37) the critical delay of this system is found to be . Hence for the above example, the system is stable for ,  and is stable for all delays up to . This can be verified by computing the step response of the controlled system for ,  and . The response are plotted in Figure 4 below, demonstrating that the controlled system (after pole assignment for the case of ) is stable at , marginally stable for the case of the critical time  and unstable for delay greater than its critical values. 






This paper studies the assignment of complex poles to asymmetric second-order dynamic systems using state feedback control of active damping and active stiffness, with time delays either inherent in the systems or introduced intentionally. The inverse method is based on receptances of the symmetric part of the open-loop system, which can be directly measured to avoid modelling errors.  It is found from a simple simulated example of a four-degree-of-freedom friction-induced vibration problem that active damping and active stiffness together is capable of precisely assigning n pairs of complex poles with negative real parts to asymmetric systems.  As delay times increase, the gains required to assign desired poles become increasingly different from the gains when there is no time delay and the energy required by the actuators in general decreases moderately. This indicates that deliberate introduction of time delay may reduce cost of stabilising an unstable asymmetric system by actuators. 
Time-delay systems have infinite number of poles. Those unassigned poles could have positive real parts. In that case, the system is not yet fully stabilised, unlike a delay-free system. How to guarantee that the time-delay systems are stabilised by assigning only n pairs of poles remains an issue and is being studied by the authorsin the paper. A formula for estimating stability margin for time delay is described and presented with a numerical example. 
Finally a multi-input control force of state-feedback, or output-feedback can also be used to assign n pairs of complex poles with negative real parts to asymmetric systems.

We need to modify the conclusions
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