The goal of binary classification is to estimate a discriminant function γ from observations of covariate vectors and corresponding binary labels. We consider an elaboration of this problem in which the covariates are not available directly but are transformed by a dimensionality-reducing quantizer Q. We present conditions on loss functions such that empirical risk minimization yields Bayes consistency when both the discriminant function and the quantizer are estimated. These conditions are stated in terms of a general correspondence between loss functions and a class of functionals known as AliSilvey or f -divergence functionals. Whereas this correspondence was established by Blackwell [Proc. 2nd Berkeley Symp. Probab. Statist. 1 (1951) 93-102. Univ. California Press, Berkeley] for the 0-1 loss, we extend the correspondence to the broader class of surrogate loss functions that play a key role in the general theory of Bayes consistency for binary classification. Our result makes it possible to pick out the (strict) subset of surrogate loss functions that yield Bayes consistency for joint estimation of the discriminant function and the quantizer.
1. Introduction. Consider the classical problem of binary classification: given a pair of random variables (X, Y ) ∈ (X , Y), where X is a Borel subset of R d and Y = {−1, +1}, and given of a set of samples {(X 1 , Y 1 ), . . . , (X n , Y n )}, the goal is to estimate a discriminant function that predicts the binary label Y given the covariate vector X. The accuracy of any discriminant function is generally assessed in terms of 0-1 loss as follows. Letting P denote the distribution of (X, Y ), and letting γ : X → R denote a given discriminant function, we seek to minimize the expectation of the 0-1 loss; that is, the error probability P(Y = sign(γ(X))). 2 Unfortunately, the 0-1 loss is a nonconvex function, and practical classification algorithms, such as boosting and the support vector machine, are based on relaxing the 0-1 loss to a convex upper bound or approximation, yielding a surrogate loss function to which empirical risk minimization procedures can be applied. A significant achievement of the recent literature on binary classification has been the delineation of necessary and sufficient conditions under which such relaxations yield Bayes consistency [2, 9, 12, 13, 19, 22] .
In many practical applications, this classical formulation of binary classification is elaborated to include an additional stage of "feature selection" or "dimension reduction," in which the covariate vector X is transformed into a vector Z according to a data-dependent mapping Q. An interesting example of this more elaborate formulation is a "distributed detection" problem, in which individual components of the d-dimensional covariate vector are measured at spatially separated locations, and there are communication constraints that limit the rate at which the measurements can be forwarded to a central location where the classification decision is made [21] . This communication-constrained setting imposes severe constraints on the choice of Q: any mapping Q must be a separable function, specified by a collection of d univariate, discrete-valued functions that are applied componentwise to X. The goal of decentralized detection is to specify and analyze data-dependent procedures for choosing such functions, which are typically referred to as "quantizers." More generally, we may abstract the essential ingredients of this problem and consider a problem of experimental design, in which Q is taken to be a possibly stochastic mapping X → Z, chosen from some constrained class Q of possible quantizers. In this setting, the discriminant function is a mapping γ : Z → R, chosen from the class Γ of all measurable functions on Z. Overall, the problem is to simultaneously determine both the mapping Q and the discriminant function γ, using the data {(X 1 , Y 1 ), . . . , (X n , Y n )}, so as to jointly minimize the Bayes error R Bayes (γ, Q) := P(Y = sign(γ(Z))).
As alluded to above, when Q is fixed, it is possible to give general conditions under which relaxations of 0-1 loss yield Bayes consistency. As we will show in the current paper, however, these conditions no longer suffice to yield consistency in the more general setting, in which the choice of Q is also optimized. Rather, in the setting of jointly estimating the discriminant function γ and optimizing the quantizer Q, new conditions need to 2 We use the convention that sign(α) = 1 if α > 0 and −1 otherwise.
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be imposed. It is the goal of the current paper to present such conditions and, moreover, to provide a general theoretical understanding of their origin. Such an understanding turns out to repose not only on analytic properties of surrogate loss functions (as in the Q-fixed case), but on a relationship between the family of surrogate loss functions and another class of functions known as f -divergences [1, 7] . In rough terms, an f -divergence between two distributions is defined by the expectation of a convex function of their likelihood ratio. Examples include the Hellinger distance, the total variational distance, Kullback-Leibler divergence and Chernoff distance, as well as various other divergences popular in the information theory literature [20] . In our setting, these f -divergences are applied to the class-conditional distributions induced by applying a fixed quantizer Q.
An early hint of the relationship between surrogate losses and f -divergences can be found in a seminal paper of Blackwell [3] . In our language, Blackwell's result can be stated in the following way: if a quantizer Q A induces class-conditional distributions whose f -divergence is greater than the fdivergence induced by a quantizer Q B , then there exists some set of prior probabilities for the class labels such that Q A results in a smaller probability of error than Q B . This result suggests that any analysis of quantization procedures based on 0-1 and surrogate loss functions might usefully attempt to relate surrogate loss functions to f -divergences. Our analysis shows that this is indeed a fruitful suggestion, and that Blackwell's idea takes its most powerful form when we move beyond 0-1 loss to consider the full set of surrogate loss functions studied in the recent binary classification literature.
Blackwell's result [3] has had significant historical impact on the signal processing literature (and thence on the distributed detection literature). Consider, in a manner complementary to the standard binary classification setting in which the quantizer Q is assumed known, the setting in which the discriminant function γ is assumed known and only the quantizer Q is to be estimated. This is a standard problem in the signal processing literature (see, e.g., [10, 11, 17] ), and solution strategies typically involve the selection of a specific f -divergence to be optimized. Typically, the choice of an fdivergence is made somewhat heuristically, based on the grounds of analytic convenience, computational convenience or asymptotic arguments.
Our results in effect provide a broader and more rigorous framework for justifying the use of various f -divergences in solving quantizer design problems. We broaden the problem to consider the joint estimation of the discriminant function and the quantizer. We adopt a decision-theoretic perspective in which we aim to minimize the expectation of 0-1 loss, but we relax to surrogate loss functions that are convex approximations of 0-1 loss, with the goal of obtaining computationally tractable minimization procedures. By relating the family of surrogate loss functions to the family of f -divergences, we are able to specify equivalence classes of surrogate loss functions. The conditions that we present for Bayes consistency are expressed in terms of these equivalence classes.
1.1. Our contributions. In order to state our contributions more precisely, let us introduce some notation and definitions. Given the distribution P of the pair (X, Y ), consider a discrete space Z, and let Q(z|x) denote a quantizer -a conditional probability distribution on Z for almost all x. Let µ and π denote measures over Z that are induced by Q as follows:
where p and q denote the prior probabilities p = P(Y = 1) and q = P(Y = −1). We assume that Q is restricted to some constrained class Q, such that both µ and π are strictly positive measures.
An f -divergence is defined as
where f : [0, +∞) → R ∪ {+∞} is a continuous convex function. Different choices of convex f lead to different divergence functionals [1, 7] .
The loss functions that we consider are known as margin-based loss functions. Specifically, we study convex loss functions φ(y, γ(z)) that are of the form φ(yγ(z)), where the product yγ(z) is known as the margin. Note in particular that 0-1 loss can be written in this form, since φ 0−1 (y, γ(z)) = I(yγ(z) ≤ 0). Given such a margin-based loss function, we define the φ-risk R φ (γ, Q) = Eφ(Y γ(Z)). Statistical procedures will be defined in terms of minimizers of R φ with respect to the arguments γ and Q, with the expectation replaced by an empirical expectation defined by samples
With these definitions, we now summarize our main results, which are stated technically in Theorems 1-3. The first result (Theorem 1) establishes a general correspondence between the family of f -divergences and the family of optimized φ-risks. In particular, let R φ (Q) denote the optimal φ-risk, meaning the φ-risk obtained by optimizing over the discriminant γ as follows:
In Theorem 1, we establish a precise correspondence between these optimal φ-risks and the family of f -divergences. Theorem 1(a) addresses the forward direction of this correspondence (from φ to f ); in particular, we show that any optimal φ-risk can be written as R φ (Q) = −I f (µ, π), where I f is the Fig. 1 . Illustration of the correspondence between f -divergences and loss functions. For each loss function φ, there exists exactly one corresponding f -divergence such that the optimized φ-risk is equal to the negative f -divergence. The reverse mapping is, in general, many-to-one.
divergence induced by a suitably chosen convex function f . We also specify a set of properties that any such function f inherits from the surrogate loss φ. Theorem 1(b) addresses the converse question: given an f -divergence, when can it be realized as an optimal φ-risk? We provide a set of necessary and sufficient conditions on any such f -divergence and, moreover, specify a constructive procedure for determining all surrogate loss functions φ that induce the specified f -divergence.
The relationship is illustrated in Figure 1 ; whereas each surrogate loss φ induces only one f -divergence, note that in general there are many surrogate loss functions that correspond to the same f -divergence. As particular examples of the general correspondence established in this paper, we show that the hinge loss corresponds to the variational distance, the exponential loss corresponds to the Hellinger distance, and the logistic loss corresponds to the capacitory discrimination distance.
This correspondence, in addition to its intrinsic interest as an extension of Blackwell's work, has a number of consequences. In Section 3, we show that it allows us to isolate a class of φ-losses for which empirical risk minimization is consistent in the joint (quantizer and discriminant) estimation setting. Note in particular (e.g., from Blackwell's work) that the f -divergence associated with the 0-1 loss is the total variational distance. In Theorem 2, we specify a broader class of φ-losses that induce the total variational distance and prove that, under standard technical conditions, an empirical risk minimization procedure based on any such φ-risk is Bayes consistent. This broader class includes not only the nonconvex 0-1 loss, but also other convex and computationally tractable φ-losses, including the hinge loss function that is well known in the context of support vector machines [6] . The key novelty in this result is that it applies to procedures that optimize simultaneously over the discriminant function γ and the quantizer Q. One interpretation of Theorem 2 is as specifying a set of surrogate loss functions φ that are universally equivalent to the 0-1 loss, in that empirical risk minimization procedures based on such φ yield classifier-quantizer pairs (γ * , Q * ) that achieve the Bayes risk. In Section 4, we explore this notion of universal equivalence between loss functions in more depth. In particular, we say that two loss functions φ 1 and φ 2 are universally equivalent if the optimal risks R φ 1 (Q) and R φ 2 (Q) induce the same ordering on quantizers, meaning the ordering
for all quantizer pairs Q a and Q b . Thus, the set of surrogate loss functions can be categorized into subclasses by this equivalence, where of particular interest are all surrogate loss functions that are equivalent (in the sense just defined) to the 0-1 loss. In Theorem 3, we provide an explicit and easily tested set of conditions for a φ-risk to be equivalent to the 0-1 loss. One consequence is that procedures based on a φ-risk outside of this family cannot be Bayes consistent for joint optimization of the discriminant γ and quantizer Q. Thus, coupled with our earlier result in Theorem 2, we obtain a set of necessary and sufficient conditions on φ-losses to be Bayes consistent in this joint estimation setting.
2. Correspondence between φ-loss and f -divergence. Recall that in the setting of binary classification with Q fixed, it is possible to give conditions on the class of surrogate loss functions (i.e., upper bounds on or approximations of the 0-1 loss) that yield Bayes consistency. In particular, Bartlett, Jordan and McAuliffe [2] have provided the following definition of a classification-calibrated loss.
The definition is essentially a pointwise form of a Fisher consistency condition that is appropriate for the binary classification setting. When Q is fixed, this definition ensures that, under fairly general conditions, the decision rule γ obtained by an empirical risk minimization procedure behaves equivalently to the Bayes optimal decision rule. Bartlett, Jordan and McAuliffe [2] also derived a simple lemma that characterizes classification-calibration for convex functions.
Lemma 1. Let φ be a convex function. Then φ is classification-calibrated if and only if it is differentiable at 0 and φ
′ (0) < 0.
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For our purposes, we will find it useful to consider a somewhat more restricted definition of surrogate loss functions. In particular, we impose the following three conditions on any surrogate loss function φ : R → R ∪ {+∞}:
The interpretation of assumption A3 is that one should penalize deviations away from α * in the negative direction at least as strongly as deviations in the positive direction; this requirement is intuitively reasonable given the margin-based interpretation of α. Moreover, this assumption is satisfied by all of the loss functions commonly considered in the literature; in particular, any decreasing function φ (e.g., hinge loss, logistic loss, exponential loss) satisfies this condition, as does the least squares loss (which is not decreasing). When φ is convex, assumption A1 is equivalent to requiring that φ be differentiable at 0 and φ ′ (0) < 0. These facts also imply that the quantity α * defined in assumption A3 is strictly positive. Finally, although φ is not defined for −∞, we shall use the convention that φ(−∞) = +∞.
In the following, we present the general relationship between optimal φ-risks and f -divergences. The easier direction is to show that any φ-risk induces a corresponding f -divergence. The φ-risk can be written in the following way:
For a fixed mapping Q, the optimal φ-risk has the form
. With this notation, the function inf α (φ(−α)+ φ(α)u) is concave as a function of u (since the minimum of a collection of linear functions is concave). Thus, if we define
we obtain the relation We have thus established the easy direction of the correspondence: given a loss function φ, there exists an f -divergence for which the relation (7) holds. Furthermore, the convex function f is given by the expression (6) . Note that our argument does not require convexity of φ.
We now consider the converse. Given a divergence I f (µ, π) for some convex function f , does there exist a loss function φ for which R φ (Q) = −I f (µ, π)? In the theorem presented below, we answer this question in the affirmative. Moreover, we present a constructive result: we specify necessary and sufficient conditions under which there exist decreasing and convex surrogate loss functions for a given f -divergence, and we specify the form of all such loss functions.
Recall the notion of convex duality [18] : For a lower semicontinuous convex function f : R → R ∪ {∞}, the conjugate dual
. Consider an intermediate function:
Define β 1 := inf{β : Ψ(β) < +∞} and β 2 := inf{β : Ψ(β) ≤ inf Ψ}. We are ready to state our first main result.
Theorem 1. (a) For any margin-based surrogate loss function
In addition, if φ is a decreasing convex loss function that satisfies conditions A1, A2 and A3, then the following properties hold:
if f is a lower semicontinuous convex function satisfying all conditions (i)-(iii), there exists a decreasing convex surrogate loss φ that induces the f -divergence in the sense of equations (6) and (7).
For proof of this theorem and additional properties, see Section 5.1.
Remarks. (a)
The existential statement in Theorem 1 can be strengthened to a constructive procedure, through which we specify how to obtain any φ loss function that induces a given f -divergence. Indeed, in the proof of Theorem 1(b) presented in Section 5.1, we prove that any decreasing surrogate loss function φ satisfying conditions A1-A3 that induces an fdivergence must be of the form
ON SURROGATE LOSS FUNCTIONS AND F -DIVERGENCES 9 where g : [u * , +∞) → R is some increasing continuous and convex function such that g(u * ) = u * , and g is right-differentiable at u * with g ′ (u * ) > 0.
(b) Another consequence of Theorem 1 is that any f -divergence can be obtained from a rather large set of surrogate loss functions; indeed, different such losses are obtained by varying the function g in our constructive specification (9) . In Section 2.1, we provide concrete examples of this constructive procedure and the resulting correspondences. For instance, we show that the variational distance corresponds to the 0-1 loss and the hinge loss, while the Hellinger distance corresponds to the exponential loss. Both divergences are also obtained from many less familiar loss functions.
(c) Although the correspondence has been formulated in the population setting, it is the basis of a constructive method for specifying a class of surrogate loss functions that yield a Bayes consistent estimation procedure. Indeed, in Section 3, we exploit this result to isolate a subclass of surrogate convex loss functions that yield Bayes-consistent procedures for joint (γ, Q) minimization procedures. Interestingly, this class is a strict subset of the class of classification-calibrated loss functions, all of which yield Bayes-consistent estimation procedure in the standard classification setting (e.g., [2] ). For instance, the class that we isolate contains the hinge loss, but not the exponential loss or the logistic loss functions. Finally, in Section 4, we show that, in a suitable sense, the specified subclass of surrogate loss functions is the only one that yields consistency for the joint (γ, Q) estimation problem.
2.1. Examples. In this section, we describe various correspondences between φ-losses and f -divergences that illustrate the claims of Theorem 1.
2.1.1. 0-1 loss, hinge loss and variational distance. First, consider the 0-1 loss φ(α) = I[α ≤ 0]. From equation (5b), the optimal discriminant function γ takes the form γ(z) = sign(µ(z) − π(z)), so that the optimal Bayes risk is given by
where V (µ, π) denotes the variational distance V (µ, π) := z∈Z |µ(z) − π(z)| between the two measures µ and π. Now, consider the hinge loss function φ(α) = max{0, 1 − α} = (1 − α) + . In this case, a similar calculation yields γ(z) = sign(µ(z) − π(z)) as the optimal discriminant. The optimal risk for hinge loss thus takes the form:
Thus, both the 0-1 loss and the hinge loss give rise to f -divergences of the form f (u) = −c min{u, 1} + au + b for some constants c > 0 and a, b. Conversely, consider an f -divergence that is based on the function f (u) = −2 min(u, 1) for u ≥ 0. Augmenting the definition by setting f (u) = +∞ for u < 0, we use equation (9) to calculate Ψ:
By inspection, we see that u * = 1, where u * was defined in part (iii) of Theorem 1(a). If we set g(u) = u, then we recover the hinge loss φ(α) = (1 − α) + . On the other hand, choosing g(u) = e u−1 leads to the loss
for α > 0. (10) Note that the loss function obtained with this particular choice of g is not convex, but our theory nonetheless guarantees that this non-convex loss still induces f in the sense of equation (7). To ensure that φ is convex, we must choose g to be an increasing convex function in [1, +∞) Figure 2 for illustrations of some convex φ losses.
2.1.2.
Exponential loss and Hellinger distance. Now, consider the exponential loss φ(α) = exp(−α). In this case, a little calculation shows that the optimal discriminant is γ(z) = π(z) . The optimal risk for exponential loss is given by
where h(µ, π) := 1 2 z∈Z ( µ(z) − π(z)) 2 denotes the Hellinger distance between measures µ and π. Conversely, the Hellinger distance is equivalent to the negative of the Bhattacharyya distance, which is an f -divergence with f (u) = −2 √ u for u ≥ 0. Let us augment the definition of f by setting f (u) = +∞ for u < 0; doing so does not alter the Hellinger (or Bhattacharyya) distances. As before,
otherwise.
Thus, we see that u * = 1. If we let g(u) = u, then a possible surrogate loss function that realizes the Hellinger distance takes the form: On the other hand, if we set g(u) = exp(u − 1), then we obtain the exponential loss φ(α) = exp(−α). See Figure 2 for illustrations of these loss functions.
2.1.3. Least squares loss and triangular discrimination distance. Letting φ(α) = (1 − α) 2 be the least squares loss, the optimal discriminant is given by γ(z) = µ(z)−π(z) µ(z)+π(z) . Thus, the optimal risk for least squares loss takes the form
where ∆(µ, π) denotes the triangular discrimination distance [20] . Conversely, the triangular discriminatory distance is equivalent to the negative of the harmonic distance; it is an f -divergence with f (u) = − 4u u+1 for u ≥ 0. Let us augment f with f (u) = +∞ for u < 0. We have
Clearly, u * = 1. In this case, setting g(u) = u 2 gives the least square loss φ(α) = (1 − α) 2 .
2.1.4. Logistic loss and capacitory discrimination distance. Let φ(α) = log(1 + exp(−α)) be the logistic loss. Then, γ(z) = log µ(z) π(z) . As a result, the optimal risk for logistic loss is given by
where KL(U, V ) denotes the Kullback-Leibler divergence between two measures U and V , and C(U, V ) denotes the capacitory discrimination distance [20] . Conversely, the capacitory discrimination distance is equivalent to an f -divergence with f (u) = −u log u+1 u − log(u + 1), for u ≥ 0. As before, augmenting this function with f (u) = +∞ for u < 0, we have
This representation shows that u * = log 2. If we choose g(u) = log(1 + It can be verified that this symmetrized KL divergence is an f -divergence, generated by the function f (u) = − log u + u log u for u ≥ 0, and +∞ otherwise. Theorem 1 implies that it can be generated by surrogate loss functions of form (9) , but the form of this loss function is not at all obvious. Therefore, in order to recover an explicit form for some φ, we follow the constructive procedure outlined in the remarks following Theorem 1, first defining Ψ(β) = sup u≥0 {−βu + log u − u log u}.
In order to compute the value of this supremum, we take the derivative with respect to u and set it to zero; doing so yields the zero-gradient condition −β + 1/u − log u − 1 = 0. To capture this condition, we define a function r : [0, +∞) → [−∞, +∞] via r(u) = 1/u − log u. It is easy to see that r is a strictly decreasing function whose range covers the whole real line; moreover, the zero-gradient condition is equivalent to r(u) = β + 1. We can thus write Ψ(β) = u + log u − 1 where u = r −1 (β + 1), or, equivalently,
It is straightforward to verify that the function Ψ thus specified is strictly decreasing and convex with Ψ(0) = 0, and that Ψ(Ψ(β)) = β for any β ∈ R. Therefore, Theorem 1 allow us to specify the form of any convex surrogate loss function that generates the symmetric KL divergence; in particular, any such functions must be of the form (9):
where g : [0, +∞) → [0, +∞) is some increasing convex function satisfying g(0) = 0. As a particular example (and one that leads to a closed form expression for φ), let us choose g(u) = e u + u − 1. Doing so leads to the surrogate loss function
as illustrated in Figure 2 (c).
3. Bayes consistency via surrogate losses. As shown in Section 2.1.1, if we substitute the (nonconvex) 0-1 loss function into the linking equation (6), then we obtain the variational distance V (µ, π) as the f -divergence associated with the function f (u) = min{u, 1}. A bit more broadly, let us consider the subclass of f -divergences defined by functions of the form
where a, b and c are scalars with c > 0. (For further examples of such losses, in addition to the 0-1 loss, see Section 2.1.) The main result of this section is that there exists a subset of surrogate losses φ associated with an f -divergence of the form (12) that, when used in the context of a risk minimization procedure for jointly optimizing (γ, Q) pairs, yields a Bayes consistent method.
We begin by specifying some standard technical conditions under which our Bayes consistency result holds. Consider sequences of increasing compact function classes C 1 ⊆ C 2 ⊆ · · · ⊆ Γ and D 1 ⊆ D 2 ⊆ · · · ⊆ Q. Recall that Γ denotes the class of all measurable functions from Z → R, whereas Q is a constrained class of quantizer functions Q, with the restriction that µ and π are strictly positive measures. Our analysis supposes that there exists an oracle that outputs an optimal solution to the minimization problem
and let (γ * n , Q * n ) denote one such solution. Let R * Bayes denote the minimum Bayes risk achieved over the space of decision rules (γ, Q) ∈ (Γ, Q):
We refer to the nonnegative quantity R Bayes (γ * n , Q * n ) − R * Bayes as the excess Bayes risk of our estimation procedure. We say that such an estimation procedure is universally consistent if the excess Bayes risk converges to zero, that is, if under the (unknown) Borel probability measure P on X × Y, we have lim n→∞ R Bayes (γ * n , Q * n ) = R * Bayes in probability. (15) In order to analyze the statistical behavior of this algorithm and to establish universal consistency for appropriate sequences (C n , D n ) of function classes, we follow a standard strategy of decomposing the Bayes error in terms of two types of errors:
• the approximation error associated with function classes C n ⊆ Γ, and D n ⊆ Q:
where R * φ := inf (γ,Q)∈(Γ,Q) R φ (γ, Q); • the estimation error introduced by the finite sample size n:
where the expectation is taken with respect to the (unknown) measure P n (X, Y ).
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For asserting universal consistency, we impose the standard conditions:
Conditions on loss function φ: Our consistency result applies to the class of surrogate losses that satisfy the following: B1: φ is continuous, convex, and classification-calibrated; B2: For each n = 1, 2, . . . , we assume that
With this set-up, the following theorem ties together the Bayes error with the approximation error and estimation error and provides sufficient conditions for universal consistency for a suitable subclass of surrogate loss functions. (a) For any Borel probability measure P, there holds, with probability at least 1 − δ:
(b) Universal Consistency: For function classes satisfying the approximation (18) and estimation conditions (19) , the estimation procedure (13) is universally consistent:
Remarks. (i) Note that both the approximation and the estimation errors are with respect to the φ-loss, but the theorem statement refers to the excess Bayes risk. Since the analysis of approximation and estimation conditions such as those in equation (18) and (19) is a standard topic in statistical learning, we will not discuss it further here. We note that our previous work analyzed the estimation error for certain kernel classes [15] .
(ii) It is worth pointing out that in order for our result to be applicable to an arbitrary constrained class of Q for which µ and π are strictly positive measures, we need the additional constraint that (a − b)(p − q) ≥ 0, where a, b are scalars in the f -divergence (12) and p, q are the unknown prior probabilities. Intuitively, this requirement is needed to ensure that the approximation error due to varying Q within Q dominates the approximation error due to varying γ (because the optimal γ is determined only after Q) for arbitrary Q. Since p and q are generally unknown, the only f -divergences that are practically useful are the ones for which a = b. One such φ is the hinge loss, which underlies the support vector machine.
Finally, we note that the proof of Theorem 2 relies on an auxiliary result that is of independent interest. In particular, we prove that for any function classes C and D, for certain choice of surrogate loss φ, the excess φ-risk is related to the excess Bayes risk as follows.
Lemma 2. Let φ be a surrogate loss function satisfying all conditions specified in Theorem 2. Then, for any classifier-quantizer pair
This result (22) demonstrates that in order to achieve joint Bayes consistencythat is, in order to drive the excess Bayes risk to zero, while optimizing over the pair (γ, Q)-it suffices to drive the excess φ-risk to zero.
Comparison between loss functions.
We have studied a broad class of loss functions corresponding to f -divergences of the form (12) in Theorem 1. A subset of this class in turn yields Bayes consistency for the estimation procedure (13) as shown in Theorem 2. A natural question is, are there any other surrogate loss functions that also yield Bayes consistency?
A necessary condition for achieving Bayes consistency using estimation procedure (13) is that the constrained minimization over surrogate φ-risks should yield a (Q, γ) pair that minimizes the expected 0-1 loss subject to the same constraints. In this section, we show that only surrogate loss functions that induce f -divergence of the form (12) can actually satisfy this property. We establish this result by developing a general way of comparing different loss functions. In particular, by exploiting the correspondence between surrogate losses and f -divergences, we are able to compare surrogate losses in terms of their corresponding f -divergences.
4.1.
Connection between 0-1 loss and f -divergences. The connection between f -divergences and 0-1 loss that we develop has its origins in seminal work on comparison of experiments by Blackwell and others [3, 4, 5] . In particular, we give the following definition.
for any choice of prior probability q = P(Y = −1) ∈ (0, 1).
Recall that a choice of quantizer design Q induces two conditional distributions, say P (Z|Y = 1) ∼ P 1 and P (Z|Y = −1) ∼ P −1 . From here onward, we use P Q −1 and P Q 1 to denote the fact that both P −1 and P 1 are determined by the specific choice of Q. By "parameterizing" the decision-theoretic criterion in terms of loss function φ and establishing a precise correspondence between φ and the f -divergence, we obtain an arguably simpler proof of the classical theorem [3, 4] that relates 0-1 loss to f -divergences. Proposition 1 [3, 4] . For any two quantizer designs Q 1 and Q 2 , the following statements are equivalent:
Proof. We first establish the equivalence (a) ⇔ (b). By the correspondence between 0-1 loss and an f -divergence with f (u) = − min(u, 1), we have R Bayes (Q) = −I f (µ, π) = −I fq (P 1 , P −1 ), where f q (u) := qf (
Next, we prove the equivalence (b) ⇔ (c). The implication (c) ⇒ (b) is immediate. Considering the reverse implication (b) ⇒ (c), we note that any convex function f (u) can be uniformly approximated over a bounded interval as a sum of a linear function and − k α k min(u, c k ), where α k > 0, c k > 0 for all k. For a linear function f , I f (P −1 , P 1 ) does not depend on P −1 , P 1 . Using these facts, (c) follows easily from (b). Proof. By Theorem 1(a), we have R φ (Q) = −I f (µ, π) = −I fq (P 1 , P −1 ), from which the corollary follows, using Proposition 1.
Corollary 1 implies that if
for some loss function φ, then R Bayes (Q 1 ) ≤ R Bayes (Q 2 ) for some set of prior probabilities on the hypothesis space. This implication justifies the use of a given surrogate loss function φ in place of the 0-1 loss for some prior probability; however, for a given prior probability, it gives no guidance on how to choose φ. Moreover, the prior probabilities on the label Y are typically unknown in many applications. In such a setting, Blackwell's notion of Q 1 dominating Q 2 has limited usefulness. With this motivation in mind, the following section is devoted to development of a more stringent method for assessing equivalence between loss functions.
Universal equivalence.
Suppose that the loss functions φ 1 and φ 2 realize the f -divergences associated with the convex functions f 1 and f 2 , respectively. We then have the following definition. 
In terms of the corresponding f -divergences, this relation is denoted by
Observe that this definition is very stringent, in that it requires that the ordering between optimal φ 1 and φ 2 risks holds for all probability distributions P on X × Y. However, this stronger notion of equivalence is needed for nonparametric approaches to classification, in which the underlying distribution P is only weakly constrained.
The following result provides necessary and sufficient conditions for two f -divergences to be universally equivalent. An important special case is when one of the f -divergences is the variational distance. In this case, we have the following. The above result establishes that only those surrogate loss functions corresponding to the variational distance yield universal consistency in a strong sense, meaning for any underlying P and a constrained class of quantization rules.
Proofs.
In this section, we provide detailed proofs of our main results, as well as some auxiliary results.
Proofs of Theorem 1 and auxiliary properties.
Our proof proceeds via connecting some intermediate functions. First, let us define, for each β, the inverse mapping
where inf ∅ := +∞. The following result summarizes some useful properties of φ −1 .
Lemma 3.
Suppose that φ is a convex loss satisfying assumptions A1, A2 and A3.
(a) For all β ∈ R such that φ −1 (β) < +∞, the inequality φ(φ −1 (β)) ≤ β holds. Furthermore, equality occurs when φ is continuous at φ −1 (β).
(b) The function φ −1 : R → R is strictly decreasing and convex.
Using the function φ −1 , we define a new functionΨ : R → R bỹ
Note that the domain ofΨ is Dom(Ψ) = {β ∈ R : φ −1 (β) ∈ R}. Now, definẽ
It is simple to check that inf φ = infΨ = φ(α * ), andβ 1 = φ(α * ),β 2 = φ(−α * ). Furthermore, by construction, we haveΨ(β 2 ) = φ(α * ) =β 1 , as well asΨ(β 1 ) = φ(−α * ) =β 2 . The following properties ofΨ are particularly useful for our main results. Let us proceed to part (a) of the theorem. The statement for general φ has already proved in the derivation preceding the theorem statement. Now, supposing that a decreasing convex surrogate loss φ satisfies assumptions A1, A2 and A3, then
For β such that φ −1 (β) ∈ R, there might be more than one α such that φ(α) = β. However, our assumption (4) ensures that α = φ −1 (β) results in minimum φ(−α). Hence,
By Lemma 4(b), the fact that φ is decreasing implies thatΨ is convex. By convex duality and the lower semicontinuity ofΨ (from Lemma 4(c)), we can also writeΨ
Thus,Ψ is identical to the function Ψ defined in equation (8) . The proof of part (a) is complete, thanks to Lemma 4. Furthermore, it can be shown that φ must have the form (9) . Indeed, from Lemma 4(d), we have Ψ(φ(0)) = φ(0) ∈ (β 1 , β 2 ). As a consequence, u * := φ(0) satisfies the relation Ψ(u * ) = u * . Since φ is decreasing and convex on the interval (−∞, 0], for any α ≥ 0, we can write
where g is some increasing continuous and convex function. From Lemma 4(d), we have φ(α) = Ψ(φ(−α)) = Ψ(g(α + u * ) for α ≥ 0. To ensure the continuity at 0, there holds u * = φ(0) = g(u * ). To ensure that φ is classificationcalibrated, we require that φ be differentiable at 0 and φ ′ (0) < 0. These conditions in turn imply that g must be right-differentiable at u * , with g ′ (u * ) > 0. Let us turn to part (b) of the theorem. Since f is lower semicontinuous by assumption, convex duality allows us to write
Note that Ψ is lower semicontinuous and convex by definition. To prove that any surrogate loss φ of form (9) (along with conditions A1-A3) must induce f -divergences in the sense of equation (6) [and thus equation (7)], it remains to show that φ is linked to Ψ via the relatioñ
Since Ψ is assumed to be a decreasing function, the function φ defined in (9) is also a decreasing function. Using the fixed point u * ∈ (β 1 , β 2 ) of function Ψ, we divide our analysis into three cases:
• For β ≥ u * , there exists α ≥ 0 such that g(α + u * ) = β. Choose the largest such α. From our definition of φ, φ(−α) = β. Thus, φ −1 (β) = −α. It follows thatΨ(β) = φ(−φ −1 (β)) = φ(α) = Ψ(g(α + u * )) = Ψ(β). • For β < β 1 , then Ψ(β) = +∞. It can also be verified thatΨ(β) = +∞.
• Lastly, for β 1 ≤ β < u * < β 2 , there exists α > 0 such that g(α + u * ) ∈ (u * , β 2 ) and β = Ψ(g(α + u * )), which implies that β = φ(α) from our definition. Choose the smallest α that satisfies these conditions. Then, φ −1 (β) = α, and it follows thatΨ(β) = φ(−φ −1 (β)) = φ(−α) = g(α + u * ) = Ψ(Ψ(g(α + u * ))) = Ψ(β), where we have used the fact that g(α + u * ) ∈ (β 1 , β 2 ).
The proof of Theorem 1 is complete.
5.1.1. Some additional properties. In the remainder of this section we present several useful properties of surrogate losses and f -divergences. Although Theorem 1 provides one set of conditions for an f -divergence to be realized by some surrogate loss φ, as well as a constructive procedure for finding all such loss functions, the following result provides a related set of conditions that can be easier to verify. We say that an f -divergence is symmetric if I f (µ, π) = I f (π, µ) for any measures µ and π. With this definition, we have the following. 
which is equal to −I f (π, µ), thereby showing that the f -divergence is symmetric.
(b) ⇒ (c): By assumption, the following relation holds for any measures µ and π:
Take any instance of z = l ∈ Z, and consider measures µ ′ and π ′ , which are defined on the space Z − {l} such that µ ′ (z) = µ(z) and π ′ (z) = π(z) for all z ∈ Z − {l}. Since condition (29) also holds for µ ′ and π ′ , it follows that
for all z ∈ Z and any µ and π. Hence, f (u) = uf (1/u) for any u > 0.
(c) ⇒ (a): It suffices to show that all sufficient conditions specified by Theorem 1 are satisfied.
Since any f -divergence is defined by applying f to a likelihood ratio [see definition (2) ], we can assume f (u) = +∞ for u < 0 without loss of generality. Since f (u) = uf (1/u) for any u > 0, it can be verified using subdifferential calculus [8] that for any u > 0, there holds
Given some u > 0, consider any v 1 ∈ ∂f (u). Combined with equation (30) and the equality f (u) = uf (1/u), we have
Letting Ψ(β) = f * (−β) as in Theorem 1, we have
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Note that from equation (31), the supremum is achieved at β = 1/u, so that we have Ψ(Ψ(−v 1 )) = −v 1 for any v 1 ∈ ∂f (u) for u > 0. In other words, Ψ(Ψ(β)) = β for any β ∈ {−∂f (u), u > 0}. Convex duality and the definition Ψ(β) = f * (−β) imply that β ∈ −∂f (u) for some u > 0 if and only if −u ∈ ∂Ψ(β) for some u > 0. This condition on β is equivalent to the subdifferential ∂Ψ(β) containing some negative value, which is satisfied by any β ∈ (β 1 , β 2 ), so that Ψ(Ψ(β)) = β for β ∈ (β 1 , β 2 ). In addition, since f (u) = +∞ for u < 0, Ψ is a decreasing function. Now, as an application of Theorem 1, we conclude that I f is realizable by some (decreasing) surrogate loss function.
The following result establishes a link between (un)boundedness and the properties of the associated f .
Corollary 4. Assume that φ is a decreasing (continuous convex) loss function corresponding to an f -divergence, where f is a continuous convex function that is bounded from below by an affine function. Then, φ is unbounded from below if and only if
Proof. φ is unbounded from below if and only if Ψ(β) = φ(−φ −1 (β)) ∈ R for all β ∈ R, which is equivalent to the dual function f (β) = Ψ * (−β) being 1-coercive cf. [8] .
Consequentially, for any decreasing and lower-bounded φ loss (which includes the hinge, logistic and exponential losses), the associated f -divergence is not 1-coercive. Other interesting f -divergences such as the symmetric KL divergence considered in [5] are 1-coercive, meaning that any associated surrogate loss φ cannot be bounded below.
Proof of Theorem 2. First let us prove Lemma 2:
Proof. Since φ has form (9), it is easy to check that φ(0) = (c− a− b)/2. Now, note that Therefore, the lemma will be immediate once we can show that (a) Since φ −1 (β) < +∞, we have φ(φ −1 (β)) = φ(inf{α : φ(α) ≤ β}) ≤ β, where the final inequality follows from the lower semi-continuity of φ. If φ is continuous at φ −1 (β), then we have φ −1 (β) = min{α : φ(α) = β}, in which case we have φ(φ −1 (β)) = β.
(b) Due to convexity and the inequality φ ′ (0) < 0, it follows that φ is a strictly decreasing function in (−∞, α * ]. Furthermore, for all β ∈ R such that φ −1 (β) < +∞, we must have φ −1 (β) ≤ α * . Therefore, definition 24 and the (decreasing) monotonicity of φ imply that for any a, b ∈ R, if b ≥ a ≥ inf φ, then φ −1 (a) ≥ φ −1 (b), which establishes that φ −1 is a decreasing function. In addition, we have a ≥ φ −1 (b) if and only if φ(a) ≤ b. Now, due to the convexity of φ, applying Jensen's inequality for any 0 < λ < 1, we have φ(λφ −1 (β 1 ) + (1 − λ)φ −1 (β 2 )) ≤ λφ(φ −1 (β 1 )) + (1 − λ)φ(φ −1 (β 2 )) ≤ λβ 1 + (1 − λ)β 2 . Therefore,
implying the convexity of φ −1 .
B. Proof of Lemma 4.
Proof. We next consider the case of a general function φ. For β ∈ (β 1 , β 2 ), we have φ −1 (β) ∈ (−α * , α * ), and hence −φ −1 (β) ∈ (−α * , α * ). Since φ is strictly decreasing in (−∞, α * ], then φ(−φ −1 (β)) is strictly decreasing in (β 1 , β 2 ). Finally, when β < inf Ψ = φ(α * ), φ −1 (β) / ∈ R, so Ψ(β) = +∞ by definition. where the last inequality is due to the convexity of φ −1 and decreasing φ. Hence, Ψ is a convex function. In general, the above arguments go through for any γ 1 , γ 2 ∈ [β 1 , β 2 ]. Since Ψ(β) = +∞ for β < β 1 , this implies that Ψ is convex in (−∞, β 2 ].
(c) For any a ∈ R, from the definition of φ −1 and due to the continuity of φ, {β|Ψ(β) = φ(−φ −1 (β)) ≤ a} = {β| − φ −1 (β) ≥ φ −1 (a)} = {β|φ −1 (β) ≤ −φ −1 (a)} = {β|β ≥ φ(−φ −1 (a))} is a closed set. Similarly, {β ∈ R|Ψ(β) ≥ a} is a closed set. Hence, Ψ is continuous in its domain.
