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Abstract 
An embedding of a graph G = (V,E) into its complement is a permutation CT on V(G) such 
that if an edge xy belongs to E(G) then o(x)a(y) does not belong to E(G). The fact that every 
graph G of order n and size less than or equal to n - 2 is embeddable is well known and has 
been improved in many ways. We present these improvements which give more information 
about embeddings than just the existence. The new results (Theorems 1.8. 1.10, 1.12 and 1.13) 
concern the existence of embeddings (r with restrictions on the cycle length of cr considered as 
a permutation. 
1. Results 
We shall use standard graph theory notation. A finite, undirected graph G consists 
of a vertex set V(G) and edge set E(G). All graphs will be assumed to have neither 
loops nor multiple edges. For graphs G and H we denote by G u H the vertex disjoint 
union of graphs G and H and kG stands for the vertex disjoint union of k copies of 
graph G. 
Suppose G1, . . . , Gk are graphs of order n. We say that there is a packing of Gr , . . . , Gk 
(into the complete graph K,) if there exist injections ai: V(Gi) -+ V(K,), i = 1, . ..) k, 
such that @(E(GJ) n aj*(E(Gj)) = 8 for i #j, where the map I$ : E(Gi) + E(K,) is the 
one induced by ai. 
A packing of k copies of a graph G will be called a k-placement of G. A packing of 
two copies of G (i.e. a 2-placement) is an embedding of G (in its complement G). So, an 
embedding of a graph G is a permutation o on V(G) such that if an edge xy belongs to 
E(G) then a( does not belong to E(G). 
The main references of the paper are the last chapter of Bollobas’s book [a], 
Chapter 4 of Yap’s book [14] and the survey paper Cl.51. 
The following theorem was proved, independently, in [3,4,9]. 
Theorem 1.1 (Burns and Schuster) [4]. Let G = (V,E) be a graph of order n. Zf 
(E(G)/ d n - 2 then G can be embedded in its complement G. 
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The example of the star K1,,_l shows that Theorem 1.1 cannot be improved by 
increasing the size of G. 
The next theorem completely characterizes those graphs with n vertices and n - 1 
edges which are embeddable. 
Theorem 1.2 (Faudree et al.) [S]. Let G = (V, E) be a graph of order n. Zf 
IE(G)( 6 n - 1 then either G is embeddable or G is isomorphic to one of the following 
graphs: K1,,-l, Kl,n-4 u K3, n b 8, K1 v 2K,, K1 v Cq, K1 v KJ, Kz v K3. 
These results have been improved in many ways. Our purpose is to present these 
improvements which give more information about embeddings than just the existence. 
For other generalizations and improvements see [2,14,15]. 
The following two theorems bring about the desired improvements in Theorems 1.1 
and 1.2 (cf. [lo]). 
Theorem 1.3 (Schuster [lo]). Let G = (V, E) be a graph of order n. If (E(G)1 < n - 2 
then there exists an embedding CJ of G in its complement G such that cr has nofixed points, 
i.e. CT(X) # xfor x E V(G). 
Theorem 1.4 (Schuster [lo]). Let G = (V,E) be a graph of order n with IE(G)l < n - 1 
such that 
(a) G is not an exceptional graph of Theorem 1.2 and 
(b) G #KI,ZuK3 and G #KI,juKJ. 
Then there exists a3xed-point-free embedding of G. 
The next two theorems also generalize Theorem 1.1. 
Theorem 1.5 (Wojda and Wozniak [ll]). Let G = (V,E) be a graph of order n. Zf 
IE(G)I < n - 2 then either there exists a 3-placement of G or G is isomorphic to 
K3u2K1 or to K4u4K1. 
Theorem 1.6 (Woiniak [12]). Let G = (V,E) be a graph of order n. Zf JE(G)( < n - 2 
then either G can be embedded in the complement of its square G2 or G is isomorphic to 
one of the following exceptional graphs: C5 u 2K1, CS u K2 v Kt, C5 v 2K2 or 
C5 u K1 u Kl,n_7 for n B 11. (Recall that the square G2 of a graph G = (V, E) is the 
graph with V(G2) = V(G) and E(G’) = {xy: distG(x, y) < 2, x, y E V(G)}.) 
If G is an exceptional graph of Theorem 1.6 then it is very easy to find an embedd- 
ing of G in G. Thus, since G c G2, Theorem 1.6 can be considered as an improve- 
ment of Theorem 1.1. In some cases this improvement is considerable. For instance, 
G = KI,,_2 u K1 then G2 = K,_l u K1 and, in this case, after packing of G and G2 
in K,, all edges of K, but one are covered by the edges belonging to E(G) or 
to E(G2). 
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Assume that an embedding 0 of G is expressed as the product of disjoint cycles 
(considering r~ as a permutation). 
Theorem 1.7 (Benhocine and Wojda [ll]). Let G = (V,E) be a graph of order n, 
n E 0,l (mod 4). Zf JE(G)I < n - 1 then either there exists an embedding o of G having 
all its cycles of length 4, exceptfor one of length one ifn is odd, or G is isomorphic to one 
of the following graphs: K1,,- 1, Kl,n-4 u K3, n B 8, KI u G, K1 u KS, KZ u KS. 
In other cases we have the following theorem. 
Theorem 1.8. Let G = (V,E) be a graph of order n, n s 2,3 (mod4). Zf IE(G)j Q n - 1 
then either there exists an embedding o of G having all its cycles of length 4, except for 
one of length two or two of length one if n is even and two of length one and two, 
respectively, if n is odd, or G is isomorphic to one of the following graphs: K1,,_l, 
Kl,n_4 u K,, n S 8, K1 u 2K,. 
The proof of Theorem 1.8 is given in Section 2. 
Recall that a graph G is self-complementary (in short, s-c) if it is isomorphic to its 
complement (cf. [7, 81). 
It is evident that an s-c graph has n E 0,l (mod4) vertices. We extend the above 
definition to the case where n E 2,3 (mod4) as follows. A graph G of order 
n 3 2,3 (mod 4) is said to be almost self complementary (in short, a-s-c) if G is of size 
i(($) - 1) and there exists a packing of G, G, K2 (into K,). 
Theorem 1.7 and 1.8 imply the following corollary. 
Corollary 1.9. Let G = (V, E) be a graph of order n with ) E(G)\ < n - 1 such that G is 
not isomorphic to an exceptional graph of Theorem 1.2. Then 
(a) G is contained in an s-c graph for n 3 0,l (mod4) or 
(b) G is contained in an u-s-c graph for n E 2,3 (mod 4). 
The proof of Corollary 1.9(b) is analogous to the proof of (a) given in [3]. 
Theorems 1.7 and 1.8 improve Theorem 1.2. An analogous improvement of The- 
orem 1.5 is given in the following theorem. 
Theorem 1.10. Let G = (V, E) be a graph of order n, G # K3 u 2K,, G # K, u 4K1. If 
[E(G)/ < n - 2 then there exists a permutation CJ on V(G) such that co, ol, o2 define 
a 3-placement of G. Moreover, u has all its cycles of length 3, exceptfor one of length one 
if n = 1 (mod 3) or two of length one if n = 2 (mod 3). 
The proof of Theorem 1.10 is given in Section 3. 
By analogy to the definitions of an s-c (a-s-c) graph, a graph G of order 
n = 0,l (mod 3) is said to be a 3-s-c graph if G is of size i(i) and there exists 
a 3-placement of G. 
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A graph G of order n = 2 (mod 3) is said to be a 3-u-s-c graph if G is of size 5 ((l) - 1) 
and there exists a packing of G, G, G, K2 (into K,). 
Theorem 1.10 implies the following corollary. 
Corollary 1.11. Let G = (V,E) be a graph oforder n with JE(G)J < n - 2 such that G is 
not isomorphic to an exceptional graph of Theorem 1.5. Then 
(a) G is contained in a 3-s-c graph for n = 0,l (mod 3) or 
(b) G is contained in a 3-a-s-c graph for n = 2 (mod3). 
Note that Theorems 1.7 and 1.10 imply Theorem 1.3 for n = 0 (mod 3) and 
n = O(mod4). The following two theorems improve it for every n. 
Theorem 1.12. Let G = (V, E) be a graph of order n, n b 3. If IE(G)I < n - 2 then there 
exists an embedding o of G such that each cycle of o has length equal to 3 or 4 except for 
n = 5 when o is a cycle of length 5. 
Theorem 1.13. Let G = (V, E) be a graph of order n. If IE(G)I < n - 2 then there exists 
an embedding (T of G such that o is a cycle of length n. 
The proofs of Theorems 1.12 and 1.13 are given in Section 4. 
Finally, we shall give two examples of theorems where the properties of an 
embedding of a graph G are related to G. 
The first one is a consequence of a theorem proved in [6]. 
Theorem 1.14. Let G be a bipartite graph of order n and size at most n - 2. Then there 
exists a partition X, Y of G (i.e. two disjoint sets of independent vertices X, Y such that 
X u Y = V(G)) and an embedding o of G such that a(X) = X and a(Y) = Y. 
The second theorem is connected with the following conjecture posed in [5]. 
Conjecture. Each non star graph which contains no cycles of length 3 or 4 as 
subgraphs is embeddable. 
Theorem 1.15 (Wozniak [12]). Zf a connected graph G is not a star and contains no 
cycles of length 3,4,5,6 or 7 as subgraphs, then there exists an embedding (r of G such 
that 1 < distG(x,o(x)) < 3 for each x E V(G). 
2. Proof of Theorem 1.8 
Throughout this section G will be a graph of order n. We shall use the following 
terminology. A permutation c of V(G) will be called “good” for G if c is an embedding 
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of G and all its cycles have length 4, except for one of length one if n 3 1 (mod 4) one of 
length two or two of length one if n 3 2(mod 4) and two of length one and two, 
respectively, if n = 3 (mod 4). 
Using this terminology, Theorem 1.7 says that if IE(G)( < IZ - 1, n = 0,l (mod 4) 
then either there exists a “good” permutation for G or G is isomorphic to one of the 
following graphs: K i, n _ 1, Kl,n-4 v KS, n 2 8, K1 v Cd, K1 v K3, K2 v K3. 
We have to prove that if IE(G)I < n - 1, n = 2,3 (mod 4), then either there exists 
a “good” permutation for G or G is isomorphic to one of the following graphs: K1,,_ 1, 
Kl,n_4 v KS, n 3 8, K1 u 2K,. 
The proof is by induction on n. Without loss of generality, we can assume that 
IE(G)( = n - 1 and that G is not one of the exceptional graphs. The Theorem is true 
for n = 2,3, so let n 2 6, n = 2,3 (mod 4) and suppose that the theorem has been 
proved for all n’ < n. Note that /E(G)1 < n implies that G has at least one connected 
component which is a tree. 
We shall consider two main cases. 
Case 1: n = 2 (mod 4). (a) G has two nonadjacent end vertices, say x, y. Consider the 
graph G’ = G\{x, y). Suppose G’ is not one of the exceptional graphs of Theorem 1.7. 
Then there exists a “good” permutation for G’, say 0’. Putting o(x) = x, o(y) = y and 
a(v) = o’(v) for v E V(G’) we get a “good” permutation for G. The case where G’ is one 
of the exceptional graphs of Theorem 1.7 is left to the reader. 
(b) G has an isolated vertex. Denote the isolated vertex of G by x and let y be a vertex 
of G with d(y) > 2. Consider the graph G’ = G\{x, y} and suppose G’ is not one of the 
exceptional graphs of Theorems 1.7. Denote by g’ a “good” permutation for G’. Then 
a “good” permutation for G can be defined by 0 = a’(xy). As in (a), the case where G’ is 
one of the exceptional graphs of Theorem 1.7 is left to the reader. 
(c) Neither (a) nor (b) holds. Then G contains an isolated edge, say xy, and all other 
vertices of G have degree 2. Denote by u, v two nonadjacent vertices of G and consider 
the graph G’ = G\{x, y, u, v}, Since G’ is of order n - 4 and has n - 6 edges, then, by 
induction, there exists a “good” permutation, c’ say, for G’. Define c by 0 = o’(xuyv). 
It is easy to see that r~ is a “good ” permutation for G. 
Case 2: n = 3 (mod 4). If G has an isolated vertex or an isolated edge we proceed 
similarly as in case l(b) or l(c), making use either of Theorem 1.7 or of our induction 
hypothesis. Otherwise G has a component T which is a tree, T # K1, T # K,. We 
consider two cases. 
(a) T has three end edges xx’, yy’, zz’ with end vertices x, y, z. We put G’ = 
G\{x, y, z}. By Theorem 1.7 there exists a “good” permutation for G’, say o’, having all 
cycles of length 4. Consider, for example, the “worst” case where x’, y’, z’ are distinct 
and belong to the same cycle of c’. Let a’(~‘) = y’, a’(~‘) = z’. Then a “good” 
permutation for G can be defined by g = a’(xz) (y). 
(b) T is a path alaz...ak. If ka5, we put G’=G\{a1,az,a3,a4} and 
0 = o’(u~u~u~u~). If k = 4, we put G’ = G\ (al, u3, u4} and c = a’(a,a3) (4). Finally, if 
k = 3 we put G’ = G\{ai, a2, x} and 0 = o’(a,x)(az) where x is a vertex of G, d(x) 3 1, 
X #Ui. 
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In all the above cases (T’ is a “good” permutation for G’. The existence of O’ follows 
from the induction hypothesis or from Theorem 1.7. It is easy to see that Q defines 
a “good” permutation for G. 
This completes the proof of Theorem 1.8. 
3. Proof of Theorem 1.10 
In this section a permutation (T on V(G) is said to be a “good” permutation for G if 
a’, rri, g2 define a 3-placement of G and o has all its cycles of length 3, except for one of 
length one if n = 1 (mod 3) or two of length one if n = 2 (mod 3). So we have to prove 
that if G # Ks u 2Ki, G # K4 u 4K, and JE(G)J < n - 2 then there exists a “good” 
permutation for G. The proof is by induction on n. Without loss of generality, we can 
assume that 1 E(G)1 = n - 2 and G is not one of the exceptional graphs. The theorem is 
true for IZ = 3,4,5. Assume it is true for every graph of order n’ < n. 
We shall consider three main cases. 
Case 1: n = 1 (mod 3). (a) G has a vertex, say x, with d(x) = 1. Consider the graph 
G’= G\(x) and 1 t e cr’ be a “good” permutation for G’. We put e(x) = x and 
O(V) = o’(v) for v E I’(G), Since rr’ has no fixed point, c is a “good” permutation for G. 
(b) G has no end vertex. Then G has at least two isolated vertices, say x, y. Suppose 
G has a vertex, say z, such that d(z) 3 3 and consider the graph G’ = G\{x, y, z]. Let rr’ 
be a “good” permutation for G’. We put 0 = o’(xyz). It is easy to see that g is a “good” 
permutation for G. The case where G is the union of edge disjoint cycles and two 
isolated vertices is considered below as case 4. 
Case 2: n 3 2(mod 3). (a) G has two nonadjacent end vertices, say, x, y. We define c, 
a “good” permutation for G, by a(x) = x, a(y) = y and e(v) = o’(v) for v E V(G), 
where rr’ is a “good” permutation for G’, G’ = G\{x, y]. 
(b) G has an isolated edge, say xy. Let z be a vertex of G with d(z) > 2. We con- 
sider the graph G’ = G\{x, y, z}. If G’ is not exceptional then (T is defined by 
CT = c’ (xyz), where cr’ is a “good” permutation for G’. The remaining cases are left 
to the reader. 
(c) G has no end vertex. Then G has at least two isolated vertices, say x,y. If there 
exists a vertex z of G such that d(z) 2 3 then we repeat the reasoning from case 2(b) 
with G’ = G\{x, y, z}. If not, then G is the union of edge disjoint cycles and two 
isolated vertices (see case 4 below). 
Case 3: n 3 0 (mod 3). (a) G has three end edges xx’, yy’ and zz’ with end vertices x, y, z 
such that either x’, y’,z’ are distinct or x’ = y’ = z’. We consider G’ = G\{x, y, z} and 
proceed as in the above cases. A “good” permutation for G is defined either by 
rr = a’(xyz) or by o = O’ (xzy). 
(b) G has un isolated edge or two isolated vertices. This case is similar to case 2(b) or 
2(c). 
(c) G contains two nontrivial trees as components; (a),(b)do not hold. Then it is easy to 
see that these two trees have to be isomorphic to P3. Denote these two paths abc 
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and xyz and consider the graph G’ = G\{a, b, x}. The permutation 0 is defined either 
by 0 = a’(abx) or by CJ = o’(axb). 
(d) G has only one nontrivial tree component, say T. So, G has at least one isolated 
vertex, y say. Denote by ai . . . uk the longest path of T. Note that by (b) we may assume 
k 2 3. If d(az) > 3 then we consider the graph G’ = G\{ai, az, y} and get a by 
induction by putting a = a’(aiazy). So d(az) = 2. Thus, by symmetry, for k = 3,4, Tis 
a path. If k 2 5 and d(ai) 2 3 for some i, 3 < i < k - 2, then we can apply subcase (a). 
So we have d(ai) = 2 for all i, 2 < i < k - 1, i.e. T is a path. If k > 4 we can consider 
the graph G’ = G\{ uz, u3, y} and proceed as in subcase (c). 
Finally, consider the case where T = u1a2u3. Denote by x1, xz two nonadja- 
cent vertices of V’(G - T) such that d(xi) 3 2 and consider the graph 
G’ = G\{aI, a2, a3,y, x1, xz}. A “good” permutation for G is defined now by 
a = a'(ala2xl)(a3~2y), where a’ is a “good” permutation to G’. 
Case 4: G is the union of edge disjoint cycles and two isolated vertices. Denote by x, y 
the isolated vertices of G. Suppose that at least one component of G is a cycle of 
length k 4 and denote by a’, a, b, b’ four consecutive vertices on this cycle. Con- 
sider the graph G’ = G\{a, b, ) x and put a = a’(abx) if a’(a) # b’ or a = a’(axb) 
otherwise. 
Therefore, it remains to consider n = 3k + 2 and G = 2Ki u kK3. For k 3 3 denote 
by aibi+ICi+, (mod k) the vertices of the ith triangle component of G. Then the 
permutation (x) (y)(a,b,c,)(a,b,c,) ... (akbkcJ is “good” for G. The case k = 2 is left to 
the reader. This completes the proof of Theorem 1.10. 
4. Proofs of Theorems 1.12 and 1.13 
Proof of Theorem 1.12. It is easy to verify that Theorem 1.12 holds for n = 5. By 
Theorems 1.8 and 1.10 it holds also for n = 3,4,6,8,9. So, we may assume that n 2 10 
or n = 7. Let n be the smallest integer such that Theorem 1.10 does not hold. Without 
loss of generality, we can assume that G is of size n - 2. 
We shall consider several cases and subcases. 
Case 1: G has two isolated vertices, say, x,y. If G has a vertex, say z, with d(z) 3 3, 
then, by induction, there exists an embedding a’ of G’ = G\(x, y, z} having all its cycles 
of length 3 or 4. Then a = a’(xyz) is an embedding of G with the same property, 
a contradiction. If such a vertex z does not exist, then all vertices of G (except for x and 
y) have degree 2. Let U, v be two nonadjacent vertices with d(u) = d(v) = 2. We 
proceed as above with G’ = G\(x, y, U, v} and a = a’(xuyv). 
Case 2: G has an isolated edge, say xy. Denote by z a vertex of G with d(z) > 2 and 
consider the graph G’ = G\{x, y, z}. Then a = a’(xyz) is an embedding of G with all 
cycles of length 3 or 4, where a’ is a permutation having the same properties with 
respect to G’. 
Case 3: G has two nontrivial tree components, say T, T’. By case 2 we can assume 
that neither T nor T’ is a path of length 1. Denote by a, ab (a’,a’b’) an end vertex and 
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an end edge of T (of T’). Since d(b) > 2 and d(V) 2 2, we can apply induction to the 
graph G’ = G\{a, b, a’, b’}. The embedding cr of G is defined by CT = a’(aa’bb’). 
Case 4: G has one isolated vertex (say x) and one nontrivial tree (say T) as a compon- 
ent. Denote by P = u1u2 . . . ak the longest path of T. By case 2, k > 3. If d(a,) 2 3, we 
put G’ = G\{x, a,, a2} and (T = cr’(xu1u2). If d(a,) = 2 and d(a,) 2 3, we put 
G’ = G\{x, al, u2, u3} and 0 = a’(xa2aIa3). If d(az) = d(a,) = 2 and d(a,) 2 2, we put 
G = G\(ai, a2, a3, e4} and fs = o’(ala,a4az). If T= a1a2a3a4, we put 
G’ = G\{a,,a,,a,} and fs = cr’(U,U‘+2~). Finally, if T = aIa2a3 we put 
G’= G\{ar, u~,cI~,x} and CJ = d(xu2~1lu3) 
In all the above cases, rr’ is an embedding of G’ having all its cycles of length 3 or 4. 
The existence of 19 follows, by induction, from the choice of G’. It is easy to see that in 
all the above cases 0 is an embedding of G with one cycle of length 3 or 4 more than g’. 
This completes the proof of Theorem 1.12. 0 
Proof of Theorem 1.13. It is easy to verify that Theorem 1.13 holds for n = 3,4,5. 
Assume it is true for n and let G be a graph of order n + 1 and size at most n - 1. We 
shall distinguish two cases. 
Case 1: G has an end vertex. Denote it by x and consider the graph G’ = G\(x). By 
induction, there exists a cyclic permutation 0’ on V(G) that is an embedding of G’. Let 
19 = (u1u2 . . . a,). Without loss of generality we may assume that a,x belongs to E(G). 
Observe that at least one of the edges ~1~4~ or ala,, does not belong to E(G). Suppose 
that u1u2 E E(G). Then alan $ E(G) and it is easy to see that the cyclic permutation on 
V(G) defined by 0 = (a1xu2 . . . a,) is an embedding of G. If alan E E(G) then we put 
g = (qu2 . . a,x). 
Case 2: G contains no end vertex. Then G has at least two isolated vertices, x, y say. 
Denote by z a vertex of G with d(z) 2 2 and consider the graph G’ = G\{x, z}. Denote 
by 0’ an embedding of G’ and let 0’ = (u1u2 .. . a,_ i). Without loss of generality, we 
may assume that ai = y, i.e. a1 is an isolated vertex of G. It is easy to see that the cyclic 
permutation on V(G) defined by rr = (a a 1 2 . . a,, _ 1 xz) is an embedding of G. 
This completes the proof of Theorem 1.13. 0 
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