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Abstract
We give new necessary and sufficient integral conditions for the existence of exponential dichotomy of
skew-product flows. Our methods are based on the structure of the associated stable subspace and unstable
subspace. We propose a nonlinear approach, extending the study of exponential stability in terms of integral
conditions to the case of uniform exponential dichotomy. We apply the main results to the study of uniform
exponential dichotomy of non-autonomous systems.
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1. Introduction
One of the most remarkable results in the stability theory of evolution equations was for-
mulated by Datko (see [3,4]) and states that a strongly continuous evolution family U =
{U(t, s)}ts0 on a Banach space X is uniformly exponentially stable if and only if there is
p ∈ [1,∞) such that
sup
s0
∞∫
s
∥∥U(t, s)x∥∥p dt < ∞, ∀x ∈ X. (1.1)
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in Hilbert spaces and respectively in [4] for evolution families, in both situations for the case
p = 2. Later, Pazy extended the methods and deduced that the result holds for any p ∈ [1,∞)
(see [14,15]). If in the initial proof in [3], Datko essentially used Lyapunov functionals in Hilbert
space, later the techniques were improved such that the integral in relation (1.1) was regarded
like a Banach function norm. Thus, it was possible to use other tools and to extend the involved
methods to functional analysis and operator theory (see [4,14,15]).
Datko’s theorem was the starting point for important studies concerning the uniform exponen-
tial stability of evolution equations. An interesting attempt to the nonlinear case was obtained by
Ichikawa in [7], where the author proved a Datko type theorem for a family of nonlinear operators
T = {T (t, s)}ts0 on a Banach space X such that T (t, s) :Ys → Yt , T (t, t) = IYt is the identity
on Yt , T (t, u)T (u, s) = T (t, s) on Ys and T (·, s)y is continuous on [s,∞) for each y ∈ Ys . One
of the main results in [7] states that if there is a positive continuous function g : [0,∞) → [0,∞)
such that ‖T (t, s)y‖ g(t − s)‖y‖, for all y ∈ Ys and all t  s  0, then T is uniformly expo-
nentially stable (i.e. there are K,ν > 0 such that ‖T (t, s)y‖  Ke−ν(t−s)‖y‖, for all t  s  0
and all y ∈ Ys ) if and only if there is p ∈ (0,∞) and M > 0 such that
∞∫
s
∥∥T (t, s)y∥∥p dt M‖y‖p, ∀y ∈ Ys, ∀s  0.
The author also extended his theorem to the stochastic case and provided several applications
(see [7] and [8]).
A notable generalization for Datko’s result was obtained by Rolewicz in [16] and this is given
by
Theorem 1.1. Let N : R∗+ × R+ → R+ be a function such that for every t > 0, s → N(t, s) is
continuous and non-decreasing with N(t,0) = 0, N(t, s) > 0, for all s > 0 and for every s  0,
t → N(t, s) is non-decreasing. If U = {U(t, s)}ts0 is a strongly continuous evolution family
on the Banach space X such that for every x ∈ X, there is α(x) > 0 with
sup
s0
∞∫
s
N
(
α(x),
∥∥U(t, s)x∥∥)dt < ∞ (1.2)
then U is uniformly exponentially stable.
Rolewicz proposed a new approach based on category arguments. The author observed that
if (1.2) holds then the Banach space X, which is in particular a set of the second category, can
be decomposed in a countable reunion of some auxiliary sets and thus his proof generated a new
applicability area (see [16,17]). In the last few years, the stability of new classes of dynami-
cal systems was studied using Datko type arguments (see [10,12,18,19,26]). In this context the
attention focused on the class of skew-product flows, which often arise from the linearization
of nonlinear equations (see [2,10–13,18,19,21,24–26] and the references therein). The first ap-
proach of Datko–Rolewicz type for skew-products flows was given in [10], where we proved that
a skew-product flow π = (Φ,σ ) on X ×Θ is uniformly exponentially stable if and only if there
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constant K > 0 such that for every x ∈ X there exists α(x) > 0 such that
∞∫
0
N
(
α(x)
∥∥Φ(θ, t)x∥∥)dt K, ∀θ ∈ Θ.
The techniques were later extended in [18] (see Theorem 3.4) and [19] (see Theorem 3.1 and
Theorem 3.2), based on category arguments and on constructive methods.
In the qualitative theory of evolution equations, exponential dichotomy is one of the most
important asymptotic properties and in recent years it was treated from various perspectives (see
[1,2,11,20–26]). It is well known that the exponential dichotomy of a skew-product flow on
X×Θ , with X a Banach space and Θ a metric space, relies on the splitting of the main space X,
at every point θ ∈ Θ , into a direct sum of two invariant closed subspaces, such that the solution on
the first subspace is exponentially stable and the solution on the second subspace is exponentially
expansive. Generally, the invariance property as well as the invertibility on the second subspace
makes the approach so complicated that the involved methods require more subtle mathematical
tools (see [2,11,20–26] and the references therein).
In recent years, in the asymptotic theory of nonlinear equations (see [6,9]) beside stability,
which was intensively studied, the property of dichotomy became an interesting subject due to
its various applications (see [1,26]). In this framework, the natural question arises whether the
conditions of the type (1.1) and (1.2) may be extended to a more difficult case: that described by
the exponential dichotomy of skew-product flows. Another question is if one can give a nonlinear
approach to this subject. The aim of this paper is to answer these questions.
The paper is organized as follows: first we will provide the structure of the stable subspace
as well as of the unstable subspace associated with a uniformly exponentially dichotomic skew-
product flow, emphasizing the uniqueness of the projection families. Next, we will give sufficient
nonlinear conditions for the existence of uniform exponential dichotomy. The methods are con-
structive, the main steps being: the behavior on the stable subspace, the closure of the stable
subspace, the behavior on the unstable subspace, the closure of the unstable subspace and after
that the decomposition of the main space and the existence of the exponential dichotomy. Finally,
we will prove that all our conditions are also necessary for the existence of the uniform exponen-
tial dichotomy of skew-product flows. Thus, we provide a new and complete answer concerning
the characterization of exponential dichotomy of skew-product flows, using integral conditions
and nonlinear arguments. In the last section, we apply our main results to the study of uniform
exponential dichotomy of non-autonomous systems.
2. Preliminary results
Let X be a real or complex Banach space and let I denote the identity operator on X. The
norm on B(X) – the Banach algebra of all bounded linear operators on X – will be denoted
by ‖ · ‖.
Let (Θ,d) be a metric space and let E = X ×Θ . We denote by R the set of the real numbers,
by R+ the set of all t ∈ R, t  0 and respectively by R− the set of all t ∈ R, t  0. For every
A ⊂ R we denote by χA the characteristic function of the set A.
Definition 2.1. A continuous mapping σ : Θ ×R → Θ is called a flow on Θ if σ(θ,0) = θ and
σ(θ, s + t) = σ(σ (θ, s), t), for all (θ, s, t) ∈ Θ ×R2.
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Φ : Θ ×R+ → B(X) satisfies the following conditions:
(i) Φ(θ,0) = I and Φ(θ, t + s) = Φ(σ(θ, s), t)Φ(θ, s), for all (θ, t, s) ∈ Θ ×R2+;
(ii) there are M  1, ω > 0 such that ‖Φ(θ, t)‖Meωt , for all (θ, t) ∈ Θ ×R+;
(iii) for every (x, θ) ∈ E , the mapping t → Φ(θ, t)x is continuous on R+.
Then, the mapping Φ is called a cocycle.
Remark 2.1. In [5] the authors proved that classical equations like Navier–Stokes, Taylor–
Couette, Bubnov–Galerkin can be modeled in the unified setting of skew-product flows. Hence
it was pointed out that the skew-product flows proceed from the linearization of nonlinear equa-
tions.
Classical examples of skew-product flows arise as operator solutions for variational equations
(see [2,5,10–13,18,19,21,24–26] and the references therein).
Example 2.1. Let Θ be a locally compact metric space, let σ be a flow on Θ and let {A(θ)}θ∈Θ be
a family of densely defined closed operators on a Banach space X. A cocycle Φ : Θ ×R+ → X
is said to be a solution for the variational equation
x˙(t) = A(σ(θ, t))x(t), (θ, t) ∈ Θ ×R+ (A)
if for every θ ∈ Θ , there is a dense subset Dθ ⊂ D(A(θ)) such that for every xθ ∈ Dθ , the
mapping t → x(t) := Φ(θ, t)xθ is differentiable on R+, for every t ∈ R+ x(t) ∈ D(A(σ(θ, t)))
and t → x(t) satisfies Eq. (A).
Definition 2.3. A skew-product flow π = (Φ,σ ) on E is said to be uniformly exponentially
dichotomic if there exist a family of projections {P(θ)}θ∈Θ ⊂ B(X) and two constants K  1
and ν > 0 such that the following properties hold:
(i) Φ(θ, t)P (θ) = P(σ(θ, t))Φ(θ, t), for all (θ, t) ∈ Θ ×R+;
(ii) ‖Φ(θ, t)x‖Ke−νt‖x‖, for all x ∈ ImP(θ) and all (θ, t) ∈ Θ ×R+;
(iii) ‖Φ(θ, t)y‖ 1
K
eνt‖y‖, for all y ∈ KerP(θ) and all (θ, t) ∈ Θ ×R+;
(iv) the restriction Φ(θ, t)| : KerP(θ) → KerP(σ(θ, t)) is an isomorphism, for all (θ, t) ∈
Θ ×R+.
We consider the space C0(R+,X) of all continuous functions u :R+ → X with
limt→∞ u(t) = 0 which is a Banach space with respect to the norm |||u||| := supt0 ‖u(t)‖. Let
C0(R−,X) be the space of all continuous functions v : R− → X with limt→−∞ v(t) = 0, which
is a Banach space with respect to the norm |||v||| := supt0 ‖v(t)‖.
Let π = (Φ,σ ) be a skew-product flow on E . For every θ ∈ Θ we denote by H(θ) the linear
space of all functions ϕ : R− → X with the property that
ϕ(t) = Φ(σ(θ, s), t − s)ϕ(s), ∀s  t  0.
Remark 2.2. If ϕ ∈ H(θ), then ϕ is continuous on R−.
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S(θ) = {x ∈ X: Φ(θ, ·)x ∈ C0(R+,X)}
and the unstable subspace
U(θ) = {x ∈ X: ∃ϕ ∈ H(θ)∩C0(R−,X) with ϕ(0) = x}.
Lemma 2.1. The following assertions hold:
(i) Φ(θ, t)S(θ) ⊂ S(σ (θ, t)), for all (θ, t) ∈ Θ ×R+;
(ii) Φ(θ, t)U(θ) = U(σ (θ, t)), for all (θ, t) ∈ Θ ×R+.
Proof. (i) This is immediate.
(ii) Let M,ω > 0 be given by Definition 2.2(ii). Let (θ, t) ∈ Θ × R+. Let x ∈ U(θ). Then,
there is ϕ ∈ H(θ)∩C0(R−,X) with ϕ(0) = x. Setting y = Φ(θ, t)x and considering
ψ :R− → X, ψ(s) = Φ
(
σ(θ, s), t
)
ϕ(s)
we have that ψ is a continuous function with ψ(0) = y and∥∥ψ(s)∥∥Meωt∥∥ϕ(s)∥∥, ∀s  0. (2.1)
From (2.1) we have that ψ ∈ C0(R−,X). Observing that ψ ∈ H(σ (θ, t)) we deduce that y =
ψ(0) ∈ U(σ (θ, t)).
Conversely, let z ∈ U(σ (θ, t)) and let λ ∈ H(σ (θ, t)) ∩ C0(R−,X) with λ(0) = z. Setting
x = λ(−t) we have that z = Φ(θ, t)x. Moreover, considering δx :R− → X, δx(s) = λ(s − t) it is
easy to see that δx ∈ H(θ)∩C0(R−,X), so x = δx(0) ∈ U(θ). This completes the proof. 
Proposition 2.1 (The structure of the dichotomy spaces). If the skew-product flow π = (Φ,σ ) is
uniformly exponentially dichotomic with respect to the family of projections {P(θ)}θ∈Θ , then
ImP(θ) = S(θ) and KerP(θ) = U(θ), ∀θ ∈ Θ.
Proof. According to Proposition 2.1 and Remark 3.2 in [11], we have that L :=
supθ∈Θ ‖P(θ)‖ < ∞.
Let θ ∈ Θ and let K,ν > 0 be given by Definition 2.3. Obviously, ImP(θ) ⊂ S(θ). Con-
versely, let x ∈ S(θ). Then∥∥(I − P(θ))x∥∥Ke−νt∥∥Φ(θ, t)(I − P(θ))x∥∥
Ke−νt (1 +L)∥∥Φ(θ, t)x∥∥, ∀t  0
which implies that x = P(θ)x, so x ∈ ImP(θ).
Let y ∈ U(θ) and let ϕ ∈ H(θ)∩C0(R−,X) with ϕ(0) = y. Then, from∥∥P(θ)y∥∥= ∥∥Φ(σ(θ, t),−t)P (σ(θ, t))ϕ(t)∥∥ LKeνt∥∥ϕ(t)∥∥, ∀t  0
we obtain that P(θ)y = 0, so y ∈ KerP(θ). Conversely, let z ∈ KerP(θ). We consider the func-
tion ψ :R− → X,ψ(t) = Φ(σ(θ, t),−t)−1| z, where for every t ∈ R−, Φ(σ(θ, t),−t)−1| denotes
the inverse of the operator Φ(σ(θ, t),−t)| : KerP(σ(θ, t)) → KerP(θ). It is easy to see that ψ
is continuous and ψ ∈ H(θ). Moreover, from ‖ψ(t)‖Keνt‖x‖, for all t  0, we deduce that
ψ ∈ C0(R−,X). This implies that z = ψ(0) ∈ U(θ) and the proof is complete. 
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respect to the family of projections {P(θ)}θ∈Θ , then according to Proposition 2.1, this family is
uniquely determined.
3. The main results
Let X be a Banach space, let (Θ,d) be a metric space and let π = (Φ,σ ) be a skew-product
flow on E = X ×Θ .
Throughout this section, we denote by C the set of all continuous, non-decreasing functions
N : R+ → R+ with N(0) = 0 and N(t) > 0, for all t > 0.
Theorem 3.1. If there are N ∈ C and λ > 0 such that
∞∫
0
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(‖x‖), ∀x ∈ S(θ), ∀θ ∈ Θ
then, the following assertions hold:
(i) there are K,ν > 0 such that ‖Φ(θ, t)x‖  Ke−νt‖x‖, for all t  0, all x ∈ S(θ) and all
θ ∈ Θ ;
(ii) S(θ) is a closed linear subspace, for all θ ∈ Θ .
Proof. (i) Let M,ω > 0 be given by Definition 2.2(ii).
Step 1. We prove that there is L> 0 such that∥∥Φ(θ, t)x∥∥ L‖x‖, ∀t  0, ∀x ∈ S(θ), ∀θ ∈ Θ. (3.1)
Let δ > λ. Let θ ∈ Θ and let x ∈ S(θ) with ‖x‖ = 1. Let t  δ. Then∥∥Φ(θ, t)x∥∥Meωδ∥∥Φ(θ, τ )x∥∥, ∀τ ∈ [t − δ, t]. (3.2)
Setting zx := x/(Meωδ) and taking into account that N is non-decreasing, from (3.2) we deduce
that
δN
(∥∥Φ(θ, t)zx∥∥)
t∫
t−δ
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(1). (3.3)
From (3.3) it follows that ‖Φ(θ, t)zx‖ 1, which implies that ‖Φ(θ, t)x‖Meωδ , for all t  δ.
Since this inequality also holds for t ∈ [0, δ], setting L := Meωδ , we have that ‖Φ(θ, t)x‖ L,
for all t  0. Taking into account that L does not depend on x or θ we obtain that relation (3.1)
holds.
Step 2. We prove that there is h > 0 such that
∥∥Φ(θ,h)x∥∥ 1
e
‖x‖, ∀x ∈ S(θ), ∀θ ∈ Θ. (3.4)
Let h > (λN(1))/N(1/eL). Let θ ∈ Θ and let x ∈ S(θ) with ‖x‖ = 1. Using (3.1) we have that∥∥Φ(θ,h)x∥∥ L∥∥Φ(θ, τ )x∥∥, ∀τ ∈ [0, h]. (3.5)
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hN
(∥∥Φ(θ,h)yx∥∥)
h∫
0
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(1). (3.6)
From (3.6) it follows that ‖Φ(θ,h)yx‖ 1/(eL), so ‖Φ(θ,h)x‖ 1/e. Taking into account that
h does not depend on x or θ we obtain that relation (3.4) holds.
We set K = Le and ν = 1/h. Let θ ∈ Θ , let x ∈ S(θ) and let t  0. Then, there are n ∈ N and
s ∈ [0, h) such that t = nh+ s. Using Lemma 2.1(i) and relations (3.1) and (3.4) we successively
obtain that∥∥Φ(θ, t)x∥∥ L∥∥Φ(θ,nh)x∥∥ Le−n‖x‖Ke−νt‖x‖.
(ii) Let θ ∈ Θ and let (xn) ⊂ S(θ) with xn → x as n → ∞. For every T > 0 and every n ∈ N,
we have that
T∫
0
N
(∥∥Φ(θ, τ )xn∥∥)dτ  λN(‖xn‖). (3.7)
Taking into account that N is a continuous function, for n → ∞ in (3.7) we obtain that
T∫
0
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(‖x‖), ∀T > 0.
It follows that
∞∫
0
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(‖x‖). (3.8)
Using (3.8) we prove that x ∈ S(θ). Suppose by contrary that there is ε > 0 and an increasing
unbounded sequence (tn) such that ‖Φ(θ, tn)x‖ ε, for all n ∈ N. Without loss of generality, we
may suppose that tn+1  tn + 1, for all n ∈ N. Then∥∥Φ(θ, tn)x∥∥Meω∥∥Φ(θ, τ )x∥∥, ∀τ ∈ [tn − 1, tn], ∀n ∈ N∗.
We set yx = x/(Meω) and c = ε/(Meω). Taking into account that N is non-decreasing we have
that
N(c)N
(∥∥Φ(θ, tn)yx∥∥)
tn∫
tn−1
N
(∥∥Φ(θ, τ )x∥∥)dτ, ∀n ∈ N∗. (3.9)
Using (3.9) it follows that
nN(c)
n∑
j=1
tj∫
tj−1
N
(∥∥Φ(θ, τ )x∥∥)dτ

∞∫
N
(∥∥Φ(θ, τ )x∥∥)dτ  λN(‖x‖), ∀n ∈ N∗. (3.10)0
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x ∈ S(θ), so S(θ) is closed. 
Theorem 3.2. If there are N ∈ C and λ > 0 such that
(a) ∫ t+1
t
N(‖Φ(θ, τ )x‖) dτ  1
λ
N(‖x‖), for all t  0, all x ∈ U(θ) and all θ ∈ Θ ;
(b) ∫∞0 N( 1‖Φ(θ,τ)x‖ ) dτ  λN( 1‖x‖ ), for all x ∈ U(θ) \ {0} and all θ ∈ Θ
then, the following assertions hold:
(i) for every (θ, t) ∈ Θ ×R+, the operator Φ(θ, t)| : U(θ) → U(σ (θ, t)) is invertible;
(ii) there are K,ν > 0 such that ‖Φ(θ, t)x‖  1
K
eνt‖x‖, for all t  0, all x ∈ U(θ) and all
θ ∈ Θ ;
(iii) U(θ) is a closed linear subspace, for all θ ∈ Θ .
Proof. (i) Let (θ, t) ∈ Θ ×R+. If x ∈ KerΦ(θ, t), then Φ(θ, τ )x = 0, for all τ ∈ [t, t +1]. Then,
using (a) it follows that N(‖x‖) = 0. Since N ∈ C, this implies that x = 0, so Φ(θ, t)| is injective.
Using Lemma 2.1(ii) we obtain that Φ(θ, t)| is invertible.
(ii) Let M,ω > 0 be given by Definition 2.2(ii).
Step 1. We prove that there is L> 0 such that
∥∥Φ(θ, t)x∥∥ 1
L
‖x‖, ∀t  0, ∀x ∈ U(θ), ∀θ ∈ Θ. (3.11)
Let δ > λ and let L = Meωδ . Let θ ∈ Θ and let x ∈ U(θ) with ‖x‖ = 1. Then, from (i) we
have that Φ(θ, t)x = 0, for all t  0.
Let t  0. Then∥∥Φ(θ, τ )x∥∥ L∥∥Φ(θ, t)x∥∥, ∀τ ∈ [t, t + δ]. (3.12)
Using (3.12) and the fact that N is non-decreasing, we successively deduce that
δN
(
1
L‖Φ(θ, t)x‖
)

t+δ∫
t
N
(
1
‖Φ(θ, τ )x‖
)
dτ  λN(1).
The above inequality implies that ‖Φ(θ, t)x‖  (1/L). Taking into account that L does not
depend on θ or x we obtain that relation (3.11) holds.
Step 2. We prove that there is h > 0 such that∥∥Φ(θ,h)x∥∥ e‖x‖, ∀x ∈ U(θ), ∀θ ∈ Θ. (3.13)
Let h > λN(1)/N(1/eL). Let θ ∈ Θ and let x ∈ U(θ) with ‖x‖ = 1. Then, according to
(3.11) and Lemma 2.1, we have that ‖Φ(θ,h)x‖  (1/L)‖Φ(θ, τ )x‖, for all τ ∈ [0, h]. From
this inequality we deduce that
hN
(
1
L‖Φ(θ,h)x‖
)

h∫
0
N
(
1
‖Φ(θ, τ )x‖
)
dτ  λN(1). (3.14)
From (3.14) it follows that ‖Φ(θ,h)x‖ e. Taking into account that h does not depend on θ or
x we have that relation (3.13) holds.
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s ∈ [0, h) such that t = nh + s. Using Lemma 2.1(ii) and relations (3.11) and (3.13) we deduce
that
∥∥Φ(θ, t)x∥∥ 1
L
∥∥Φ(θ,nh)x∥∥ 1
L
en‖x‖ 1
K
eνt‖x‖.
(iii) Let θ ∈ Θ and let (xn) ⊂ U(θ) with xn → x as n → ∞. Then, for every n ∈ N there is
ϕn ∈ H(θ)∩C0(R−,X) such that ϕn(0) = xn.
We observe that for every s  0 and every n ∈ N we have that ϕn(s) ∈ U(σ (θ, s)). If K,ν > 0
are given by (ii), then
‖xn − xm‖ =
∥∥Φ(σ(θ, s),−s)(ϕn(s)− ϕm(s))∥∥
 1
K
e−νs
∥∥ϕn(s)− ϕm(s)∥∥, ∀s  0, ∀n,m ∈ N. (3.15)
From (3.15) it follows that for every s  0, the sequence (ϕn(s)) is convergent. Let ϕ : R− →
X,ϕ(s) = limn→∞ ϕn(s). Since ϕn ∈ H(θ), for every n ∈ N, we obtain that ϕ ∈ H(θ). Moreover,
from (3.15) we have that∥∥ϕ(s)∥∥Keνs‖xn − x‖ + ∥∥ϕn(s)∥∥, ∀s  0, ∀n ∈ N.
It follows that ϕ(s) → 0 as s → −∞. Using Remark 2.2 we deduce that ϕ ∈ H(θ)∩C0(R−,X).
This shows that x = ϕ(0) ∈ U(θ), so the subspace U(θ) is closed. 
The main result of this paper is:
Theorem 3.3. Let π = (Φ,σ ) be a skew-product flow on E = X × Θ . Then, π is uniformly
exponentially dichotomic if and only if S(θ)+ U(θ) = X, for all θ ∈ Θ and there are N ∈ C and
λ > 0 such that the following assertions hold:
(i) ∫∞0 N(‖Φ(θ, τ )x‖) dτ  λN(‖x‖), for all x ∈ S(θ) and all θ ∈ Θ ;
(ii) ∫ t+1
t
N(‖Φ(θ, τ )x‖) dτ  1
λ
N(‖x‖), for all t  0, all x ∈ U(θ) and all θ ∈ Θ ;
(iii) ∫∞0 N( 1‖Φ(θ,τ)x‖ ) dτ  λN( 1‖x‖ ), for all x ∈ U(θ) \ {0} and all θ ∈ Θ .
Proof. Necessity. Let {P(θ)}θ∈Θ be the family of projections and let K,ν > 0 be given by Def-
inition 2.3. Without loss of generality we may assume that ν  1.
From Proposition 2.1 we have that ImP(θ) = S(θ) and KerP(θ) = U(θ), so S(θ) + U(θ) =
X, for all θ ∈ X.
Taking N : R+ → R+,N(t) = t , it is easy to see that the inequalities (i)–(iii) hold for λ =
K/ν.
Sufficiency. According to Theorems 3.1 and 3.2, there are K,ν > 0 such that∥∥Φ(θ, t)x∥∥Ke−νt‖x‖, ∀t  0, ∀x ∈ S(θ), ∀θ ∈ Θ (3.16)
and
∥∥Φ(θ, t)x∥∥ 1
K
eνt‖x‖, ∀t  0, ∀x ∈ U(θ), ∀θ ∈ Θ. (3.17)
From relations (3.16) and (3.17) it follows that S(θ)∩U(θ) = {0}, for all θ ∈ Θ . Moreover, from
Theorem 3.1(ii) we have that S(θ) is closed, for all θ ∈ Θ and respectively, from Theorem 3.2(iii)
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For every θ ∈ Θ , let P(θ) be the projection such that ImP(θ) = S(θ) and KerP(θ) = U(θ).
Then, using Lemma 2.1 we deduce that
Φ(θ, t)P (θ) = P (σ(θ, t))Φ(θ, t), ∀(θ, t) ∈ Θ ×R+.
In addition, from Theorem 3.2(i) we obtain that for every (θ, t) ∈ Θ ×R+, the operator Φ(θ, t)| :
KerP(θ) → KerP(σ(θ, t)) is invertible. Finally, using relations (3.16) and (3.17) we conclude
that π is uniformly exponentially dichotomic. 
Corollary 3.1. Let π = (Φ,σ ) be a skew-product flow on E = X × Θ . Then, π is uniformly
exponentially dichotomic if and only if S(θ)+U(θ) = X, for all θ ∈ Θ and there are p ∈ [1,∞)
and λ > 0 such that the following assertions hold:
(i) ∫∞0 ‖Φ(θ, τ )x‖p dτ  λ‖x‖p , for all x ∈ S(θ) and all θ ∈ Θ ;
(ii) ∫ t+1
t
‖Φ(θ, τ )x‖p dτ  1
λ
‖x‖p , for all t  0, all x ∈ U(θ) and all θ ∈ Θ ;
(iii) ∫∞0 1‖Φ(θ,τ)x‖p dτ  λ 1‖x‖p , for all x ∈ U(θ) \ {0} and all θ ∈ Θ .
Proof. This immediately follows from Theorem 3.3 for N(t) = tp . 
4. Applications to non-autonomous systems
In the previous section, we have obtained characterizations for uniform exponential di-
chotomy of skew-product flows, which model the variational systems arising from the lineariza-
tion of nonlinear equations. In this section, as consequences of the main results we will obtain
necessary and sufficient conditions for uniform exponential dichotomy of evolution families,
which model the non-autonomous equations (see [15]).
Let X be a real or complex Banach space.
Definition 4.1. A family U = {U(t, s)}ts ⊂ B(X) is called an evolution family if the following
properties hold:
(i) U(t0, t0) = I and U(t, s)U(s, t0) = U(t, t0), for all t  s  t0;
(ii) for every x ∈ X and every t0 ∈ R, the mapping t → U(t, t0)x is continuous on [t0,∞) and
the mapping s → U(t0, s)x is continuous on (−∞, t0];
(iii) there are M  1 and ω > 0 such that ‖U(t, t0)‖Meω(t−t0), for all t  t0.
Definition 4.2. An evolution family U = {U(t, s)}ts is said to be uniformly exponentially di-
chotomic if there exist a family of projections {P(t)}t∈R and two constants K  1 and ν > 0
such that:
(i) U(t, t0)P (t0) = P(t)U(t, t0), for all t  t0;
(ii) ‖U(t, t0)x‖Ke−ν(t−t0)‖x‖, for all x ∈ ImP(t0) and all t  t0;
(iii) ‖U(t, t0)y‖ 1K eν(t−t0)‖y‖, for all y ∈ KerP(t0) and all t  t0;
(iv) the restriction U(t, t0)| : KerP(t0) → KerP(t) is an isomorphism, for all t  t0.
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linear space of all functions ϕ : R− → X with the property that
ϕ(t) = U(t0 + t, t0 + s)ϕ(s), ∀s  t  0.
Remark 4.1. If ϕ ∈ H(t0), then ϕ is continuous on R−.
For every (x, t0) ∈ X ×R, we consider the function
qx,t0 : R+ → X, qx,t0(t) = U(t0 + t, t0)x
called the trajectory defined by x and t0.
For every t0 ∈ R, we consider the stable subspace
Xs(t0) =
{
x ∈ X: qx,t0 ∈ C0(R+,X)
}
and the unstable subspace
Xu(t0) =
{
x ∈ X: ∃ϕ ∈ H(t0)∩C0(R−,X) with ϕ(0) = x
}
.
Let C denote the set of all continuous, non-decreasing functions N : R+ → R+ with N(0) = 0
and N(t) > 0, for all t > 0.
Theorem 4.1. Let U = {U(t, s)}ts be an evolution family on X. Then, U is uniformly exponen-
tially dichotomic if and only if Xs(t0)+Xu(t0) = X, for all t0 ∈ R and there are N ∈ C and λ > 0
such that the following assertions hold:
(i) ∫∞
t0
N(‖U(τ, t0)x‖) dτ  λN(‖x‖), for all x ∈ Xs(t0) and all t0 ∈ R;
(ii) ∫ t+1
t
N(‖U(τ, t0)x‖) dτ  1λN(‖x‖), for all t  t0, all x ∈ Xu(t0) and all t0 ∈ R;
(iii) ∫∞
t0
N( 1‖U(τ,t0)x‖ ) dτ  λN(
1
‖x‖ ), for all x ∈ Xu(t0) \ {0} and all t0 ∈ R.
Proof. Let Θ = R, let d be the Euclidean metric on Θ and let σ : Θ ×R → Θ,σ(θ, t) = θ + t ,
which is a flow on Θ . We define
ΦU : Θ ×R+ → B(X), ΦU (θ, t) = U(t + θ, θ).
Then πU = (ΦU , σ ) is a skew-product flow on E = X ×Θ . By applying Theorem 3.3 for πU we
deduce the conclusion. 
As a consequence, we obtain a generalization of the stability theorem of Datko, to the case of
uniform exponential dichotomy, given by:
Corollary 4.1. Let U = {U(t, s)}ts be an evolution family on X. Then, U is uniformly exponen-
tially dichotomic if and only if Xs(t0)+Xu(t0) = X, for all t0 ∈ R and there are p ∈ [1,∞) and
λ > 0 such that the following assertions hold:
(i) ∫∞
t0
‖U(τ, t0)x‖p dτ  λ‖x‖p , for all x ∈ Xs(t0) and all t0 ∈ R;
(ii) ∫ t+1
t
‖U(τ, t0)x‖p dτ  1λ‖x‖p , for all t  t0, all x ∈ Xu(t0) and all t0 ∈ R;
(iii) ∫∞
t0
1
‖U(τ,t0)x‖p dτ  λ
1
‖x‖p , for all x ∈ Xu(t0) \ {0} and all t0 ∈ R.
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