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Abstract. For the sake of saving time and costs the feedback control based on discrete-time
observations is used to stabilize the switching diffusion systems. Response lags are required by most
of physical systems and play a key role in the feedback control. The aim of this paper is to design
delay feedback control functions based on the discrete-time observations of the system states and the
Markovian states in order for the controlled switching diffusion system (SDS) to be exponentially
stable in pth moment and probability one as well as stable in H∞. The designed control principles are
implementable to stablize quasi-linear and highly nonlinear SDSs. For quasi-linear SDSs the criteria
are sharp that under the control with high strength the controlled SDSs will be stable (bounded)
while under the weaker control they will be unstable (unbounded) in mean square. The sample and
moment Lyapunov exponents are estimated which have close relationship with the time delays.
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1. Introduction. Switching diffusion systems (SDSs) modulated by Markov
chains involving continuous dynamics and discrete events provide more realistic mod-
els to describe the systems in many branches of science and industry which experience
abrupt changes in their structures and parameters. Because of the wide range of ap-
plications, dynamical properties of SDSs have been investigated extensively (see, e.g.,
[2, 15, 26] and the references therein). It is due to the Markovian switching that
the dynamics of SDSs may be drastically different from that of the systems with-
out switching. For example, several counterexamples given in [16, 17] reveal that
the recurrence or transience properties are opposite from their subsystems’ without
switching. For more properties such as the strong Feller, recurrence and stability
please refer to [20], [25] and the references therein.
One of the important issues in the study of SDSs is the automatic control, with
consequent emphasis being placed on the their stabilization [10, 12, 13, 14, 18, 21, 22,
24, 27]. Consider an unstable SDS described by
(1.1) dx(t) = f(x(t), r(t), t)dt+ g(x(t), r(t), t)dB(t),
where the state x(t) takes values in Rn and the mode r(t) is a Markov chain taking
values in a finite space S = {1, 2, · · · , N}, B(t) is a Brownian motion. In order
to stabilize this given system, it is traditional to design a feedback control term
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u(x(t), r(t), t) so that the controlled SDS (CSDS)
(1.2) dx(t) = [f(x(t), r(t), t) + u(x(t), r(t), t)]dt+ g(x(t), r(t), t)dB(t)
becomes stable. Due to the requirement of the continuous-time observations for the
state x(t), it is difficult to implement such a regular control. In practice, very high
frequent state observations are used instead of continuous-time observations and hence
the control cost is expensive. For the sake of saving costs and easy operation Mao [12]
designed the feedback control based on the discrete-time observations (not necessarily
high frequency), and developed the corresponding theory [4, 5, 6] of deterministic
systems to stochastic versions. That is, u(x(ν(t)), r(t), t) was designed, where ν(t) :=
[t/τ ]τ with τ > 0 being the duration between two consecutive observations, such that
the controlled system
dx(t) = [f(x(t), r(t), t) + u(x(ν(t)), r(t), t)]dt+ g(x(t), r(t), t)dB(t),
becomes stable in mean square. In the latter works [14, 27] much better lower bound
on τ was obtained while other types of asymptotic stability were studied. However,
from practical point of view it is sometimes necessary to design the feedback control
based on not only x(ν(t)) but also r(ν(t)) (see, e.g., [7, 24] for details). Due to the
continuity of x(t) the deviation of x(t)−x(ν(t)) may be small as long as τ is sufficiently
small. But the jump processes r(ν(t)) and r(t) may take different values in S even if τ
is extremely small. This problem was tackled by [9, 24]. In particular, using different
method from [9, 24], Shao [21] obtained the stability in mean square for the linear
controlled SDS based on the discrete-time observations of both the system state x(·)
and the Markov mode r(·). Shao and Xi [22] went a further step to analyze the almost
sure stability of the linear controlled SDS with the state-dependent regime switching.
Response lags are often required by most physical systems, and play a crucial
role in the feedback loops [19]. Taking into account a time lag τ0 (> 0) between the
time when the observations for the state (x(ν(t)), r(ν(t))) is made and the time when
the feedback control reaches the system, it is more realistic to design the control
dependent on the past discrete-time state pair (x(ν(t) − τ0), r(ν(t) − τ0)). To our
best knowledge, the existing papers in the literature on stabilisation problems by
delay feedback control are based on the observations of only system state x(t− τ0) or
x(ν(t)−τ0), for examples, [10, 13, 18, 19]. Our main aim in this paper is to design the
feedback control u(x(ν(t) − τ0), r(ν(t) − τ0), t) (τ0 ≥ 0) so that the delay controlled
SDS (DCSDS)
(1.3) dx(t) = [f(x(t), r(t), t) +u(x(ν(t)− τ0), r(ν(t)− τ0), t)]dt+ g(x(t), r(t), t)dB(t)
becomes stable in pth moment, with probability one or in H∞.
Mathematically speaking, this paper uses the strong ergodicity theory of Markov
chains and the asymptotic analysis techniques of stochastic functional differential
equations (SFDEs), which are completely different from those used in the papers [12,
14, 18, 21, 22, 24, 27] mentioned above. Various criteria on the uniform boundedness
and different kinds of stability will be established for the DCSDS (1.3) when their
coefficients are either quasi-linear or highly nonlinear. The main contributions of this
paper are highlighted as follows.
• For the quasi-linear DCSDSs (1.3), we give sharp criteria on the uniform
boundedness of the solution in infinite horizon as well as exponential sta-
bility in mean square. That is, by a feedback control satisfying a proposed
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condition, the solution will be uniformly bounded or exponentially stable in
mean square, while it will be unbounded or unstable under a slightly weaker
control. The explicit rates of the convergence and divergence are obtained.
• For the nonlinear DCSDSs (1.3), we give the criteria on the feedback control
for the solution to be exponentially stable in pth moment and probability
one as well as in H∞. The sample and moment Lyapunov exponents are
estimated, which describe the convergence speed that x(t) tends to 0 in pth
moment and in sample path.
• The lower bound on τ∗ is obtained explicitly so that the feedback control will
stablize the given system as long as τ + τ0 < τ
∗. How the values of τ and τ0
affect the Lyapunov exponents is also investigated.
The rest of the paper is organised as follows. Section 2 begins with notations and
preliminaries on the properties of the exact solutions. Section 3 focuses on the quasi-
linear DCSDS (1.3). The sharp criteria on boundedness (unboundedness) and stability
(unstability) are established. The convergence and divergence rates are estimated.
Section 4 pays attention to the stability analysis for the highly nonlinear DCSDSs
(1.3). Under the conditions on the existence of the global regular solution of (1.1)
and its boundedness in pth moment, it will be shown that the controlled system
(1.3) preserves the boundedness. The lower bounds on both τ and τ0 are also given
explicitly. The control principles for the controlled system (1.3) to be exponentially
stable in pth moment or in probability one or in H∞ are provided. Furthermore, the
sample and moment Lyapunov exponents are estimated. in Section 5, an example
with computer simulations is discussed to illustrate the theoretical results.
2. Preliminary. Throughout this paper, we use the following notations. If A is
a vector or matrix, its transpose is denoted by AT and its trace norm is denoted by
|A| = √trace(ATA). For vectors or matrixes A and B with compatible dimensions,
AB denotes the usual matrix multiplication. For any sequence {ci}1≤i≤N (N ∈ N),
define cˆ = min1≤i≤N ci and cˇ = max1≤i≤N ci. For any a, b ∈ R, a ∨ b := max{a, b},
and a ∧ b := min{a, b}.
Let (Ω,F ,P) be a complete probability space and E denote the expectation with
respect to P. Let B(t) = (B1(t), · · · , Bm(t))T be an m-dimensional Brownian motion
defined on the probability space. Let r(t), t ≥ 0, be a right-continuous Markov
chain on the probability space taking values in a finite state space S = {1, 2, · · · , N}
(N <∞) with generator Γ = (γij)N×N given by
(2.1) P{r(t+ ∆) = j|r(t) = i} =
{
γij∆ + o(∆) if i 6= j,
1 + γii∆ + o(∆) if i = j,
where ∆ ↓ 0, o(∆) means lim∆→0 o(∆)/∆ = 0. Here we assume Γ is conservative
(i.e. −γii =
∑
j 6=i γij , ∀i ∈ S) and irreducible (i.e. the linear equations piΓ = 0 and∑N
i=1 pii = 1 has a unique solution pi = (pi1, . . . , piN ) ∈ R1×N satisfying pii > 0 for each
i ∈ S). This solution is termed a stationary distribution. For a sequence {ci}1≤i≤N ,
we will often write c(i) = ci and set c = (c1, · · · , cN )T , define pic =
∑N
i=1 piici.
We assume that the Markov chain r(·) is independent of the Brownian motion B(·).
Suppose {Ft}t≥0 is a filtration defined on this probability space satisfying the usual
conditions (i.e., it is right continuous and F0 contains all P-null sets) such that B(t)
and r(t) are Ft adapted. Denote by G the σ-algebra generated by {r(t)}0≤t<∞. We
also denote the conditional expectation E(·|G) by EG(·).
In the paper, we use the feedback control function with a simple form u(x, i, t)
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= −α(i)x for (x, i, t) ∈ Rn × S × R+, where α(i)’s are all nonnegative constants.
Suppose that the underlying system is described by the DCSDS (1.3) with the initial
data
x(t) = x0 ∈ Rn, r(t) = i0 ∈ S, − τ0 ≤ t ≤ 0,(2.2)
while the coefficient functions f : Rn×S×R+ → Rn and g : Rn×S×R+ → Rn×m
satisfy the local Lipschitz condition, namely, for any real number R > 0, there exists
a positive constant KR such that
|f(x, i, t)− f(x¯, i, t)| ∨ |g(x, i, t)− g(x¯, i, t)| ≤ KR|x− x¯|
for all x, x¯ ∈ Rn with |x| ∨ |x¯| ≤ R and all (i, t) ∈ S× R+. It is well known that the
local Lipschitz conditions of the coefficients only guarantee that the SDS (1.1) has
a unique maximal local solution, which may explode to infinity at a finite time. To
avoid such a possible explosion, we impose the following Khasminskii-type condition.
Assumption 1. Assume that there exist positive constants A,C, and p ≥ 2 such
that
xT f(x, i, t) +
p− 1
2
|g(x, i, t)|2 ≤ C +A|x|2, (x, i, t) ∈ Rn × S× R+.
We prepare the regularity for the solutions of SDS (1.1) and DCSDS (1.3), re-
spectively, as follows.
Lemma 2.1. [15, p. 93, Theorem 3.17] Under Assumption 1, the SDS (1.1) with
the initial data (x(0), r(0)) = (x0, i0) ∈ Rn × S has a unique global solution x(t) on
[0,∞).
In a similar way as [15, p. 89, Theorem 3.13] was proved, we can show:
Lemma 2.2. Under Assumption 1, the DCSDS (1.3) with the initial data (2.2)
has a unique global solution x(t) on [0,∞).
In (1.3) the feedback control depends on the term α(r(ν(t)− τ0)). To analyze the
asymptotic property we need a number of new notations and recall some results from
[3]. For any vector µ = (µ1, . . . , µN )
T , any constant l > 0, define
diag(µ) := diag(µ1, . . . , µN ), Γl,µ := Γ− ldiag(µ), ηl,µ := − max
λ∈spec(Γl,µ)
Re(λ),(2.3)
where spec(Γl,µ) and Re(λ) denote the spectrum of Γl,µ (i.e. the multiset of its
eigenvalues) and the real part of λ, respectively.
Lemma 2.3. [3, Proposition 4.1, Proposition 4.2] For any l > 0, there are two
positive constants K1(l) and K2(l) such that for any t > 0
K1(l)e
−ηl,µt ≤ E
(
e−l
∫ t
0
µ(r(z))dz
)
≤ K2(l)e−ηl,µt.
Moreover, if piµ > 0, there is a constant κµ > 0 such that ηl,µ > 0 for l ∈ (0, κµ)
but ηl,µ < 0 for l > κµ. Furthermore, if µˆ ≥ 0, κµ = ∞; if µˆ < 0, κµ ∈
(0, min
i∈S,µi<0
{γii/µi}).
In order to obtain the dynamical behaviors of the solutions of DCSDS (1.3) we
need to investigate the asymptotic properties of α(r(ν(t) − τ0)). Firstly we redefine
two Markov chains. Let n0 = [τ0/τ ], δ = (n0 + 1)τ − τ0, r˜(t) := r(t + (n0 + 1)τ) for
t ≥ 0, and rn := r(nτ) for any integer n ≥ 0. Then {rn}n≥0 is a skeleton process
of Markov chain {r(t)}t≥0, which is a discrete-time homogeneous Markov chain on S.
Its transition probability matrix is (Pij)N×N with Pij = P(r(τ + δ) = j|r(δ) = i). By
virtue of Lemma 2.3 we can obtain the following results.
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Lemma 2.4. Let h = (h1, · · · , hN )T such that piα < pih. Then, for any constants
l > 0 and 0 <  < pih− piα, there is a constant T > 0 such that for any s ∈ [0,∞)
(2.4) E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≥ K1(l, α− h)el(pih−piα−)t, t ≥ T.
where K1(l, α− h) := e−l(2τ+τ0)(αˇ+2 maxi∈S |h(i)|).
Proof. To highlight the initial values, we let {ri(t)}t≥0 and {rin}n≥0 be the Markov
chains starting from state i ∈ S at t = 0 and n = 0, respectively. For any i ∈ S,
since {ri(t)}t≥0 and {rin}n≥0 are ergodic and has the same stationary distribution
(pi1, . . . , piN ), by the strong ergodic theorem and the boundedness of h(·) and α(·), we
have
lim
t→∞
1
t
∫ t
0
(h(ri(z + τ0))− α(ri(ν(z))))dz
= pih− lim
t→∞
1
t
τ [t/τ ]−1∑
j=0
α(rij) + α(r
i
[t/τ ])(t− ν(t))

= pih− lim
t→∞
(ν(t)
t
·
∑[t/τ ]−1
j=0 α(r
i
j)
[t/τ ]
+
α(ri[t/τ ])(t− ν(t))
t
)
= pih− piα, P2 − a.s.
(2.5)
By virtue of the Fatou lemma (see, e.g. [23, p.187, Theorem 2]), for any given constant
l > 0, we have
lim inf
t→∞ E
(
l
t
∫ t
0
(h(ri(z + τ0))− α(ri(ν(z))))dz
)
≥ l(pih− piα).
If piα < pih, for any 0 <  < pih− piα, there is a constant T > 0 such that
E
(
l
t
∫ t
0
(h(ri(z + τ0))− α(ri(ν(z))))dz
)
≥ l(pih− piα− ) > 0, i ∈ S, t ≥ T
holds. This implies
(2.6) E
(
l
∫ t
0
(h(ri(z + τ0))− α(ri(ν(z))))dz
)
≥ l(pih− piα− )t, i ∈ S, t ≥ T.
Due to the Jensen inequality and the homogeneousness of Markov chain {r(t)}t≥0, we
know that for any s > 0
E
(
el
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz
)
≥ eE(l
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz)
= eE(E(l
∫ t
0
h(r˜(z+s))−α(r˜(ν(z+s)−τ0))dz|r˜(ν(s)−τ0)))
= e
∑
j∈S E(I{r˜(ν(s)−τ0)=j}E(l
∫ t
0
h(r˜(z+s))−α(r˜(ν(z+s)−τ0))dz|r˜(ν(s)−τ0)=j))
= e
∑
j∈S E(I{r(ν(s)+δ)=j}E(l
∫ t
0
h(rj(z+δs+τ0))−α(rj(ν(z+δs)))dz)),
(2.7)
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where δs := s− ν(s) for any s ≥ 0. From 0 ≤ δs < τ , one observes that for each j ∈ S∫ t
0
(h(rj(z + δs + τ0)− α(rj(ν(z + δs))))dz
=
∫ t+δs
δs
(h(rj(z + τ0))− α(rj(ν(z))))dz
=
∫ t
0
(h(rj(z + τ0))− α(rj(ν(z))))dz +
∫ t+δs
t
(h(rj(z + τ0))− α(rj(ν(z))))dz
−
∫ δs
0
(h(rj(z + τ0))− α(rj(ν(z))))dz
≥
∫ t
0
(h(rj(z + τ0))− α(rj(ν(z))))dz − 2τ max
i∈S
|h(i)| − ταˇ.
(2.8)
Inserting (2.8) into (2.7), then using (2.6), we obtain that for any i ∈ S, s ≥ 0
E
(
el
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz
)
≥ e−τl(αˇ+2 maxi∈S |h(i)|)e
∑
j∈S P(r(ν(s)+δ)=j)E(l
∫ t
0
(h(rj(z+τ0))−α(rj(ν(z))))dz)
≥ e−τl(αˇ+2 maxi∈S |h(i)|)el(pih−piα−)t, t ≥ T.
(2.9)
This, together with the definition of r˜(t), implies that for any s ∈ [(n0 + 1)τ,∞)
(2.10)
E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≥ e−lτ(αˇ+2 maxi∈S |h(i)|)el(pih−piα−)t, t ≥ T.
By the similar way as (2.8) we know that for any s ∈ [0, (n0 + 1)τ),∫ s+t
s
(h(r(z))− α(r(ν(z))− τ0)))dz
≥
∫ t+(n0+1)τ
(n0+1)τ
(h(r(z))− α(r(ν(z)− τ0)))dz − (n0 + 1)τ(αˇ+ 2 max
i∈S
|h(i)|).
(2.11)
This together with (2.10) implies that for any s ∈ [0,∞)
(2.12)
E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≥ e−lτ(n0+2)(αˇ+2 maxi∈S |h(i)|)el(pih−piα−)t, t ≥ T.
The required assertion (2.4) follows.
Lemma 2.5. Let h = (h1, · · · , hN )T such that piα > pih. Then, for any constant
0 < l < κα−h, if τ < τ¯(l, α − h), there are positive constants K3(l, α− h) and ζτl,α−h
defined by (2.22) such that for any t ≥ 0
(2.13) E
(
el
∫ t
0
(h(r(z+τ0))−α(r(ν(z))))dz
)
≤ K3(l, α− h)e−ζτl,α−ht,
where τ¯ = τ¯(l, α− h) is the solution of the equation (in τ)
(2.14) max
j∈S
{−γjj}(e
τlαˇ(1+)
 − 1) = ηl(1+),α−h,  := [(κα−h − l)/2l] ∧ 1.
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Proof. One observes∫ t
0
h(r(z + τ0))dz =
∫ t+τ0
τ0
h(r(z))dz ≤
∫ t
0
h(r(z))dz + 2τ0 max
i∈S
|h(i)|.(2.15)
By Ho¨lder’s inequality, we obtain that for any 0 < l < κα−h and the given  > 0,
E
(
el
∫ t
0
(h(r(z+τ0))−α(r(ν(z))))dz
)
≤ e2lτ0 maxi∈S |h(i)|E
(
el
∫ t
0
(h(r(z))−α(r(ν(z))))dz
)
≤ e2lτ0 maxi∈S |h(i)|
(
Ee(1+)l
∫ t
0
(h(r(z))−α(r(z)))dz
) 1
1+
×
(
Ee
l(1+)

∫ t
0
(α(r(z))−α(r(ν(z))))dz
) 
1+
.
(2.16)
By virtue of Lemma 2.3 we know that(
Ee(1+)l
∫ t
0
(h(r(z))−α(r(z)))dz
) 1
1+ ≤ [K2((1 + )l)] 11+ e−
ηl(1+),α−h
1+ t.(2.17)
On the other hand
Ee
l(1+)

∫ t
0
(α(r(z))−α(r(ν(z))))dz ≤ Ee l(1+)
∑[t/τ]
i=0
∫ (i+1)τ
iτ |α(r(z))−α(r(iτ))|dz
= E
( [t/τ ]∏
i=0
e
l(1+)

∫ (i+1)τ
iτ |α(r(z))−α(r(iτ))|dz
)
.(2.18)
For any nonnegative integer i, the Jensen inequality shows
E(e
l(1+)

∫ (i+1)τ
iτ |α(r(z))−α(r(ν(z)))|dz|r(iτ))
≤ E( 1
τ
∫ (i+1)τ
iτ
e
τl(1+)
 |α(r(z))−α(r(ν(z)))|dz|r(iτ)).
It is known that the waiting time for the next jump of the Markov chain r(·) from
current state j obeys the exponential distribution with parameter −γjj (see, e.g., [1,
p. 16, Proposition 2.8]). Thus, noticing that 1− e−x ≤ x for x ≥ 0, we have
E(e
l(1+)

∫ (i+1)τ
iτ |α(r(z))−α(r(iτ))|dz|r(iτ))
≤ 1
τ
N∑
j=1
I{r(iτ)=j}
∫ (i+1)τ
iτ
E
(
I{r(v)=j, ∀v∈[iτ,(i+1)τ ]}
+ I{∃v∈[iτ,(i+1)τ ], r(v)6=j}e
τlαˇ(1+)
 |r(iτ) = j
)
dz
≤ 1
τ
N∑
j=1
I{r(iτ)=j}
∫ (i+1)τ
iτ
(
P(r(v) = j, ∀v ∈ [iτ, (i+ 1)τ ]|r(iτ) = j)
+ e
τlαˇ(1+)
 P(∃v ∈ [iτ, (i+ 1)τ ], r(v) 6= j|r(iτ) = j)
)
dz
=
1
τ
N∑
j=1
I{r(iτ)=j}
∫ (i+1)τ
iτ
(
eγjjτ + e
τlαˇ(1+)
 (1− eγjjτ )
)
dz
=
N∑
j=1
I{r(iτ)=j}
(
1 + (e
τlαˇ(1+)
 − 1)(1− eγjjτ )
)
≤ 1 + τΛτ (l),
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where
(2.19) Λτ (l) := max
j∈S
{−γjj}(e
τlαˇ(1+)
 − 1).
Inserting this inequality into (2.18) yields that
Ee
l(1+)

∫ t
0
α(r(z))−α(r(ν(z)))dz
≤ E
[
E
( [t/τ ]∏
i=0
e
l(1+)

∫ (i+1)τ
iτ |α(r(z))−α(r(iτ))|dz|r([t/τ ]τ)
)]
≤ E
[ [t/τ ]−1∏
i=0
e
l(1+)

∫ (i+1)τ
iτ |α(r(z))−α(r(iτ))|dz
× E
(
e
l(1+)

∫ ([t/τ]+1)τ
[t/τ]τ
|α(r(z))−α(r([t/τ ]τ+δ))|dz|r([t/τ ]τ)
)]
≤
(
1 + τΛτ (l)
)[t/τ ]+1
≤ e([t/τ ]+1)τΛτ (l) ≤ e(t+τ)Λτ (l).
(2.20)
Thus, inserting (2.17) and (2.20) into (2.16) we obtain
E
(
el
∫ t
0
(h(r(z+τ0))−α(r(ν(z))))dz
)
≤ K3(l, α− h)e−ζτl,α−ht,(2.21)
where
K3(l, α− h) : = [K2((1 + )l)] 11+ e
τΛτ (l)
1+ +2lτ0 maxi∈S |h(i)|,
ζτl,α−h : =
ηl(1+),α−h − Λτ (l)
1 + 
.
(2.22)
Using τ < τ¯(l, α−h) and the definition of Λτ (l), we know that ζτl,α−h > 0. Therefore,
the required assertion follows.
Lemma 2.6. Let h = (h1, · · · , hN )T such that piα > pih. For any constant 0 <
l < κα−h, if τ < τ¯(l, α − h), there is a positive constant K2(l, α− h) such that for
any s ≥ 0
(2.23) E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≤ K2(l, α− h)e−ζτl,α−ht, t ≥ 0,
where K2(l, α− h) := K3(l, α− h)el(2τ+τ0)(αˇ+2 maxi∈S |h(i)|), τ¯(l, α− h) and ζτl,α−h are
given in Lemma 2.5.
Proof. Using the homogeneousness of r(·) and the definition of r˜(·), we know that
for any t ≥ 0, s > 0,
E
(
el
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz
)
=
∑
j∈S
E
(
I{r˜(ν(s)−τ0)=j}E
(
el
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz|r˜(ν(s)− τ0) = j
))
=
∑
j∈S
E
(
I{r(ν(s)+δ)=j}E
(
el
∫ t
0
(h(rj(z+δs+τ0))−α(rj(ν(z+δs))))dz
))
.
(2.24)
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From 0 ≤ δs < τ , by the similar way as (2.8), one observes that for each j ∈ S∫ t
0
(h(rj(z + δs + τ0)− α(rj(ν(z + δs))))dz
≤
∫ t
0
(h(rj(z + τ0))− α(rj(ν(z))))dz + 2τ max
i∈S
|h(i)|+ ταˇ.
(2.25)
Inserting (2.25) into (2.24), then using the fact that the estimate of (2.23) is indepen-
dent of the initial value r(0), we obtain that for any i ∈ S, s ≥ 0,
E
(
el
∫ t
0
(h(r˜(z+s))−α(r˜(ν(z+s)−τ0)))dz
)
≤ K3(l, α− h)elτ(αˇ+2 maxi∈S |h(i)|)e−ζτl,α−ht.
(2.26)
This, together with the definition of r˜(t), implies that for any s ∈ [(n0 + 1)τ,∞)
(2.27) E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≤ K3(l, α− h)elτ(αˇ+2 maxi∈S |h(i)|)e−ζτl,α−ht.
By the similar way as (2.11) we know that for any s ∈ [0, (n0 + 1)τ),∫ s+t
s
(h(r(z))− α(r(ν(z))− τ0)))dz
≤
∫ t+(n0+1)τ
(n0+1)τ
(h(r(z))− α(r(ν(z)− τ0)))dz + (n0 + 1)τ(αˇ+ 2 max
i∈S
|h(i)|).
(2.28)
This together with (2.27) implies that for any s ∈ [0,∞),
(2.29) E
(
el
∫ s+t
s
(h(r(z))−α(r(ν(z)−τ0)))dz
)
≤ K2(l, α− h)e−ζτl,α−ht.
The required assertion (2.23) follows.
In order to deal with the asymptotic properties of the SFDE (1.3), we begin with
defining two segments x¯t(s) := {x(t+ s) : −2(τ + τ0) ≤ s ≤ 0} and r¯t(s) := {r(t+ s) :
−2(τ + τ0) ≤ s ≤ 0} for t ≥ 0. In order for x¯t and r¯t to be well defined on 0 ≤ t <
2(τ + τ0), we let x(s) = x0 and r(s) = i0 for s ∈ [−2(τ + τ0),−τ0). Moreover, we
enlarge the definition domains of f , g and u. For any (x, i, t) ∈ Rn×S×[−2(τ+τ0), 0),
let f(x, i, t) = f(x, i, 0), g(x, i, t) = g(x, i, 0), u(x, i, t) = u(x, i, 0). In order to control
the derivation from time delay in mean square, i.e. the value of EG |x(t)−x(ν(t)−τ0)|2,
we define an auxiliary functional
I(x¯t, r¯t, t) :=
∫ 0
−(τ+τ0)
∫ t
t+s
[
(τ + τ0)|f(x(z), r(z), z)− α(r(ν(z)− τ0))x(ν(z)− τ0)|2
+|g(x(z), r(z), z)|2] dzds.(2.30)
For simplicity we let I(t) = I(x¯t, r¯t, t). A direct calculation arrives at
(2.31) dI(t) = J1(t)dt− J2(t)dt,
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where
J1(t) = (τ + τ0)
[
(τ + τ0)|f(x(t), r(t), t)− α(r(ν(t)− τ0))x(ν(t)− τ0)|2
+|g(x(t), r(t), t)|2] ,(2.32)
J2(t) =
∫ 0
−(τ+τ0)
[(τ + τ0)|f(x(t+ s), r(t+ s), t+ s)
−α(r(ν(t+ s)− τ0))x(ν(t+ s)− τ0)|2 + |g(x(t+ s), r(t+ s), t+ s)|2
]
ds.(2.33)
By changing the integration order, we get
(2.34) I(t) ≤ (τ + τ0)J2(t).
Using the Ho¨lder inequality and the Itoˆ isometry formula we go a further step to
obtain
EG |x(t)− x(ν(t)− τ0)|2
= EG |
∫ t
ν(t)−τ0
[f(x(s), r(s), s)− α(r(ν(s)− τ0))x(ν(s)− τ0)]ds
+ g(x(s), r(s), s)dB(s)|2
≤ 2EG
∫ t
t−(τ+τ0)
(τ + τ0)|f(x(s), r(s), s)− α(r(ν(s)− τ0))x(ν(s)− τ0)|2ds
+ 2EG
∫ t
t−(τ+τ0)
|g(x(s), r(s), s)|2ds = 2EG [J2(t)].
(2.35)
3. Control of Quasi-linear Systems. This section pays attention to design
the control functions for the solutions of quasi-linear SDSs to be bounded in the
infinite time horizon, and exponentially stable in pth moment and in P−a.s.
3.1. Boundedness Control. As is well-known that the unique solution of a
linear SDS exists globally on [0,∞), and its pth moment is finite on any finite time
interval [0, T ]. However its pth moment may be unbounded in infinite horizon [0,∞).
So it is necessary to design the control function u(x(ν(t)−τ0), r(ν(t)−τ0), t) such that
the solution of the controlled system (1.3) is bounded in mean square in [0,∞). To
be precise we state the hypothesis of the linear growth condition on the coefficients.
Assumption 2. There exist positive constants K¯, Di and Ei such that
(3.1) |f(x, i, t)| ∨ |g(x, i, t)| ≤ K¯(1 + |x|),
and
(3.2) xT f(x, i, t) +
1
2
|g(x, i, t)|2 ≤ Ei +Di|x|2
hold for all (x, i, t) ∈ Rn × S× R+.
Theorem 3.1. Let Assumption 2 hold and set D = (D1, · · · , DN )T . Assume that
piα > piD and κα−D > 2. If τ ≤ τ˜ := τ¯(2, α−D)/2, τ + τ0 ≤ τ∗1 := y1 ∧ y2, then the
solution of DCSDS (1.3) with the initial condition (2.2) has the property that
(3.3) sup
0≤t<∞
E|x(t)|2 <∞,
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where τ¯(·, ·) is given as the solution of equation (2.14), y1 and y2 are the positive
solutions of equations
β¯1(y) =
ζ2
2(8αˇ2 + ζ2)
, β¯2(y) =
ζ2
8αˇ2 + ζ2
,
respectively. Here we write ζ = ζ τ˜2,α−h for short, β¯1(·), β¯2(·) are defined by (3.6) and
(3.12) below, respectively.
Proof. Fix 0 < τ ≤ τ˜ and 0 < τ + τ0 ≤ τ∗1 . Using (3.1) we compute I(t) and J1(t)
defined by (2.30) and (2.32)
J1(t) ≤ 2(τ + τ0)
[(
2(τ + τ0)(K¯
2 + αˇ2) + K¯2
) |x(t)|2
+2αˇ2(τ + τ0)|x(t)− x(ν(t)− τ0)|2 + 2K¯2(τ + τ0) + K¯2
]
.(3.4)
Inserting (3.4) into (2.31) yields
dI(t) ≤
(
β¯1(τ + τ0)|x(t)|2 + ι(τ + τ0)|x(t)− x(ν(t)− τ0)|2 + β¯1(τ + τ0)− J2(t)
)
dt,
(3.5)
where for any y ≥ 0,
β¯1(y) := 2y
[
2y(K¯2 + αˇ2) + K¯2
]
, ι(y) := 4αˇ2y2.(3.6)
Using the Itoˆ formula and the elementary inequality, by (3.2), for ζ > 0, we derive
d|x(t)|2 ≤
[
2Eˇ +
(
2D(r(t))− 2α(r(ν(t)− τ0)) + ζ
2
)
|x(t)|2
+
2αˇ2
ζ
|x(t)− x(ν(t)− τ0)|2
]
dt+ 2xT (t)g(x(t), r(t), t)dB(t).(3.7)
Define V (x¯t, r¯t, t) = (|x(t)|2 + ηI(t))e−2
∫ t
0
φ(s)ds, where φ(s) := D(r(s))− α(r(ν(s)−
τ0)) + 3ζ/8, η := ζ/2 + 4αˇ
2/ζ. Since φ(s) has only a finite number of jumps in any
finite interval [0, t],
∫ t
0
φ(s)ds is differentiable. It follows from (3.5) and (3.7) that for
any t ≥ 0,
dV (x¯t, r¯t, t) ≤ e−2
∫ t
0
φ(s)ds
[
− 2ηφ(t)I(t)− (ζ
4
− ηβ¯1(τ + τ0))|x(s)|2
+
(
2αˇ2
ζ
+ ηι(τ + τ0)
)
|x(s)− x(ν(s)− τ0)|2 + (2Eˇ + ηβ¯1(τ + τ0))
− ηJ2(t)
]
dt+ 2e−2
∫ t
0
φ(s)dsxT (t)g(x(t), r(t), t)dB(t).(3.8)
Due to the increasing property of β¯1(y) in y > 0, we see ηβ¯1(τ + τ0) ≤ ζ/4. One
observes from (2.34) that
(3.9) − 2ηφ(t)I(t) ≤ 2ηαˇI(t) ≤ 2ηαˇ(τ + τ0)J2(t).
These, together with (3.8), imply
dV (x¯t, r¯t, t) ≤ e−2
∫ t
0
φ(s)ds
[(2αˇ2
ζ
+ ηι(τ + τ0)
)
|x(s)− x(ν(s)− τ0)|2
+
(
2Eˇ +
ζ
4
)
− (η − 2ηαˇ(τ + τ0))J2(t)
]
dt
+ 2e−2
∫ t
0
φ(s)dsxT (t)g(x(t), r(t), t)dB(t).
(3.10)
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Integrating (3.10) on both sides and then taking the conditional expectation with
respect to G and using (2.35), we arrive at
EG
(
e−2
∫ t
0
φ(s)ds|x(t)|2
)
+ ηEG
(
e−2
∫ t
0
φ(s)dsI(t)
)
≤ |x0|2 + ηI(0) +
(
2Eˇ +
ζ
4
)∫ t
0
e−2
∫ s
0
φ(z)dzds
−
(
η − 4αˇ
2
ζ
− ηβ¯2(τ + τ0)
)∫ t
0
e−2
∫ s
0
φ(z)dzEG [J2(s)]ds,
(3.11)
where for any constant y ≥ 0,
(3.12) β¯2(y) := 2ι(y) + 2yαˇ = 2αˇy(4αˇy + 1).
Due to the increasing property of β¯2(y) in y > 0 as well as by the definition of η, we
see that ηβ¯2(τ + τ0) ≤ ζ/2 = η − 4αˇ2/ζ. This together with (3.11) implies that
EG |x(t)|2 ≤ (|x0|2 + ηI(0))e2
∫ t
0
φ(s)ds +
(
2Eˇ +
ζ
4
)∫ t
0
e2
∫ t
s
φ(z)dzds.
Taking expectation on both sides yields
E|x(t)|2 ≤ (|x0|2 + ηI(0))E(e2 ∫ t0 φ(s)ds)+ (2Eˇ + ζ
4
)∫ t
0
E
(
e2
∫ t
s
φ(z)dz
)
ds.(3.13)
Since κα−D > 2, by virtue of Lemma 2.6, we have
E
(
e2
∫ t
s
(D(r(z)))−α(r(ν(z)−τ0)))dz
)
≤ K2(2, α−D)e−ζ(t−s), t ≥ s, s ≥ 0,
which implies
(3.14) E
(
e2
∫ t
s
φ(z)dz
)
≤ K2(2, α−D)e−ζ(t−s)/4, t ≥ s, s ≥ 0.
It follows from (3.14) that for any t ≥ 0,∫ t
0
E
(
e2
∫ t
s
φ(z)dz
)
ds ≤ K2(2, α−D)
∫ t
0
e−
ζ
4 (t−s)ds ≤ 4
ζ
K2(2, α−D).(3.15)
Inserting (3.14) and (3.15) into (3.13) arrives at
E|x(t)|2 ≤ (|x0|2 + ηI(0))K2(2, α−D)e− ζ4 t + (8Eˇ
ζ
+ 1
)
K2(2, α−D)
for t ≥ 0. Thus, the required assertion (3.3) follows.
Next we consider the opposite aspect, namely, if the control strength is taken
smaller value what will happen. We investigate the longtime behavior of the mean
square of the DCSDS (1.3) in this case.
Assumption 3. Assume that there exist positive constants K¯ > 0, and di, ei
such that (3.1) and
(3.16) xT f(x, i, t) +
1
2
|g(x, i, t)|2 ≥ di|x|2 + ei
hold for all (x, i, t) ∈ Rn × S× R+.
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Theorem 3.2. Let Assumption 3 hold and assume that υ := pid− piα > 0, where
d = (d1, · · · , dN )T . If 0 < τ + τ0 < τ1∗ = y3 ∧ y4 ∧ y5, then the solution of DCSDS
(1.3) with the initial solution (2.2) has the property that
(3.17) lim
t→∞E|x(t)|
2 =∞,
where yi (i = 3, 4, 5) are the maximum positive solutions of
β¯1(y) =
υ(eˆ ∧ (υ/2))
2αˇ2 + υ2
, β¯3(y) =
υ2
2αˇ2 + υ2
, β¯4(y) =
υ(eˆ/(2dˇ) + |x0|2)
2αˇ2 + υ2
,
respectively, β¯1(·), β¯3(·), β¯4(·) are defined by (3.6), (3.23), (3.24).
Proof. Fix 0 < τ + τ0 ≤ τ1∗ . Using the elementary inequality and (3.16), we derive
d|x(t)|2 ≥
[
(2d(r(t))− 2α(r(ν(t)− τ0))− υ)|x(t)|2 − α
2
υ
|x(t)− x(ν(t)− τ0)|2
+ 2eˆ
]
dt+ 2xT (t)g(x(t), r(t), t)dB(t).(3.18)
Define U(x¯t, r¯t, t) =
(
eˆ/(2dˇ) + |x(t)|2 − ηI(t)) e−2 ∫ t0 ψ(s)ds, where ψ(s) := d(r(s))
−α(r(ν(s)− τ0))− 3υ/4, η = υ+ 2αˇ2/υ, ∀s ≥ 0. One notices that −(eˆ/dˇ)ψ(t) ≥ −eˆ.
This together with (3.5) and (3.18) implies that for any t ≥ 0
dU(x¯t, r¯t, t) ≥ e−2
∫ t
0
ψ(s)ds
[(
2ηψ(t)I(t) + (υ/2− ηβ¯1(τ + τ0))|x(s)|2
+ (eˆ− ηβ¯1(τ + τ0))−
(
αˇ2
υ
+ ηι(τ + τ0)
)
|x(s)− x(ν(s)− τ0)|2
+ ηJ2(t)
)
dt+ 2xT (t)g(x(t), r(t), t)dB(t)
]
.
(3.19)
Due to the increasing property of β¯1(y) in y > 0, one observes
(3.20) ηβ¯1(τ + τ0) ≤ (υ/2) ∧ eˆ.
It then follows from (2.34) that
(3.21) 2ηψ(t)I(t) ≥ −2η(αˇ+ 3υ/4)I(t) ≥ −2η(αˇ+ 3υ/4)(τ + τ0)J2(t).
Inserting (3.20) and (3.21) into (3.19) yields
dU(x¯t, r¯t, t) ≥ e−2
∫ t
0
ψ(s)ds
[
−
(
αˇ2
υ
+ ηι(τ + τ0)
)
|x(s)− x(ν(s)− τ0)|2dt
+
(
η − 2η
(
αˇ+
3υ
4
)
(τ + τ0)
)
J2(t)dt+ 2x
T (t)g(x(t), r(t), t)dB(t)
]
.(3.22)
Integrating (3.22) on both sides, taking the conditional expectation with respect to G
and using (2.35), we arrive at
EG
(
e−2
∫ t
0
ψ(s)ds
(
eˆ
2dˇ
+ |x(t)|2
))
− ηEG
(
e−2
∫ t
0
ψ(s)dsI(t)
)
≥ eˆ
2dˇ
+ |x0|2 − ηI(0) +
(
η − 2
υ
αˇ2 − ηβ¯3(τ + τ0)
)∫ t
0
e−2
∫ s
0
ψ(z)dzEG [J2(s)]ds,
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where for y ≥ 0,
(3.23) β¯3(y) := 2ι(y) + 2y(αˇ+ 3υ/4) = y(8αˇ
2y + 2αˇ+ 3υ/2).
Then ηβ¯3(τ + τ0) ≤ υ. This together with the above inequality implies
eˆ
2dˇ
+ EG |x(t)|2 ≥
(
eˆ
2dˇ
+ |x0|2 − ηI(0)
)
e2
∫ t
0
ψ(s)ds.
Due to (2.33) and (2.34) one observes from (3.1) that I(0) ≤ (τ+τ0)J2(0) ≤ β¯4(τ+τ0),
where
(3.24) β¯4(y) = y
2[3y(K¯2 + αˇ2)|x0|2 + 2K¯2|x0|2 + K¯2(3y + 2)].
Taking expectation on both sides yields
eˆ
2dˇ
+ E|x(t)|2 ≥
(
eˆ
2dˇ
+ |x0|2 − ηβ¯4(τ + τ0)
)
E
(
e2
∫ t
0
ψ(s)ds
)
.(3.25)
It follows from the definition of τ1∗ that ηβ¯4(τ + τ0) < eˆ/2dˇ + |x0|2. By virtue of
Lemma 2.4, for  = υ/8, there is a constant T > 0 such that
E
(
e2
∫ t
0
(d(r(z)))−α(r(ν(z)−τ0)))ds
)
≥ K1(2, α− d)e7υt/4, t ≥ T,
which implies
(3.26) E
(
e2
∫ t
0
ψ(z)dz
)
≥ K1(2, α− d)eυt/4, t ≥ T.
Inserting the above inequality into (3.25), we obtain
eˆ
2dˇ
+ E|x(t)|2 ≥ K1(2, α− d)
(
eˆ
2dˇ
+ |x0|2 − ηβ¯4(τ + τ0)
)
eυt/4, t ≥ T.(3.27)
Then the required assertion (3.17) follows.
3.2. Stabilization. This subsection is to discuss the stability and instability of
DCSDS (1.3) and gives the corresponding criteria. We replace conditions (3.1) and
(3.2) by the following assumption in order for the SDS (1.1) to has the trivial solution
x(t) ≡ 0.
Assumption 4. There exist positive constants K¯ and Di such that
(3.28) |f(x, i, t)| ∨ |g(x, i, t)| ≤ K¯|x|,
and
(3.29) xT f(x, i, t) +
1
2
|g(x, i, t)|2 ≤ Di|x|2
hold for all (x, i, t) ∈ Rn × S× R+.
Under Assumption 4 we will design the feedback control for the controlled system
(1.3) to be exponentially stable in both mean square and almost surely (a.s.).
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Theorem 3.3. Let Assumption 4 hold and assume that piα > piD and κα−D > 2.
For any 0 < σ < ζ τ˜2,α−D, if 0 < τ ≤ τ˜ and 0 < τ + τ0 ≤ τ∗2 (σ) := y6(σ) ∧ y7(σ), then
the solution of DCSDS (1.3) with the initial solution (2.2) has the properties that
(3.30) lim sup
t→∞
1
t
logE|x(t)|2 ≤ −(ζτ2,α−D − σ),
and
(3.31) lim sup
t→∞
1
t
log(|x(t)|) ≤ −1
2
(ζτ2,α−D − σ), P− a.s.
where y6 and y7 are the positive solutions of β˜1(y) =
σ2
8αˇ2+σ2 and β˜2(y) =
σ2
8αˇ2+σ2 ,
while β˜1(·) and β˜2(·) are defined by (3.34) and (3.37), respectively.
Proof. For any 0 < σ < ζ τ˜2,α−D, let 0 < τ ≤ τ˜ and 0 < τ + τ0 ≤ τ∗2 (σ). By the Itoˆ
formula, the elementary inequality, and (3.29), we have
d|x(t)|2 ≤
[
(2D(r(t))− 2α(r(ν(t)− τ0)) + σ
2
)|x(t)|2 + 2α
2
σ
|x(t)− x(ν(t)− τ0)|2
]
dt
+ 2xT (t)g(x(t), r(t), t)dB(t).(3.32)
Using (3.28) we compute I(t) and J1(t) defined by (2.30) and (2.32) to get
dI(t) ≤ β˜1(τ + τ0)|x(t)|2dt+ κ(τ + τ0)|x(t)− x(ν(t)− τ0)|2dt− J2(t)dt,(3.33)
where, for y ≥ 0,
β˜1(y) := y
[
3y(K¯2 + αˇ2) + K¯2
]
, κ(y) := 3αˇ2y2.(3.34)
Define V (x¯t, r¯t, t) = (|x(t)|2 + ηI(t))e−2
∫ t
0
φ(s)ds, where φ(s) := D(r(s))− α(r(ν(s)−
τ0)) + σ/2, η := σ/2 + 4αˇ
2/σ. It follows from (3.32) and (3.33) that for any t ≥ 0,
dV (x¯t, r¯t, t) ≤ e−2
∫ t
0
φ(s)ds
[(
− 2ηφ(t)I(t)− (σ
2
− ηβ˜1(τ + τ0))|x(s)|2
+
(
2αˇ2
σ
+ ηκ(τ + τ0)
)
|x(s)− x(ν(s)− τ0)|2
− ηJ2(t)
)
dt+ 2xT (t)g(x(t), r(t), t)dB(t)
]
.
(3.35)
By the definition of τ∗2 (σ) one observes ηβ˜1(τ + τ0) ≤ σ/2. Integrating (3.35) on both
sides, taking the conditional expectation with respect to the σ−algebra G and using
(2.34) and (2.35) arrives at
EG
(
e−2
∫ t
0
φ(s)ds|x(t)|2
)
+ ηEG
(
e−2
∫ t
0
φ(s)dsI(t)
)
≤ |x0|2 + ηI(0)−
(
η − 4αˇ
2
σ
− ηβ˜2(τ + τ0)
)∫ t
0
e−2
∫ s
0
φ(z)dzEG [J2(s)]ds,
(3.36)
where, for y ≥ 0,
(3.37) β˜2(y) := 2κ(y) + 2yαˇ = 2αˇy(3αˇy + 1).
By the definition of τ∗2 (σ) one sees ηβ¯2(τ + τ0) ≤ σ/2. This together with (3.36)
implies that
EG |x(t)|2 ≤ (|x0|2 + ηI(0))e2
∫ t
0
φ(s)ds.
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Taking expectation on both sides, we get that
E|x(t)|2 ≤ [|x0|2 + ηI(0)]E
(
e2
∫ t
0
φ(s)ds
)
.(3.38)
But, it follows from Lemma 2.6 that
(3.39) E
(
e2
∫ t
0
φ(s)ds
)
≤ K2(2, α−D)e−(ζτ2,α−D−σ)t, t ≥ 0.
Combing (3.38) and (3.39) yields lim supt→∞
1
t logE|x(t)|2 ≤ −(ζτ2,α−D − σ), which
implies the required assertion (3.30). In a similar fashion as [11, pp. 128-130, Theorem
4.2] was proved, we can get the other required assertion (3.31).
In order to study the instability we impose the following assumption.
Assumption 5. There exist positive constants K¯ > 0, and di such that (3.28)
and
(3.40) xT f(x, i, t) +
1
2
|g(x, i, t)|2 ≥ di|x|2
hold for all (x, i, t) ∈ Rn × S× R+.
Theorem 3.4. Let Assumption 5 hold and assume piα < pid. For any 0 < σ <
pid− piα, if 0 < τ + τ0 < τ2∗ (σ) := y8(σ)∧ y9(σ)∧ y10(σ), then the solution of DCSDS
(1.3) with the initial condition (2.2) has the property that
(3.41) lim inf
t→∞
1
t
logE|x(t)|2 ≥ 2(pid− piα− σ),
where yi(σ) (i = 8, 9, 10) are the positive solutions of β˜1(y) =
σ2
2αˇ2+σ2 , β˜3(y) =
σ2
2αˇ2+σ2 ,
β˜4(y) =
σ|x0|2
2αˇ2+σ2 , respectively, while β˜1(·), β˜3(·), β˜4(·) are defined by (3.34), (3.44),
(3.45).
Proof. For any 0 < σ < pid − piα, let 0 < τ + τ0 ≤ τ2∗ (σ). Using the elementary
inequality and (3.40), one has
d|x(t)|2 ≥
[
(2d(r(t))− 2α(r(ν(t)− τ0))− σ)|x(t)|2 − αˇ
2
σ
|x(t)− x(ν(t)− τ0)|2
]
dt
+ 2xT (t)g(x(t), r(t), t)dB(t).(3.42)
Define U¯(x¯t, r¯t, t) = (|x(t)|2 − ηI(t))e−2
∫ t
0
ψ(s)ds, where ψ(s) := d(r(s))− α(r(ν(s)−
τ0)) − σ, and η := σ + 2αˇ2/σ. In a similar way as Theorem 3.2 was proved we can
obtain from (3.33) and (3.42) that for any t ≥ 0
dU¯(x¯t, r¯t, t) ≥ e−2
∫ t
0
ψ(s)ds
[(
2ηψ(t)I(t) + (σ − ηβ˜1(τ + τ0))|x(t)|2
−
(
αˇ2
σ
+ ηκ(τ + τ0)
)
|x(t)− x(ν(t)− τ0)|2
+ ηJ2(t)
)
dt+ 2xT (t)g(x(t), r(t), t)dB(t)
]
.
(3.43)
One notices that ηβ˜1(τ + τ0) ≤ σ. Integrating (3.43) on both sides, taking the
conditional expectation with respect to the σ−algebra G and using (2.34) and (2.35),
we arrive at
EG
(
e−2
∫ t
0
ψ(s)ds|x(t)|2
)
− ηEG
(
e−2
∫ t
0
ψ(s)dsI(t)
)
≥ |x0|2 − ηI(0) +
(
η − 2
σ
αˇ2 − ηβ˜3(τ + τ0)
)∫ t
0
e−2
∫ s
0
ψ(z)dzEG [J2(s)]ds,
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where, for y ≥ 0,
(3.44) β˜3(y) := 2κ(y) + 2y(αˇ+ σ) = 2y(3αˇ
2y + αˇ+ σ).
We also see that ηβ˜3(τ + τ0) ≤ σ. This together with the above inequality implies
EG |x(t)|2 ≥
(|x0|2 − ηI(0)) e2 ∫ t0 ψ(s)ds.
Due to (2.33) and (2.34) one observes that I(0) ≤ (τ + τ0)J2(0) ≤ β˜4(τ + τ0), where
(3.45) β˜4(y) = y
2[2y(K¯2 + αˇ2)|x0|2 + K¯2|x0|2].
One notices that ηβ˜4(τ + τ0) < |x0|2. Taking expectation on both sides yields
E|x(t)|2 ≥
(
|x0|2 − ηβ˜4(τ + τ0)
)
E
(
e2
∫ t
0
ψ(s)ds
)
.(3.46)
By Lemma 2.4, for 0 <  < pid− piα− σ, there is a constant T > 0 such that
E|x(t)|2 ≥
(
|x0|2 − ηβ˜4(τ + τ0)
)
e2(pid−piα−σ−)t, t ≥ T.
Letting t → ∞, we have lim inft→∞ 1t logE|x(t)|2 ≥ 2(pid − piα − σ − ). As  > 0 is
arbitrary, the required assertion (3.41) must hold.
4. Control of Highly Nonlinear Systems. The main aim of this section is to
give the easily implementable control criterion for highly nonlinear SDS (1.1) such that
they stabilize (1.1) exponentially in pth moment and almost surely. In the following,
the moment and sample Lyapunov exponents are estimated, the lower bound on τ+τ0
is given explicitly.
4.1. Uniform Moment Boundness. Firstly we investigate the uniform mo-
ment boundedness of DCSDS (1.3). Generally, SFDEs have significantly different
dynamical behaviors from the corresponding SDSs. Hence the uncontrolled SDS (1.1)
may possess some property while the DCSDS (1.3) may not. We impose the following
Khasminskii-type condition to guarantee that the global solution of the SDS (1.1) is
uniformly bounded in pth moment on infinite time horizon.
Assumption 6. There exist positive constants A,B,C and p ≥ 2, θ > 2 such that
xT f(x, i, t) +
p− 1
2
|g(x, i, t)|2 ≤ C +A|x|2 −B|x|θ
for all (x, i, t) ∈ Rn × S× R+.
By constructing V (x, i, t) = |x|p for all (x, i, t) ∈ Rn × S× R+, and using [15, p.
157, Theorem 5.2] we can get the following result directly. To avoid the duplication
we omit the proof details.
Theorem 4.1. Under Assumption 6, the solution x(t) of SDS (1.1) with the ini-
tial data (x(0), r(0)) = (x0, i0) ∈ Rn × S satisfies sup0≤t<∞ E|x(t)|p <∞.
For the DCSDS (1.3) we have the following result.
Theorem 4.2. Under Assumption 6, the solution x(t) of DCSDS (1.3) with the
initial data (2.2) satisfies sup0≤t<∞ E|x(t)|p <∞.
Proof. Using the Itoˆ formula and Assumption 6, we derives that, for any t ≥ 0,
d(et|x(t)|p) ≤ et
[
pC|x(t)|p−2 + (1 + pA)|x(t)|p − pB|x(t)|p+θ−2
]
dt
+ αˇpet|x(t)|p−1|x(ν(t)− τ0)|dt
+ pet|x(t)|p−2xT (t)g(x(t), r(t), t)dB(t).
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Noting that for any x, y ≥ 0
xp−2 ≤ 1 + xp, αˇpxp−1y ≤ p− 1
p
(αˇp)
p
p−1xp +
1
p
yp = (p− 1)p 1p−1 (αˇ) pp−1xp + 1
p
yp,
we have
d(et|x(t)|p)
≤ et
(
C¯ +
1
p
|x(ν(t)− τ0)|p
)
dt+ pet|x(t)|p−2xT (t)g(x(t), r(t), t)dB(t),(4.1)
where
(4.2) C¯ := sup
x∈R+
{
pC +
(
1 + pA+ pC + (p− 1)p 1p−1 αˇ pp−1
)
xp − pBxp+θ−2
}
.
Integrating (4.1) from 0 to t, taking expectations, then dividing et on both sides, we
obtain
E|x(t)|p ≤ C¯ + |x0|pe−t + 1
p
∫ t
0
es−tE|x(ν(s)− τ0)|pds
≤ C¯ + |x0|p + 1
p
sup
0≤s≤t
(E|x(ν(s)− τ0)|p)
∫ t
0
es−tds
≤ C¯ + |x0|p + 1
p
sup
0≤s≤t
(E|x(s)|p) .
This implies sup0≤s≤t (E|x(s)|p) ≤ p(C¯+|x0|
p)
p−1 . Then the required assertion follows as
t→∞.
4.2. Stabilization. In this subsection we pay attention to stabilize the nonlinear
SDS (1.1) by the delay feedback control based on discrete-time observations. In order
to have the equilibrium state 0 we further impose the following assumption.
Assumption 7. Assume that there exist positive constants K, q1 ≥ 1, q2 ≥ 1,
p ≥ 2(q1 ∨ q2), θ > 2 satisfying θ ≥ (q1 ∨ q2) + 1, and Ai, Bi such that
(4.3) |f(x, i, t)| ≤ K(|x|+ |x|q1), |g(x, i, t)| ≤ K(|x|+ |x|q2)
and
(4.4) xT f(x, i, t) +
p− 1
2
|g(x, i, t)|2 ≤ Ai|x|2 −Bi|x|θ
hold for all (x, i, t) ∈ Rn × S× R+.
Theorem 4.3. Let Assumption 7 hold and assume that piα > piA and κα−A > 2,
where A = (A1, · · · , AN )T . For any 0 < σ < ζτ ′2,α−A ∧ (2Bˆ) (τ ′ := τ¯(2, α − A)/2), if
0 < τ ≤ τ ′ and 0 < τ + τ0 < τ∗∗(σ) := y¯1(σ) ∧ y¯2(σ) ∧ y¯3(σ), then the solution of
DCSDS (1.3) with the initial condition (2.2) has the properties that
lim sup
t→∞
1
t
logE|x(t)|2 ≤ −(ζτ2,α−A − σ),
lim sup
t→∞
1
t
logE|x(t)|ρ ≤ −(ζτ2,α−A − σ),
(4.5)
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and
(4.6)
∫ ∞
0
E|x(t)|ρ+θ−2dt <∞,
where ρ := p ∧ θ, y¯i(σ) (i = 1, 2, 3) are the positive solutions of
2ϑβ1(y) = σ, 2ϑβ2(y) = ρ(2Bˆ − σ), 2ϑβ3(y) = σ,
respectively, ϑ := σ/2 + αˇ2[(5ρ+ 4)σ+ 8(ρ− 2)Aˇ]/(σ2), β1(·), β2(·), β3(·) are defined
by (4.11) and (4.22).
Proof. For any 0 < σ < ζτ
′
2,α−A ∧ (2Bˆ), let 0 < τ ≤ τ ′ and 0 < τ + τ0 ≤ τ∗∗(σ). Using
the Itoˆ formula, the elementary inequality and (4.4), we derive
d|x(t)|ρ
≤
[
ρ
(
A(r(t))− α(r(ν(t)− τ0))
)
|x(t)|ρ − ρ(Bˆ − σ
2
)|x(t)|ρ+θ−2 + ρσ
2
|x(t)|2
+
ραˇ2
2σ
|x(t)− x(ν(t)− τ0)|2
]
dt+ ρ|x(t)|ρ−2xT (t)g(x(t), r(t), t)dB(t).
(4.7)
In order to control the terms |x(t)|ρ and |x(t)|2 together, we also derive by the Itoˆ
formula again that
d|x(t)|2 ≤ 2
(
A(r(t))− α(r(ν(t)− τ0)) + σ
4
)
|x(t)|2dt− 2Bˆ|x(t)|θdt
+
2αˇ2
σ
|x(t)− x(ν(t)− τ0)|2dt+ 2xT (t)g(x(t), r(t), t)dB(t).(4.8)
Under the condition (4.3) we recompute I(t) and J1(t) defined by (2.30) and (2.32)
J1(t) ≤ (τ + τ0)
[(
3(τ + τ0)(K
2 + 2αˇ2) + 2K2
) |x(t)|2
+6αˇ2(τ + τ0)|x(t)− x(ν(t)− τ0)|2 + 3K2(τ + τ0)|x(t)|2q1 + 2K2|x(t)|2q2
]
≤ (τ + τ0)
[(
6(τ + τ0)(K
2 + αˇ2) + 4K2
) |x(t)|2
+K2(3(τ + τ0) + 2)|x(t)|ρ+θ−2 + 6αˇ2(τ + τ0)|x(t)− x(ν(t)− τ0)|2
]
,(4.9)
where we have used ρ+ θ − 2 ≥ 2(q1 ∨ q2). By (2.31) one has
dI(t) ≤ β1(τ + τ0)|x(t)|2dt+ β2(τ + τ0)|x(t)|ρ+θ−2dt
+ 6αˇ2(τ + τ0)
2|x(t)− x(ν(t)− τ0)|2dt− J2(t)dt,
(4.10)
where, for y ≥ 0,
β1(y) := 2y
[
3y(K2 + αˇ2) + 2K2
]
, β2(y) := K
2y[3y + 2].(4.11)
Define V¯ (x¯t, r¯t, t) = |x(t)|ρ + λ|x(t)|2 + ϑI(t), where λ := 1 + ρ+ 2(ρ− 2)Aˇ/σ, and ϑ
is given in the theorem. For any t ≥ 0, define ϕ(t) := A(r(t))−α(r(ν(t)− τ0)) + σ/2.
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Using (4.7), (4.8) and (4.10) arrives at
dV¯ (x¯t, r¯t, t)
≤
[
ρ(A(r(t))− α(r(ν(t)− τ0)))|x(t)|ρ − (ρBˆ − ρσ
2
− ϑβ2(τ + τ0))|x(t)|ρ+θ−2
− 2λBˆ|x(t)|θ +
(
2λϕ(t) +
ρσ
2
− λσ
2
+ ϑβ1(τ + τ0)
)
|x(t)|2 − ϑJ2(t)
+
( (ρ+ 4λ)αˇ2
2σ
+ 6ϑαˇ2(τ + τ0)
2
)
|x(t)− x(ν(t)− τ0)|2
]
dt
+ (ρ|x(t)|ρ−2 + 2λ)xT (t)g(x(t), r(t), t)dB(t).
(4.12)
Since ϕ(s) has a finite number of jumps in any finite interval [0, t],
∫ t
0
ϕ(s)ds is deriv-
able. Thus, it follows from (4.12) that
d
(
e−2
∫ t
0
ϕ(s)dsV¯ (x¯t, r¯t, t)
)
= e−2
∫ t
0
ϕ(s)ds
(
− 2ϕ(t)V¯ (x¯t, r¯t, t)dt+ dV¯ (x¯t, r¯t, t)
)
= e−2
∫ t
0
ϕ(s)ds
[
− 2ϑϕ(t)I(t) + (ρ− 2)(A(r(t))− α(r(ν(t)− τ0)))|x(t)|ρ
− σ|x(t)|ρ − (ρBˆ − ρσ
2
− ϑβ2(τ + τ0))|x(t)|ρ+θ−2
− 2λBˆ|x(t)|θ −
(
(λ− ρ)σ
2
− ϑβ1(τ + τ0)
)
|x(t)|2 − ϑJ2(t)
+
( (ρ+ 4λ)αˇ2
2σ
+ 6ϑαˇ2(τ + τ0)
2
)
|x(t)− x(ν(t)− τ0)|2
]
dt
+ e−2
∫ t
0
ϕ(s)ds(ρ|x(t)|ρ−2 + 2λ)xT (t)g(x(t), r(t), t)dB(t).
(4.13)
One observes from (2.34) that
(4.14) − 2ϑϕ(t)I(t) ≤ 2ϑαˇI(t) ≤ 2ϑαˇ(τ + τ0)J2(t).
Noticing 2 ≤ ρ ≤ θ, we obtain
(4.15) (A(r(t))− α(r(ν(t)− τ0)))|x(t)|ρ ≤ Aˇ|x(t)|ρ ≤ Aˇ|x(t)|2 + Aˇ|x(t)|θ.
Inserting (4.14) and (4.15) into (4.13) yields
d
(
e−2
∫ t
0
ϕ(s)dsV¯ (x¯t, r¯t, t)
)
≤ e−2
∫ t
0
ϕ(s)ds
[
− (ρBˆ − ρσ
2
− ϑβ2(τ + τ0))|x(t)|ρ+θ−2 − (2λBˆ − (ρ− 2)Aˇ)|x(t)|θ
−
(
(λ− ρ)σ
2
− (ρ− 2)Aˇ− ϑβ1(τ + τ0)
)
|x(t)|2 − ϑ(1− 2αˇ(τ + τ0))J2(t)
+
( (ρ+ 4λ)αˇ2
2σ
+ 6ϑαˇ2(τ + τ0)
2
)
|x(t)− x(ν(t)− τ0)|2
]
dt
+ e−2
∫ t
0
ϕ(s)ds(ρ|x(t)|ρ−2 + 2λ)xT (t)g(x(t), r(t), t)dB(t).
(4.16)
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One notices from 0 < σ < 2Bˆ and the definition of λ that
(4.17) 2λBˆ − (ρ− 2)Aˇ > 0.
From the definitions of τ∗∗(σ), λ, β1(·) and β2(·), one notices that τ∗∗(σ) < 1, and
furthermore
ϑβ1(τ + τ0) ≤ σ
2
=
σ(λ− ρ)
2
− (ρ− 2)Aˇ, ϑβ2(τ + τ0) ≤ ρ(Bˆ − σ
2
).(4.18)
Substituting (4.17)-(4.18) into (4.16) yields
d
(
e−2
∫ t
0
ϕ(s)dsV¯ (x¯t, r¯t, t)
)
≤ e−2
∫ t
0
ϕ(s)ds
[( (ρ+ 4λ)αˇ2
2σ
+ 6ϑαˇ2(τ + τ0)
2
)
|x(t)− x(ν(t)− τ0)|2dt
− ϑ(1− 2αˇ(τ + τ0))J2(t)dt+ (ρ|x(t)|ρ−2 + 2λ)xT (t)g(x(t), r(t), t)dB(t)
]
.
(4.19)
Using (2.34) implies that
(4.20) V¯ (x¯(0), r¯(0), 0) ≤ |x0|ρ + λ|x0|2 + ϑ(τ + τ0)J2(0) <∞.
Integrating (4.19) on both sides, taking the conditional expectation with respect to
the σ−algebra G and using (4.20), (2.35), we obtain
e−2
∫ t
0
ϕ(s)dsEG V¯ (x¯t, r¯t, t) ≤ V¯ (x¯(0), r¯(0), 0)
−
∫ t
0
e−2
∫ s
0
ϕ(z)dz
[
(ϑ− (ρ+ 4λ)αˇ
2
σ
− ϑβ3(τ + τ0))EG [J2(s)]
]
ds,(4.21)
where for any y ≥ 0,
(4.22) β3(y) := 2αˇy(1 + 6αˇy).
Due to p ≥ 2(q1∨q2) one observes from Theorem 4.2 that EG [J2(s)] <∞ for any s ≥ 0.
It follows from the definitions of τ∗∗(σ), λ, ϑ that ϑβ3(τ + τ0) ≤ σ2 = ϑ − (ρ+4λ)αˇ
2
σ .
This together with (4.21) implies
EG V¯ (x¯t, r¯t, t) ≤ V¯ (x¯(0), r¯(0), 0)e2
∫ t
0
ϕ(s)dsds.
Then
E|x(t)|ρ + λE|x(t)|2 ≤ V¯ (x¯(0), r¯(0), 0)E
(
e2
∫ t
0
ϕ(s)ds
)
.
It follows from Lemma 2.6 that
(4.23) E|x(t)|ρ + λE|x(t)|2 ≤ V¯ (x¯(0), r¯(0), 0)e−(ζτ2,α−A−σ)t,
which implies that (4.5) holds. Integrating (4.12) on both sides, taking expectation,
and using the similar techniques yields
(ρBˆ − ρσ
2
− ϑβ2(τ + τ0))
∫ t
0
E|x(s)|ρ+θ−2ds
≤ V¯ (x¯(0), r¯(0), 0) + ρ(Aˇ+ σ
2
)
∫ t
0
(E|x(s)|ρ + λE|x(s)|2)ds.
This, together with (4.23), implies
(ρBˆ − ρσ
2
− ϑβ2(τ + τ0))
∫ t
0
E|x(s)|ρ+θ−2ds ≤ C¯1,
where C¯1 is a positive constant. The conclusion (4.6) follows by letting t→∞.
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The corresponding results for a special case p ≥ θ follows directly from the above
proof but holds for a possible bigger τ∗∗(σ).
Corollary 4.4. Let Assumption 7 hold with p ≥ θ, piα > piA and κα−A > 2.
For any 0 < σ < ζτ
′
2,α−A ∧ (2Bˆ), if 0 < τ ≤ τ ′ and 0 < τ + τ0 < τ¯∗∗(σ) :=
y¯′1(σ) ∧ y¯′2(σ) ∧ y¯′3(σ), the conclusions of Theorem 4.3 hold with ρ = θ, where y¯′i(σ)
(i = 1, 2, 3) are the positive solutions of 4Bˆϑ1β1(y) = σ(θ−2)Aˇ, 2ϑ1β2(y) = θ(2Bˆ−σ),
2ϑ1β3(y) = σ, respectively, ϑ1 := σ/2 + αˇ
2[θBˆ + 2(θ − 2)Aˇ]/(σBˆ), β1(·), β2(·), β3(·)
are defined by (4.11) and (4.22).
Due to the uniform boundedness of E|x(t)|p on the infinite horizon, by the Ho¨lder
inequality, we go one step further to obtain the following result.
Theorem 4.5. Under the conditions of Theorem 4.3, for any 0 < σ < ζτ
′
2,α−A ∧
(2Bˆ), if 0 < τ ≤ τ ′ and 0 < τ + τ0 < τ¯∗∗(σ), the solution of DCSDS (1.3) with the
initial condition (2.2) has the property that for any q ∈ [2, p)
(4.24)
lim sup
t→∞
1
t
log(E|x(t)|q) ≤ ξq :=

−(ζτ2,α−A − σ), q = 2,
− qρ (ζτ2,α−A − σ), q ∈ (2, ρ], (if ρ = p),
− p−qp−ρ (ζτ2,α−A − σ), q ∈ (ρ, p), (if ρ < p).
Using the techniques of [8, p.10, Theorem 4.5] we can obtain the following sample
Lyapunov exponent. But to avoid duplication we omit the proof.
Theorem 4.6. Under the conditions of Theorem 4.3 and p > v := (2q1) ∨ (2q2),
for any 0 < σ < ζτ
′
2,α−A ∧ (2Bˆ), if 0 < τ ≤ τ ′ and 0 < τ + τ0 ≤ τ∗∗(σ), the solution
of DCSDS (1.3) with the initial solution (2.2) has the property that
(4.25) lim sup
t→∞
1
t
log(|x(t)|) ≤ −ξv a.s.
where the definition of ξ· is given by (4.24). This implies that the DCSDS (1.3) is
almost surely exponentially stable
5. Example.
Example 5.1. Consider a scalar nonlinear SDS (1.1) with a scalar Brownian
motion B(t), a Markov chain r(t) on the state space S = {1, 2} with its generator
matrix Γ =
( −10 10
20 −20
)
, and the coefficients f and g defined by
f(x, 1, t) = x(1− 3x2)dt, g(x, 1, t) = |x|3/2,
f(x, 2, t) = x(1− 2x2)dt, g(x, 2, t) = x.
One observes that (4.3) is satisfied with q1 = 3, q2 = 3/2,K = 3. Due to the Young
inequality one goes a further step to obtain that
xT f(x, 1, t) +
7− 1
2
|g(x, 1, t)|2 = |x|2 + 3|x|3 − 3|x|4 ≤ 2.5|x|2 − 1.5|x|4,
xT f(x, 2, t) +
7− 1
2
|g(x, 2, t)|2 = 4|x|2 − 2|x|4,
(5.1)
which implies that (4.4) is satisfied with p = 7, θ = 4, ρ = 4, A1 = 2.5, B1 =
1.5, A2 = 4, B2 = 2. Thus Assumption 7 holds. By a direct computation we know the
stationary distribution (pi1, pi2) = (2/3, 1/3) and piA = 3. By virtue of Theorem 4.2
the controlled system (1.3) with any initial value condition
x(t) = x0 ∈ R, r(t) = i0 ∈ S, − τ0 ≤ t ≤ 0,(5.2)
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Fig. 5.1. Five sample pathes of the solution x(t) of (1.1) and the sample mean of |x(t)|4 for
100 sample points on t ∈ [0, 10] with the initial value (x(0), r(0)) = (1, 2) and step size 4 = 10−6.
has a unique global solution x(t) on [0,∞) which satisfies sup0≤t<∞ E|x(t)|7 <∞.
In order to have a feeling on the asymptotic behavior we carry out some numerical
simulations using MATLAB with the time step size 4 = 10−6. Figure 5.1 depicts 5
sample pathes of the solution and the sample mean of |x(t)|4 for 100 sample points,
with the initial value (x(0), r(0)) = (1, 2) for t ∈ [0, 10]. One observes from Figure 5.1
that the solutions is uniformly bounded in the 4th moment, but the trivial solution
x(t) ≡ 0 is unstable either P-a.s. or in the moment. So it is necessary to input the
feedback control to stabilize SDS (1.1). We will discuss two cases on the design of
control functions. In both cases, we will give the range for τ + τ0 to take and estimate
the corresponding Lyapunov exponents.
Case 1 In this case we consider that the state of the underlying SDS and the
Markov chain are observable and the feedback control can be input in both modes 1
and 2. Let α(1) = 6, α(2) = 6. Then piα = 6 > piA and κα−A = ∞. By (2.14) and
(2.22) we can obtain that τ ′ = 9.6 × 10−3 and ζτ ′2,α−A = 3.265. Fix σ = 2 < 3 =
ζτ
′
2,α−A∧(2Bˆ), we may get τ∗∗1 (σ) = 2.78×10−4, choose τ = 1×10−4, τ0 = 1.7×10−4,
then ζτ2,α−A = 5.8345. By virtue of Theorem 4.3, the solution of DCSDS (1.3) with
the initial condition (5.2) has the properties that
lim sup
t→∞
1
t
logE|x(t)|2 ≤ −3.8345, lim sup
t→∞
1
t
logE|x(t)|4 ≤ −3.8345,∫ ∞
0
E|x(t)|6dt <∞, lim sup
t→∞
1
t
log(|x(t)|) ≤ −1.9172 P− a.s.
Figure 5.2 depicts five sample pathes of the solution x(t) and the sample mean of
|x(t)|4 for 100 sample points for the controlled system (1.3) for t ∈ [0, 4] with the
initial value (x(0), r(0)) = (1, 2) and step size 4 = 10−6.
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Fig. 5.2. Five sample pathes of the solution x(t) and the sample mean of |x(t)|4 for 100 sample
points, for the controlled system (1.3) for t ∈ [0, 4] with the initial value (x(0), r(0)) = (1, 2) and
step size 4 = 10−6.
Case 2 In this case we consider that the feedback control can only be input to one
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mode but not the other. Assume that the system in mode 1 is controllable but not in
mode 2. Mathematically, we let α(1) = 9, α(2) = 0. Then piα = 6 and κα−A = 3.46.
By (2.14) and (2.22) we can obtain that τ ′ = 3.73 × 10−3 and ζτ ′2,α−A = 0.5626.
Fix σ = 0.5 < 0.5626 = ζτ
′
2,α−A ∧ (2Bˆ), we may get τ∗∗2 (σ) = 5.83 × 10−6, choose
τ = 3× 10−6, τ0 = 2.8× 10−6, then ζτ2,α−A = 1.0747. By Theorem 4.3, we can then
conclude that
lim sup
t→∞
1
t
logE|x(t)|2 ≤ −0.5747, lim sup
t→∞
1
t
logE|x(t)|4 ≤ −0.5747,∫ ∞
0
E|x(t)|6dt <∞, lim sup
t→∞
1
t
log(|x(t)|) ≤ −0.2874 P− a.s.
Figure 5.3 depicts five sample pathes of the solution x(t) and the sample mean of
|x(t)|4 for 100 sample points for the controlled system (1.3) for t ∈ [0, 4] with the
initial value (x(0), r(0)) = (1, 2), step size 4 = 10−8. Due to the definition of β3(·) in
(4.22) one observes that the balanced control values α(·) in modes are helpful to get
a better lower bound of τ∗ or τ∗∗, and this is illustrated in this example.
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Fig. 5.3. Five sample pathes of the solution x(t) and the sample mean of |x(t)|4 for 100 sample
points for the controlled system (1.3) where the control is only input to the system in mode 1, for
t ∈ [0, 4] with the initial value (x(0), r(0)) = (1, 2) and step size 4 = 10−8.
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