Our aim in this paper is to determine the tautological algebra generated by the cohomology classes of the Brill Noether loci in the rational cohomology of the moduli space M C (2, d) of semistable bundles of rank 2 and degree d. When C is a general smooth projective curve of genus g ≥ 2, d = 2g − 2, the tautological algebra of M C (2, 2g − 2) (resp. SU C (2, L), deg(L) = 2g − 2)) is generated by the divisor classes (resp. the Theta divisor Θ).
Introduction
Suppose C is a complex smooth projective curve of genus g. The Jacobian variety J d (C) parametrises isomorphism classes of degree d line bundles on C. The classical Brill-Noether subvarieties W r d of J d (C) parametrise line bundles with at least r + 1 linearly independent sections. The questions on non-emptiness, dimension, and irreducibility of the loci have attracted lot of attention. In other direction, the classical Poincaré relations expresses the cohomological classes of W 0 i , in terms of the Theta divisor on J(C):
Here we identify J d (C) ∼ = J 0 (C) = J(C), see [ACGH, Ch 1, §5; p. 25] . A similar formula, the Castelnuova formula, holds amongst the cohomology classes of W r d , for varying r in J d (C), for a general smooth curve C (see Theorem 4.11) :
The moduli space M C (r, d) of semistable vector bundles of rank r and degree d has been widely studied. The Brill-Noether loci have been similarly defined and investigated, (see [Bg] , [Br-Gr-Ne] , [Me1] , [Me2] , [Su] . More recent developments on non-emptiness of the Brill-Noether loci can be found in [La-Ne-St] , [La-Ne-Pr] , [La-Ne] , [La-Ne] , [La-Ne] .
Some questions on the cohomology classes have been raised by N. Sundaram in [Su, p. 176 ]. As pointed out by P. Newstead, the cohomology classes can be worked out in all cases in terms of the known generators of the cohomology of moduli space, but it is difficult in general to determine whether a polynomial in the generators gives a non-zero cohomology class. Even in rank 2, where the generators for the relations are well known, this is difficult.
Our aim in this paper is to obtain a Poincaré type relation amongst the cohomological classes of the Brill Noether loci, when the curve C is general. As a first step, in [Mk] , when g = 1 the relations were found to be similar to the Poincaré relations.
In this paper, we consider rank two situation, and when the degree d = 2g − 2.
Since the moduli spaces M C (2, 2g − 2) and SU C (2, L) are singular varieties, the cohomology class of a codimension i Brill-Noether loci is well-defined in the graded piece gr W 2i H 2i (M C (2, 2g − 2), Q) (resp. gr W 2i H 2i (SU C (2, L), Q), for the weight filtration W on the rational cohomology. (See [Bl-Gi-Sl], §4.3, for details).
We show the following:
Theorem 1.1. Suppose C is a general smooth projective curve of genus g, and g ≥ 2. The cohomology class of a Brill Noether loci on the moduli space M C (2, 2(g −1)) can be expressed as a sum of powers of divisor classes.
See Theorem 6.6. Similarly, consider the moduli space SU C (2, L) of semistable bundles of rank r and fixed determinant L of degree 2g − 2 on C. Then we have Corollary 1.2. The cohomology class of a Brill-Noether loci W r,L 2,2(g−1) in the moduli space SU C (2, L) is expressible in terms of a power of the Theta divisor, with rational coefficients. See Corollary 6.7. The key idea is to relate the Brill-Noether loci on the moduli space with the Brill-Noether loci on the Jacobian variety of a general spectral curve. We utilise the rational map obtained in [BNR] from the Jacobian of a general spectral curve to the moduli space M C (2, 2(g − 1)). Another ingredient is to note that the Hodge conjecture holds for the Jacobian of the spectral curve, via the computation of the Mumford-Tate group (See [Bi] ).
It is likely that the Hodge conjecture holds for Jacobian of a higher degree general spectral curve (see [Ar] , for unramified coverings). The proofs employed in Theorem 1.1 will then also hold for higher rank moduli spaces. The proofs raise further questions whether a Castelnuova type formula holds on the moduli space for a general curve C.
Notations
All the varieties are defined over the complex numbers. 1) M C (r, d) denotes the moduli space of strong equivalence classes of semistable bundles of rank r and degree d over C.
2) SU C (r, L) denotes the moduli space of strong equivalence classes of semistable bundles of rank r and fixed determinant L of degree d over C.
3) J(C) is the Jacobian variety of isomorphism classes of line bundles of degree 0 over C. 4) J d (C) is the isomorphism classes of line bundles of degree d over C. 5) O(D) denotes the line bundle corresponding to a divisor D on C. 6) Given a closed subvariety W ⊂ X, [W ] denotes the cohomology class in the integral or rational cohomology group of X.
Spectral curves and Moduli Spaces
In this section we recall the construction of spectral curve from [BNR] which will be needed in this paper.
3.1. Spectral curve. Let C be a smooth projective curve of genus g ≥ 2 defined over complex numbers. Let L be a line bundle on C and s = (s k ) be sections of L k for k = 1, 2, · · · , n. Let π : P(O ⊕ L * ) → C be the natural projection map and O(1) be the relatively ample bundle. Then π * (O(1)) is naturally isomorphic to O⊕L * and therefore has a canonical section. This provides a section of O(1) denoted by y. By projection formula we have:
Therefore π * (π * L ⊗ O(1)) also has a canonical section and we denote the corresponding section of π * L ⊗ O(1) by x. Consider the section x n + (π * s 1 )yx n−1 + · · · + (π * s n )y n
of π * L n ⊗ O(n). Zero scheme of this section is a subscheme of P(O ⊕ L * ) and is called spectral curve of the given curve C and is denoted by C s or C in short. Let π : C → C be the restriction of the natural projection π : P(O ⊕ L * ) → C. It can be checked that π : C → C is finite and its fibre over any point c ∈ C is a subscheme of P 1 given by
x n + a 1 yx n−1 + · · · + a n y n = 0
where (x, y) is a homogeneous co-ordinate system and a i is the value of s i at c. Let g be the genus of C. As π * (O) ∼ = O ⊕ L −1 ⊕ · · · ⊕ L −(n−1) , we have the following relation between genus g of the spectral curve C and genus g of C using Riemann-Roch theorem.
Hence we have:
From now onwards we will take the line bundle L to be the canonical line bundle K C . Then from (3) the genus g of the corresponding spectral curve C is given by:
3.2. Spectral curve and moduli space of semistable bundles. Here we relate the spectral curve C with the moduli space of semistable bundles of fixed rank and degree over C. Consider the following theorem.
Theorem 3.1. Let C be any curve and L any line bundle on C. Let (s) = ((s i )) ∈ Γ(L) ⊕ Γ(L 2 ) ⊕ · · · ⊕ Γ(L n ) be so chosen such that the corresponding spectral curve C s is integral, smooth and non-empty. Then there is a bijective correspondence between isomorphism classes of line bundles on C s and isomorphism classes of pairs (E, φ) where E is a vector bundle of rank n and φ : E → L ⊗ E a homomorphism with characteristic coefficients s i .
Proof. See [BNR, Proposition 3.6, Remark 3.1, 3.5 and 3.8; .
Let n be any positive integer. Then following the construction of spectral curve, by Theorem 3.1 we get a smooth, irreducible curve C and an n-sheeted branched covering π : C → C such that a general E ∈ M C (n, d) is the direct image π * l of a l ∈ J δ ( C). The relation between δ and d can be calculated as follows (See p. 332] ). By the Leray spectral sequence we have:
for all i. Hence we have: χ( C, l) = χ(C, π * l) = χ(C, E).
So by Riemann-Roch theorem we get,
Therefore by (4) we get the following relation between δ(= deg l) and d(= degE).
As direct image of a line bundle is not necessarily semistable, the map
is only a rational map. Let us denote by J ss the semistable locus of J δ ( C) defined as:
Then J ss is a Zariski open subset of J δ ( C) and the map π * : J ss → M C (n, d)
is a regular dominant map. See [BNR, Theorem 1; p. 169] . Moreover, the following theorem shows that the map π * is a finite map.
Theorem 3.2. The map π * : J ss → M C (n, d) is of degree 2 3g−3 · 3 5g−5 · · · n (2n−1)(g−1) .
Proof. See [BNR, Remark 5.4; p. 177 ].
4. Jacobian of a spectral curve and the Brill-Noether loci; rank n = 2
In this section we consider the moduli space M C (2, d). For a general E ∈ M C (2, d) we get a spectral curve π : C → C where the map π is a 2-sheeted branched covering. Let n be the number of branch points. Then by Riemann-Hurwitz formula we get:
Also we have from (4):
Therefore from (8) and (9) we get, n = 4g − 4 = 0 as g ≥ 2 that is, π : C → C is ramified with 4g − 4 branch points. Now we have the following lemma.
Lemma 4.1. The map π * : J(C) → J( C) is injective.
Proof. See [Mum, Lemma; p. 332 ].
Consider the following Norm map, denoted by Nm(π), associated to the map π : C → C.
Identity component of Ker(Nm(π)) is defined to be the Prym variety associated to the covering π : C → C. But in our context the definition of Prym variety can be further improved. For that consider the follwing Lemma.
Lemma 4.2. The following conditions are equivalent.
(1) The map π * : J(C) → J( C) is injective.
(2) Ker(Nm(π)) is connected.
Proof. See [Ka, Lemma 1.1; p. 337] .
So by Lemma 4.1 and 4.2, Prym variety associated to the covering π : C → C is nothing but Ker(Nm(π)). Moreover we have, J( C) ∼ = J(C) + P , where P is the Prym variety associated to the covering π : C → C. But this sum is not a direct sum as cardinality of J(C) ∩ P is a non-zero finite number. Let H be the kernel of the map
Then we have: Proof. See [Mum, Corollary 1; p. 332] .
4.1. The Hodge (p,p)-conjecture. Let X be a smooth projective variety over complex numbers. Let Z p (X) be the free abelian group generated by the irreducible subvarieties of codimension p in X. The elements of Z p (X) are called algebraic cycles of codimension p. Let CH p (X) be the pth graded piece of the Chow ring CH * (X). Here CH p (X) is defined as CH p (X) := Z p (X)/ ∼ "∼" being the rational equivalence in the sense of [Fu, Chapter 1; p. 6] . Consider the cycle class map defined as follows.
where Z is an irreducible subvariety of codimension p in X and extend it linearly to the whole of CH p (X). Let CH * (X) ⊗ Q be denoted by CH * (X) Q and j Q : H 2p (X, Q) → H 2p (X, C) be the natural map. Then the subspace of Hodge classes of H 2p (X, Q), denoted by H 2p Hodge (X), is defined as:
Consider the cycle class map cl : CH p (X) Q → H 2p (X, Q) defined similarly as in (10). The image of this map is denoted by H 2p (X, Q) alg and the elements in H 2p (X, Q) alg are called rational algebraic classes. The Hodge (p,p)-conjecture asserts the following: Hodge conjecture:
Hodge (X) that is, any rational algebraic class is a Hodge class and vice versa.
Remark 4.4. Hodge (p, p)-conjecture is trivially true for p = 0. For p = 1, see [L] .
4.2.
The Hodge conjecture for a general Jacobian. Let X be an abelian variety. The subring of H 2 * Hodge (X) generated by H 0 Hodge (X) and H 2 Hodge (X) is denoted by D * (X). The cycle classes in D * (X) are all algebraic by Remark 4.4. Let D p (X) be the pth graded piece of D * (X). In particular, the Hodge (p, p)-conjecture is true if
Hodge (X). Mattuck([Ma] ) proved that Hodge conjecture is true for a general polarised abelian variety. Tate proved the Hodge conjecture for self product of an elliptic curve, see [Ta] and [Gro, §3] and Murasaki did some explicit computations for the same, see [Mur] . Then using degeneration technique one can prove that Hodge conjecture holds for a general polarised Jacobian variety with theta divisor Θ as a polarisation.
Theorem 4.5. For a general polarised Jacobian (J(C), Θ) of dimension g H 2p
Hodge (J(C)) = D p (J(C)) ∼ = Q for all p = 0, · · · , g.
Proof. See [La-Bir, Theorem 17.5.1; p. 561].
4.3.
Cycle class map on singular varieties. Let X be any scheme of finite type over C.
Fulton [Fu, Chapter 17, §17 .3] defined operational Chow groups A * (X) for any scheme X. These are the same as Chow groups when X is smooth.
An element of the operational Chow group A p (X) is a collection of homomorphisms
, for all X ′ → X, compatible with proper pushforward, flat pullback and intersections.
1) There is a product, such that A * (X) = ⊕ p A p (X) is an associative, graded ring with 1.
2) For any f : Y → X, the pullback
is a ring homomorphism. This is functorial in f .
3) There is a projection formula:
4) Chern classes of vector bundles are defined in this theory. 5) Bloch, Gille, and Soulé [Bl-Gi-Sl] defined cycle class maps on the rational operational Chow group of X:
(See also [To, §8, p.22 ] ).
Here gr W 2i denotes the (2i)-th graded piece for the weight filtration W . on the rational cohomology group H 2i (X, Q) [De] . This is a quotient of the rational cohomology group, since the weights are ≤ 2i.
In particular, if Y is a smooth projective variety and f : Y → X is a generically finite morphism, then there are pushforward and pullback maps:
Lemma 4.6. Consider a smooth projective variety Y , and f : Y → X is generically finite. There is a commutative diagram:
Proof. The second assertion on injectivity of f * coh follows from [Pe, Chapter 5, Corollary 5.42] . Suppose W ⊂ Y is a codimension p closed subvariety. By definition, [W ] corresponds to a class in A p (X) and f * [W ] ∈ CH p (Y ) is the same as the class [W ] . The commutativity follows from the functoriality of the cycle class maps.
We will utilise this map to define the cohomology classes of the Brill-Noether loci on the singular moduli space M C (2, 2g − 2), in the graded pieces of its singular cohomology group.
4.4.
Brill-Noether loci in J(C) and J d (C). In this section, we investigate the cohomology algebra generated by Brill-Noether subvarieties of J(C) and J d (C). This problem is motivated by the classical Poincaré formula on J(C).
called Brill-Noether subvarieties of J(C), as follows:
). Let Θ := u(S g−1 (C)). The classical Poincaré relations determine the relations between the cohomological classes of W 0 i , in J(C):
. For a fixed d, we recall the notion of Brill Noether loci W r d , which are defined to be certain natural closed subschemes of J d (C) and discuss some of its properties. More specifically, we study those properties which have a direct impact on its cohomology class.
Definition 4.7. As a set, for r ≥ 0, we define
It is clear from semicontinuity theorem [H, Theorem 12.8 ; p. 288 ] that W r d is closed. In fact, W r d has a natural scheme structure as determinantal loci ([ACGH, §4, Chapter II; p. 83]) of certain morphisms of vector bundles over J d (C). We define these morphisms as follows:
Let us fix a Poincaré bundle L over
Let Γ := E × J d (C). Then, over C × J d (C) we have the exact sequence:
Let v be the projection from C × J d (C) → J d (C). Now, applying the functor v * to the morphism L(Γ) → L(Γ)| Γ as in (13), we get a morphism
Note that, by the choice of the degree of E and Grauert's theorem [H, Corollary. 12.9, p. 288] , we get that both v * (L(Γ)) and v * (L(Γ)| Γ ) are vector bundles of rank d + m − g + 1 and m respectively. To see that Definition 4.8 indeed agrees with Definition 4.7, in the sense that the set theoretic support of 4.8 is exactly 4.7, we refer to [ACGH, Lemma 3.1; p. 178] .
From general properties of determinantal loci, we have the following lemma: Remark 4.10. Note that if r ≤ d − g − 1, then by Riemann-Roch theorem W r d = J d (C). So, from here onwards, we will assume that r ≥ d − g.
In general, the above inequality can be strict [ACGH, Theorem 5.1; p. 191] . Even, in the case when equality holds, W r d can have more than one components [ACGH, Chapter V; p. 208] .
We recall the following theorem due to Griffith and Harris.
Theorem 4.11. a) For any smooth projective curve C of genus g Now, recall that in the case when C is general, by Theorem 4.5 we have that the Néron Severi group of J d (C) is generated by a translate of the Θ divisor in J 0 (C). We denote this class as θ d . In particular, this implies that the class of W r d can be written in terms of powers of θ d . 4.5. Cohomology class of the Brill-Noether loci in J( C). In this section we investigate the subalgebra of H * (J( C)) generated by Brill-noether loci of J( C). Towards that, we consider the case when we have a double cover π : C → C. Let R r g denote the moduli space of ramified two sheeted double covering of connected smooth projective curves of genus g with fixed ramification r. Then we have the following theorem:
Theorem 4.13. The Néron-Severi group of the Jacobian of a general element of R r g is generated by two elements; the two elements are obtained from the decomposition (up to isogeny) of the Jacobian of a covering curve. Furthermore, the Néron-Severi group generates the algebra of Hodge cycles (of positive degree) on the Jacobian of the general double cover.
Proof. See [Bi, Corollary 5.3; p. 634 ].
Note that even if C is general, C may not be general to apply Theorem 4.11. Here, we will utilise the following result.
Theorem 4.14. The cohomology class of Brill -Noether loci on a Jacobian J( C) of a general double sheeted spectral curve π : C → C can be expressed as a sum of powers of divisor classes.
Proof. We only need to check that Theorem 4.13 can be applied to the Jacobian of a general spectral curve. Fix a degree d > 0. Denote S g,s the moduli space of tuples
where C is a curve of genus g, L is a line bundle on C of degree d, and s 0 ∈ H 0 (C, L), s 1 ∈ H 0 (C, L 2 ). This moduli space can be interpreted as the moduli space of spectral curves, as in §3. There is a dominant rational map (on the component where (s 0 = 0))
Here r is the ramification type corresponding to a general section s equivalently the zeroes of the equation (2) (see also [BCV] , for a similar moduli space). The maps are given by
where B is the branch divisor of the spectral curveC s → C, such that L 2 = O(B). Since J(C s ) depends only the ramification type B and L, Theorem 4.13 can be applied to the Jacobian of a general spectral curve.
Brill Noether loci for M C (n, d)
To define the Brill-Noether loci for M C (n, d), we start with a more general setup. Let S be an algebraic scheme over C. Let E be a vector bundle over C × S such that ∀s ∈ S, E s := E| C×s is a vector bundle of rank n and degree d over C.
Just as in 4.7, we have the following definition of Brill Noether loci as a closed set.
Definition 5.1. We define Brill Noether loci W r S,E associated to pair (S, E) to be the set W r S,E := {s ∈ S|h 0 (C, E s ) ≥ r + 1}. By [Hu-Ln, Lemma 1.7.6; p. 28], since the family E is a bounded family, we can choose a divisor D in C of sufficiently high degree such that H 1 (C, E s (D)) = 0 ∀s ∈ S. For notational convenience, we continue to denote the pullback of D to C × S by D. Then, over C × S we have the exact sequence:
Let v : C × S → S be the projection. Then, we have the morphism
Hence, by [H, Theorem 12.11; p. 290] , we get that both v * (E(D)) and v * (E(D)| D ) are vector bundles and for any s ∈ S, we have isomorphisms:
Using Riemann-Roch theorem, we get that
Definition 5.2. We define W r S,E to be the d + n deg D + n(1 − g) − (r + 1)-th determinantal loci associated to the morphism f .
Remark 5.3. To see that the set-theoretic support of 5.2 is indeed 5.1, note that we have the following commutative diagram:
From this, it follows that definition 5.2 agrees with definition 5.1.
Lemma 5.4. If W r S,E = ∅, then, codimension of each component of W r S,E ≤ (r + 1)(r + 1 − d + n(g − 1)).
Proof. This follows from [ACGH, §4, Chapter II; p. 83].
Lemma 5.5. Let S 1 , S 2 be two algebraic schemes over C and let E be a bundle on C ×S 2 such that ∀s ∈ S 2 , E s is a vector bundle of rank n and degree d. If g : S 1 → S 2 be a morphism, then
Then we have the following commutative diagram:
This induces the following commutative diagram:
By (14), we get that the vertical arrows in the above diagram are isomorphisms. Now, the lemma follows from general properties of determinantal loci. Now suppose C be a smooth projective curve of genus g and π : C → C be a finite morphism. Let E be a vector bundle over C × S such that E s is of rank n and degree d ∀s ∈ S. Since the map π × id : C × S → C × S is a finite flat morphism, we get that (π × id) * E is a vector bundle over C × S and in fact,
We will denote this bundle (π × id) * E by E ′ . Note that rank of E ′ is n ′ := n(deg π) and ∀s ∈ S degree of E ′ s is d ′ := d + n(1 − g) − n(deg π)(1 − g). Then we have the following lemma:
Lemma 5.6. W r S,E = W r S,E ′ Proof. We have the commutative diagram:
Fix D a divisor on C such that h 1 (E ′ s (D)) = 0 ∀s ∈ S. Then h 1 ( C, E s (π * D)) = h 1 (C, π * (E s (π * D))) = h 1 (C, E ′ s (D)) = 0 Therefore we can use the divisor π * D for the construction of W r S,E . Let us denote the morphism E(π * D) → (E(π * D))| π * D by f . Then W r S,E is defined to be the d + n deg π * D + n(1 − g) − (r + 1)-th determinantal loci of the morphism v * f . Now v = v•(π×id). It follows from projection formula that (π×id) * f is nothing but the morphism
Next, we will define Brill-Noether Loci for M C (n, d). Note that if (n, d) = 1, we have a universal bundle over C × M C (n, d) and hence, we can apply the previous construction to get the notion of Brill-Noether loci in this case. However, in general we don't have a universal bundle.
Recall that M C (n, d) was constructed as a good quotient of certain Quot Schemes [Hu-Ln, §4.3; p. 88]. We recall the definition of this Quot Scheme. Fix a line bundle O(1) of degree 1 over C. Choose an m >> 0 such that any semistable vector bundle E over C of rank n and degree d is m-regular.
In particular, we have that Note that the group scheme GL(N) acts on Q in the following manner: Let T be an algebraic scheme over C.
It is clear that this action in fact factors through an action of the group scheme P GL(N). Let R ⊆ Q be the open subset such that ∀x ∈ R, F | C×x is a semistable bundle and H 0 (C, O N ) → H 0 (C, F | C×x ) is an isomorphism. It is immediate that R is P GL(N)equivariant. Then, we define M C (n, d) := R//P GL(N). and we have the quotient map µ : R → M C (n, d).
Let us denote F | C×R by F ′ . Then, over C × R, F ′ (−m) is a vector bundle satisfying (A). Hence, we have the closed subscheme W r R,F ′ (−m) ⊆ R. Next, we will show that W r R,F ′ (−m) is GL(N)-equivariant (and consequently, P GL(N)equivariant).
Let q :
By Lemma 5.5, we get that W r T,F T (−m) = q −1 W r R,F ′ (−m) = T . Let g ∈ GL(N)(T ). Then, by definition, the quotient corresponding to g.q : T → R is given by
In other words, we get that g.q :
Definition 5.7. We define Brill Noether loci W r n,d (C) to be the scheme theoretic image of W r R,F ′ (−m) under the morphism µ.
Notation 5.8. We will denote W r n,d (C) by W r n,d when there is no chance of confusion.
Remark 5.9. Note that since the morphism
is a good quotient and W r R,F ′ (−m) is P GL(N)-equivariant, we get that µ(W r R,F ′ (−m) ) is a closed subset of M C (n, d). Hence, as sets W r n,d = µ(W r R,F ′ (−m) ). In other words, we get W r n,d = {e ∈ M C (n, d) | ∃E ∈ e such that h 0 (C, E) ≥ r + 1}.
Let us denote by M s C (n, d) the moduli space of stable bundles on C of rank n and degree d. Recall that M s C (n, d) is an open subset of M C (n, d).
Definition 5.10. We define Brill Noether loci W r n,d of M s C (n, d) to be the closed subscheme
Remark 5 d + n(g − 1) ).
Definition 5.13. We define ρ r n,d := n 2 (g − 1) + 1 − (r + 1)(r + 1 − d + n(g − 1)) to be the expected dimension of W r n,d .
Remark 5.14. The above lemma is not true in the case of W r n,d . It may have components whose dimensions are less than ρ r n,d . See [Br-Gr-Ne, §7] for example.
Lemma 5.15. Let S be an algebraic scheme and E be a vector bundle over C × S such that ∀ s ∈ S, E s is stable of rank n and degree d.
Proof. First we show that the statement is true in the case when S = R s and E = F ′′ (−m). As we saw earlier, W r R s ,F ′′ (−m) is a P GL(N)-equivariant subscheme and since
. Now let (S, E) be as in the hypothesis. Since F ′′ (−m) is a locally universal family, for any x ∈ S ∃ U x ⊂ R which is open and a map g :
The lemma now follows from this. Now we are going to recall a few properties like non-emptiness and irreducibility of Brill-Noether loci in the moduli spaces M s C (n, d) and M C (n, d). These properties are quite different in higher rank cases in comparison with rank one case, as we'll see below.
Let us now fix different notations of Brill-Noether subvarieties in different spaces to avoid confusion as we deal with all the spaces together after some point. For a given scheme and for a given sheaf E over C × S, we denote the Brill-Noether loci by W r S,E as in Definition 5.1 or in Definition 5.2. We also denote this by W r S when the sheaf involved is clear from the context. In M C (n, d) the Brill-Noether loci is denoted by W r n,d as in (15). The same is denoted by W r n,d in M s C (n, d) as in Definition 5.10. Inside J d (C), that is inside M C (1, d) , the Brill-Noether loci W r 1,d is denoted by W r d as in Definition 4.7 or in Definition 4.8. Inside J d ( C) the same is denoted by W r d ( C).
5.1.
Brill-Noether Loci in rank one case. The following properties of Brill-Noether loci in rank one case is already mentioned in §6. We recall those results in a bit more detail for the sake of completeness. 
5.2.
Brill-Noether loci in higher rank case. Now we assume n ≥ 2 and 0 ≤ d ≤ n, that is µ(E) ≤ 1 for any E ∈ M s C (n, d) or E ∈ M C (n, d). Then we have the following result due to Brambila-Paz, Grzegorczyk and Newstead [?] .
Theorem 5.17. Let n ≥ 2 and 0 ≤ d ≤ n. Then
(1) W r n,d is non-empty if and only if d > 0, n ≤ d+(n−r−1)g and (n, d, r+1) = (n, n, n).
(2) W r n,d is non-empty ⇒ W r n,d is irreducible, of dimension ρ r n,d and SingW r n,d = W r+1 n,d . This result was later extended by Mercat ([Me1] and [Me2] ) for µ(E) < 2.
5.3.
Brill-Noether loci for large number of sections. Let us denote ρ r n,d as in Definition 5.13 by ρ(n, d, r, g). Then we have the following theorem.
Theorem 5.18. Let d = mn + d 1 , r + 1 = tn + r 1 with 0 ≤ r 1 < n and 0 ≤ d 1 < n. Also let C be a generic curve. Then W r n,d is non-empty and has a component of right dimension, namely minimum of ρ(n, d, r, g) and n 2 (g − 1) + 1, if the following holds.
(
The above result is also true for W r n,d if either d 1 = 0 or the number ρ is strictly positive in (1), (2) or (3).
Proof. See [Bg, Theorem 1; p. 386 ].
Remark 5.19. When the Brill-Noether loci have a large number of sections, that is, r +1 > n, the conditions of the above theorem are probably close to being the best possible for existence of a component of right dimension.
Main theorems, when the rank is two
We want to give some relations amongst the Brill-Noether loci in M C (2, d) . In our context we fix degree d to be 2(g −1). In that case, Sundaram ([Su] ) proved that W 0 2,2(g−1) is a divisor in M C (2, 2(g − 1)). We give some relations between the cohomology classes of the Brill-Noether loci in terms of cohomology class of W 0 2,2(g−1) . Since the moduli spaces M C (2, 2(g − 1)) and SU C (2, L) are singular varieties, recall from §4.3, that the cohomology classes are taken in the graded piece for the weight filtration on the singular cohomology group H * (M C (2, 2(g − 1)), Q) (resp. H * (SU C (2, L), Q)).
Consider the map π * : J ss ⊆ J 4(g−1) ( C) → M C (2, 2(g − 1)) as in (7). Note that as we have taken d = 2(g − 1), therefore it follows from (6) that δ = 4(g − 1). Also from (4), we have δ = 4(g − 1) = {4(g − 1) + 1} − 1 = g − 1.
Hence we have the theta divisor Θ := W 0 4(g−1) ( C) in J 4(g−1) ( C). Following theorem says that the theta divisor of C intersects both J ss and its complement in J 4(g−1) ( C).
Theorem 6.1. The theta divisor of J 4(g−1) ( C), denoted by Θ, does not lie inside the complement of J ss in J 4(g−1) ( C). More precisely,
(1) For any point l ∈ J 4(g−1) ( C) − Θ, π * (l) is semistable.
(2) There is a point ξ ∈ Θ such that π * (ξ) is semistable.
Proof. See [BNR, Proposition 5.1; p. 176 ].
Moreover we have that pullback of the divisor W 0 2,2(g−1) of M C (2, 2(g −1)) is the restriction of Θ to J ss . Theorem 6.2. Let us denote the restriction of Θ to J ss by Θ | J ss . Then
Proof. See Lemma 6; p. 335] . Also follows directly from the fact that H 0 ( C, l) = H 0 (C, π * l).
We now revisit Theorem 5.18 in this context. Then the following theorem gives some sufficient conditions for the Brill-Noether loci in M C (2, 2(g − 1)) to be non-empty. For the rest of the section, we will assume that any one of these conditions holds. Theorem 6.3. Let r + 1 = tn + r 1 with 0 ≤ r 1 < n. Then W r n,d is non-empty and has a component of right dimension, namely minimum of ρ(2, 2(g − 1), r, g) and 4(g − 1) + 1, if the following holds.
Proof. Follows directly from Theorem 5.18. Now we want to check whether Theorem 6.1 and 6.2 hold for other Brill-Noether subvarieties of higher codimension. By (5), we have π −1 * ( W r 2,2(g−1) ) = W r 2(g−1) | J ss . Apriori, it is not clear whether W r 2(g−1) lies inside the complement of J ss or not, that is even if W r 2,2(g−1) is non-empty, its inverse image W r 2(g−1) | J ss could be empty when r > 0. (This question will be treated in the next subsection). However for our purpose, it will suffice to consider a scheme S to give relations between Brill-Noether subvarieties of M C (2, 2(g − 1)). We can construct a scheme S with the following properties.
(1) S is a smooth projective variety.
(2) There exists a birational morphism φ : S → J 4(g−1) ( C) and a generically finite morphism ψ : S → M C (2, 2(g − 1)).
(3) φ : φ −1 (J ss ) → J ss is an isomorphism.
(4) The following diagram is commutative.
Moreover this diagram is commutative whenever the domains of the involved rational maps are chosen properly. In particular, we have the following commutative diagram.
Then we have the following diagram.
Let us denote by J s the following set.
J s := {l ∈ J δ ( C) | π * l ∈ M s C (2, 2(g − 1))}. Define S 0 := φ −1 (J s ). Then we have the following lemma:
Proof. If P is a Poincaré bundle over C×J 4(g−1) ( C), then the morphism S 0 → M C (2, 2(g−1)) is induced by the family (π × id) * ((id × φ) * P)| C×S 0 . Now by Lemma 5.6 we get that and Lemma 5.5 implies W r S,(id×φ) * P ∩ S 0 = φ −1 W r 2(g−1) ( C) ∩ S 0 . Hence we get ψ −1 ( W r 2,2(g−1) ) ∩ S 0 = φ −1 (W r 2(g−1) ( C)) ∩ S 0 .
Hence we obtain the following:
Lemma 6.5. We have the equality of the closures ψ −1 ( W r 2,2(g−1) ) ∩ S 0 = φ −1 (W r 2(g−1) ( C)) ∩ S 0 of a component of Brill-Noether loci on S. In particular, of the corresponding cohomology classes in H * (S, Z).
Denote this component W r S , in S.
6.1. Poincaré type relations on moduli spaces. Assume that C is a general smooth projective curve andC → C is a general smooth spectral curve, which is a double ramified covering of C. We denote gr W * H * (X, Q) = ⊕ i gr W 2i H 2i (X, Q). the associated graded ring (for the weight filtration) of the even degree cohomology of the singular moduli spaces X = M C (2, 2(g − 1)) and SU C (2, L), see §4.3.
We now show the following.
Theorem 6.6. The cohomology class of a Brill Noether loci on the moduli space M C (2, 2(g− 1)) can be expressed as a sum of powers of divisor classes.
Proof. Recall the morphisms φ : S → J 4(g−1) (C) and ψ : S → M C (2, 2(g − 1)). Now φ is a birational morphism and let E ⊂ S be the exceptional loci, and ψ is a generically finite morphism. Hence, we have the following equalities of cohomology rings:
H * (S, Q) = H * (J 4(g−1) ( C), Q) ⊕ H * (E, Q)
and an inclusion of rings (see Lemma 4.6):
gr W * H * (M C (2, 2(g − 1), Q) ֒→ H * (S, Q). By Theorem 4.14, the cohomology class of the Brill-Noether loci W r 1,d ( C) ⊂ J 4(g−1) ( C) is expressible in terms of sums of powers of divisor classes in H * (J 4(g−1) ( C)). This implies that in H * (S, Q), the pullback of the cohomology class is the cohomology class of the Brill-Noether loci W r S ⊂ S and is expressible in terms of sums of powers of divisor classes. By Lemma 4.6, [W r S ] corresponds to an element of the operational Chow group of the moduli space M C (2, 2(g − 1), whose cycle class has image in gr W * H * (M C (2, 2(g − 1)), Q). Using Lemma 6.5 and the above inclusion of rings, we deduce that the cohomology class of the Brill-Noether loci in gr W * H * (M C (2, 2(g − 1) ), Q) is expressible in terms of sums of powers of divisor classes.
Consider the determinant morphism
det : M C (2, 2(g − 1)) → J 2(g−1) (C).
The inverse image det −1 (L) is the moduli space SU C (2, L).
Fix a line bundle L on C of degree 2(g − 1). Denote the Brill-Noether loci W r,L 2,2(g−1) := W r 2,2(g−1) ∩ SU C (2, L). Corollary 6.7. The cohomology class of a Brill-Noether loci in the moduli space SU C (2, L) is expressible in terms of a power of the Theta divisor, with rational coefficients.
Proof. Consider the inclusion:
j : SU C (2, L) ֒→ M C (2, 2(g − 1) ).
The pullback map on the cohomology ring j * : gr W * H * (M C (2, 2(g − 1), Q) → gr W * H * (SU C (2, L), Q) is a ring homomorphism. By Theorem 6.6, the cohomology class of the Brill-Noether loci is expressible in terms of sums of powers of divisor classes on SU C (2, 2(g − 1)). The Picard group of SU C (2, 2(g − 1)) is generated by the Theta divisor Θ. This gives the relation, for any irreducible component:
[W r,L 2,2(g−1) ] = α.
[Θ] t(r) ∈ gr W * H * (SU C (2, L), Q) for some α ∈ Q and t(r) is the codimension of an irreducible component of Brill-Noether loci.
