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Complexité des systèmes naturels et sous-
détermination des théories : une possible 
limite de la modélisation1
HENRI ATLAN
École des hautes études en sciences sociales (EHESS), Paris
Complexité des systèmes artiﬁciels et complexité des 1.
systèmes naturels : la place de la signiﬁcation
Nous pouvons rencontrer trois notions diﬀérentes de com-plexité. Deux sont formalisées et désignent, respectivement, 
1 Avertissement au lecteur : Ce texte est un extrait d’un article déjà publié par 
Henri Atlan dans l’ouvrage dirigé par Françoise Folgelman Soulié, Les théories 
de la complexité. Autour de l’œuvre d’Henri Atlan (Paris, Seuil, 1991), reproduit 
récemment dans un livre d’Henri Atlan, L’organisation biologique et la théorie 
de l’information (Paris, Seuil, coll. « Librairie du XXe et du XXIe siècles, 2006) 
et dont la source était un colloque tenu dans le lieu prestigieux de Cerisy, en 
1988.
En contradiction avec nos principes, mais de façon exceptionnelle, nous avons 
décidé de publier cet extrait du fait de son vif intérêt et de son actualité, même 
vingt ans après, alors que la simulation à base de réseaux d’automates pénètre 
dans les sciences humaines et sociales, comme NPSS s’en est fait l’écho, 
notamment dans le volume précédent.
Qu’Henri Atlan soit remercié, dans le même mouvement, pour cette contri-
bution aux réflexions que souhaite susciter notre revue et plus généralement 
pour l’ensemble de ses travaux qui continuent de nous éclairer et, mieux 
encore, de nous interroger.
Merci également aux responsables des éditions du Seuil pour leur gracieuse 
autorisation de cette reproduction.
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la diﬃculté pour une machine programmée à accomplir une 
tâche, et l’incertitude probabiliste (ou l’information manquante) 
sur une structure observée. La troisième désigne une intuition, 
non quantiﬁée, sur notre diﬃculté à comprendre un exposé, une 
idée. Il est clair que cette diﬃculté de compréhension ne peut 
pas être précisée tant que nous ne savons pas exactement quels 
types d’opérations nous faisons quand nous comprenons ou ne 
comprenons pas quelque chose. Autrement dit, cette complexité-ci 
concerne essentiellement la signiﬁcation de ce qu’il s’agit d’ana-
lyser et de comprendre, que ce soit un observable dans la nature, 
un problème abstrait à résoudre ou un artefact fabriqué suivant 
une procédure automatisable. Et c’est la diﬃculté à formaliser la 
signiﬁcation des mots, des phrases et des choses qui se retrouve 
ici comme diﬃculté à formaliser cette sorte de complexité. Par 
ailleurs, les deux autres sortes de complexité, algorithmique et 
probabiliste, ne sont formalisées que dans la mesure où elles ne 
s’occupent pas explicitement de questions de signiﬁcation. Aussi 
bien la théorie de l’information probabiliste que la théorie des 
algorithmes de programmation atteignent leurs objectifs de 
quantiﬁcation sans avoir à s’occuper de la question de savoir 
comment nous comprenons ni comment les signiﬁcations sont 
créées. En fait, il est bien entendu que les signiﬁcations existent, 
celles de l’information transmise dans une voie de communication, 
comme celles des instructions d’un programme d’ordinateur.
Mais les théories mathématiques qui traitent de ces questions 
n’ont pas besoin, pour être opérationnelles, d’en rendre compte 
explicitement. Dans la théorie de l’information, le fait que 
messages et structures ont une signiﬁcation est évident, mais reste 
implicite, car on n’y traite que de problèmes de codage et d’eﬃ-
cacité de transmission sans qu’il soit nécessaire d’envisager la 
signiﬁcation eﬀective des messages à coder et à transmettre. Et 
c’est le même formalisme qui est utilisé pour mesurer la com-
plexité probabiliste d’une structure, en supposant qu’il existe une 
voie de communication entre la structure observée et l’opération 
d’observation. La mesure est la même pour toute page écrite en 
une langue donnée, quelle que soit sa signiﬁcation, car elle ne 
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dépend que du nombre de signes contenus dans la page et de la 
distribution des fréquences d’utilisation des diﬀérents signes de 
l’alphabet, caractéristique de la langue utilisée. Mais le fait qu’il 
s’agisse d’une langue parlée ou écrite implique que les signes 
véhiculent des signiﬁcations ainsi qu’on peut le vériﬁer en 
observant leur eﬀet sur des récepteurs (auditeurs ou lecteurs) qui 
la comprennent. De la même façon, une structure, dont nous ne 
connaissons que la distribution des fréquences d’utilisation des 
composants dans une classe de structures équivalentes ne nous 
apparaît comme diﬀérente d’un simple amas de pièces jetées au 
hasard que parce que nous y supposons ou observons une ou 
plusieurs signiﬁcations sous la forme de fonctions que cette 
structure accomplit. Mais ces signiﬁcations, encore une fois, ne 
sont qu’implicites dans la théorie, qui se borne à mesurer des 
fréquences ou à calculer des probabilités sans les prendre en 
compte explicitement.
De même, il est évident qu’un programme d’ordinateur écrit 
pour résoudre un problème ou accomplir une tâche a une 
signiﬁcation — précisément, résoudre ce problème ou accomplir 
cette tâche. Pourtant, la théorie de la complexité algorithmique 
est fondée sur des considérations logiques de longueur de calcul 
et de décidabilité qui n’ont pas à prendre en compte explicitement 
cette signiﬁcation : la déﬁnition de la ﬁnalité du programme, 
c’est-à-dire du problème particulier à résoudre ou de la tâche à 
accomplir, n’est pas nécessaire pour faire fonctionner la théorie. 
Cette ﬁnalité est toujours évidente, et il n’est pas nécessaire de 
s’interroger sur son origine quand on analyse les propriétés 
logiques et opérationnelles du programme.
Le fait que la signiﬁcation — de l’information transmise ou 
du programme à exécuter — ne joue aucun rôle explicite dans 
ces théories apparaît de façon spectaculaire dans la relation 
paradoxale qu’on y découvre entre complexité et hasard.
Suivant la définition la plus communément acceptée 
(Kolmogorov-Chaitin), la complexité algorithmique d’un problème 
à résoudre ou d’une tâche à accomplir est la longueur minimale 
de programme et de données nécessaires pour y parvenir.
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En général, une suite structurée d’éléments, pourvu qu’elle soit 
assez longue, peut être produite par un programme qui réalise 
cette structure en étant plus court que la suite elle-même. Cela 
est évident dans tous les cas où un programme de longueur ﬁnie 
est capable de produire une suite de longueur inﬁnie. Il en résulte 
le paradoxe qu’une suite inﬁnie aléatoire — sans structure — 
représente la tâche la plus complexe à réaliser, puisque la seule 
façon de la produire est de la recopier et qu’il n’existe donc aucun 
programme plus court capable de la générer. Mais ce paradoxe 
n’en est un que par rapport à notre intuition globale de ce qu’est 
le complexe, où la signiﬁcation et le sens semblent devoir occuper 
une place centrale à l’opposé du désordre statistique de l’aléatoire. 
Il n’empêche pas la théorie de fonctionner de façon utile dans 
son domaine d’application d’où, par déﬁnition, sont exclues de 
telles suites aléatoires puisqu’il est évident et implicitement admis 
qu’un programme écrit pour accomplir une tâche donnée ne peut 
pas être une suite aléatoire de signes2.
On rencontre le même problème — avec la même solution 
— dans la déﬁnition de la complexité d’un objet naturel par la 
fonction entropie de Shannon. Comme toute mesure d’entropie, 
il s’agit là aussi d’une grandeur dont le maximum correspond à 
l’homogénéité statistique, au désordre de l’aléatoire. Et la seule 
diﬀérence entre notre expérience d’un désordre dans la nature et 
celle d’une complexité ainsi estimée provient de notre observation 
que celle-ci accomplit une ou plusieurs fonctions. Au minimum, 
à défaut d’observation directe — comme dans le cas d’une 
fourmilière en désordre où pourtant des fonctions d’organisation 
de l’espace, de division du travail et de stockage de réserves sont 
2 Remarquons pourtant qu’un programme minimal se présente comme une 
suite aléatoire d’après cette définition puisque, étant minimal, il ne peut pas 
être produit par un programme plus court que lui. La seule raison qui nous 
le fait considérer comme autre chose qu’une suite aléatoire est sa signification, 
c’est-à-dire le fait que nous savons, par ailleurs, qu’il est capable de produire 
une certaine fonction quand il est lu et interprété par une machine de Turing 
(voir Moshé Koppel et Henri Atlan, « Les gênes : programmes ou données? 
Le rôle de la signification dans les mesures de complexité », dans Françoise 
Fogelman Soulié (dir.), Les théories de la complexité. Autour de l’œuvre d’Henri 
Atlan, Seuil, Paris, 1991, p. 188-204).
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observées —, nous supposons comme hypothèse de travail, sur 
la base d’arguments plus ou moins convaincants, que le désordre 
apparent est responsable de la réalisation d’une ou plusieurs 
fonctions. Autrement dit, nous attribuons une signiﬁcation à ce 
que nous désignons comme complexe et non au simple (!)
désordre, alors même que, formellement, la grandeur pour les 
mesurer — l’entropie — est la même.
C’est aussi vrai, d’ailleurs, d’une machine programmée où la 
signiﬁcation d’un composant ou d’une instruction de programme 
concerne sa fonction, son rôle dans l’organisation fonctionnelle 
de l’ensemble de la machine. Mais l’origine de ces fonctions et, 
partant, de ces signiﬁcations est très diﬀérente dans les deux cas. 
Dans une machine, la tâche à accomplir étant spéciﬁée de l’ex-
térieur, c’est elle qui est source de signiﬁcations en ce que c’est 
par rapport à elle qu’un composant ou une instruction apparaîtra 
comme absurde et vide de sens s’il ne contribue en rien à la 
réalisation de cette tâche tandis que sa signiﬁcation apparaîtra 
dans sa contribution plus ou moins évidente et plus ou moins 
eﬃcace à cette réalisation. Au contraire, dans une organisation 
naturelle, comme un organisme ou un écosystème, nous ne 
pouvons pas supposer qu’une ﬁnalité a été établie a priori par une 
conscience, soit à l’extérieur soit même à l’intérieur. Dans les 
deux cas, cela reviendrait à recourir à Dieu comme principe 
explicateur sous la forme soit d’un Créateur extérieur à la nature, 
soit d’une conscience cosmique emplissant tout; dans les deux 
cas, la valeur explicative est nulle, puisque personne ne peut 
savoir quelle fut l’intention de Dieu, si intention il y eut dans 
l’organisation d’une espèce vivante, d’un organisme ou d’un 
écosystème au contraire, bien entendu, d’une machine fabriquée 
par l’homme.
Dans les deux cas — complexité naturelle probabiliste et 
complication algorithmique —, nous rencontrons le même 
paradoxe : une identité formelle entre complexité maximale et 
aléatoire (c’est-à-dire désordre avec homogénéité statistique maxi-
male). Et, dans les deux cas, la solution du paradoxe consiste à 
l’ignorer en supposant qu’un sens et une signiﬁcation existent 
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a priori, ce qui élimine de ce fait l’hypothèse de l’aléatoire.
Ce n’est que très récemment qu’on a tenté de résoudre vraiment 
ce paradoxe par des travaux sur la complexité algorithmique 
tenant compte d’une déﬁnition de la complexité porteuse de 
signiﬁcation ou porteuse de sens. Dans le travail déjà cité en 
collaboration avec Moshé Koppel, qui s’inscrit directement dans 
cette ligne, nous déﬁnissons formellement une telle complexité 
porteuse de signiﬁcation, que nous dénommons « sophistica-
tion », qui s’avère nulle comme on s’y attend, et non maximale, 
dans le cas d’une suite aléatoire.
Approches de la création de signiﬁcation dans les systèmes 2.
vivants
Quant à la complexité naturelle, je rappellerai très brièvement 
quelques tentatives de prendre en compte d’une façon ou d’une 
autre le rôle des créations de signiﬁcations dans les processus 
d’auto-organisation.
Dans les organismes vivants, la signiﬁcation de l’information 
s’exprime dans une fonction physiologique observable dont on 
n’a aucun moyen de savoir si elle a été conçue et réalisée avec une 
intention précise qu’il soit possible de déﬁnir de façon non cir-
culaire (autre que la vision pour voir, la respiration pour respirer, 
etc.). C’est pourquoi divers formalismes furent utilisés pour 
tenter de modéliser des mécanismes d’auto-organisation par 
lesquels des systèmes non intentionnels, non ﬁnalisés de l’exté-
rieur peuvent s’organiser eux-mêmes de façon telle que la signi-
ﬁcation de l’information y soit propriété d’une dynamique. Je 
me contenterai de citer deux séries de travaux par lesquels j’ai 
tenté de poser le problème de la création de signiﬁcation dans 
des systèmes biologiques. La première concerne ce que j’ai appelé 
le principe de complexité par le bruit. 
La théorie probabiliste de l’information y est étendue en sorte 
d’établir des conditions nécessaires pour une auto-organisation 
avec accroissement de complexité, c’est-à-dire création d’infor-
mation. La question de la création de signiﬁcation y est ici traitée 
en négatif, en prenant avantage de ce que la quantiﬁcation de 
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l’information dont il s’agit ici ne prend pas explicitement en 
compte sa signiﬁcation. L’auto-organisation fonctionne comme 
suite de désorganisations rattrapées en réorganisations. La com-
plexité par le bruit, dans ce formalisme, est l’expression d’une 
aﬃrmation par double négation : la destruction par le bruit 
(première négation) d’une information d’où la signiﬁcation est 
absente (seconde négation) peut être équivalente, à condition de 
changer de niveau d’intégration et d’observation, à la création 
d’une complexité nouvelle. Celle-ci implique la création de 
signiﬁcations sans lesquelles la désorganisation par le bruit ne 
pourrait être accompagnée de réorganisation.
Dans une seconde approche, plus récente, en collaboration 
avec Gérard Weisbuch et Françoise Fogelman Soulié3, nous uti-
lisons des simulations de réseaux d’automates pour tenter de 
surprendre, de façon positive cette fois, l’émergence de signiﬁca-
tions fonctionnelles dans les réseaux d’automates à propriétés 
auto-organisatrices. Il est bien connu que de nombreux types de 
réseaux d’automates présentent des propriétés d’auto-organisation 
structurale en ce que leur dynamique les fait évoluer de condi-
tions initiales homogènes vers des attracteurs où des structures 
spatio-temporelles macroscopiques peuvent être observées. C’est 
tout un champ de recherches très actif actuellement, où il s’agit 
de comprendre comment s’eﬀectuent le passage du local au 
global, la détermination de propriétés macroscopiques émergen-
tes (du réseau) à partir d’eﬀets de coopérativité entre propriétés 
microscopiques (des automates individuels). Mais, de plus, ces 
réseaux peuvent faire apparaître des exemples d’auto-organisation 
fonctionnelle tels que la simulation d’une machine, construite 
en partie au hasard, capable de classer et de reconnaître des 
formes sur la base de critères, qui sont eux-mêmes autogénérés :
les formes reconnues et les critères de reconnaissance sont 
observés a posteriori, car ils sont les produits de processus auto-
organisateurs et n’ont pas été programmés explicitement. Ce n’est 
3 Henri Atlan, Esther Ben-Ezra, Françoise Fogelman Soulié, Didier Pellegrin 
et Gérard Weisbuch, « Emergence of Classification Procedures in Automata 
Networks as a Model for Functional Self-Organization », Journal of Theoritical 
Biology, n° 120, 1986, p. 371-380.
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qu’a posteriori que le mécanisme du système de reconnaissance 
peut être (parfois) compris. Comme dans l’observation et l’ana-
lyse d’un système vivant naturel, non programmé par l’homme, 
le critère de signiﬁcation doit être déchiﬀré après coup, parfois 
diﬃcilement car il est le produit global, non programmé expli-
citement, d’un grand nombre d’interactions locales, et les signi-
ﬁcations qu’il crée ainsi dans son activité classiﬁcatrice peuvent 
sembler a priori étranges du point de vue d’un être rationnel doué 
d’une intention planiﬁcatrice.
On peut voir là une façon de simuler en quoi la nature, par 
opposition à l’œuvre d’un architecte, semble travailler par 
« bricolage », comme le dit François Jacob. Remarquons pourtant 
que les techniques préscientiﬁques apparaissent aussi comme du 
bricolage (Claude Lévi-Strauss). Leur eﬃcacité aurait ainsi peut-
être la même origine que celle du bricolage de la nature. Enﬁn, 
la réalisation récente que nos activités de découvertes scientiﬁ-
ques, elles aussi, doivent être souvent attribuées à la raison rusée 
de Mêtis (cunning reason)4, qui évoque elle aussi ce bricolage, 
semblerait ainsi faire retourner notre science et notre fabrication 
d’artefacts dans le giron de la nature. Après tout, nous aurions 
dû nous y attendre. Seul le Dieu de Descartes ne ruse pas et ne 
veut pas nous tromper. C’est parce que les physiciens ont cru 
quelque temps que leur tâche était de découvrir son activité 
d’Architecte et de l’imiter que leur activité a semblé ne relever 
que de celle de Thémis, de l’architecte et du géomètre classiques, 
qui mesurent et planiﬁent, éliminent l’imprévu et ignorent les 
jeux du vivant.
Sous-détermination des théories par les faits ou des 3.
modèles par les observations
Le calcul par réseaux d’automates à seuil sur le modèle des 
réseaux neuronaux imaginé autrefois par McCulloch et Pitts5 s’est 
4 Marcel Detienne et Jean-Pierre Vernant, Les ruses de l’intelligence. La Mêtis 
des Grecs, Flammarion, 1974; Yehuda Elkana, « A Programatic Attempt at an 
Anthropology of Knowledge », Everett Mendhelson et Yehuda Elkana (dir.), 
dans Sciences and Cultures, Dordrecht, Reidel, 1981, p. 1-76.
5 Voir Henri Atlan, L’organisation biologique et la théorie de l’information, Paris, 
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beaucoup développé récemment dans le cadre des théories néo-
connexionnistes. Mais son utilisation nous permet aussi de 
simuler des phénomènes de régulation immunitaire et, de façon 
générale, de régulation biologique où sont impliqués plusieurs 
processus fonctionnant de façon couplée. Là, il n’est pas néces-
saire de faire appel à des milliards ni même à des centaines 
d’éléments en interaction; de petits réseaux, de l’ordre d’une 
dizaine d’automates ou moins, sont très utiles en même temps 
qu’ils font apparaître une richesse de comportement aussi grande, 
relativement à leur taille, que les grands réseaux neuronaux. En 
particulier, on y reconnaît déjà une large sous-détermination des 
théories par les faits, et la petite taille de ces réseaux permet d’en 
analyser clairement l’origine et même de la quantiﬁer. Cette 
sous-détermination des théories apparaît ainsi comme l’expres-
sion probablement la plus spectaculaire de ce qu’est la complexité 
naturelle.
L’analyse de ces petits réseaux neuronaux montre que cette 
propriété n’est pas spéciﬁque, comme on l’a cru, des phénomènes 
humains psychologiques, linguistiques ou autres, et ne résulte 
donc pas d’un rapport de la théorisation aux faits découlant 
d’aspects mystérieux de la relation corps-esprit. Beaucoup plus 
simplement, elle provient de l’augmentation rapide du nombre 
de théories possibles, diﬀérentes mais équivalentes quant à leur 
pouvoir prédictif de faits d’observation, dès que ces faits sont 
déterminés par les eﬀets couplés de plusieurs facteurs ou processus. 
Chaque théorie est représentée par une structure de connexions 
donnée d’un réseau dont les automates représentent les diﬀérents 
facteurs ou processus en cause. En général, les faits observés ne 
sont représentés que par les états stables d’un réseau, ses attracteurs. 
Ses états transitoires, beaucoup plus nombreux, sont souvent 
inobservables, au moins dans les conditions naturelles, en 
l’absence de montage expérimental ad hoc. Or de nombreuses 
structures de connexions diﬀérentes peuvent générer les mêmes 
attracteurs, et le nombre de telles structures augmente très vite 
avec le nombre d’automates interconnectés. On peut voir 
Hermann, 1972, Seuil, 2006, p. 129-134.
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facilement6 que si N est ce nombre, le nombre de structures 
possibles est 2N2 si chaque connexion ne peut prendre que deux 
valeurs, 0 si elle n’existe pas, 1 si elle existe; et, de façon générale, 
pN2 si chaque connexion peut être pondérée et que la force de 
chaque connexion peut avoir p valeurs. Le nombre d’attracteurs 
diﬀérents possibles d’un réseau de N automates ne peut pas être 
plus grand que le nombre d’états, soit 2N s’il s’agit d’automates 
binaires et qN si chaque automate peut occuper q états. Ainsi, 
de façon générale, le nombre de structures de réseaux est 
beaucoup plus grand que celui des états et, a fortiori, des 
attracteurs, pour un nombre donné d’automates. On peut 
concevoir les cas où q soit beaucoup plus grand que p (plus 
précisément, si q > pN) de telle sorte que le nombre d’états 
possibles soit plus grand que le nombre de structures possibles 
du réseau. Cela implique une précision très grande dans 
l’observation, en sorte que le nombre de faits discriminables 
devienne aussi très grand. Ces cas se rapprochent alors de ceux 
où les états observables peuvent être décrits par des systèmes 
d’équations diﬀérentielles avec de petits nombres de variables aux 
solutions continues (c’est-à-dire où le nombre d’états possibles 
est a priori inﬁni). Dans ces conditions, évidemment, la sous-
détermination des théories par les faits peut être réduite et même 
disparaître. Mais ces conditions sont beaucoup plus rarement 
réunies dans l’observation de systèmes naturels que dans celle de 
systèmes artiﬁciels montés au laboratoire de façon telle que les 
variables soient séparées en variables pertinentes observées et non 
pertinentes (contrôlées) et que la précision la plus grande soit 
atteinte dans l’observation des variables pertinentes. C’est la 
raison pour laquelle la modélisation par systèmes d’équations 
diﬀérentielles est souvent peu utile quand il s’agit de systèmes 
naturels comportant plusieurs processus couplés, car elle exigerait, 
pour que toute sa force prédictive soit utilisée, des données 
empiriques sur les états observables et les interactions qui ne sont 
6 Henri Atlan, « Automata Network Theories in Immunology: Their Utility 
and Their Under-Determination », Bulletin of Mathematical Biology, vol. 51, 
n° 2, 1989, p. 247-253.
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en général pas accessibles. La modélisation par réseaux d’automates 
discrets permet de ne pas renoncer à toute modélisation 
quantitative pour autant, mais le prix à payer est que le nombre 
des solutions possibles est le plus souvent beaucoup plus petit 
que celui des modèles réalisables avec un nombre donné 
d’automates. Autrement dit, la dynamique des réseaux d’automates 
constitue une forme dégénérée de celle des systèmes d’équations 
diﬀérentielles et la sous-détermination des théories par les faits 
est une conséquence de cette dégénérescence. En ce que cette 
sous-détermination provient de la méconnaissance des données 
empiriques qui seraient nécessaires pour la lever, elle exprime 
bien la complexité de systèmes naturels imparfaitement 
connus.
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