In order to make the manipulator more accurately identify and grasp the target object, this paper proposes a manipulator control method based on binocular vision. First, the rotation relation between lever arms of manipulator is modeled by the D-H method and the model is simplified to improve the efficiency of the rotation operation. Then, apply the Canny edge detection algorithm based on binocular vision to identify and locate the target, and calculate the position of the target in the visual coordinate system. Next, the position of the target in the manipulator coordinate system is obtained according to the coordinate conversion. Finally, plan the movement trajectory of manipulator according to the inverse kinematics solution and motion trajectory planning algorithm, and drive the manipulator to capture the target. The experimental results show that the manipulator can accurately identify and capture the target with proposed control method.
I. INTRODUCTION
With the development of science and technology, more and more manipulators are used in industrial production. However, traditional industrial manipulator can only be moved according to a pre-planned trajectory. This means that manipulator cannot obtain external target position information, thus limiting their application range. In order to enable the manipulator to acquire information from the unknown environment autonomously, it is necessary to equip the manipulator with various external sensors, such as touch, distance and vision sensors, etc. Among them, the visual sensor has the characteristics of large signal range and complete information, and is considered to be the most important sensor [1] - [3] . At present, there are many research achievements in the application of machine vision in manipulator control system. However, in these studies, the visual sensors applied in the robot arm control system are single, and the machine vision system in this form is not accurate enough to locate the target and the flexibility is poor.
Binocular vision sensor can directly obtain threedimensional coordinate information of target object, which The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. brings great convenience to the control of manipulator. Therefore, the control of manipulator based on binocular vision is widely concerned by many researchers [4] - [6] . In addition, inverse kinematics algorithm of the manipulator is also one of the important parts in the study of manipulator control [7] , [8] . The inverse kinematics solution of the manipulator is to calculate the angle value of each joint of the manipulator by known coordinate position and attitude of the end-effector. The inverse solution problem of manipulator's movement is generally reduced to solving nonlinear equations. There are many methods for solving nonlinear equations, which are divided into numerical methods and algebraic methods [9] , [10] . The commonly used numerical methods mainly include Newton-Raphson method, optimization algorithm, and genetic algorithm. The commonly used algebraic methods include disjunction elimination method, clustering sieve method, and Groebner basis method etcIn this paper, the control method of manipulator is discussed and studied, and the control method based on binocular vision is applied to realize the recognition, positioning and grasping of the target. In the study of control methods, the first step is calibration, including the calibration of binocular vision and the hand-eye calibration of the robotic arm and camera. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Then, according to the characteristics of the target to be identified, the target contour is extracted by applying the Canny edge detection operator, thereby determining the center position of the target. Next, the position of the target in the binocular vision system is converted to the manipulator coordinate system by coordinate system conversion. Finally, the mathematical model of the manipulator is established by D-H (Denacit-Hartenberg) method, and the 6 degrees of freedom (DOF) is reduced to 3 DOF for representation, thereby increasing the calculation speed. At the same time, according to the inverse kinematics solution and the motion trajectory planning algorithm, the motion path of the manipulator is planned, and the manipulator is driven to grab the target.
II. SYSTEM FRAMEWORK
The overall structure of the manipulator control system is shown in FIGURE 1. The manipulator control system is mainly divided into two parts, which is machine vision control part and the manipulator control part, and it is mainly divided into five modules, namely: (1) Camera calibration. Before controlling the manipulator to grasping the target object, the binocular camera needs to be calibrated to obtain the camera's distortion coefficient and internal and external parameters.
(2) Target positioning. In the capture process, an image signal is first acquired by a binocular camera and transmitted to an image processing unit, which converts the image acquired by left and right cameras into HSI color space Where H is the hue, and the hue is related to the dominant wavelength in the mixed spectrum. S is the saturation and refers to the relative purity of the color. I stands for brightness. The image processing unit can measure the position of the target in the world coordinate system by the edge detection and target positioning algorithms.
(3) Calculate the coordinates. The position of the target in the manipulator base coordinate system is obtained by coordinate system conversion and sent to the trajectory planning unit.
(4) Trajectory planning. The trajectory planning unit obtains the angle of rotation of each joint of the manipulator according to the kinematics model of the manipulator, and plans the movement path of the manipulator by using the trajectory planning algorithm Then send corresponding control signals to the manipulator control system.
(5) Closed loop control. After receiving the control signal, the arm controller generates corresponding 6-way drive signals and sends them to the six servos to drive the end effector of the manipulator and then the end effector move to the corresponding position to accurately capture the target object. At the same time, the positional changes caused by the movement of the manipulator are collected by sensors such as a three-axis accelerometer and a gyroscope, and fed back to the trajectory planning unit in real time, thereby achieving more precise control of the manipulator.
III. STEREOSCOPIC VISION MODEL AND TARGET POSITIONING
A. BINOCULAR CAMERA COORDINATE SYSTEM The stereo vision system is based on the parallel optical axis theory, as shown in FIGURE 2, where b is the baseline distance, f is the focal length of the camera, and M (x m , y m , z m ) is the coordinates of the target object in the world coordinate system, I 1 and I 2 are the imaging planes of the left and right cameras, respectively. According to the similar relationship between MI 1 I 2 and MOF 2 , the coordinates of the target object in the world coordinate system can be obtained:
The common first derivative edge detection operators are Roberts operator, Sobel operator, Prewitt operator and Canny operator. Canny operator is not easily disturbed by noise, and can detect the weak edges in the image. Therefore, this paper chooses Canny operator for target detection and location.
In order to accurately locate the target, this paper first converts the image captured by the vision camera into the HSI color space, and then extracts the target edge in the image to identify the target and obtain the coordinates of the target object in the image space. Then, according to the binocular camera coordinate system, the target's coordinate in the world coordinate system is obtained by transformation of coordinates.
The target edge in the image belongs to the high-frequency information of the image, and is the position where the gray value jumps. The image can be thought of as a binary function with respect to pixel coordinates (x, y). The edge in the image is where the gray value of the pixel varies greatly, and the edge pixel is composed of pixels where their value varies greatly..
Canny edge detection has a good effect on edge extraction. Its three basic features are: low error rate, high positioning edge accuracy, and single edge response [11] , [12] . The processing steps of Canny detecting edges are as follows.
Step 1: Smoothing the input image with a Gaussian filter Since the image is two-dimensional, when smoothing the image, a two-dimensional Gaussian function is selected, as shown in the following equation. A smoothed image can be obtained by performing a convolution operation on G(x, y) and f(x, y).
In the above formula, σ is the mean square deviation of Gaussian noise If σ values is too large, the accuracy of edge location will be reduced. If the value of σ is too small, the accuracy of edge extraction will be reduced. So the value of parameter σ should be selected according to the actual situation. In this paper, according to the analysis of many experimental results, set σ = 0.1. And the filter window is 5 × 5.
Step 2: Calculate the gradient mode and direction of the gradient Set M (x, y) to be the modulus of the gradient obtained by the norm α(x, y) is the direction of the gradient, and the expression is:
α(x, y) = arctan g y /g x (4) where g x and g y are the first derivatives in the x and y directions, respectively.
Step 3: Apply non-maximum suppression to the gradient mode image M (x, y)
M (x, y) is the modulus of the gradient, so there are many ridges in the M (x, y) image. In order to ensure accurate edge positioning, the obtained M (x, y) needs to be refined. A process can be implemented using non-maximum suppression. The essence of the non-maximum suppression method is to divide the gradient direction of the edge into several separate direction regions. For the 3 × 3 region, we divide the gradient direction of the edge into 8 regions, and each region has a range of 45 • , as shown in FIGURE 3.
In the case of non-maximum suppression, first, in the above eight regions, the region where the edge gradient direction is located And then determine which direction the relative value of M (x, y) is compared with. After determining the gradient direction, the value of M (x, y) and its two domain values along the gradient direction are compared. If one of the field values is larger than M (x, y), it means that the point is not a local maximum, 
Step 4: Double threshold processing and connectivity analysis
This operation is to reduce the error edge. When using ordinary single threshold processing, if the threshold is chosen too small, some error edges will still be preserved. If the threshold is chosen too large, some real edge points will be eliminated. The Canny edge detection method overcomes the problems encountered with single threshold processing through dual threshold processing. First select the appropriate high and low thresholds T H and T L . If g N (x, y) ≥ T H , then the point must be the point on the edge. If g N (x, y) ≤ T L , then the point must not be a point on the edge. If T L ≤ g N (x, y) ≤ T H , then it is judged whether there are any pixels in the eight neighborhoods of the point that are greater than the high threshold T H . If there is, then the point is the edge point. If not, then that point is not the edge point.
IV. MATHEMATICAL MODEL OF THE MANIPULATOR A. CLASSIC 6-DOF MANIPULATOR MODEL
The establishment of the mathematical model of the manipulator is an important part of the kinematics of the manipulator. The system uses a 6 DOF human-like manipulator. In this paper, a simplified mathematical model of the manipulator motion is established by improving the D-H (Denavit-Hartenberg) method [13] - [15] .
The classic 6 DOF manipulator model is shown in Fig. 4 . The manipulator model in FIGURE 4 has six joints (degrees of freedom). The position and attitude of the end effector of the manipulator are obtained by the target positioning algorithm, and the angle value of each DOF of the manipulator is obtained by the inverse kinematics formula, which is the typical mode of most manipulator control. The D-H parameters of the manipulator can be obtained according to the D-H method, as shown in Table 1 . In TABLE 1, a is defined as the length of the common perpendicular line in the direction of the adjacent two joint axes (joint offset); α is defined as the angle between two adjacent z axes (joint torsion); d d is defined as the distance between two adjacent common perpendiculars on the z-axis; θ represents the angle of rotation around the z axis. 
B. IMPROVED MANIPULATOR MODEL
In order to realize the real-time tracking of the target by the end effector of the manipulator, this paper improves manipulator model by degrading the 6 DOF model to 3 DOF model. In the improved manipulator model, target tracking and grasping is realized by adjusting the angle values of DOF 2 and DOF 5 as shown in FIG. 4 and the front and rear movement of manipulator, avoiding the re-calculation of the angle values of 6 DOF due to the movement of the target object.
According to the classical manipulator model, it is troublesome to use inverse kinematics to solve the angle of each joint. In this paper, y column is added to the DH parameter table, and the coordinate system can be shifted along the Y-axis direction, which can simplify the multiplication of homogeneous change matrix in the inverse solution and reduce the calculation errors caused by triangle transformation.
By bringing the parameters selected from the parameter table into the A matrix, the transformation between each of the two adjacent joints can be obtained, where the matrix A is the transformation matrix between the latter joint and the previous join, as equation (5)-(7) is shown. θ i denotes a rotation angle of each DOF around the z-axis, and l i denotes an arm length of each degree. When the rotation angles of each joint are known, the kinematic solution of the manipulator can be obtained by the pose matrix between the joints, as shown in equation (8) .
In the above formula, c 1 , c 2 , c 3 , s 1 , s 2 , and s 3 , respectively represent cos θ 1 , cos θ 2 , cos θ 3 , sin θ 1 , sin θ 2 and sin θ 3 .
C. INVERSE KINEMATICS SOLUTION
The inverse kinematics problem plays an important role in the research of robot dynamics and robot control, which directly affects the accuracy and rapidity of control. The inverse kinematics problem is to solve the corresponding joint variables according to the known position and posture of the end effector [16] , [17] . The manipulator in this paper is designed to mimic the human arm. The position and attitude matrix of the end of the arm is:
In equation (9), n = n x , n y , n z , o = o x , o y , o z , a = a x , a y , a z respectively refers to the direction cosine of the arm end effector pitch angle, roll angle, and yaw angle in the arm coordinate system, and p = p x , p y , p z refers to the position where the actuator is located. Let T = P, then the inverse solution is to solve the unknowns θ 1 , θ 2 and θ 3 . The inverse solution consists of the following three steps:
Step 1: By the formula tan θ 1 = p y p x , you can get the first argument: θ 1 = arctan p y p x
Step 2: Through the geometric method, from the cosine theorem, you can find:
Step 3: Set c 2 s 3 (l 4 +l 5 +l 6 )+s 2 c 3 (l 4 +l 5 +l 6 )+s 3 
Step 4: Finally, obtain θ 2 :
V. MANIPULATOR TRAJECTORY PLANNING
For the Manipulator, its trajectory planning belongs to the low-level planning, and does not involve intelligent control. Instead, it discusses the motion planning based on the dynamics and kinematics of the manipulator. The motion planning consists of two parts: path planning and trajectory planning. The path planning only indicates the sequence of poses of the manipulator in space, which has no relationship with time. The trajectory is a function of the position of the manipulator with respect to time. Under the constraint of the dynamic equation of the manipulator, the joint driving condition and the specified motion path, calculating the change of the position and attitude of the manipulator along a given path with time is called trajectory planning. In this chapter, based on the mathematical model modeling and solutions of the 6 DOF manipulator forward and inverse kinematics, the trajectory planning is performed using the interpolation algorithm [18] - [20] in Cartesian space. The trajectory planning in joint space is simple and intuitive, but the path of the manipulator planned by this kind of algorithm has the path uncontrollability in Cartesian space. That is to say, the result of the algorithm calculation can strictly follow the specified starting and ending space points and path points, but the trajectory between points is uncontrollable, and it cannot guarantee that the manipulator moves strictly according to the predetermined trajectory. The actual manipulator control occasion often requires the arm to move along the desired path (straight line, circular arc, etc.), and the trajectory planning in Cartesian space can avoid the above problems. The following takes the linear and circular interpolation algorithms as an example to carry out the Cartesian space trajectory planning of the manipulator.
Before implementing the interpolation algorithm, we need to judge whether it is a straight line according to the input three coordinate points If it is a straight line, linear interpolation is performed. If it is not a straight line, radius and center of circle need to be calculated and arc interpolation is performed.
(1) Spatial linear interpolation algorithm The spatial linear interpolation algorithm requires start and stop points and their motion time to plan the motion path and enable the end effector of the manipulator to move uniformly from the starting point to the target point according to the calculated step size. Suppose the coordinates of the starting point of the given arm are A(x 1 , y 1 , z 1 ), the coordinates of the target point are B(x 2 , y 2 , z 2 ), and the given interpolation time is t, the steps of the linear interpolation algorithm are summarized as follows :
Step 1: Calculate the distance between the start and end points: L = (x 2 − x 1 ) 2 + (y 2 − y 1 ) 2 + (z 2 − z 1 ) 2 Step 2: Calculate the number of interpolations. The number of interpolations is determined by the given step size t s and the interpolation time t. The number of interpolations N is the ratio of the total interpolation time to the step size. If the calculated value is a decimal, a rounding is performed. Among them, the number of interpolations reflects the accuracy of the linear trajectory to some extent. The linear accuracy increases with the increase of the number of interpolations, but it also increases the amount of calculation and increases the requirements for the computing power of the system;
Step 3: Calculate the interpolation increment:
Step 4: Calculate the coordinates of the interpolation point:
represent the coordinate values of the i interpolation point;
Step 5: Determine the coordinate value of the spatial point relative to the base of the manipulator by using the homogeneous transform matrix, and obtain the joint angle of the manipulator corresponding to each point by kinematic inverse solution. The angular velocity and angular acceleration corresponding to each point can be calculated by the trajectory planning method in the joint space.
(2) Spatial circular arc interpolation algorithm Spatial circular interpolation is an algorithm that plans an arc motion path that can be described along three noncollinear points according to these points and motion time. That is, the end effector of the manipulator can move VOLUME 7, 2019 uniformly from the starting point to the target point in accordance with the calculated step size.
In the calculation process, the algorithm needs to utilize the basic principles and calculation methods of planar geometry. Therefore, before performing the circular interpolation algorithm on the space arc, it is necessary to map the arc formed by the three non-collinear points in the space to the arc on the plane, and find the coordinate value of the plane arc. Then map the coordinates of all plane arc points to the space coordinate system to complete the interpolation. The principle is shown in FIGURE 5 .
It is known that there are 3 points in the space that are not collinear, A(x 1 , y 1 , z 1 ), the coordinates of the target point are C(x 3 , y 3 , z 3 ), and the other point B(x 2 , y 2 , z 2 ) is any point on the arc. First, the space arc is simplified into a plane arc. The method is to create a new coordinate system O X Y Z : A is the coordinate origin, AC is the X axis, AC × AB is the Z axis, and the Y axis is set according to the right-hand rule. The arc in the middle is converted to an arc in plane O X Y . Convert A, B, and C into points on the O X Y plane, and assume that the coordinates of the center on the O X Y plane are O 1 (x o , y o ), set the auxiliary line OP to be perpendicular to AB, and the OQ to be perpendicular to BC. The following equation is established according to the geometric principle:
Transfer the origin of the O X Y coordinate system to the center of the arc to find the arc radius R and the center angle θ :
If the total number of steps in the interpolation process is N, the step size of the interpolation is θ = θ/N , and the coordinates of the intermediate path point are (R × cos θ i , R × sin θ i ), and the coordinates of the next point are (R × cos(θ i + θ), R × sin(θ i + θ )).
After the interpolation point is found, it can be converted to the base coordinate system of the manipulator by coordinate system transformation. Let the transformation matrix of the O X Y Z coordinate system to the OXYZ coordinate system be T R , then T R can be described by the direction cosine of the O X Y Z three coordinate vector in the original coordinate system OXYZ and the coordinates of O in the original coordinate system:
VI. EXPERIMENT AND ANALYSIS A. EXPERIMENTAL SETUP
The manipulator used in the experiment is an IRB 2600 manufactured by ABB Corporation, and its structure is shown in FIGURE 6. The manipulator is composed of 6 advanced servo motors, which can realize hundreds of interactive functions. The maximum load is 6 kg, the working range is up to 1.2 m, and the motion accuracy is ±0.05 mm∼ ±0.2 mm. The range of motion is shown in TABLE 2. The visual perception system used in the experiment consists of two parts its hardware part is a MYNTEYE binocular camera, and the software part is an image processing program compiled by OpenCV. The binocular stereo camera and the six DOF manipulator are placed on the same side of the test bench, and the lateral direction of the binocular stereo camera and the manipulator are placed laterally in the same longitudinal plane, thus making there only exists translation between the left camera coordinate system of the binocular stereo camera (That is, the world coordinate system) and the base coordinate system of the manipulator.
Therefore, when establishing the connection between the world coordinate system and the manipulator base coordinate system, the relation between above two coordinate system can be described by measuring the translation vector, which can greatly simplify the workload.
The target object in the experiment is a table tennis ball, which ensures that the position of the target object in the world coordinate system is unchanged. The stereo vision system processes images at a speed of 15 frames/s, and each frame has a resolution of 640 x 480 pixels. The color space transformation and Canny edge detection operator are used to extract the circular target object and calculate the coordinates of the target center. In the experiment, due to the influence of internal and external factors such as noise, the tolerance error is set for the target center coordinate in the vertical axis direction on the image plane. In this experiment, it is set to 3 pixels. x, y, and z. It can be seen that the maximum error of the target in the three-dimensional space obtained by binocular stereo vision measurement is 2.3 mm in the x direction, the average error is 0.94 mm, the standard deviation is 1.18 mm; the maximum error in the y direction is 2.4 mm, and the average error is 1.55 mm, standard deviation 1.68 mm; maximum error in the z direction is -3.4 mm, average error is 1.4 mm, standard deviation is 1.58 mm. For the target capture in the experiment, the positioning accuracy of the binocular stereo vision is sufficient. In addition, the capture experiment also proves that the target positioning result of the binocular vision is accurate and reliable. Experimental data analysis shows that the target positioning error of the software is basically controlled within 4 mm in the three axial directions of the reference coordinate system. A variety of factors can cause positioning errors, which may be due to camera internal parameter errors, target positioning errors caused by image noise, and conversion errors from the camera coordinate system to the manipulator coordinate system.
B. POSITIONING AND GRASPING EXPERIMENTS
(1) The camera imaging model is not accurate. Although the camera imaging model has errors, the camera distortion equation only takes the first few items of Taylor's expansion. However, due to the high quality of the camera production, its own distortion variable is small, and the calibration algorithm is relatively mature, so the calibrated camera imaging model is relatively accurate. Therefore, it can be considered that the error caused by the calibration of the internal parameters of the camera is negligible.
(2) Due to the influence of noise, the image coordinates obtained by the edge extraction of the target object must also be different from the real position.
(3) The camera calibration error will cause a certain degree of error in the projection matrix calculation, thus affecting the accuracy of the final three-dimensional coordinates.
In the experiment, visual positioning and hand-eye coordinate conversion are required, and the manipulator is driven to reach the designated position to perform the grasping action. For this reason, the error of the actual position and the real position of the end effector of the manipulator is the key to achieve accurate grasping. TABLE 4 shows the error between the position at which the end effector of the manipulator reaches and the actual position of the target in 8 experiments. It can be seen that the inverse kinematics solution and the feedback control of the robotic can make the end effector of the manipulator reach the target position accurately. The average error in three directions is 1.35 mm, 1.38 mm and 1.55 mm, and the standard deviation is 1.62 mm, 1.54 mm and 1.74 mm. 
VII. CONCLUSION
Due to the complex and variable unstructured working environment of the manipulator, the traditional manipulator control method based on monocular vision makes it difficult to control the manipulator to accurately capture the target. To solve this problem, this paper proposes a manipulator control method based on binocular vision. The method first uses the D-H method to construct a simplified manipulator model to improve computational efficiency. The image captured by the visual camera is then converted to the HSI color space, and the target edge is extracted by the Canny edge detection operator to identify the target position and the coordinates of the target is calculated. Finally, the inverse kinematics solution and motion trajectory planning algorithm is used to control the motion of the manipulator to move to the target position and capture the target. Experimental results demonstrate the effectiveness of the method.
In the future work, we will study the method of target positioning on the mobile manipulator, and algorithm to control the manipulator to grasp the target accurately. 
