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Abstract—In this paper we consider the problem of bandwidth-
constrained distributed estimation of a Gaussian vector with
linear observation model. Each sensor makes a scalar noisy
observation of the unknown vector, employs a multi-bit scalar
quantizer to quantize its observation, maps it to a digitally
modulated symbol. Sensors transmit their symbols over or-
thogonal power-constrained fading channels to a fusion center
(FC). The FC is tasked with fusing the received signals from
sensors and estimating the unknown vector. We derive the
Bayesian Fisher Information Matrix (FIM) for three types of
receivers: (i) coherent receiver (ii) noncoherent receiver with
known channel envelopes (iii) noncoherent receiver with known
channel statistics only. We also derive the Weiss-Weinstein bound
(WWB). We formulate two constrained optimization problems,
namely maximizing trace and log-determinant of Bayesian FIM
under network transmit power constraint, with sensors’ transmit
powers being the optimization variables (we refer to as FIM-max
schemes). We show that for coherent receiver, these problems
are concave. However, for noncoherent receivers, they are not
necessarily concave. The solution to the trace of Bayesian FIM
maximization problem can be implemented in a distributed
fashion, in the sense that each sensor calculates its own transmit
power using its local parameters. On the other hand, the solution
to the log-determinant of Bayesian FIM maximization problem
cannot be implemented in a distributed fashion and the FC needs
to find the powers (using parameters of all sensors) and inform
the active sensors of their transmit powers. We numerically
investigate how the FIM-max power allocation across sensors
depends on the sensors observation qualities and physical layer
parameters as well as the network transmit power constraint.
Moreover, we evaluate the system performance in terms of
MSE using the solutions of FIM-max schemes, and compare
it with the solution obtained from minimizing the MSE of the
LMMSE estimator (MSE-min scheme), and that of uniform
power allocation. These comparisons illustrate that, although
the WWB is tighter than the inverse of Bayesian FIM, it is
still suitable to use FIM-max schemes, since the performance
loss in terms of the MSE of the LMMSE estimator is not
significant. Furthermore, comparing the performance of different
receivers, our numerical results reveal that coherent receiver and
noncoherent receiver with known channel statistics have the best
and the worst performance, respectively.
Index Terms—Bayesian Fisher information matrix, coherent
versus noncoherent receiver, distributed estimation, Gaussian
vector, LMMSE estimator, power allocation, multi-bit quanti-
zation,Weiss-Weinstein bound, classical Crame´r-Rao bound, best
linear unbiased estimator.
I. INTRODUCTION
The plethora of wireless sensor network (WSN) applica-
tions, with practical constraints on network power and band-
Parts of this research were presented at the IEEE 25th Annual International
Symposium on Personal, Indoor, and Mobile Radio Communication, 2014,
and the 48th Asilomar Conference on Signals, Systems and Computers, 2014
[1], [2]. This research is supported by the NSF under grants CCF-1341966
and CCF-1319770.
width raises a series of challenging technical problems for
system-level engineers. One of these problems is bandwidth-
constrained distributed parameter estimation problem, where
geographically distributed battery-powered sensors are de-
ployed over a sensing field to monitor physical or environmen-
tal conditions [3]. Each sensor makes a noisy observation of
the unobservable parameter to be estimated, and transmits its
locally processed observation to a fusion center (FC). The FC
is tasked with estimating the unknown parameter, via fusing
the received data from the sensors with the WSN.
In this work, we consider bandwidth-constrained distributed
estimation of a Gaussian vector θ, where each sensor makes
a scalar observation xk = aTk θ+nk, with a
T
k and nk being
respectively, the observation vector and the scalar observation
noise. We model the bandwidth constraint as limiting the
number of quantization bits per observation period that a
sensor can send to the FC. Each sensor applies a multi-bit
scalar quantizer to quantize its observation, and maps it to a
digitally modulated symbol. Sensors transmit their symbols to
the FC over orthogonal power-constrained fading channels.
Bandwidth-constrained distributed estimation problem has a
long and rich history in both signal processing and information
theory literature. Depending on how the bandwidth constraint
is modeled, these works can be classified into two classes:
the works in the first class model the bandwidth constraint as
limiting the number of quantization bits per observation period
that a sensor can send to the FC. On the other hand, the works
in the second class model the bandwidth constraint as limiting
the number of real-valued messages per observation period
that a sensor can send to the FC1 [4]–[8]. While quantization
is important in the works of the first class, compression is
the critical component in the works of the second class. With
respect to this classification, our work belongs to the first class.
The works in the first class mentioned above can be further
categorized into several subclasses. The two most related sub-
classes to our work are the works that consider optimal quanti-
zation design strategies (dubbed subclass I) and the works that,
given quantizers, optimize a network performance metric with
respect to energy or power consumption during transmission
(dubbed subclass II). Most of the works in subclass I assume
that sensors’ quantized observations are sent over bandwidth
constrained error-free communication channels. For example,
[9]–[12] studied this problem for estimating a deterministic
scalar unknown parameter. The authors in [13]–[16] studied
1In these works, each sensor makes a noisy observation vector of (the entire
or part of) vector θ and locally compresses its observation vector. The focus
in these works is finding the optimal compression matrices such that the mean
square error (MSE) of reconstruction of θ at FC is minimized.
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Fig. 1: Our system model consists of K sensors and a FC, that is tasked with estimating a Gaussian vector θ, via fusing collective received signals.
this problem for erroneous bandwidth constrained channels.
In particular, this problem was investigated for estimating a
deterministic scalar in [13], [15], [16] and for estimating
a zero-mean Gaussian scalar in [14]. When addressing the
problem, these works have focused on the linear estimator
at the fusion center (FC) and studied the MSE distortion
pertaining to this linear estimator.
Among the works in subclass II, [13], [17] explored the
optimal power allocation scheme that minimizes network
transmission power subject to a target MSE constraint. On
the contrary, for estimating a deterministic scalar [18], [19]
minimized the MSE of the best linear unbiased estimator
(BLUE) subject to a network transmit power constraint. The
authors in [14], [20], proposed joint transmit power and rate
allocation schemes for estimating a random scalar [14] and
a random vector [20], where they minimized an upper bound
on the MSE of the LMMSE estimator.
As an alternative to the MSE of the best linear estimator
(BLUE and LMMSE for estimating deterministic and random
unknowns, respectively), one can consider the Crame´r-Rao
bound (CRB) and its inverse Fisher information, which are
widely employed to explore the fundamental limits of a param-
eter estimation problem, to optimize the power consumption
of a resource constrained WSN tasked with distributed esti-
mation. According to the Crame´r-Rao inequality [21], maxi-
mizing Fisher information minimizes the CRB and Bayesian
(classic) CRB sets a lower bound on the MSE of any Bayesian
(unbiased) estimator [22]. Within the context of distributed
estimation, maximizing Bayesian Fisher information has been
adopted before to address sensor selection [23] and optimal
quantization design [24], [25]. In particular, [23] investigated
the optimal sensor activation strategy with linear observation
model, via maximizing trace of Bayesian Fisher information
matrix (FIM) subject to energy constraints. [24] derived the
optimality conditions of quantizers that maximize the Bayesian
Fisher information for conditionally independent and depen-
dent observations. [25] studied the quantizer designs that
minimize the MSE of minimum mean square error (MMSE)
and maximum a posteriori (MAP) estimators, and compared
their performances with the quantizer design that maximizes
Fisher information. In [1] [2], we presented our preliminary
results on deriving Bayesian CRB and studied its behavior with
respect to the system parameters for distributed estimation of a
Gaussian vector with linear and nonlinear observation models.
Our Contributions: Considering the distributed estimation
of a Gaussian vector with linear observation model [20], [26],
we formulate two constrained optimization problems, namely,
maximization of trace and log-determinant of Bayesian FIM,
subject to network transmit power constraint, where sensors
transmit powers are the optimization variables. We link log-
determinant of Bayesian FIM to the mutual information be-
tween the unknown vector and its Bayesian estimator. We
derive Bayesian FIM and the Weiss-Weinstein bound (WWB),
which is known to be one of the tightest Bayesian bounds
[27]. We develope two transmit power allocation schemes from
solving the two formulated problems (which we refer to as
FIM-max schemes). We derive the MSE corresponding to the
LMMSE estimator at the FC for coherent and noncoherent
receivers. Our numerical results demonstrate the effectiveness
of FIM-max schemes, as these power allocations perform close
to the power allocation obtained from minimizing the MSE of
LMMSE estimator, and outperform uniform power allocation.
Based on these results, we draw the conclusion that although
the WWB is tighter than the Bayesian CRB in our problem
(and Bayesian CRB is not attainable), it is still appropriate to
use FIM-max schemes, since the performance loss in terms of
the MSE of the LMMSE estimator is not significant.
Notations: Matrices are denoted by bold uppercase letters,
vectors by bold lowercase letters, and scalars by normal letters.
E denotes the mathematical expectation operator, ||.|| and
[.]T represent the L2 norm of a vector and the matrix-vector
transpose operation, respectively. tr(.) and |.| indicate trace
and determinant of a matrix, respectively, and |A| is the
cardinality of set A. A0 (A0) means that A is a (semi-
)positive definite matrix The definition of Q-function is Q(x)=
1√
2pi
∫∞
x
e−
u2
2 du, the Marcum-Q function of nonnegative real
numbers a and b , denoted as Q(a, b), is defined as [28]
Q(a, b) = ∫∞
b
xe−
x2+a2
2 I0(ax)dx, and the two dimensional
Gaussian Q-function, denoted as Q (x, y; ρ), is defined as [29]
Q (x, y; ρ)= 1
2pi
√
1−ρ2
∫∞
x
∫∞
y
e
−u2+v2−2ρuv
2(1−ρ2) dudv. The notations
N and CN represent Gaussian distribution and complex
Gaussian distribution, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Suppose there are K spatially-distributed and inhomoge-
neous sensors, each making a noisy observation of a common
unobservable zero-mean Gaussian vector θ= [θ1, θ2, ..., θq]T ∈
Rq with covariance matrix Cθ = E{θθT }. Let xk denote the
scalar noisy observation of sensor k (see Fig. 1). Our linear
observation model is:
xk = a
T
k θ + nk, k = 1, ...,K (1)
where ak=[ak1 , ak2 , ..., akq ]
T ∈Rq is the known observation
vector and nk denotes zero-mean Gaussian observation noise
with variance σ2nk . We assume that nk’s are uncorrelated
across the sensors and also are uncorrelated with θ. Sensor k
employs a scalar quantizer with Mk=2Lk quantization levels
mk,l, l = 1, ...,Mk where l is the index of the quantization
level. In particular, the quantizer maps xk to one of the
3quantization levels mk ∈ {mk,1, ...,mk,Mk} as the following:
mk = mk,l, for xk ∈ [uk,l, uk,l+1], l = 1, ...,Mk
where uk,l, l=1, ...,Mk+1, are the quantization boundaries.
Following quantization, sensor k employs a fixed length en-
coder, which encodes the index l corresponding to the quanti-
zation level mk,l to a binary sequence of length Lk = log2Mk
according to natural binary encoding2 [14], [20], and finally
modulates these Lk bits into Lk binary symbols. Let Pk denote
the average transmit power corresponding to Lk symbols from
sensor k, which is equally distributed among Lk symbols. We
consider two types of modulators, Binary Phase Shift Keying
(BPSK) modulator, which maps each bit of Lk-bit sequence
into one symbol with transmit power Pk/Lk, and On-Off
Keying (OOK) modulator, which maps each “1” bit of Lk-
bit sequence into one symbol with transmit power 2Pk/Lk
and sends no carrier for “0” bit.
Sensors send their modulated symbols to the FC over
orthogonal flat fading channels, with fading coefficient hk =
|hk|ejφk . We assume that channel hk remains constant during
the transmission of Lk symbols. Denote wk,i as communica-
tion channel noise during the transmission of i-th symbol of
Lk symbols corresponding to sensor k. We assume wk,i’s are
independent across k channels and independent and identically
distributed (i.i.d.) across Lk transmitted symbols, wk,i ∼
CN (0, 2σ2wk). We further assume that there is a constraint
on the network average transmit power, i.e.,
∑K
k=1 Pk ≤ Ptot.
To describe the estimation operation at the FC, let mˆk de-
note the recovered quantization level corresponding to sensor
k, where in general, mˆk 6= mk due to communication channel
errors. The FC processes the channel output corresponding
to sensor k to recover the transmitted quantization levels
mˆk ∈ {mˆk,1, ..., mˆk,Mk}. We consider coherent and nonco-
herent receivers, corresponding to BPSK and OOK modulation
schemes, respectively. For noncoherent receiver, we consider
two scenarios: a) channel envelopes |hk|’s are available at the
FC [30], b) only statistics of complex Gaussian channel hk’s
are available at the FC [31]. Having {mˆ1, ..., mˆK}, the FC
applies a Bayesian estimator to form the estimate θˆ. We define
vector m = [m1, ...,mK ]T which consists of transmitted
quantization levels, and vector mˆ = [mˆ1, ..., mˆK ]T that
includes recovered quantization levels at the FC. Let p(mˆ,θ)
denote the joint probability distribution function (pdf) of the
recovered quantization levels and the unknown vector θ. Under
certain regularity conditions that are satisfied by Gaussian
vectors, the q × q Bayesian FIM, denoted as J , is defined
based on the joint pdf p(mˆ,θ) as [21], [22], [32]:
J = E{(∂ ln p(mˆ,θ)
∂θ
)(
∂ ln p(mˆ,θ)
∂θ
)
T
}, (2)
where the expectation is taken over p(mˆ,θ).
Our goals are to characterize J and study the transmit power
allocation schemes that maximize either tr(J ) [23] or log2(|J |)
[33], subject to the network average transmit power constraint
(which we refer to as FIM-max schemes). In other words, we
are interested in solving the following constrained optimization
2Natural binary encoding is needed for the derivations of Bayesian FIM.
problems3:
maximize
Pk,∀k
tr
(
J
({Pk}Kk=1))
s.t.
K∑
k=1
Pk ≤ Ptot, Pk ∈ R+, ∀k (3)
and maximize
Pk,∀k
log2
(∣∣J ({Pk}Kk=1)∣∣)
s.t.
K∑
k=1
Pk ≤ Ptot, Pk ∈ R+, ∀k (4)
Interestingly, the constrained maximization problem in (4)
can be linked to the constrained maximization of mutual
information between the unknown θ and its Bayesian estimator
θˆ. Let θ˜ = θ−θˆ, where θ˜ is the corresponding estimation error
vector. Suppose µ = E{θ˜} and D = E{θ˜θ˜T } are the error
mean vector and the MSE matrix, respectively. According to
inequality (6) in [22] and using the fact that θ is Gaussian,
we can write:
I(θ; θˆ) ≥ 1
2
(log2(|Cθ|)− log2(|D|)). (5)
On the other hand, under the regularity conditions [21], the
inverse of Bayesian FIM establishes a lower bound on the
MSE matrix D. The Bayesian Crame´r-Rao inequality states
that D  J−1 [21]. Using the concavity of the function
log(|.|) on the cone of positive definite Hermitian matrices
[34], we conclude that log2(|D|)≥ log2(|J−1|)=−log2(|J |).
Therefore, the lower bound on I(θ; θˆ) is maximized if we
substitute log2(|D|) in (5) with −log2(|J |). In other words:
I(θ; θˆ) ≥ 1
2
(log2(|Cθ|) + log2(|J |)). (6)
Based on (6), we observe that the problem in (4) is equivalent
to constrained maximization of the mutual information lower
bound.
III. CHARACTERIZATION OF BAYESIAN FIM
In this section, we characterize J in terms of the optimiza-
tion parameters Pk,∀k. The matrix J in (2) can be expressed
as [22], [32]:
J = E{E{(∂ ln p(mˆ,θ)
∂θ
)(
∂ ln p(mˆ,θ)
∂θ
)T |θ}},
where the first and second expectations are taken over the pdf
of θ, denoted as f(θ) = 1√
(2pi)q|Cθ|
exp (− 12θTCθ−1θ) and
the conditional distribution p(mˆ|θ), respectively. Using the
Bayes’ rule p(mˆ,θ) = p(mˆ|θ)f(θ), we can decompose J
into two terms:
J = E{
=Ω(θ)︷ ︸︸ ︷
(
∂ ln f(θ)
∂θ
)(
∂ ln f(θ)
∂θ
)T }
+ E{E{(∂ ln p(mˆ|θ)
∂θ
)(
∂ ln p(mˆ|θ)
∂θ
)T }︸ ︷︷ ︸
=Λ(θ)
}, (7)
in which the outer expectations are taken over θ. The q×
q matrix Ω(θ) only depends on f (θ) [22]. In particular, let
3Let CRB denote the Bayesian CRB matrix. We have tr(CRB)= tr(J−1)≥
q2
tr(J) [20] and log2(|CRB|) = log2(|J−1|) = −log2(|J|). Therefore,
maximizing tr(J) is equivalent to minimizing the lower bound on tr(CRB)
and maximizing log2(|J|) is equivalent to minimizing log2(|CRB|).
4[Ω(θ)]ij denote the (i, j)-th entry of matrix Ω(θ). We have
[21]:
[Ω(θ)]ij = −∂
2 ln f(θ)
∂θi∂θj
, i, j = 1, ..., q
Since θ is Gaussian with covariance matrix Cθ, we obtain
E{Ω(θ)} = C−1θ . Let [Λ(θ)]ij represent the (i, j)-th entry of
matrix Λ(θ). We can write [21]:
[Λ(θ)]ij=−E{∂
2 ln p(mˆ|θ)
∂θi∂θj
}, i, j=1, ..., q (8)
We note that the entries [Λ(θ)]ij depend on the parameters of
the observation model as well as the physical layer parameters
(e.g., modulation scheme, receiver type, channel gain, channel
noise, transmit power, and quantization bits). To find [Λ(θ)]ij
in (8), we need Lemma 1 below, which shows that, given θ,
the entries of vector mˆ are conditionally independent.
Lemma 1. Given our system model we have p(mˆ|θ) =∏K
k=1 p(mˆk|θ).
Proof. See Appendix A.
Substituting (62) in (8) and recalling that the expectation in
(8) is taken with respect to p(mˆ|θ), we reach:
[Λ(θ)]ij = −
∑
mˆ1
· · ·
∑
mˆK
{
K∑
k=1
[
∂2p(mˆk|θ)
∂θi∂θj
− 1
p(mˆk|θ)
∂p(mˆk|θ)
∂θi
∂p(mˆk|θ)
∂θj
]}
K∏
n=1
n6=k
p(mˆn|θ).
Using the following two facts:∑
mˆ1
· · ·
∑
mˆk−1
∑
mˆk+1
· · ·
∑
mˆK
K∏
n=1
n 6=k
p(mˆn|θ) = 1, (9)
K∑
k=1
Mk∑
t=1
∂2p(mˆk,t|θ)
∂θi∂θj
=
K∑
k=1
∂2
∂θi∂θj
(
Mk∑
t=1
p(mˆk,t|θ)︸ ︷︷ ︸
=1
) = 0,
where index t indicates the quantization level corresponding
to mˆk, we find that [Λ(θ)]ij reduces to:
[Λ(θ)]ij=
K∑
k=1
Mk∑
t=1
(
1
p(mˆk,t|θ)
∂p(mˆk,t|θ)
∂θi
∂p(mˆk,t|θ)
∂θj
). (10)
Examining (10) we realize that we need to find two terms
in order to fully characterize [Λ(θ)]ij : the probability term
p(mˆk,t|θ), and its first derivative with respect to θi, i.e.,
∂p(mˆk,t|θ)/∂θi. In the following, we derive these two terms.
According to the Bayes’ rule and the fact that θ,mk, mˆk form
a Markov chain, we have:
p(mˆk,t|θ)=
Mk∑
l=1
p(mˆk,t|mk,l)︸ ︷︷ ︸
=αk,t,l
p(mk,l|θ)︸ ︷︷ ︸
=βk,l(θ)
t=1, ...,Mk. (11)
Considering p(mˆk,t|θ) in (11) we realize that each term
inside the sum is the product of two probabilities: the first
probabilty αk,t,l does not depend on θ; it depends on the
modulation scheme (BPSK or OOK) and the receiver type
at the FC (coherent or noncoherent) as well as the physical
layer parameters, i.e., channel errors due to fading and noise,
transmit power Pk, and number of transmitted bits Lk. On the
other hand, the second probability βk,l(θ) depends on θ, the
observation model and its parameters as well as quantizer. In
other words, the contributions of the observation model and
quantization in each term inside the sum in (11) are decoupled
from those of communication system.
The probability βk,l(θ) in (11) becomes:
βk,l(θ) =
∫ uk,l+1
uk,l
f (xk|θ) dxk
(a)
= Q(
uk,l − aTk θ
σnk
)−Q(uk,l+1 − a
T
k θ
σnk
), (12)
in which (a) follows from the fact that the conditional pdf of
xk given θ is N (aTk θ, σ2nk). Next, we find ∂p(mˆk,t|θ)/∂θi
in (10). Since αk,t,l does not depend on θ, from (11) we have:
∂p(mˆk,t|θ)
∂θi
=
Mk∑
l=1
aki√
2piσnk
αk,t,lβ˙k,l(θ), i = 1, ..., q, (13)
β˙k,l(θ)=exp(−
(
uk,l−aTk θ
)2
2σ2nk
)−exp(− (uk,l+1−a
T
k θ)
2
2σ2nk
).
Now we characterize αk,t,l in p(mˆk,t|θ). As we mentioned
before, αk,t,l depends on the modulation scheme and the
receiver type at the FC. In this section we derive αk,t,l for
BPSK modulation with coherent receiver and OOK modu-
lation with noncoherent receiver. For OOK modulation with
noncoherent receiver, we consider two scenarios: a) channel
envelopes are available at the FC, b) only channel statistics are
available at the FC. We assume that the FC performs a symbol-
by-symbol demodulation. To enable derivations of αk,t,l, we
let indices l and t, respectively, indicate the quantization
levels corresponding to mk and mˆk, and [bk,l,1, . . . bk,l,Lk ] and
[bˆk,t,1, . . . bˆk,t,Lk ], respectively, be the transmitted bit sequence
and recovered (received) bit sequence of sensor k.
A. Coherent Receiver
Suppose the Hamming distance between two bit se-
quences [bk,l,1, . . . bk,l,Lk ] and [bˆk,t,1, . . . bˆk,t,Lk ] is Nek,t,l =∑Lk
i=1 bˆk,t,i ⊕ bk,l,i, in which ⊕ is the Boolean sum operator.
We define γk as the channel signal to noise ratio (SNR) of
sensor k, where:
γk =
Pk|hk|2
2Lkσ2wk
. (14)
We can model the channel between sensor k and the FC as
a binary symmetric channel (BSC) with the probability of
flipping a bit Ek = Q
(√
2γk
)
, where Ek does not depend on
the bit index. Hence, the probability αk,t,l in (11) becomes:
αk,t,l = ENek,t,lk (1− Ek)Lk−Nek,t,l . (15)
B. Noncoherent Receiver
The channel between sensor k and the FC can no longer
be modeled as a BSC. Instead, we can model it as a binary
asymmetric channel, where E1k is the probability that “0” bit
is flipped into “1” bit, and E2k is the probability that “1” bit
is flipped into “0” bit. Therefore, the probability αk,t,l in (11)
becomes:
αk,t,l=
Lk∏
i=1
[
1{bk,l,i=bˆk,t,i=0}(1−E1k)+1{bk,l,i=0,bˆk,t,i=1}(E1k)
+1{bk,l,i=1,bˆk,t,i=0}(E2k)+1{bk,l,i=bˆk,t,i=1}(1−E2k)
]
, (16)
5where 1{X} is indicator function with subscript X describing
the event of inclusion. Next, we compute probabilities E1k and
E2k in (16). Note that E1k and E2k do not depend on the bit
index. The problem of demodulating Lk symbols (bits) sent
by sensor k, based on Lk received signals, yk,1, . . . , yk,Lk can
be cast into Lk binary hypothesis testing problems, in which
the channel output corresponding to each problem is:
yk,i =
{
Bkhk + wk,i, H1,i : bk,l,i=1
wk,i, H0,i : bk,l,i=0
for i = 1, . . . Lk, where Bk is transmitted signal amplitude
for sensor k. Denoting rk,i as the test statistics, the optimal
likelihood ratio test (LRT) at the FC can be expressed as:
f (rk,i|H1,i)
f (rk,i|H0,i)
H1,i
≷
H0,i
p (H0,i)
p (H1,i) , i = 1, . . . Lk, (17)
where the probabilities p (H1,i)=p(bk,l,i = 1) and p (H0,i)=
p(bk,l,i = 0). Lemma 2 shows that for our system model,
p(H0,i) = p(H1,i) = 1/2.
Lemma 2. We have p(H0,i) = p(H1,i) = 1/2 under the
following two assumptions: 1) the pdf of noisy observation xk
is smooth and symmetric, 2) sensor k uses a symmetric mid-
rise quantizer and encodes the quantization level mk according
to natural binary encoding rule. Both assumptions hold true
for our system model.
Proof. See Appendix B.
According to Lemma 2, we can state that E{B2k} = 2Pk/Lk,
where Pk is the average transmit power of sensor k. In the
following, we find probabilities E1k and E2k for our two types
of noncoherent receivers.
• Noncoherent Receiver with Known Channel En-
velopes: For this receiver, the test statistics of LRT at the FC
is the envelope of channel output, i.e., rk,i = |yk,i| and |hk| is
known to the FC. Hence, given |hk|, the two conditional pdfs
of the test statistics under hypotheses H0,i and H1,i are [35]:
f (rk,i|H0,i, |hk|)= rk,i
σ2wk
e
− r
2
k,i
2σ2wk ,
f (rk,i|H1,i, |hk|)= rk,i
σ2wk
e
−( r
2
k,i
2σ2wk
+2γk)
I0(
√
2Pk
Lk
|hk|rk,i
σ2wk
),
where γk is defined in (14) and I0(.) is the zeroth-order
modified Bessel function of the first kind. Since wk,i’s are
independent across Lk transmitted symbols, the random vari-
ables rk,i conditioned on each hypothesis and |hk| are i.i.d.
for i=1, . . . , Lk. Therefore, the probabilities E1k and E2k do
not depend on bit index i. Based on equations (7-4-7) and
(7-4-11) in [35], probabilities E1k and E2k are:
E1k=p (rk,i > ζk|H0,i, |hk|)=e−
ζ2k
2 , (18a)
E2k=p (rk,i < ζk|H1,i, |hk|)=1−Q (2
√
γk, ζk) , (18b)
where the decision threshold ζk depends on p(H0,i) and
p(H1,i). For p(H0,i) = p(H1,i) = 1/2, [35] provides an
accurate approximation of ζk as ζk =
√
2 + γk.
Finally, by substituting (18) in (16), we compute αk,t,l for
noncoherent receiver with known channel envelopes.
• Noncoherent Receiver with Known Channel Statistics:
For this receiver, the test statistics of LRT at the FC is the
power of channel output, i.e., rk,i = |yk,i|2. The FC only
knows the channel statistics hk ∼ CN
(
0, 2σ2hk
)
. Let γk
denote the average channel SNR of sensor k, where:
γk = E{γk} =
PkE{|hk|2}
2Lkσ2wk
=
Pkσ
2
hk
Lkσ2wk
, (19)
in which we have used the knowledge of channel statistics to
obtain E{|hk|2} = 2σ2hk . Since yk,i is complex Gaussian, we
have [31]:
f (rk,i|H0,i) = 1
2σ2wk
e
− rk,i
2σ2wk ,
f (rk,i|H1,i) = 1
2σ2wk (1 + 2γk)
e
− rk,i
2σ2wk
(1+2γk) .
Note that rk,i’s conditioned on each hypothesis are i.i.d. for
i= 1, . . . , Lk and therefore the probabilities E1k and E2k do
not depend on bit index i. Hence:
E1k = p (rk,i > ζk|H0,i) = (
1
2γk + 1
)
2γk+1
2γk , (20a)
E2k = p (rk,i < ζk|H1,i) = 1− (
1
2γk + 1
)
1
2γk , (20b)
in which the decision threshold ζk for p(H0,i)=p(H1,i)=1/2
is ζk = 2σ2wk(1 +
1
2γk
) ln (1 + 2γk).
Finally, by substituting (20) in (16), we compute αk,t,l for
noncoherent receiver with known channel statistics4.
C. Finding Bayesian FIM J in (7)
At this point, we have all the components to write the entries
[Λ(θ)]ij in (8). Combining (10)-(13), we find the following
compact form representation of [Λ(θ)]ij :
[Λ(θ)]ij =
1
2pi
K∑
k=1
akiakj
σ2nk
Gk(θ), (21)
where the scalar Gk(θ) is:
Gk(θ) =
Mk∑
t=1
(
∑Mk
l=1 αk,t,lβ˙k,l(θ))
2∑Mk
l=1 αk,t,lβk,l(θ)
. (22)
Finally, we compute E{Λ(θ)} and substitute it in (7) to obtain
matrix J as:
J = C−1θ +
1
2pi
K∑
k=1
aka
T
k
σ2nk
E{Gk(θ)} (23)
= C−1θ +
1
2pi
A diag(E{G1(θ)}
σ2n1
, ...,
E{GK(θ)}
σ2nK
)AT ,
where the columns of A=[a1, ...,aK ] are observation vectors
in (1) and the expectations over θ in (23) are computed using
numerical integration.
For J in (23) there exists two baselines. For the first
baseline, suppose all sensors’ observations xk’s are available
at the FC with full precision (centralized estimation) and let
J0 = C−1θ +E{Λ0(θ)} be the corresponding Bayesian FIM.
To find [Λ0(θ)]ij , we start from (8) and replace p(mˆk,t|θ)
4When the ratio
p(H0,i)
p(H1,i)
=τFC 6=1 in (17), the expressions for the deci-
sion threshold ζk change. For noncoherent receiver with known channel en-
velopes, one can analytically find for each γk the value of ζk which minimizes
the average error probability corresponding to demodulating the symbols of
sensor k given as pek = p (H0,i) E1k + p (H1,i) E2k . Equivalently, ζk
satisfies e−2γkI0
(
2ζk
√
γk
)
= τFC . For noncoherent receiver with known
channel statistics, we obtain ζk = 2σ2wk (1 +
1
2γk
) ln (τFC(1 + 2γk)).
6with f(xk|θ). Following the same procedure as we described
to obtain (10) from (8), we reach:
[Λ0(θ)]ij =
K∑
k=1
∫
xk
(
1
f (xk|θ)
∂f (xk|θ)
∂θi
∂f (xk|θ)
∂θj
)dxk.
Since ∂f(xk|θ)∂θi =
aki (xk−aTk θ)
σ2nk
f (xk|θ), it is straightforward
to show [Λ0(θ)]ij =
∑K
k=1
akiakj
σ2nk
. Therefore:
J0 = C−1θ +A diag(
1
σ2n1
, ...,
1
σ2nK
)AT . (24)
For the second baseline, suppose communication channels
between sensors and the FC are error-free and hence vector
m is available at the FC. Let J ideal = C−1θ +E{Λideal(θ)}
be the corresponding Bayesian FIM. To find Gidealk (θ) for
entries [Λideal(θ)]ij using (21) we note that αk,t,l = 1 for
t= l and αk,t,l = 0 otherwise, since the channel error prob-
abilities (Ek for coherent receiver, E1k , E2k for noncoherent
receivers) are zero. Therefore, from (21) we find Gidealk (θ)=∑Mk
t=1
(β˙k,t(θ))
2
βk,t(θ)
. Clearly, J  J ideal  J0.
Remark 1. If θ has a known nonzero-mean µθ, sensor k
subtracts aTkµθ from its observation xk, before quantization.
At the FC, aTkµθ is first added to mˆk to generate m˜k=mˆk +
aTkµθ and then the Bayesian estimator θˆ is formed using m˜ =
[m˜1, ..., m˜K ]
T . Thus, the corresponding Bayesian FIM matrix
J˜ becomes:
J˜ = E{(∂ ln pm˜θ(m˜,θ)
∂θ
)(
∂ ln pm˜θ(m˜,θ)
∂θ
)
T
},
where the joint pdf pm˜θ(m˜,θ) = pmˆθ(m˜ − ATµθ,θ).
Noting that m˜−ATµθ = mˆ, we follow the same procedure
as we conducted before to obtain J in (23) and we find that
J˜ has the same expression as J with the only difference that
Cθ = E{θθT } − µθµθT for nonzero-mean θ.
IV. WWB BOUND: DERIVATION AND COMPUTATION
The MSE matrix of any Bayesian estimator θˆ of random
vector θ ∈ Rq satisfies the following inequality [27], [36]:
MSEθˆ  RG−1RT , (25)
where the columns of q × q matrix R = [r1, r2, ..., rq]T , so-
called test points, lie in the parameter space and their choices
are left to the user [27], [36]. The q × q matrix G is defined
by its entries [G]ij , which are computed as follows [27]:
[G]ij=2
exp (µ(ri−rj))−exp (µ(ri+rj))
exp (µ(ri)) + exp (µ(rj))
, i, j = 1, ..., q
(26)
The inequality in (25) holds for anyR such thatG in invertible
[27], [36]. Maximizing the right side of (25) with respect to
R leads to the tightest WWB, denoted as WWB. In other
words:
WWB = supremum
R
RG−1RT , (27)
where the supremum operation is taken with respect to
Loewner partial ordering [36]. To findWWB in our problem,
first we need to derive the entries [G]ij , or equivalently scalar
µ(r) in (26). After deriving µ(r), we discuss how to compute
the supremum in (27).
A. Deriving µ(r) in (26) Based on Our System Model
Using equation (43) in [27] and the Bayes’ rule to write
p(mˆ,θ+r)=p(mˆ|θ+r)f(θ+r) and p(mˆ,θ)=p(mˆ|θ)f(θ)
we find:
µ(r) = ln[
∫
Vθ
f
1
2 (θ + r)f
1
2 (θ)
∑
mˆ1
· · ·
∑
mˆK
p
1
2 (mˆ|θ + r)
× p 12 (mˆ|θ)dθ], (28)
where Vθ denotes the q-dimensional volume over which we
take integral and p
1
2 (., .) is the square root of the joint
pdf. To characterize µ(r) in (28) we need to find p(mˆ|θ),
p(mˆ|θ + r), and f 12 (θ + r)f 12 (θ). Let index t indicate the
quantization level corresponding to mˆk. According to Lemma
1, the followings are evident:
p(mˆ|θ)=
K∏
k=1
p(mˆk,t|θ), p(mˆ|θ+r)=
K∏
k=1
p(mˆk,t|θ+r), (29)
where p(mˆk,t|θ) is given in (11), and p(mˆk,t|θ + r) can be
computed with a simple substitution of θ by θ + r in (11).
Moreover, some easy manipulations yield:
f
1
2 (θ + r)f
1
2 (θ) =
exp (−rTC
−1
θ r
8 )√
(2pi)
q|Cθ|
(30)
× exp (−1
2
(θ +
1
2
r)
T
C−1θ (θ +
1
2
r)).
Substituting (29) and (30) in (28) and some straightforward
manipulations produce:
µ(r) = cq(r) + ln[
∫
Vθ
exp(−1
2
(θ +
1
2
r)
T
C−1θ (θ +
1
2
r))
×
K∏
k=1
Mk∑
tk=1
p
1
2 (mˆk,t|θ)p 12 (mˆk,t|θ + r)dθ],
where cq(r) = − q2 ln(2pi)− 12 ln |Cθ| −
rTC−1θ r
8 .
B. Computation of the Tightest WWB
In the following, we explain how we compute the supremum
in (27). We note that the method to compute the supremum in
(27) does not depend on the system model (it only depends on
the parameter space). Therefore, we adopt the same method
as in [36]. Let W (R) = RG−1RT and define set:
W = {W (R)|R is chosen such that G  0}.
ThenWWB is the supremum of setW , where the supremum
operation is taken with respect to Loewner partial ordering
[36]. It is worth mentioning the difference between the max-
imum and the supremum of the set W . The largest element
of W , if it exists, is defined as W W ∗,∀W ∈ W . On the
other hand, the supremum of W is a minimal-upper bound on
W that is not necessarily contained in W . This implies that
the largest element of W may not exist, but if it exists, it is
also the supremum.
According to Lemma 3 of [37] for any two positive definite
matrices A and B we have AB if and only if ε(A)⊇ε(B),
in which the hyper-ellipsoid ε(A) centered at the origin can
be represented by the set ε(A) = {z|zTA−1z ≤ 1}. Conse-
quently, the supremum in (27) can be computed by finding the
minimum volume hyper-ellipsoid ε(W ∗) containing the set
εW={ε(W )|W ∈W}, where the set εW itself consists of the
7hyper-ellipsoids generated by all matrices in W . The problem
of finding the minimum volume ellipsoid ε that contains the
ellipsoids ε1, ..., εm (and therefore the convex hull of their
union) has been formulated as a convex problem in [38]:
minimize
W ,bi,∀i
log(det(W
1
2 ))
s.t. bi ≥ 0,[
W−1 − biW−1i 0
0 bi − 1
]
 0, i = 1, ..., |W|,
where W i ∈ W and |W| is the cardinality of the set W .
This problem can be solved efficiently using semidefinite
programming. In particular, we solve this problem using CVX.
V. POWER CONSTRAINED BAYESIAN FISHER
INFORMATION MAXIMIZATION
In this section, we address the constrained optimization
problems formulated in (3) and (4). We denote the solutions
obtained from solving these two power constrained Fisher
information maximization problems as FIM-max schemes.
Note that due to the cap on the network average transmit
power, only a subset of the sensors might be active during
each task period, which we refer to as the set of active sensors
SA = {k : Pk > 0, k = 1, . . . ,K}.
A. Solving Optimization Problem in (3)
We adopt the Lagrange multipliers method to solve the
problem . The Lagrangian L of this problem is:
L(λ, {ηk, Pk}Kk=1)= tr(J)−
K∑
k=1
Pk (λ− ηk)+λPtot. (31)
The Karush-Kuhn-Tucker (KKT) optimality conditions are:
∂L
∂Pk
=
∂ tr(J)
∂Pk
− λ+ ηk = 0, ∀k, (32)
λ(
K∑
k=1
Pk − Ptot) = 0, λ ≥ 0,
K∑
k=1
Pk ≤ Ptot,
ηkPk = 0, ηk ≥ 0, Pk ≥ 0, ∀k,
where λ, ηk’s are the Lagrange multipliers. According to (23)
we find:
∂ tr(J)
∂Pk
=
aTk ak
2piσ2nk
E{∂ Gk(θ)
∂Pk
}. (33)
Thus, to show ∂ tr(J)∂Pk > 0, we need to show E{
∂ Gk(θ)
∂Pk
} > 0.
Although we were not able to prove analytically, our exten-
sive simulations for various system parameters indicate that
E{∂ Gk(θ)∂Pk } > 0 and thus
∂ tr(J)
∂Pk
> 0. Fig. 2 summarizes
our extensive simulations to demonstrate ∂ tr(J)∂Pk > 0, for
coherent receiver. To obtain this figure, we let K = 2 and
consider a zero-mean Gaussian vector θ=[θ1, θ2]
T with Cθ=
[4, 0.5; 0.5, 0.25]. We assume Lk=3, ak=[0.6, 0.8]T ,∀k, and
vary |hk|, σwk , σnk and use the uniform quantizer described
in Section IX. Let δk =
|hk|2
2σ2wk
. For coherent receiver, Fig. 2a
and Fig. 2b depict ∂ tr(J)∂Pk versus Pk for different values of δk
and σnk , respectively. We observe that, for all different values
of δk and σnk , we have
∂ tr(J)
∂Pk
>0, ∀Pk. Similar observations
were made for both types of noncoherent receivers. However,
due to lack of space we have omitted those plots.
Since tr(J) is an increasing function of Pk’s, the Lagrange
multiplier λ in (32) should be determined such that it satisfies
the network average transmit power constraint with equality,
that is,
∑
k∈SA Pk = Ptot. Furthermore, for the set of active
sensors SA the Lagrange multiplier ηk = 0. Hence, we can
reformulate the KKT optimality conditions in (32) as:
aTk ak
2piσ2nk
E{∂ Gk(θ)
∂Pk
} − λ = 0, ∀k ∈ SA, λ > 0,∑
k∈SA
Pk = Ptot. (34)
Let P = [P1, . . . , PK ] be the vector of sensors’ transmit
powers. The Hessian of tr(J) with respect to P is a diag-
onal matrix, since using (33) we find ∂
2tr(J)
∂Pi∂Pj
= 0, i, j =
1, . . . ,K, i 6= j. Fig. 3a and Fig. 3b depict ∂2tr(J)
∂P 2k
versus Pk
for different values of δk and σnk , respectively, for coherent
receiver, showing that ∂
2tr(J)
∂P 2k
< 0 , which implies the
Hessian matrix is negative definite. The negative definiteness
of the Hessian matrix means that tr(J) is jointly concave
over Pk’s. Moreover, the constraints are linear, and thus, the
problem in (3) is concave. For noncoherent receivers, unlike
coherent receiver, our simulations show that the sign of ∂
2tr(J)
∂P 2k
for various system parameters changes, and thus, tr(J) is
not necessarily a concave function over Pk’s. The optimal
solutions for λ and Pk for k ∈ SA cannot be obtained
in closed-form expressions. Therefore, we resort to Newton-
Raphson algorithm to solve the set of nonlinear equations
in (34). For coherent receiver, since the problem is concave,
it is guaranteed that the numerical solution obtained via the
algorithm is globally optimal. Therefore, only one (carefully
chosen) initial point suffices to run the algorithm. However,
for noncoherent receivers, since the problem is not concave,
we consider multiple initial points to run the algorithm. The
description of this algorithm for noncoherent receivers follows.
Let z := [P , λ]T be the vector that contains the vector of
sensors’ transmit powers as well as the Lagrange multiplier λ.
We let f and G, respectively be the gradient vector and the
Jacobian matrix of the right side of the equality in (31) with
respect to z. We have:
f = [
∂ tr(J)
∂P1
− λ+ η1, ..., ∂ tr(J)
∂PK
− λ+ ηK , Ptot−
K∑
k=1
Pk],
G =

∂2tr(J)
∂P 21
· · · 0 −1
...
. . .
...
...
0 · · · ∂2tr(J)
∂P 2K
−1
−1 · · · −1 0
 . (35)
Let Ni be the total number of initial points. We choose
z
(j)
i , j = 1, ..., Ni initial points (solutions), where j is the
index of the initial points. The Newton-Raphson algorithm is
carried out to obtain z(j)f and T
(j) = tr(J(z(j)f )), j=1, ..., Ni,
which respectively are the final solution and the final value of
the objective function obtained when the algorithm terminates,
corresponding to the initial point z(j)i . Suppose the algorithm
runs for the initial point z(j)i . We initialize the iteration index
n = 0 and the initial point z0 = z
(j)
i . We denote zn as the
8solution at n-th iteration, and f (zn), G (zn), respectively, as
the gradient vector and the Jacobian matrix evaluated at zn. At
iteration n, if the Jacobian matrix G (zn) becomes singular, or∑
k∈SA Pk > Ptot, the algorithm terminates. Otherwise, we let
zn+1 = zn − G−1 (zn)f (zn). As the stopping criterion, we
check whether ||zn−zn−1||||zn|| ≤ 0, where 0 is a predetermined
error tolerance, or whether the number of iterations exceeds
a predetermined maximum Imax. Let z∗ = [P ∗, λ∗]
T be
the optimal solution to this constrained optimization problem.
After finding all {T (j)}Nij=1, z∗ is z(j)f associated with the
largest value among T (j), j=1, ..., Ni.
B. Solving Optimization Problem in (4)
We follow the same procedure as we described in Section
V-A to solve (3). Specifically, we have:
∂ log2(|J |)
∂Pk
=
1
ln 2
tr(J−1
∂J
∂Pk
)=
E{∂ Gk(θ)∂Pk }
2pi ln 2σ2nk
aTkJ
−1ak, (36)
where we have used (23) and the fact tr(ABC)= tr(CAB)
to reach (36). Since E{∂ Gk(θ)∂Pk } > 0 and J
−1  0 we
conclude ∂ log2(|J|)∂Pk > 0 and thus log2(|J |) is an increas-
ing function of Pk’s. The Lagrangian L of this problem is
L(λ, {ηk, Pk}Kk=1) = log2(|J |)−
∑K
k=1 Pk (λ− ηk) +λPtot.
The corresponding KKT optimality conditions are:
E{∂ Gk(θ)∂Pk }
2pi ln 2σ2nk
aTk J
−1ak − λ = 0, ∀k ∈ SA, λ > 0,∑
k∈SA
Pk = Ptot. (37)
For coherent receiver our simulations show that the Hessian of
log2(|J |) with respect to P is diagonal and negative definite
matrix, and thus, log2(|J |) is jointly concave function over
Pk’s. However, for noncoherent receivers the sign of
∂2tr(J)
∂P 2k
varies for different system parameters and hence log2(|J |) is
not necessarily concave function of Pk’s. We employ Newton-
Raphson algorithm with multiple initial points as we described
in Section V-A to solve the set of equations in (37). A remark
on the difference between power allocation schemes based on
maximization of tr(J) and log2(|J |) follows.
Remark 2. Regarding the solution of (34) on constrained
maximization of tr(J), we note that λ∗ is common and fixed
for all active sensors and thus this power allocation scheme
can be implemented in a distributed fashion, i.e., the FC sends
λ∗ to the set of active sensors and each sensor calculates its
own power P ∗k using its local parameters. Unlike the solution
of (34), the solution of (37) on constrained maximization of
log2(|J |) cannot be implemented in a distributed fashion. In
other words, the FC needs to find {P ∗k }k∈SA and informs the
active sensors of their transmit powers.
VI. LMMSE ESTIMATOR AND ITS MSE
Given mˆ, finding the optimal MMSE estimate of θ in a
closed form is mathematically intractable, since it requires
q dimensional integrals that cannot be simplified. To curb
computational complexity, we assume that the FC employs
the LMMSE estimator to process mˆ and forms the estimate
θˆ. We derive the LMMSE estimator θˆ and its corresponding
MSE matrix D. Let vector m˘ = mˆ− E{mˆ}. We have:
θˆ = E{θm˘T }(E{m˘m˘T })−1m˘,
D = Cθ − E{θm˘T }(E{m˘m˘T })−1E{θm˘T }T . (38)
Since θ is zero-mean, we obtain E{θm˘T } = E{θ(mˆ −
E{mˆ})T } = E{θmˆT }. The k-th column of the cross-
covariance matrix E{θmˆT } describes the correlation between
mˆk and θ. Using the Bayes’ rule we obtain:
E{θmˆk} =
Mk∑
l=1
E{θ|mk,l}E{mˆk|mk,l}p(mk,l),
E{θ|mk,l} = 1
p(mk,l)
∫
Vθ
θp(mk,l|θ)f(θ)dθ,
where Vθ denotes the q-dimensional volume over which we
take integral, and in the first equality we have used the fact that
θ, mk, mˆk form a Markov chain and thus, given mk, θ and mˆk
are conditionally independent. Since p(mˆk,t|mk,l) = αk,t,l
and p(mk,l|θ) = βk,l(θ), we reach:
E{θmˆk} =
Mk∑
t=1
Mk∑
l=1
mˆk,tαk,t,l
=I1k,l︷ ︸︸ ︷∫
Vθ
θβk,l(θ)f(θ)dθ, (39)
and the expression for vector I1k,l is given in (42). By
definition, the (i, j)-th entry of matrix E{m˘m˘T } is:
[E{m˘m˘T }]ij=E{mˆimˆj}−E{mˆi}E{mˆj}, i, j=1, ...,K. (40)
Similar to what we did in (39), to obtain E{mˆk} and the
diagonal entries of E{mˆmˆT } (i.e., E{mˆ2k}), we condition on
mk; however, for the non-diagonal entries of E{mˆmˆT } (i.e.,
E{mˆimˆj}), we condition on θ. Then using (11), we obtain:
E{mˆimˆj} = (41a)
Mk∑
t=1
Mk∑
l=1
mˆ2k,tαk,t,l
=I2k,l︷ ︸︸ ︷∫
Vθ
βk,l(θ)f(θ)dθ, i = j = k
Mi∑
t1=1
Mj∑
t2=1
Mi∑
l1=1
Mj∑
l2=1
mˆi,t1mˆj,t2αi,t1,l1αj,t2,l2×∫
Vθ
βi,l1(θ)βj,l2(θ)f(θ)dθ︸ ︷︷ ︸
=I3i,j,l1,l2
, i 6= j
E{mˆk} =
Mk∑
t=1
Mk∑
l=1
mˆk,tαk,t,lI2k,l, k=1, ...,K, (41b)
where I2k,l and I3i,j,l1,l2 are scalars. We find these integrals
(see Appendix C for derivations) as below:
I1k,l =
Cθak√
2piσk
(exp (−u
2
k,l
2σ2k
)− exp (−u
2
k,l+1
2σ2k
)), (42)
I2k,l = Q(
uk,l
σk
)−Q(uk,l+1
σk
),
I3i,j,l1,l2 = Q(
ui,l1
σi
,
uj,l2
σj
; ρij)−Q(ui,l1
σi
,
uj,l2+1
σj
; ρij)
−Q(ui,l1+1
σi
,
uj,l2
σj
; ρij)+Q(
ui,l1+1
σi
,
uj,l2+1
σj
; ρij),
in which:
σk =
√
σ2nk + a
T
k Cθak , ρij =
aTi Cθaj
σiσj
. (43)
Substituting (39)-(43) in (38), the MSE matrix D is computed.
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For D in (38) there exists two baselines. For the first
baseline, we consider the centralized estimation case in Section
III-C with the LMMSE estimator at the FC and let D0 denote
the corresponding MSE matrix. We have:
D0 = Cθ − E{θxT }(E{xxT })−1E{θxT }T , (44)
where E{xxT } and E{θxT } respectively are, auto-covariance
matrix of noisy observations, and cross-covariance matrix
between θ and x. For linear observation model in (1) we get:
E{θxT }=CθA, E{xxT }=ATCθA+diag
(
σ2n1 , ..., σ
2
nK
)
.
For the second baseline, suppose communication channels
between sensors and the FC are error-free and hence vector
m is available at the FC. Let vector m˚ = m− E{m}.
Then, the corresponding MSE matrix is Dideal = Cθ −
E{θm˚T }(E{m˚m˚T })−1E{θm˚T }T . Since θ is zero-mean,
we obtain E{θm˚T } = E{θmT }. We let E{θmk} and
[E{m˚m˚T }]ij , respectively, be the k-th column of matrix
E{θmT }, and the (i, j)-th entry of matrix E{m˚m˚T }. Taking
steps similar to the ones we took to obtain (39)-(41), we
find E{θmk} =
∑Mk
l=1mk,lI1k,l, E{mk} =
∑Mk
l=1mk,lI2k,l,
[E{m˚m˚T }]ij = E{mimj}−E{mi}E{mj}, i, j = 1, ...,K,
in which E{mimj} =
∑Mk
l=1m
2
k,lI2k,l for i = j = k,
and E{mimj} =
∑Mi
l1=1
∑Mj
l2=1
mi,l1mj,l2I3i,j,l1,l2 for i 6= j.
Clearly, D0DidealD.
Remark 3. If θ has a known nonzero-mean µθ, the expres-
sions for the LMMSE estimator θˆ and its corresponding MSE
matrix D change as the following:
θˆ = (E{θmˆT }−µθE{mˆT })(E{m˘m˘T })−1m˘+ µθ,
D = Cθ − (E{θmˆT }−µθE{mˆT })(E{m˘m˘T })−1(E{θmˆT }
− µθE{mˆT })T ,
where Cθ = E{θθT } − µθµθT .
VII. DISCUSSION ON APPROPRIATENESS AND
ACHIEVABILITY OF BAYESIAN CRB
One may wonder how the FIM-max schemes in Section V
are compared with the power allocation that can be obtained
from constrained minimization of the MSE of the LMMSE
estimator derived in Section VI. On the other hand, our
numerical result in Section IX shows that the WWB in Section
IV is a tighter bound (compared to Bayesian CRB). This
observation raises the question whether using the WWB as
the optimization metric would be a more appropriate choice.
This section provides answers to these questions.
A. Discussion on Appropriateness of Bayesian FIM as the
Optimization Metric
Let D = tr(D), where D is the MSE matrix of the LMMSE
estimator given in (38). We consider the following constrained
optimization problem:
minimize
Pk,∀k
tr(D({Pk}Kk=1))
s.t.
K∑
k=1
Pk ≤ Ptot, Pk ∈ R+, ∀k. (45)
In the absence of analytical solution, we resort to exhaustive
search method to find the solution of the problem in (45).
Let MSE-min scheme corresponds to this solution. For all
three types of receivers, our extensive simulations show that
∂ tr(D)
∂Pk
> 0, however, the sign of ∂
2tr(D)
∂P 2k
for various system
parameters changes, and hence, tr(D) is not necessarily a
convex function over Pk’s. Furthermore, the cost function in
(45) cannot be decoupled over the optimization variables Pk’s
and thus Pk’s across sensors are related to each other. Because
of this, finding MSE-min is computationally complex, and the
solution cannot be implemented in a distributed fashion (i.e.,
sensor k cannot find Pk relying on its own local information
only). This contrasts FIM-max scheme obtained from solving
the problem in (3), where the cost function in (3) can be
decoupled over Pk’s and thus Pk’s across sensors are not
related to each other. Because of this, finding FIM-max is
computationally simple, and the solution can be implemented
in a distributed fashion. Figures 8 and 9 in Section IX
illustrate the numerical evaluations of (i) trace of D at power
allocation obtained from solving the problem in (45), denoted
as Dm = tr(D(MSE-min)) and (ii) trace of D at power
allocation obtained from solving the problem in (3), denoted
as Dt= tr(D(FIM-max)), given Ptot. The figures show that:
Dm.Dt, (46)
where a . b means that a is less than b, but very close to
b. Obviously, from the estimation theory we know Dm<Dt.
What our numerical results reveal is that in our problem they
are very close to each other. This indicates the appropriateness
of using Bayesian FIM as the optimization metric, since the
loss in terms of the MSE performance is not significant.
B. Discussion on Tightness and Achievability of Bayesian
CRB
Figure 4 of Section IX compares the traces of WWB matrix,
the Bayesian CRB matrix, and the MSE matrix of the LMMSE
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estimator, suggesting that the WWB is a tighter bound (com-
pared to Bayesian CRB). We note that finding the WWB
matrix is computationally much more expensive (compared to
finding the Bayesian FIM), due to required matrix inversions
G−1 for each test point in (27). Consequently, finding the
power allocation that minimizes the trace or log-determinant
of the WWB is computationally more expensive than finding
the solutions for the problems in (3) or (4). Furthermore, (46)
indicates that by not using power allocation obtained from
minimizing trace of the WWB matrix (which is tighter than
Bayesian CRB) we are not in disadvantage, in terms of the
MSE performance.
According to [21] Bayesian CRB is attainable if and only
if the posterior probability density of θ given “observation”
is Gaussian. In that case, the MMSE and MAP estimators
coincide and both are efficient (i.e., their MSE matrices are
equal to Bayesian CRB matrix) [21]. This bound is attained
in the limit as K becomes infinite [27]. In our work, the
recovered quantization levels for all sensors at the FC, denoted
as vector mˆ, plays the role of “observation”. Since the
posterior probability density of θ given mˆ is not Gaussian,
Bayesian CRB is not attainable. However, as K increases,
we expect that the MSE of MMSE estimator approaches
to Bayesian CRB. Let tr(CRB(FIM-max)) denote trace of
Bayesian CRB matrix evaluated at FIM-max power allocation,
and Let tr(CRB(MSE-min)) denote trace of Bayesian CRB
matrix evaluated at MSE-min power allocation. From the
estimation theory we know:
tr(CRB(FIM-max))< tr(CRB(MSE-min))<Dm<Dt. (47)
Combining (47) and (46) we reach:
tr(CRB(FIM-max))< tr(CRB(MSE-min))<Dm.Dt.
This suggests that, although Bayesian CRB is not attainable,
it is still proper to use Bayesian FIM for transmit power
optimization, since the loss in terms of the MSE performance
is not significant.
VIII. CLASSICAL CRB AND BLUE FOR ESTIMATING
DETERMINISTIC VECTOR θ
In this section, we derive the classical FIM (assuming
vector θ to be estimated is deterministic), the BLUE and its
corresponding MSE matrix. We also discuss the behavior of
the classical FIM and the MSE of BLUE in low-region and
high-region of Ptot. Finally, we discuss optimizing transmit
power considering the classical FIM and the MSE of BLUE
as the optimization metric.
A. Characterization of Classical FIM
Let Jc denote the q × q classical FIM and represents the
(i, j)-th entry of Jc. We have [21]:
[Jc]ij=−E{∂
2 ln p(mˆ;θ)
∂θi∂θj
}, i, j=1, ..., q, (48)
where p(mˆ;θ) is the joint probability distribution of
mˆ1, ..., mˆK parameterized by θ. Notice that [Jc]ij in (48) is
similar to [Λ(θ)]ij in (8), with the difference that for Bayesian
FIM we deal with the conditional pdf p(mˆ|θ). Therefore, Jc
has the same expression as J in (23), which depends on θ.
That is:
Jc =
1
2pi
A diag(G1(θ)
σ2n1
, ...,
GK(θ)
σ2nK
)AT , (49)
in which Gk(θ) is defined in (22), and the probabilities αk,t,l
and βk,l(θ) have the same expressions as for Bayesian FIM.
B. Characterization of BLUE and its MSE Matrix
Recall mˆ is the data at the FC based on which we wish to
form the BLUE. To satisfy the unbiasedness requirement for
BLUE, we need to have E{mˆ} = Hθ, for a known matrix
H [39]. The unbiasedness requirement is not satisfied in
general for our system model. However, under three conditions
(coherent receiver at the FC, uniform quantizer5, and natural
binary encoder at the sensors to map quantization levels
to information bits), we can establish a linear relationship
between mˆ and θ, that is mˆ = Hθ + ν, where ν is
a zero-mean vector with covariance Cν , and show that for
this linear model the unbiasedness requirement is met, i.e.,
E{mˆ} = Hθ. Then using this linear model, we derive BLUE
and its corresponding MSE matrix as the following [39]:
θˆBLUE = (H
TCν−1H)−1HTCν−1mˆ,
DBLUE = (HTCν−1H)−1. (50)
First we verify the unbiasedness requirement under the three
stated condition. Under these three conditions, we can use the
approximations given in [41] and write:
E{mˆk|mk} = (1− 2Ek)mk ⇒ E{mˆk} = E{E{mˆk|mk}} =
(1−2Ek)E{mk}=(1−2Ek)E{xk+k}=(1−2Ek)aTk θ ⇒
E{mˆ} = diag(1−2E1, ..., 1−2EK)AT︸ ︷︷ ︸
=H
θ. (51)
Equation (51) shows that the unbiasedness constraint is satis-
fied. Next, we establish the linear relationship mˆ = Hθ+ ν,
where ν is a zero-mean vector with covariance Cν , and we
find Cν . Knowing Cν and H we can then use (50) to express
BLUE and its corresponding MSE. To establish the linear
relationship, suppose:
mˆk = E{mˆk}+ νk, for k = 1, ...,K, (52)
where νk is zero-mean with variance var(νk) = var(mˆk).
The equivalent vector-matrix representation of (52) becomes
mˆ = Hθ + ν, in which ν = [ν1, ..., νK ]T , Cν = Cmˆ, and
Cmˆ denotes the covariance matrix of vector mˆ. Hence, to find
Cν we need to find Cmˆ. Let [Cmˆ]kl be the (k, l)-th entry of
matrix Cmˆ. Starting with the diagonal entries of Cmˆ, we find
[Cmˆ]kk = var(mˆk). Under the three stated conditions, we can
use the approximations given in [41] and write:
var{mˆk|mk} ≤ χkEk where χk = 4τ
2
k (2
Lk+1)
3(2Lk−1) ⇒
var(mˆk) = E{var{mˆk|mk}}+var(E{mˆk|mk})
≤ χkEk+(1−2Ek)2(σ2nk+
∆2k
12
)=Υk, (53)
5For sensor k, we define the quantization noise k=xk−mk . Since nk’s
in (1) are uncorrelated Gaussian, xk’s are uncorrelated Gaussian. [40] shows
that when uncorrelated Gaussian are quantized with uniform quantizers of
quantization step sizes ∆k’s, k’s are independent zero mean uniform random
variables with variance σ2k ≈
∆2k
12
. Also, k’s and xk’s are uncorrelated.
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where ∆k = 2τk(2Lk−1) . Next, we compute the non-diagonal
elements [Cmˆ]kl=E{mˆkmˆl}−E{mˆk}E{mˆl}, where the mean
E{mˆk} is given in (51). Hence, we need to find E{mˆkmˆl} as
the following:
E{mˆkmˆl}=E{E{mˆkmˆl|mk,ml}} (a)= E{E{mˆk|mk}E{mˆl|ml}}
(b)
= (1−2Ek)(1−2El)E{mkml} (c)= (1−2Ek)(1−2El)E{xkxl}
= ((1−2Ek)aTk θ)((1−2El)aTl θ)
(d)
= E{mˆk}E{mˆl}
⇒ [Cmˆ]kl = E{mˆkmˆl} − E{mˆk}E{mˆl} = 0 for k 6= l
⇒ Cmˆ is diagonal
in which (a) follows from the fact that, given mk,ml, then
mˆk, mˆl are independent, (b) comes from (51), (c) is obtained
from the fact that the quantization noises ks are uncorrelated
from each other, and ks and xk’s are uncorrelated, and (d)
follows from (51). Recall according to (53) var(mˆk) ≤ Υk.
Let CQ = diag(Υ1, ...,ΥK) be a diagonal matrix. Clearly by
the construction of CQ we have Cmˆ  CQ and thus Cν  CQ.
Replacing Cν with its upper bound CQ and substituting H in
(50), we find quasi BLUE and its corresponding MSE matrix
as shown in (54). The notion of quasi BLUE in the context
of distributed estimation of an unknown deterministic scalar
has been used before in [13], [18], where an upper bound on
the variance of the data at the FC (based on which BLUE is
formed) is utilized, instead of the variance of the data itself,
to derive the unbiased estimator and its corresponding MSE.
C. Behavior of the classical FIM and the MSE of BLUE in
low-region and high-region of Ptot
Consider coherent receiver where we model the channel
between sensor k and the FC as a BSC with the probability of
flipping a bit Ek = Q(2γk) and γk, defined in (14), depends
on Pk. In low-region of Ptot (when Pk → 0) we have Ek → 12
(worst communication channel effect). Then (15) implies that
αk,t,l ≈ 12Lk and one can show that Gk(θ) → 0. Therefore
Jc → 0. On the contrary, in high-region of Ptot (when
Pk →∞) we have Ek → 0. This implies that
αk,t,l≈
{
0, t 6= l (or equivalently Nek,t,l 6=0 in (15))
1. t= l (or equivalently Nek,t,l =0 in (15))
Then one can show that Gk(θ)→Gidealk (θ) and Jc→J idealc ,
where Gidealk (θ) is given in Section III-C and J
ideal
c is
obtained from (49) after substituting Gk(θ) with Gidealk (θ).
Similar discussions can be made and similar conclusions
can be reached for both types of noncoherent receivers. For
coherent receiver in low-region of Ptot (when Pk → 0) we
have Ek → 12 . Examining (54) we realize that this impliesDQBLUE → ∞. On the contrary, in high-region of Ptot
(when Pk → ∞) we have Ek → 0 and DQBLUE →
DidealQBLUE = (
∑K
k=1
aka
T
k
σ2nk
+
∆2
k
12
)
−1
, where DidealQBLUE denotes
DQBLUE when communication channels between sensors and
the FC are error free.
D. Transmit Power Optimization Using MSE of Quasi BLUE
and Classical FIM
One can consider the following constrained transmit power
optimization problem, where trace (or log-determinant) of
DQBLUE is minimized, subject to the network transmit power
constraint as follows:
minimize
Pk,∀k
tr(DQBLUE({Pk}Kk=1)) (55)
s.t.
K∑
k=1
Pk ≤ Ptot, Pk ∈ R+, ∀k.
It is straightforward to show ∂ tr(DQBLUE)∂Pk < 0. This im-
plies tr(DQBLUE) is a decreasing function of Pk’s and
the constraint holds with equality. Furthermore, we have
∂2tr(DQBLUE)
∂P 2k
> 0, implying that the Hessian is a positive
definite matrix and tr(DQBLUE) is jointly convex over Pk’s.
Moreover, the constraints are linear, and thus, the problem
in (55) is convex. We could not find a closed-form solution
for Pk’s. One needs to solve (55) numerically to find the
optimal Pk’s. Since the problem is convex, it is guaranteed
that the numerical solution (obtained via the numerical search
algorithm) is globally optimal. Since the cost function in (55)
can be decoupled over Pk’s the solution can be implemented
in a distributed fashion.
On the other hand, a constrained optimization problem
based on maximizing tarce (or log-determinant) of classical
FIM Jc in (49) is not meaningful, since Jc depends on θ and
thus the power allocation is not realizable.
IX. NUMERICAL RESULTS
In this section through simulations we corroborate our
analytical results. Our analytical results are valid as long
as sensors use symmetric mid-rise quantizers. We consider
uniform quantizer [14], [20], [26], and Lloyd-Max quantizer
[42]. For the uniform quantizer, quantization levels are mk,l=
(2l−1−Mk)∆k
2 for l = 1, ...,Mk and quantization boundaries
are uk,l =
(2l−2−Mk)∆k
2 for l= 2, ...,Mk, where ∆k denotes
the quantization step size. Similar to [14], we assume xk
lies in the interval [−τk, τk] with a high probability for some
reasonably large6 τk, i.e., p(|xk| ≥ τk) ≈ 0. To this end, we
assume τk = 3σk where σk is defined in (43). Hence, we
choose ∆k= 2τk(2Lk−1) [14], [20]. For the Lloyd-Max quantizer,
quantization levels are mk,l =
∫ uk,l+1
uk,l
xkf(xk)dxk∫ uk,l+1
uk,l
f(xk)dxk
for l =
6Consider quantizing a zero-mean Gaussian xk . For τk = 3σxk we have
p(|xk|≥τk)=2Φ(−3)=2.6× 10−3 and for τk=5σxk we have p(|xk|≥
τk) = 2Φ(−5) = 2.86 × 10−5, where Φ(.) is the cumulative distribution
function of the standard Gaussian random variable. On the other hand, τk can
be decided by the sensor’s sensing dynamic range, considering its hardware
limitation and sensing capability [13].
θˆQBLUE=(
K∑
k=1
aka
T
k
χkEk
(1−2Ek)2 +σ
2
nk
+
∆2k
12
)
−1
(
K∑
k=1
mˆkak
χkEk
1−2Ek +(1−2Ek)(σ2nk+
∆2k
12 )
),DQBLUE=(
K∑
k=1
aka
T
k
χkEk
(1−2Ek)2 +σ
2
nk
+
∆2k
12
)
−1
(54)
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2
for l=2, ...,Mk that can be found via iterative design.
A. Comparison of WWB, Bayesian CRB, and MSE of LMMSE
Estimator
We numerically compare the trace of MSE of LMMSE
estimator and the WWB and Bayesian CRB in Fig. 4 for
various Ptot, assuming Ptot is uniformly distributed among
sensors, and uniform quantization and coherent receiver are
employed. The figure suggests that the WWB is a tighter
bound, compared to the Bayesian CRB. Similar observations
can be made for two types of noncoherent receivers, and also
when we compare the determinant of these three matrices. Due
to lack of space, we have omitted those plots.
B. Behavior of tr(J) and |J | in terms of Ptot and Quantizer
Without loss of generality and for the simplicity of pre-
sentation, we let K=2 and consider a zero-mean Gaussian
vector θ = [θ1, θ2]
T with Cθ = [4, 0.5; 0.5, 0.25]. We assume
ak = [0.6, 0.8]
T , σnk =1, σwk =1, Lk = 3 bits, ∀k.
Assuming |hk| = 0.5, Fig. 5 depicts tr(J) and |J | versus
Ptot for coherent receiver, considering both uniform and
Lloyd-Max quantizers. Fig. 5 shows as Ptot increases, both
metrics increase and asymptotically approach their corre-
sponding baseline (i.e., centralized estimation when full pre-
cision observations are used to derive Bayesian FIM and form
θˆ). There is also a gap between each metric and its corre-
sponding baseline, which is due to quantization. Note that this
gap for Lloyd-Max quantizer is smaller than that of uniform
quantizer. Comparing Lloyd-Max and uniform quantizers, we
observe that when Ptot is less than a certain threshold (which
depends on the network setup parameters), the latter slightly
outperforms the former, and when Ptot is greater than the
threshold, the former outperforms the latter. As Lk increases,
this threshold becomes larger and the performance of both
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Fig. 6: tr(J) versus Ptot (dB) for coherent receiver and uniform and Lloyd-
max quantizers.
quantizers get closer to each other. The behaviors of tr(J) and
|J | for noncoherent receivers are the same as those of coherent
receiver, hence are omitted due to lack of space. Regarding the
behaviors of the two metrics with respect to the observation
model parameters, we state that tr(J) and |J | increase as the
variance of observation noise σ2nk decreases.
C. FIM-max vs. Uniform Power Allocation
We investigate how the behavior of tr(J) changes as com-
munication channel and observation model parameters vary.
Let δk =
σ2hk
σ2wk
. For coherent receiver, Fig. 6a plots tr(J)
evaluated at the corresponding optimal power allocation (i.e.,
Pk’s are the solutions of the problem in (3)) versus Ptot, for
both uniform and Lloyd-Max quantizers, when σn1 =σn2 =1,
δ1 = 2 dB, δ2 = 14 dB. Fig. 6b plots the same, with
the difference that σn1 = 4, σn2 = 0.5, δ1 = δ2 = 4 dB.
To demonstrate the effectiveness of the proposed FIM-max
schemes, we also include tr(J) evaluated at uniform power
allocation Pk = Ptot/K in these figures. Overall, Fig. 6a,
Fig. 6b show that for coherent receiver the proposed FIM-
max schemes outperform uniform power allocation, for both
quantizers and for all ranges of Ptot. Moreover, it is evident
that Lloyd-Max quantizer outperforms uniform quantizer in
moderate-region to high-region of Ptot. Similar observations
can be made for two types of noncoherent receivers, and
also when the optimization metric is |J | (i.e., Pk’s are the
solutions of the problem in (4)). Due to lack of space, we have
omitted those plots. Comparing three types of receivers, our
simulations demonstrate that for a given Ptot, coherent receiver
and noncoherent receiver with known channel statistics have
the best and the worst performance in terms of tr(J) and |J |.
D. Behavior of FIM-max Power Allocation Across Sensors
We study the behavior of the FIM-max power allocation
across sensors as Ptot increases. Recall δk =
|hk|2
2σ2wk
. We let
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K = 3, δ1 = 14, δ2 = 8, δ3 = 2, ak = [0.6, 0.8]T , σnk = 1,
Lk = 3 bits, ∀k. Fig. 7 illustrates {10log10(Pk)}3k=1 versus
Ptot for coherent receiver, where Pk ’s are the solutions of the
problem in (3), for both uniform and Lloyd-Max quantizers.
Regarding Fig. 7 we make the following four observations:
1) Pk increases as Ptot increases, 2) the power allocations
obtained for Lloyd-Max quantizer are very close to those
obtained for uniform quantizer, 3) when Ptot is small, only
sensor 1 is active, and as Ptot increases, sensors 2 and 3
become active in a sequential order, 4) in low-region of Ptot,
a sensor with a larger δk is allotted a larger Pk (water filling),
and in high-region of Ptot, a sensor with a smaller δk is allotted
a larger Pk (inverse of water filling). Although we don’t have a
closed-form solution for Pk’s, our conjecture is that its change
of behavior in terms of Ptot, can be explained by examining
the Pk’s solution provided in [20], where the authors have
considered a related problem. In particular, [20] considered
minimizing an upper bound on the MSE of LMMSE estimator,
subject to a network transmit power constraint, given quanti-
zation bits. For coherent receiver, based on the closed-form
solutions of Pk’s the authors in [20] found the following:{
when δk < eλ
∗
αk
, as δk increases, Pk increases,
when δk > eλ
∗
αk
, as δk increases, Pk decrease.
(56)
Equation (56) shows that the behavior of Pk’s can change,
depending on whether δk is larger or smaller than the threshold
δthk =
eλ∗
αk
. The parameter αk in (56) depends on the
observation vectors and quantization. The optimal value of
Lagrange multiplier λ∗ in (56) is related to Ptot according to
λ∗ = ea(−Ptot+b) where a > 0, b are common terms among
sensors. Revisiting the results in [20], now we return to Fig. 7.
Given the observation vectors and quantization (given αk)
and given δk, suppose Ptot increases. Increasing Ptot implies
that λ∗ and thus the thresholds δthk ’s decrease. Therefore, δk’s
are being compared against smaller thresholds δthk ’s. In high-
region of Ptot the thresholds δthk ’s are so small that each δk
exceeds δthk (all channels can be viewed as “strong”). In this
case, the allocation of power among sensors is such that, if
δ1<δ2<δ3 then P3<P2<P1, (the sensor with a less stronger
channel is allocated more transmit power). In contrary, given
αk and given δk suppose Ptot decreases. Decreasing Ptot
implies that λ∗ and thus the thresholds δthk ’s increase. Hence,
δk’s are being compared against larger thresholds δthk ’s. In
low-region of Ptot the thresholds δthk ’s are so large that each
δk is below δthk (all channels can be viewed as “weak”). In
this case, the allocation of power among sensors is such that,
if δ1 < δ2 < δ3 then P1 < P2 < P3, (the sensor with a less
weaker channel is allocated more transmit power).
Note that the behavior of Pk’s as the solutions of the problem
in (4) with respect to Ptot is analogous to that depicted
in Fig. 7. Moreover, the behavior of Pk’s for two types of
noncoherent receivers are similar to that of coherent receiver.
Due to lack of space, we have omitted those plots.
E. FIM-max vs. MSE-min Power Allocation
We explore how the FIM-max schemes are compared with
the power allocation that can be obtained from constrained
minimization of the MSE of the LMMSE estimator derived
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Fig. 7: {10log10(Pk)}3k=1 versus Ptot (dB) to maximize tr(J) for coherent
receiver.
in Section VI. Let Dl = tr(D(FIM-max)) and Dunif =
tr(D({Pk=Ptot/K}Kk=1)), denote trace of D at Pk’s obtained
from solving the problem in (4) and uniform power allocation,
respectively. Figure 8a illustrates the numerical evaluations
of Dm, Dt defined in Section VII-A, as well as Dl, Dunif ,
versus Ptot for three types of receivers and for the same
setup parameters as Fig. 6a. To fairly compare the perfor-
mance of different receivers, we obtain the numerical results
for coherent receiver and noncoherent receiver with known
channel envelopes by taking expectation over fading channel
envelope vector |h|, such that E [|hk|2] = 2σ2hk ,∀k. Fig. 8b
plots the same as Fig. 8a, with different setup parameters
though (the same parameters as Fig. 6b). These figures show
Dm ≤ Dl≈Dt ≤ Dunif for all three receivers and all ranges
of Ptot, i.e., performance of both FIM-max schemes are very
close to that of MSE-min scheme (when we average over
|h|). It is worth mentioning that from the estimation theory
we know Dm < Dt and Dm < Dl. What our simulations
suggest is that in our problem they are indeed very close
to each other. This observation is very important since it
indicates that, although Bayesian CRB is not attainable in
our problem and the WWB is tighter than Bayesian CRB,
it is still proper to use FIM-max power allocation (instead of
power allocation that minimizes the WWB or the MSE of the
LMMSE estimator), since the difference Dm−Dt or Dm−Dl
is small and not significant. While in low-region and high-
region of Ptot, Dt and Dl are much closer to Dm, in moderate-
region of Ptot, there is a small gap between them. Comparing
three types of receivers for a given Ptot, coherent receiver and
noncoherent receiver with known channel statistics have the
best and the worst performance. Similar observations can be
made for Lloyd-Max quantizers. Due to lack of space we have
omitted those plots.
F. Estimation Performance of a Randomly Deployed Network
We investigate the impact of network size K on the MSE
performance and compare tr(MSE) that is evaluated at dif-
ferent transmit power allocation. We assume K = 20 sensors
are randomly deployed in a 2m× 2m field, where the origin
is the center of the field, and compare the numerical results
with K=2 sensors. We consider a zero-mean Gaussian vector
θ = [θ1, θ2]
T with Cθ = [4, 0.5; 0.5, 0.25]. The distance
between each external signal source θi located at (xti , yti)
and sensor k located at (xsk , ysk) is:
dki =
√
(xsk − xti)2 + (ysk − yti)2, k = 1, ..., 20, i = 1, 2
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Fig. 8: Dt, Dl, Dm, Dunif versus Ptot (dB) for three types of receivers and
uniform quantizers. Each figure has 12 plots. For all three types of receivers,
Dm ≤ Dl ≈ Dt ≤ Dunif .
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Fig. 9: Dt, Dl, Dm, Dunif versus Ptot (dB) for coherent receiver, K=20.
Let d0i be the distance of source θi from the origin. Without
loss of generality, we assume d01 = d02 = 1m. To characterize
the observation gain vectors ak,∀k in (1) we adopt an isotropic
intensity attenuation model, where ak=[( d01dk1 )
n, ( d02dk2 )
n]T and
n is the signal decay exponent which is approximately 2 for
distances ≤1km [43]. We assume σwk = 1. For coherent re-
ceiver and noncoherent receiver with known channel envelopes
we let |hk|=1,∀k, and for noncoherent receiver with known
channel statistics we let σhk =1,∀k.
Fig. 9 plots Dt,Dl,Dm,Dunif versus Ptot for coherent
receiver, and both uniform and Lloyd-Max quantizers. Fig. 9
demonstrates the superiority of FIM-max schemes, compared
to uniform power allocation for all ranges of Ptot. Further-
more, the observation Dl ≤ Dt, suggests that log-det-FIM-
max power allocation is closer to MSE-min power allocation,
compared to tr-FIM-max power allocation (for a given realiza-
tion of |h|). This is intuitively appealing, since the Bayesian
FIM J is not a diagonal matrix and log-det-FIM-max power
allocation extracts and utilizes more information from J , com-
pared to tr-FIM-max power allocation. Similar observations
can be made for two types of noncoherent receivers. Due to
lack of space we have omitted those plots.
X. CONCLUSIONS
We derived the Bayesian FIM J and the WWB for dis-
tributed estimation of a Gaussian vector, when sensors transmit
their digitally modulated quantized observations to the FC
over power-constrained orthogonal noisy fading channels. We
formulated and addressed constrained maximization of tr(J)
and log2(|J |) under the constraint on Ptot. We also derived
the LMMSE estimator and its corresponding MSE. Through
simulations we observed that both tr(J) and |J | increase as
Ptot increases. Regarding the solutions of the formulated con-
strained maximization problems, we noticed that in low-region
and high-region of Ptot, Ptot is alloted among sensors in a
water filling and inverse of water filling fashion, respectively.
We also considered the power allocation solution obtained
from minimizing the MSE of the LMMSE estimator (MSE-
min scheme). Numerical results demonstrated the effectiveness
of FIM-max schemes for different network setup parameters,
as the MSE associated with FIM-max schemes are very close
to that of MSE-min scheme and outperform that of uniform
power allocation in all simulation scenarios. These suggest
that, although the WWB is tighter than the Bayesian CRB in
our problem (and Bayesian CRB is not attainable), it is still
appropriate to use FIM-max schemes, since the performance
loss in terms of the MSE of the LMMSE estimator is not
significant. Comparing the performance of three types of
receivers, our numerical results revealed that coherent receiver
and noncoherent receiver with known channel statistics have
the best and the worst performance, respectively. Comparing
uniform and Lloyd-Max quantizers, we observed that the latter
outperforms the former in moderate-region to high-region of
Ptot for all receivers.
APPENDIX
A. Proof of Lemma 1
By using the Bayes’ rule, we have:
p(mˆ|θ) =
∑
m1
· · ·
∑
mK
p(mˆ|m,θ)p(m|θ). (57)
Since the communication channels are orthogonal and com-
munication channel noises are independent, we can write:
p(mˆ|m) =
K∏
k=1
p(mˆk|mk). (58)
Moreover, given m, mˆ depends on communication channel
noises and θ depends on observation noises. However, ob-
servation and channel noises are two independent random
processes. Hence, given m, θ and mˆ are conditionally in-
dependent. That is, θ, m and mˆ form a Markov chain7 and
we conclude:
p(mˆ|m,θ) = p(mˆ|m). (59)
Combining (58) and (59), p(mˆ|m,θ) in (57) becomes:
p(mˆ|m,θ) =
K∏
k=1
p(mˆk|mk). (60)
Let x = [x1, ..., xK ]T be the observation vector. Since
Gaussian observation noises nk’s are uncorrelated across the
7We say that random variables x, y, z form a Markov chain, denoted by
x→ y → z, if Markov property holds p(z|x, y) = p(z|y) [34].
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Fig. 10: Quantization and encoding of xk with symmetric pdf.
sensors and also uncorrelated with Gaussian θ, we have
f(x|θ) = ∏Kk=1 f(xk|θ). This implies:
p(m|θ)=
K∏
k=1
p(mk|θ), (61)
Substituting (60) and (61) in (57), we reach (62) bellow in
which (a) is obtained from some straightforward mathematical
manipulations and (b) is obtained using the Bayes’ rule and
the fact that θ,mk, mˆk form a Markov chain.
B. Proof of Lemma 2
Given the assumptions made in lemma 2 and the num-
ber of quantization bits Lk, Fig. 10 illustrates how the
noisy observation xk is quantized and encoded. Define
p (uk,l < xk ≤ uk,l+1) = pk,l, where uk,l’s are the quanti-
zation boundaries specified in Section II. Since xk has a
symmetric pdf and the quantizer is symmetric, we have:
pk,l = pk,Mk−l+1, l = 1, ...,Mk.
Define ok,l as the number of ones in encoded quantization
index l. When the quantization indices are encoded using
natural binary coding we can show that ok,l = Lk−ok,Mk−l+1.
Therefore, the prior probability p(H1,i), i = 1, ..., Lk can be
computed as:
p(H1,i)=
∑Mk
l=1ok,lpk,l
Lk
=
∑Mk
2
l=1 [ok,lpk,l+(Lk−ok,l)pk,l]
Lk
=
1
2
.
Similarly, we can show that p(H0,i) = 1/2.
C. Calculation of I1k,l in (39), and I2k,l and I3i,j,l1,l2 in (41)
We first calculate I2k,l. We consider the eigenvalue decom-
position of Cθ = UΣUT where |Cθ| = |Σ|, |U | = ±1. We
define v = UTθ and therefore dv = |U |qdθ [44], and also
ψk=U
Tak in which ak is sensor k observation gain vector.
Using these definitions and changes of variables along with
the definition of βk,l(θ) in (12), I2k,l becomes:
I2k,l=s1k
uk,l+1∫
uk,l
∫
v∈Vv
exp{−1
2
[
(
xk−ψTk v
)2
σ2nk
+vTΣ−1v]}dvdxk,
where s1k = 1√
(2pi)q+1|Σ|σn|U |q
and Vv denotes the q-
dimensional volume over which we take integral in the new co-
ordinate. After expanding the argument of exponential function
of the integrand and using completing square, and defining:
Q−1k =Σ
−1 +ψkψ
T
k /σ
2
nk
, ωk=
xk
σ2nk
Qkψk, (64)
I2k,l can be obtained as in (63), in which s2k =
√
|Qk|√
2pi|Σ|σnk
,
and for the second equality, we have used the fact that integral
of pdf of Gaussian random vector v over Vv is equal to 1. The
term |U |q =±1 in the denominator of s1k is absorbed in the
integration over v, because the effects of change of variable
from θ to v on Vθ to Vv and dθ to dv cancel each other. Since
|Qk|=1
/ ∣∣Q−1k ∣∣, using the Matrix Determinant Lemma which
performs a rank-1 update to a determinant [45], we obtain:
|Qk| =
σ2nk |Σ|
σ2nk +ψ
T
kΣψk
,
and therefore s2k = 1√
2pi(σ2nk+ψ
T
kΣψk)
. One can also use the
Binomial Inversion Lemma [45] to compute Qk in (64) as:
Qk = Σ−
Σψkψ
T
kΣ
σ2nk +ψ
T
kΣψk
. (65)
p(mˆ|θ) =
∑
m1
· · ·
∑
mK
K∏
k=1
[p(mˆk|mk)p(mk|θ)] (a)=
K∏
k=1
[
∑
mk
p(mˆk|mk)p(mk|θ)] (b)=
K∏
k=1
p(mˆk|θ), (62)
I2k,l=s1k
uk,l+1∫
uk,l
∫
v∈Vv
exp{−1
2
[(v−ωk)TQ−1k (v−ωk)]−
1
2
[
x2k
σ2nk
− ωTkQ−1k ωk]}dvdxk=s2k
uk,l+1∫
uk,l
exp{−1
2
[
x2k
σ2nk
−ωTkQ−1k ωk]}dxk, (63)
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Substituting (65) in (64) and (63), we obtain:
I2k,l = s2k
uk,l+1∫
uk,l
exp{− x
2
k
2(σ2nk +ψ
T
kΣψk)
}dxk.
From the definition of ψk we have ψ
T
kΣψk = a
T
k Cθak.
Having σk from (43), we conclude:
I2k,l = Q(
uk,l
σk
)−Q(uk,l+1
σk
).
Taking a similar approach, we can calculate I1k,l in (39) and
I3i,j,l1,l2 in (41).
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