[1] A measure of the average distance between climate model predictions of multiple fields and observations has been developed that is based on the use of empirical orthogonal functions (EOFs). The application of EOFs provides a means to use information about spatial correlations in natural variability to provide a more balanced view of the significance of changes in model predictions across multiple fields, seasons, and regions. A comparison is made between the EOF-based measure and measures that are normalized by grid point variance and spatial variance for changes in the National Center for Atmospheric Research Community Climate Model, Version 3.10 (CCM3.10), parameter controlling initial cloud downdraft mass flux (ALFA), an important parameter within the Zhang and McFarlane [1995] convection scheme. All measures present consistent views that increasing ALFA from its default value creates significant improvements in precipitation, shortwave radiation reaching the surface, and surface latent heat fluxes at the expense of degrading predictions of total cloud cover, near-surface air temperature, net shortwave radiation at the top of the atmosphere, and relative humidity. However, the relative importance of each of these changes, and therefore the average view of the change in model performance, is significantly impacted by the details of how each measure of model performance handles regions with little or no internal variability. In general, the EOF-based measure emphasizes regions where modeledobservational differences are large, excluding those regions where internal variability is small. 
Introduction
[2] Composite measures of model performance or skill scores have traditionally been used within weather prediction to compare different forecast systems and to track forecast improvements over time [e.g., Murphy, 1988; Murphy and Epstein, 1989] . Taylor diagrams provide an analogous role for depicting climate model performance through the comparison within a polar-coordinate diagram of the standard deviations and spatial correlations of model predictions and observations [Taylor, 2001; Boer and Lambert, 2001 ]. Here we consider ways of optimizing these skill scores so that they may be effective within numerical algorithms that automatically navigate the changes that may be required to tune a climate model to reproduce observational data or quantify climate model parameter uncertainties [Jackson et al., 2004] . Ideally, skill scores should reflect a balanced measure of the mismatch between model predictions and observations over any number of different regions, seasons, and fields. Difficulties arise, however, in that observations do not exist at the same spatial and temporal resolution as the model predictions. Moreover, there usually is a lack of adequate information about observational or model uncertainties that are used to normalize modeled-observational differences. Some of these challenges have been addressed in part by the effort to optimize the ''detection and attribution'' of climate change signals within the instrumental record of climate [i.e., North and Stevens, 1998; Allen and Tett, 1999; Hegerl et al., 2000; Hegerl and Allen, 2002] . Here we consider one approach that applies these advances to the goal of improving multivariate measures of climate model performance.
Approaches to Error Normalization
[3] Within the general form of the ''cost function'' that defines how model errors may be quantified by a meansquare mismatch between model predictions and observations, one may include a normalization factor, the inverse JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 109, D15101, doi:10.1029 /2004JD004584, 2004 Copyright 2004 by the American Geophysical Union. 0148-0227/04/2004JD004584$09.00 of the data covariance matrix C
À1
, which provides the primary means to weigh the significance of different aspects of a model's performance. The mathematical form of the cost function for N different fields d obs (e.g., surface air temperature, precipitation, etc. . .) and model predictions g(m) at M points (note that each field may contain a different number of points M) and normalized by the inverse of a M Â M data covariance matrix C À1 is
Equation (1) includes vector m of model parameter values, and T indicates the matrix transpose. The data covariance matrix includes information about potential sources of observational or model uncertainty, including information about uncertainty originating from natural (internal) variability, measurement errors, or theory. This form of the mean-square error E is the appropriate form for assessing more rigorously the statistical significance of modeled-observational differences when it is known that distributions of model and observational uncertainty are Gaussian. If one assumes that uncertainties are spatially uncorrelated, the data covariance matrix will only contain nonzero elements along the diagonal. When considering uncertainty originating from spatially uncorrelated natural variability, each of these elements is equal to the variance of the natural variability within the corresponding grid point where model predictions are compared to observations. There is a potential danger in comparing observations to model predictions for points where the observed or modeled variance is very small (like rainfall over a desert). Any errors in the estimate of the variance at these points will be easily translated into errors within E by the singularity that occurs when taking the inverse of the data covariance matrix. Because models tend to underestimate small-scale variability anyway, any difference between grid point differences of models and observations that are normalized by grid point variance tend to be exaggerated. Taylor [2001] and Boer and Lambert [2001] avoided these singularities by normalizing by a variable's global spatial variance rather than the grid point temporal variance. Although this choice avoids the singularity problem, normalizing by the spatial variance is nonoptimal from two perspectives: First, modeledobservational differences will be more strongly weighted toward regions where the differences are the largest and not necessarily toward those regions where these differences are the most significant. Second, composite measures of model performance will tend to weigh different observable fields unevenly. For instance, fields whose spatial variability is primarily linked to the latitudinal gradient of solar radiation will tend to appear less sensitive to prescribed forcing experiments than other fields [Williamson, 1995; Watterson, 1996; Watterson and Dix, 1999] .
[4] An alternate approach to quantifying modeledobservational differences that does not suffer from these shortcomings is provided, in part, by a number of authors working on the ''detection and attribution'' of climate change signals in the observational record [North and Stevens, 1998; Allen and Tett, 1999; Hegerl et al., 2000; Hegerl and Allen, 2002] . These authors were mainly concerned with comparing observational and modeled climate anomalies. There are some additional complications that arise in trying to quantify the large differences that occur between observed and modeled climate means. However, our interests are more akin to the detection and attribution problem insofar as we are primarily interested in quantifying the statistical significance of changes in model performance that occur as one navigates through parameter space. By keeping the large biases within the measure of model performance, one may track how changes to model parameter values either degrade or improve model agreement with observations.
[5] The optimal ''detection and attribution'' approach relies on the fact that there are significant correlations between grid point variances (the off-diagonal components of the data covariance matrix). Instead of simply comparing point differences between observations and model predictions, one may instead re-express these differences in terms of a linear combination of emperical orthogonal functions, or EOFs, which are maps of the spatial structures of independent expressions of correlated variability derived from time series of long integrations of an unforced climate system model. Each EOF has an associated eigenvalue equivalent to the portion of the total variance accounted for by that EOF. One may re-express equation (1) in terms of a linear sum of K EOFs,
where a j are the coefficients of the series of EOFs that reconstruct modeled-observational differences, i.e.,
and l j is the variance accounted for by the jth EOF. The EOFs are ordered such that the first EOF is associated with the largest variance l and the last EOF is associated with the smallest variance. By recasting modeled-observational differences in terms of a series of EOFs, one may terminate the series at the point when the model becomes inadequate to represent the variability that is present within the observational data. Allen and Tett [1999] (hereinafter referred to as AT99) propose one consistency check to detect for model inadequacy. Their method is to examine the running E(m)/ (k À 1) statistic, which should ideally be of order unity if the only difference between the observations and model predictions is noise with some allowance for the presence of systematic biases. Because AT99 only compared observed and modeled climate anomalies, their method provided a fairly clear indication of when the E(m)/(k À 1) statistic became excessively different from unity. As we shall explain, this threshold is not so clear when one also includes the large systematic biases that exist between models and observations within the left-hand side of equation (3). [Gates et al., 1999] . The model consists of an atmospheric general circulation model at $2.8°latitude by 2.8°longitude resolution (T42 truncation, 18 levels) with prescribed sea surface temperatures and sea ice extents as observed between December 1977 and December 1997. The first 11 months of the model integration are not used within the climatologies derived from the model integrations. Initial conditions were derived according to AMIPII conventions, in which the model is first integrated for 5 years with climatological SSTs and ice extent. Because this version of the model does not permit fractional sea ice concentrations, we confine our analysis between the bands 30°S and 60°N.
Experimental Design
[7] Fifteen standard AMIPII experiments were conducted with different initial conditions. These experiments test the uncertainty in our ability to measure modeledobservational differences owing to the existence of internal variability. In addition, we conducted six additional experiments with varying values of a single model parameter ALFA, which controls the initial downdraft mass flux for convective cloud systems as formulated by Zhang and McFarlane [1995] . The model is quite sensitive to different choices in this parameter and therefore useful for demonstrating measures of model performance for different model configurations.
[8] We compare model predictions of 12 quantities with observational or reanalysis data (Table 1) : Nine of the fields are defined on a latitude-longitude grid (with the CCM3.10 variable name in capitals): total cloud cover CLDTOT, net longwave radiation at the top of the atmosphere FLNT, net shortwave radiation at the top of the atmosphere FSNT, downwelling shortwave radiation at the surface FSDS, surface latent heat flux LHFLX, total precipitation PRECT, sea level pressure PSL, surface sensible heat flux SHFLX, and air temperature at 2-m reference height TREFHT. Three quantities are defined as zonal means on a latitude height grid: zonal winds U, relative humidity RELHUM, and temperature T. Table 2 lists the observational or reanalysis data that were used to evaluate these model quantities. These quantities were selected because of the existence of a corresponding instrumental or reanalysis data set; they provide good constraints on top of the atmosphere and surface energy budgets, and they are fields that are commonly used to evaluate model performance. In fact, because of this need, the observational data products exist at the same or nearly the same resolution as model output.
4. An EOF-Based Multivariate Measure of Model Performance
Covariance Matrix
[9] Elements of the covariance matrix were calculated using a 290-year-long control integration of Community Climate System Model, Version 2.0 (CCSM2.0), a version of the coupled atmosphere-ocean climate system model developed at NCAR. Ideally, one would like a much longer integration so that one may accurately quantify the covariance between all model grid points that occurs within different 19-year segments, the length of the CCM3.10 AMIP-style experiments. The inverse covariance matrix based on variability of 19-year means of the control integration was singular, as was the inverse covariance matrix defined from the coupled model's interannual variability. These singularities simply reflect the fact that the number of degrees of freedom expressed within control integration is less than the rank of the covariance matrix.
[10] Following the example of comparisons of model predictions with observational records developed for the optimal detection and attribution of climate change (section 1), we attempted to express modeled-observational differences in terms of a series of EOFs defined from interannual variations of the 290-year-long control integration. However, we found that the EOFs were not able to sufficiently represent modeled-observational differences (Figures 1a and 1b) . We attribute this to the fact that model means have large systematic biases relative to observations. By defining EOFs over limited regions, however, one may increase the ability of EOFs to represent separate portions of these large-scale differences. For fields that are defined on a latitude-longitude grid, we split the domain into 30°latitu-dinal bands (30°S to 0°N, 0°-30°N, and 30°-60°N), which separates spatial structures of variability within the tropics from that of the middle to high latitudes. The idea is that spatial structures of variability would tend to be coordinated within each 30°band. Each latitude band contains approximately 1450 grid points. For fields that are defined as zonal mean height cross sections, we did not need to subdivide the fields into latitudinal bands. For these upper air diagnostics, the number of grid points is 561 for T and U and 336 for RELHUM. The EOF reconstructed modeled-observational differences based on subregions improved the fidelity of the reconstruction for all fields considered (Figure 1c ).
EOF Truncation
[11] One advantage of using EOFs is the ability to identify and quantify the spatial structures of correlated variability at which models can be compared to data. AT99 argue that there should exist an EOF truncation number beyond which models would underrepresent the variability that exists within observational data. Including EOFs that account for too little variability relative to observations will cause a possibly misleading inflation of the measure of the mismatch. Although AT99 found a fairly clear indication of where this truncation should be, we found that the appropriate choice of the EOF truncation number can be obscured by systematic differences that exist between models and data at all scales. Figure 2 shows the value of the cost function (equation (2) normalized by the truncation number K) with truncation number for variables T, SHFLX, and FSDS. If modeled-observational differences were only from natural variability, the value of the cost function should be of order unity until the point at which the model underrepresents observational variability. What Figure 2 shows instead is that the differences that exist between models and data are much greater than natural variability for all spatial scales. The matter of identifying an objective EOF truncation number is not well defined in this case.
[12] We propose an alternate way to determine an appropriate EOF truncation number. Rather than focus on whether the model adequately represents observational variability, a notion that may be too refined for the gross differences that exist between model and observational means, we choose to focus on determining the truncation number beyond which additional EOFs no longer contribute significantly to representing modeled-observational differences. Figure 3 shows a smooth curve of the improved spatial correlation between modeled-observational differences of T, SHFLX, and FSDS with increasing number of EOFs retained in equation (2). The smoothed correlation curve was created by applying, 5 times, an 11-point Trenberth filter to the correlation versus number of EOFs retained curve [Trenberth, 1984] . Three-point and two-point smoothing functions were used near the lowest and highest truncation numbers. Assuming that each additional EOF corresponds to an effective degree of freedom of the actual variance represented by the modeled-observational differences, one may evaluate at what point the rate of improved correlation provided by the slope of the smoothed correlation curve is no longer significant according to standard significance tests of the Pearson correlation for a given number of effective degrees of freedom. A similar approach was taken by North and Wu [2001] , although they primarily concentrated on the total amount of variance accounted for by the retained EOFs. For example, for 30 EOFs, the critical slope is 0.007 correlation units for every additional degree of freedom at the 0.01 significance level. For 60 EOFs the critical slope is 0.0026 correlation units for every additional degree of freedom. We have defined our EOF truncation number to be the first point at which the slope of the smoothed correlation curve falls below 0.004 for potential truncation numbers below 50. If the potential truncation number is greater than 50, the threshold slope is 0.0014. (We have deliberately chosen not to be too rigorous with our treatment of the truncation number criterion as we do not want to convey the impression that this is an exact science despite our use of statistical thresholds.) Because the smoothed correlation curve may be negative when the number of EOFs is small (typically less than 10), we also stipulate that the correlation curve be smoothly varying at the point the truncation number is selected. We have tested the sensitivity of the cost function to 25% changes in the truncation number and found that the results are not significantly altered. The truncation numbers for T, SHFLX, and FSDS are indicated within Figure 3 . We determine a truncation number for every region and three-month season (DJF, MAM, JJA, SON) where EOFs are separately determined. The average truncation number for all fields, regions, and seasons for the latitude-longitude gridded data is 73 with a standard deviation of 21. While this number of retained EOFs may be considered high, it represents far fewer degrees of freedom than the approximately 1450 potential degrees of freedom in each of the 30°latitude bands.
Renormalization
[13] A natural way to compensate for the fact that modeled-observational differences within each region and season may be represented by a different number of EOFs is to normalize the cost function by the number of EOFs used to evaluate model performance in each of these regions and seasons. Even so, it is natural for there to be large differences in cost function values for different quantities as some quantities are easier to model than others. The real test as to whether these different quantities have been appropriately normalized is to consider whether the range in cost function values that arises from internal model variability and that has been separately determined for each region, season, and quantity is the same. Differences in this range may arise from the fact that the EOFs may have varying degrees of success in representing modeled-observational differences and therefore represent a different amount of the total variability. Moreover, EOFs that are derived from a model may underrepresent the variability that is present in observational data. As our definition of the cost function does not change from experiment to experiment, we felt that it was appropriate to renormalize each region and season for every quantity by the range in cost function values that occurs from natural variability. We use the 15 model integrations of the standard model configuration with different initial conditions to estimate the effect of natural variability on the cost function.
Measures of Model Performance as Functions of ALFA
[14] We evaluate the performance of the Community Climate Model CCM3.10 in three ways according to the method of data normalization: a normalization by spatial variances, a normalization by grid point temporal variances, and a normalization based on EOFs. All measures of model performance or ''costs'' are of the form of equation (1), which quantifies modeled-observational differences in terms of a normalized square of modeled-observational differences. The only difference between cost definitions is in the way the data covariance matrix C is defined. The normalization by spatial variances expresses matrix C with the scalar c along its diagonal elements and is given by the spatial variances that exist within the 290-year control integration of CCSM2,
In equation (4) the i and j indices refer to grid points either on a two-dimensional latitude-longitude grid or latitude-height grid. The overbar with either the i, j, or t superscript denotes an average over the respective grid dimension or time axis. For the normalization by grid-point variances, each component of the diagonal of matrix C is defined separately as
The notation in equation (5) is similar to equation (4) except that c(i, j) refers to the element of the diagonal of matrix C corresponding to grid point (i, j). The normalization factor for the definition based on EOFs is the square of the eigenvalue (l 2 ) of each corresponding eigenvector of the covariance matrix (the EOFs). We shall refer to these different definitions simply as spatial variances cost, grid point variances cost, and EOF cost. All definitions only apply within the region 30°S to 60°N. In all cases we have renormalized each season, region, or field by the range in cost function values that were obtained in the 15 control experiments that differ by internal variability (see section 4.3). Figure 4 shows how CCM3.10 is affected by increasing parameter ALFA from 0.1 to 0.6. Figures 4a -4c show the change in model performance (one panel for each definition of the cost function) of individual fields, with the vertical bar centered on ALFA = 0.1 indicating the uncertainty by the range in cost values for the 15 control experiments. The range in cost values for these experiments is approximately equal to 1 cost unit. It differs slightly from unity when averaged over each season and region. For each field the mean cost of the 15 control experiments has been subtracted so that it is easier to compare how individual fields are affected by changes in ALFA.
[15] Figures 4d -4e show the average cost value among the 12 fields considered. One may contend that the equal weighting among an arbitrarily chosen number of observational constraints does not provide a completely objective means to measure model performance. One idea suggested by an anonymous reviewer is to use information about the correlations between the different fields to assess the information that is truly independent. In principle, one could derive a correlation matrix of cost values for each field from a large number of control experiments. The principle components of this matrix define a new set of independent ''factors.'' One may select a reduced number of factors that are sufficient to explain the significant degrees of freedom exhibited by the fields considered. This idea has not been implemented here because the 15 control experiments are not sufficient to establish the statistical independence of the principle components of a 12 Â 12 correlation matrix.
[16] The three alternate measures of model performance give different impressions of how ALFA affects model climate and modeled-observational biases. Increasing ALFA has the effect of strengthening convection, especially in the tropics. In particular, increasing ALFA reduces the double Intertropical Convergence Zone precipitation (PRECT) bias with respect to the Xie-Arkin observational data set in the western tropical Pacific, as well as biases throughout the Indian Ocean, Southeast Asia, the central Pacific, the Caribbean, Saudi Arabia, and Africa, but increases slightly the biases in South America and the eastern Pacific (not shown). It is interesting to note that although the effect of ALFA on precipitation is highly structured, many of these structures map very well onto the modeled-observational biases. This suggests that nonideal values of ALFA could be a leading explanation for modeled-observational biases in precipitation in this region. The improvement in precipitation shows up as a reduction in the cost values for the solid orange line in Figures 4a -4c . Associated with the increase in convection, there are significant increases in low-and high-level clouds (cost function only considers total cloud amounts CLDTOT) and significant decreases in the amount of shortwave radiation downwelling at the surface (FSDS). Although the reduction in FSDS going from ALFA = 0.1 to ALFA = 0.3 reduces the surplus radiation by 45%, model cloud amounts are already in excess of what is observed in ALFA = 0.1, and changing to ALFA = 0.3 only makes this bias worse. Consistent with these biases and changes in shortwave radiation and total cloud amounts, model simulations of air temperature at 2-m reference height (TREFHT) that contained a zonally averaged 1°-4°C cold bias in the tropics at ALFA = 0.1 were made worse at ALFA = 0.3 by $10%. The increase in cloud amounts also reduces further net shortwave radiation at the top of the atmosphere (FSNT), which at ALFA = 0.1 was already smaller than is observed. Increasing ALFA also increases relative humidity (RELHUM) through much of the tropical and midlatitude midtroposphere. This reduced some of the model biases in the subtropics; however, this change also made worse the excess relative humidity in the midlatitudes.
[17] All measures of model performance in Figures 4a -4c indicate that increasing ALFA improves simulations of FSDS, PRECT, and LHFLX while making worse simulations of CLDTOT, TREFHT, FSNT, and RELHUM. There were different assessments of whether or not there were improvements in zonally averaged air temperature T, sensible heat flux SHFLX, sea level pressure PSL, zonal winds U, and net longwave radiation at the top of the atmosphere FLNT. Even when these different measures agree in sign on how AFLA affects model performance, each measure assigns a different level of significance to how modeled changes affect model biases.
[18] To evaluate further what accounts for these differences, we consider similarities or differences in the change in cost function measures for the JJA seasonal average for the surface sensible heat flux SHFLX and zonal mean air temperature T. In the first case, the normalization by grid point variance suggests that simulations of SHFLX became worse with increasing ALFA (Dcost = 17.25 in contrast to À1.18 for the EOF-based measure and À1.79 for the normalization by spatial variances). Figure 5a shows the difference between observations and model predictions of SHFLX for ALFA = 0.1. The largest biases occur over land with a surplus of SHFLX in Southeast Asia, southeastern North America, and northern South America and a deficit over parts of central Asia, the Middle East, and northern Africa. All these biases are reduced as one changes ALFA to 0.3 (Figure 5b ), except for northern South America. Figure 5c shows that the grid point variance is larger over the continents than over the ocean. Accordingly, the change in the cost function based on normalization by grid point variance (Figure 5d ) has its largest values over the oceans. In contrast, the normalization by spatial variances emphasizes regions where modeled-observational differences are the largest irrespective of grid point variances. In this case, the improvements over continental regions allowed for the cost measure to be reduced as ALFA increased from 0.1 to 0.3. Unlike the normalization by grid point variances, the EOF-based measure of model performance emphasizes regions where variances are the largest, as it is in these regions that the EOF approach will do the best job in representing modeled-observational biases. The EOFs representing SHFLX are primarily representing changes over the continents as it is in these regions where the grid point variances are the largest. Accordingly, the EOF-based measure of model performance is mostly reflecting the improvements that are occurring over the continents.
[19] The vertical profile of zonally averaged air temperature T provides another good example to contrast the different ways that these three approaches to quantifying model performance work. Moreover, the JJA season contains the largest differences between the three approaches to quantifying climate model performance. In the case of T, the EOF cost measure suggests that the simulation with ALFA = 0.3 is significantly improved from simulations with ALFA = 0.1 (Dcost = À5.12). In contrast, both the normalization by grid point variances and that by spatial variances indicate that increasing ALFA degrades predictions of T (Dcost of 4.88 and 4.28, respectively). For the JJA ALFA = 0.1 experiment, the primary difference from observations (National Centers for Environmental Prediction (NCEP) reanalysis data in this case) is that the model has a 4°-5°C cold bias in the upper tropical troposphere (near the tropopause) around 100 mbar and a 3°-4°C warm bias in the stratosphere around 30 mbar in the tropics. A 1°-2°C warm bias also exists at 70 mbar around 60°N as well as a 1°-2°C warm bias in the midtropical troposphere (Figure 6a ). Increasing ALFA to 0.3 cools the topical midtroposphere and lower stratosphere around 70 mbar. The cooling in the lower stratosphere makes worse the cold bias in the lower stratosphere but reduces some of the warm bias in the upper stratosphere (Figure 6b ). The latitudeheight cross section of variance (Figure 6c ) shows enhanced tropical variability at 70 mbar up to the top of the model as compared to the troposphere. The cooling near the tropical tropopause (near 100 mbar), which brings the model further away from observations and is in a location of small variance, dominates the grid point variance perspective that ALFA = 0.3 is worse than ALFA = 0.1. This degradation is tempered a bit by improvements in the tropopause and portions of the upper atmosphere (Figure 6d ). The cost function normalized by spatial variances also emphasizes the stronger cold bias near the tropical tropopause but emphasizes slightly differently the heterogeneous mixture of areas of improvement and degradation (Figure 6e) .
[20] Whereas the cost function normalized by spatial variances should be proportional to the area average of the anomalies present within Figure 6e , the cost function based on EOFs has a less intuitive weighting system. To evaluate which aspects of the ALFA = 0.3 experiment improved from the EOF perspective, we have divided the primary anomaly field (Figure 6b ) into a sum of EOFs that increase the cost value in going from ALFA = 0.1 to ALFA = 0.3 ( Figure 7a ) and a sum of EOFS that decrease the cost value (Figure 7b) . The most significant aspect of these reconstructions is that the set of EOFs associated with a decrease in cost function values (model improvements) represent smaller amplitude changes than those features that are associated with an increase in cost function values. This shows why the EOF-based measure of model performance may at times seem counterintuitive, as we know in this case that the smaller amplitude changes dominate in significance over the larger amplitude changes. This may in part be related to the fact that the anomalies presented in Figure 7b counter more precisely the model biases present in the ALFA = 0.1 experiment (Figure 6a ). In contrast, the anomalies presented in Figure 7a represent a mixture of areas of improvement and degradation.
[21] One may question how robust the results are for cost measures of T given how the result depends on the relative weighting assigned to areas of improvement or degradation. The weight measures assigned to specific spatial structures are defined by the eignenvalues (equation (2)) and EOFs derived from interannual variations of a 290-year integration of CCSM2.0. As a check, we have also recalculated the cost function measures of model predictions of T within the ALFA = 0.1 and ALFA = 0.3 experiments using eigenvalues and EOFs derived from time series of 3-year seasonal averages instead of 1-year seasonal averages. We find that the changes in model performance going from ALFA = 0.1 to ALFA = 0.3 based on 3-year seasonal mean variability are nearly identical to the results described above.
Summary
[22] An EOF-based multivariate measure of climate model performance is presented so that better use is made of pattern correlations and spatial differences in natural variability. This approach uses EOFs to recast modeledobservational differences in terms of a limited number of spatial structures and weighted inversely by the amount of variance each pattern accounts for within a time series of interannual variability. As modeled-observational differences can be quite large, it is necessary to break the domain (30°S to 60°N) into 30°latitude regional bands, which helps keep down the number of EOFs that are necessary to represent modeled-observational differences. The EOF truncation number is determined by a criterion based on the rate at which additional EOFs improve the spatial correlations between grid point modeled-observational differences and EOF reconstructed modeled-observational differences. On average, 73 EOFs are used to represent model data differences. This number is a significant reduction in the 1450 potential degrees of freedom represented by the approximate number of grid points in each 30°latitude band. The ''cost function'' measure of model performance for each region, season, and field has been renormalized by the range in cost values that occurs from internal variability. The EOF-based measure of model performance has been found to be relatively insensitive to 25% changes in the number of EOFs used to represent modeled-observational differences.
[23] The idea of using EOFs to evaluate model performance is motivated by the need to make better use of knowledge of pattern correlations and spatial differences in natural variability so that (1) the composite measure of model skill is not biased toward any single variable and (2) it maximizes the ability to detect changes in model predictions (increases the signal-to-noise ratio) without placing too much weight on regions where internal variability is small. These points were illustrated by comparison of the EOF-based measure of model performance against measures based on normalization by grid point variances and normalization by spatial variances. In sum, the EOF-based measure of model performance weighs more strongly modeled-observational differences that occur over regions where these differences are large and natural variability is well defined. These characteristics permit a fairer comparison of the statistical significance of modeled-observational differences that occur between multiple fields. 
