In this paper, we introduce an approach based on viability theory for designing rebuilding programs for overexploited natural resources. Instead of using the so-called viability kernel, as is usual in the applications of viability theory, we consider the set of sustainable thresholds, which represents the constraints (parametrized by thresholds) that can be sustained from the current level of the resources under study over time. The recovery of the Southern hake in Chile is presented as an example to illustrate the proposed approach.
Introduction
From the Brundtland Report [7] , which provides a unifying definition of sustainable development, one can identify several studies proposing how to operationalize that definition in diverse contexts. In [26] , Oubraham and Zaccour give a complete overview of these studies, highlighting the application of concepts and tools from the so-called viability theory (see [1] [2] [3] ) to the sustainable management of renewable resources, including ecosystems and populations such as fisheries and non-marine species, the environment, and other resources.
As noted in [26] , there are of course other approaches (apart from viability theory) to operationalizing definitions of sustainable development, such as policy optimization and policy evaluation approaches. Concerning the sustainability of fisheries, in [29] (see also [19] ), Quinn and Collie present a review of modeling approaches focused on singlespecies population models, remarking that additional work is needed to make these new definitions of sustainability operational, 1 in order to be able to specify quantitative objectives to be achieved. In addition, they note that multiple objectives may be incompatible, so trade-offs in what constitutes sustainability must be made. This challenge fits very well into the viability theory framework, as presented in [31] , where Schuhbauer and Sumaila provide a review of the application of viability theory to the sustainable management of small-scale fisheries, offering the critique that the maintenance of nonnegative net benefits to society is often not considered in current notions of economic viability; accordingly, they conclude that it is necessary to expand current methods to better take into account social aspects when assessing the economic viability of this kind of fishery.
The viability theory requires the identification of state variables (e.g., the state of one or more natural resources under study, measured in biomass or number of individuals), control variables (e.g., harvesting efforts, induced mortalities due to harvesting), the dynamics representing the evolution of the resource(s) under the action of the control variables, eventual stochastic effects (e.g., climate factors, model identification processes, observation measurements) and constraints to be (ideally) satisfied during the exploitation of the resources(s), which represent the good state of the system considering several dimensions (environmental, economic, social, etc.). The identification of all these elements, depending on the components of the system (ecological, economical, social, etc.) to be studied, can be very challenging. In the context of this paper, we assume that these identifications have already been made, and they are represented by the satisfaction of a group of constraints modeled as functions depending on state and control variables that satisfy inequalities parametrized by thresholds, over time, which constitutes an intrinsically multi-criteria problem.
Traditional applications of viability theory to the sustainable management of natural resources (including ecological, economical, or social aspects) are based on the determination of the so-called viability kernel, a set consisting of initial conditions of state variables that ensure the existence of at least one (viable) trajectory of states (with the corresponding trajectory of controls that determine the state of the resources over time) that can satisfy the imposed constraints representing sustainability (see [4-6, 9, 10, 15, 17, 20, 28, 31] and the references therein). The design of (viable) controls or decisions (if possible, in a feedback form) that can make the system satisfy sustainability (or viability) constraints is an additional focus of these applications.
If the current state of the resources (e.g., given by assessments of the resources) is not viable, that is, if there is not a viable future trajectory able to satisfy viability or sustainability constraints, the restoration or rebuilding of the resources is then suggested. This approach is presented in [23, 24] , where, for an initial condition of state variables not belonging to the viability kernel, the authors propose to find a sequence of decisions that will restore the system in minimal time, that is, that will drive the resources to reach the viability kernel at a future time. This approach is related to the time of crisis concept (see [14, 18] ) from viability theory.
In [23, 24] , to propose rebuilding plans for overexploited natural resources, the authors establish an optimization problem that penalizes trajectories that do not belong to the viability kernel. Therefore, the lack of this condition suggests the presence of overexploited resources and, consequently, it is an indicator of a lack of sustainability. As mentioned in [23, 24] , beyond the issue of choosing adequate objective levels for restored natural resources, a key question is the identification and selection of the possible paths towards these objective levels. In practical situations, this question is crucial because it relates to the feasibility (technical, economic, biological) and to the social and political acceptability of the adjustments required for natural resources to be restored and hence to the actual possibility of driving natural resources back towards specified sustainability objectives.
Despite several applications of viability theory, one of the drawbacks of the viability kernel is that it may contain states that are not reachable from the current state of the resources to be studied, making it useless to compute. This task is, in general, very challenging. Instead of the viability kernel, we propose to focus on the set of sustainable thresholds, a set of thresholds that parametrize sustainability constraints that can be satisfied in the future, given the current state of the resources. This set will represent the ability (or inability) of the resources to sustain the specified sustainability constraints, as well as showing all the constraints (parametrized by thresholds) that can be satisfied via the current status of the resources, which can be very bad, in the case that only less demanding constraints can be sustained over time.
Mathematically speaking, the use of the viability kernel and the use of the set of sustainable thresholds are equivalent approaches, as one is the inverse mapping of the other. Nevertheless, for assisting the decision-making process for determining rebuilding strategies, we believe that the set of sustainable thresholds is visually more appealing because it contains more useful information than the viability kernel and has mathematical properties (not shared by the viability kernel) that should make its numerical computation more tractable, as we show in the example in Section 4 concerning the rebuilding of the Southern hake in Chile. In addition, in some applications, such as the one presented in Section 4, the state of the resources studied is represented by several variables (e.g., age-class models), and the viability kernel therefore cannot provide visual information, for instance, for decision-makers who are considering constraints. This case does not occur when one has few constraints to satisfy, for instance, two: one preservation-type constraint (e.g., to maintain at least a minimal level of the resource) and one production-type constraint (e.g., to maintain at least a minimal level of harvesting or profit); in this situation, the set of sustainable thresholds can be illustrated in the plane (two dimensions associated with the two constraints). Thus, this set represents the good or bad health of the systems under study in terms of sustainability, allowing visualization of the existing trade-offs between different constraints in defining sustainability.
It is worthwhile to recall that the set of sustainable thresholds was defined formally in [22] for discrete-time dynamical systems in the context of the analysis of maximin bargaining problems. In a continuous-time setting, this set was defined in [21] , where Martinet introduced a criterion for characterizing sustainability with certain indicators and thresholds acting as constraints. The approach of computing the thresholds to be sustained from an initial condition can also be found in [13] for discrete-time stochastic dynamical systems in the context of natural resource management, even though this work is strongly biased towards computing the (stochastic) viability kernel under certain monotonicity assumptions.
Therefore, given the dynamical system that represents the evolution of some natural resources under the action of control variables, with constraints modeled by a group of inequalities depending on state and control variables and parametrized by thresholds, we propose a method based on the following steps: (i) to identify the constraints (thresholds) that can be satisfied from the current state of the resources, that is, to compute the set of sustainable thresholds; (ii) if the thresholds defining sustainability constraints in a given context do not belong to the set of sustainable thresholds, to find a sequence of decisions (controls) to allow the desired constraints to be satisfied from a future time, minimizing, for instance, this recovery time or a cost associated with the implementation of rebuilding programs. We illustrate this approach by analyzing rebuilding strategies for the Southern hake in Chile. In addition, and taking into account one of the challenges presented in [29] , concerning the development of tools for handling and visualizing multiple objectives related to sustainability, we mention the development of an interactive web platform that computes rebuilding strategies associated with the minimal time of rebuilding and the minimal cost of rebuilding for the Chilean hake and for the Southern hake in Chile.
The paper is organized as follows. In Section 2, we introduce the general model structure to be studied and define the set of sustainable thresholds. Section 3 is devoted to defining, in our framework, the concept of an overexploited resource, which then allows us to introduce the rebuilding problem enabling the proposal of rebuilding plans for overexploited natural resources. To illustrate the proposed approach, in Section 4, we show as an example the recovery of the Southern hake in Chile, where optimal strategies, according to the minimal time of rebuilding or minimal costs, are presented. We conclude in Section 5 by summarizing our contributions and mentioning some future perspectives. At the end of the document, the "Appendix" presents mathematical proofs of the propositions.
General Model and the Set of Sustainable Thresholds

A General Model
Consider one or more resources represented by n state variables, subject at each period of time to m decision variables (e.g., resource extraction, harvesting effort, fishing (induced) mortality). The evolution in discrete time of the resources is represented by the vector state x(t) ∈ R n , (e.g., an age-structured fish-stock population, see [8, 30] ). We denote by c(t) ∈ R m the vector of decision or control variables for t ≥ t 0 , where t 0 ∈ N is the initial time of the studied process.
In a deterministic context, all the features of the resources dynamics are summarized by a function D : R n × R m −→ R n , which involves natural resource growth functions. Thus, the evolution of the resources is represented by the following controlled discrete-time dynamical system
where x 0 represents the initial condition of the resources (e.g., the current state of the resources), and C ⊂ R m represents the set of admissible decisions, which is supposed to be a nonempty compact set. It is often desirable that the trajectories of both states and decisions satisfy certain constraints, expressed in terms of inequalities [10, 11] . In a general framework, we say that at each period t, state and decision variables must belong to some admissibility set represented by p ≥ 1 inequalities (e.g., scarcity of resources, minimal profits, minimal yield, minimal spawning-stock biomass)
Functions I j : R n × R m −→ R can be interpreted as observations or indicators of the state and decision variables (e.g., harvesting per unit of effort, yield, profit), and the numbers θ j can be interpreted as thresholds that indicators should not overshoot. For the sake of notation, we will
where the inequality in the above expression represents the component-wise order. In the rest of the paper, we will assume that the functions I j are continuous. Thus, the system to be studied in this work is
Set of Sustainable Thresholds
In the context introduced above, viability theory has traditionally focused on analyzing and computing the viability kernel (see [1] [2] [3] ), a key concept in this theory, which consists of the set of initial conditions for which the system (3) is feasible. That is, for a given vector of thresholds θ = (θ 1 , . . . , θ p ) ∈ R p , the viability kernel is defined by
c(t) ∈ C and
I (x(t), c(t))
The viability kernel Viab(θ) associated with a vector of thresholds θ is known to play a fundamental role (in both continuous and discrete time) in the analysis of such problems and in the design of viable control feedback. Unfortunately, its computation is not an easy task. In the literature, one can find many efforts to characterize and compute the viability kernel (see [3, 10] ), including methods based on the dynamic programming principle [10, 12] . To our knowledge, less attention, with the exception of [13, 17, 21, 22, 32] , has been devoted to determining, given an initial condition, the constraints (parametrized by the vector of thresholds θ ) for which the system (3) is feasible. We believe that this approach is relevant when the initial condition is fixed (for instance, when it represents the current state of some natural resources) and when it does not belong to the viability kernel for a given vector of thresholds θ . Additionally, it is interesting when the constraints (which can be considered objectives) are subject to a bargaining process (committees in which conflicting interests-production vs preservation-are represented). Thus, this approach consists of formulating the following question: given an initial state x 0 , for what vectors of thresholds θ = (θ 1 , . . . , θ p ) is the system (3) feasible? This approach is an alternative to the study of the time of crisis (see [14, 18] ) in viability theory. Mathematically speaking, this question is equivalent to computing the following set:
The set S(x 0 ) is referred to as the set of sustainable thresholds starting from x 0 . This set provides a good picture of the current state of the resource x 0 , in terms of containing thresholds that can be maintained in a sustainable way. A small set S(x 0 ) means that the current state x 0 is vulnerable in the sense that the room for maneuvering in terms of sustainability is reduced.
Mathematically speaking, the set of sustainable thresholds can be considered as the inverse mapping of the viability kernel, in the sense that
Note also that if θ ∈ S(x 0 ), then θ ∈ S(x 0 ) for all θ ≤ θ . This property is not shared by the viability kernel and suggests that the set S(x 0 ) can then be characterized by its boundary, specifically by its Pareto boundary associated with the order induced by R p + . Moreover, in [22] (see also [16] ), it is proven that the Pareto boundary of S(x 0 ) is the set of Pareto solutions of the following multi-criteria maximin problem:
which enriches viability theory, linking one of its fundamental concepts, the viability kernel, with a multicriteria optimization problem.
In Fig. 1 , we illustrate the set S(x 0 ) with two constraints These constraints are in conflict in the sense that the more demanding we are with one constraint (i.e., imposing a higher threshold), the less demanding we can be with the other constraint (i.e., imposing a lower threshold). The latter occurs very often in natural resource management, where constraints typically try, on the one hand, to sustain a minimal level of the exploited resource and, on the other hand, to ensure a minimal level of harvest or profit. In this figure, one can observe the trade-offs between the two constraints.
In [22] , we defined the set S(x 0 ), motivated by a bargaining problem with intertemporal maximin payoffs. The definition of this set in the continuous-time framework can be found in [21] . One of the key results in [22] is that, under certain monotonicity assumptions on the dynamics D(·, ·) and indicators I j (·, ·), an analytical method can be used to compute the set S(x 0 ). This method, for a given vector of thresholds θ , is based on the design of a feedback rule
The design of the above feedback rule is based on ideas borrowed from [13] , wherein the authors use the monotonical properties of the dynamics and indicators to obtain a characterization of the (stochastic) viability kernels.
In Section 4, where we present a case study for the Southern hake in Chile, we will use the above characterization because the dynamics of this fishery and the indicators under study are represented by functions that satisfy the required monotonicity assumptions mentioned above.
Rebuilding Problem
In this section, we propose a mathematical definition of the concept overexploited with respect to certain objectives established in terms of constraints. Recall that the system under study is
The constraints to be satisfied, parametrized by the vector of thresholds θ = (θ 1 , . . . , θ p ) can represent many conflicting objectives (e.g., preservation thresholds, minimal harvesting, minimal profit). We can consider situations in which these thresholds are defined by a regulatory agency or stakeholders or where they are socially defined (e.g., minimal harvesting to maintain the viability of an economic sector). Thus, once the vector of thresholds θ = (θ 1 , . . . , θ p ) is fixed, the problem is to decide whether the system (8) has a solution or not, which is equivalent to knowing whether or not θ belongs to the set of sustainable thresholds S(x 0 ). This approach suggests a mathematical definition of overexploited. Definition 1 Given required or desirable objectives, represented by a vector of thresholds θ = (θ 1 , . . . , θ p ) in the context of the system (8), we say that the resource, characterized by the vector x 0 ∈ R n , is overexploited if
With this definition, the aim is to find a strategy
for a future period T > t 0 , where x(T ) is obtained from
From this point on, a strategy c(t 0 ), c(t 0 +1), . . . , c(T −1) satisfying the latter constraint will be called a rebuilding plan.
In the light of equivalence (6), this approach is equivalent to the one presented in [23, 24] , where for an initial condition x 0 not belonging to the viability kernel Viab(θ), the authors propose to find a sequence of decisions
in minimal time, which is equivalent to θ ∈ S(x(T )). The difference in our approach is that we do not care about the viability kernel, because it might contain states that are not reachable from x 0 , and then it could be useless to compute. On the other hand, if the current state of the resource is not within the viability kernel, we believe it is interesting to see the ability (or inability) of the resource to sustain some threshold θ (i.e., to compute S(x 0 )) or other less demanding threshold θ ≤ θ , visualizing trade-offs between different sustainability constraints to see how far x 0 is from Viab(θ). Finally, in the applications in which we are interested, such as the one presented in Section 4, the state variable x(t) has several coordinates (e.g., age-class models), and therefore, Viab(θ) cannot provide visual information, for instance, for decision-makers who are discussing constraints. This case does not hold when one has few constraints to satisfy, for instance, two: one preservation-type constraint (e.g., to maintain at least a minimal level of the resource) and one production-type constraint (e.g., to maintain at least a minimal level of harvesting or profit), because in this situation, the information can be illustrated in the plane.
Reachable Thresholds
If, for a given vector of thresholds θ = (θ 1 , . . . , θ p ), the resource x 0 is overexploited in the sense of Definition 1, it is very important to know if θ could be sustained at a future time, that is, if θ ∈ S(x(T )) for some T . If not, the resource will be always overexploited with respect to the constraints parametrized by θ . This issue motivates the following definitions.
Definition 2 For a given initial time and state t 0 and x 0 , respectively, we define the set of reachable thresholds at time T ≥ t 0 + 1 as follows:
Here, the set ⊆ R p is called the basic domain of the set of reachable thresholds.
Remark 1 Typically, the basic domain has a very simple structure, for instance, = R p + (the positive octant), emphasizing that only nonnegative thresholds are interesting or that the functions I = (I 1 , . . . , I p ) cannot take negative values.
Definition 3
For a given initial time and state t 0 and x 0 , respectively, we say that a threshold θ is reachable if there exists a time T for which θ ∈ S T (t 0 , x 0 ), that is, if
The set S ∞ (x 0 ), illustrated in Fig. 2 , is called the set of reachable thresholds.
Observe that whenever a vector of thresholds θ = (θ 1 , . . . , θ p ) is not in S ∞ (x 0 ), it will be impossible to rebuild the resource: that is, for any sequence of decisions c(t 0 ), c(t 0 +1), . . . and for all T ≥ t 0 , we will never have θ ∈ S(x(T )). This fact motivates the study of the set S ∞ (x 0 ), to determine the real possibilities of rebuilding the resource. For this purpose, let us introduce the set of constant controls (decisions) and the associated steady states reachable from the initial state x 0 , as follows
) and x(t) → x c where
Note that for two different initial conditions, the above set could be the same. Actually, the set E(x 0 ) contains all globally asymptotically steady states of system (1) .
To estimate the set of reachable thresholds S ∞ (x 0 ), we must consider the following set: = (θ 1 , . . . , θ p ) ∈ is such that θ < I(x c , c) for some (x c , c) ∈ E(x 0 ), then θ ∈ S ∞ (x 0 ). In Fig. 3 , we illustrate the set (curve) S E (x 0 ) and also S E (x 0 ) − R p ++ ∩ . The above proposition gives practical criteria for considering a vector of thresholds θ and determining whether it is reachable (according to Definition 3) or not, as in many applications, the set E(x 0 ) (and therefore the set S E (x 0 )) is easy to compute. On the other hand, in certain applications, some steady states are desirable to attain, such as the maximal sustainable yield (MSY) or the maximal economic yield (MEY). Therefore, this proposition establishes that the threshold below of the indicators evaluated in these steady states can be sustained (as minimal constraints) in the future (after the application of a rebuilding plan). In the following section, we propose a framework for designing rebuilding plans given reachable thresholds.
Optimal Rebuilding Plan
In this section, we propose a framework for designing rebuilding plans in the case of one or more overexploited resources (in the sense of Definition 1) with respect to certain sustainability constraints. That is, given the current state of the resources x 0 , if some desired vector of thresholds θ (defining sustainability constraints) is not in the set of sustainable thresholds S(x 0 ), then our aim is to determine a future (and finite) time T > t 0 and a rebuilding plan c T 
(·) = (c(t 0 ), c(t 0 + 1), . . . , c(T − 1)) such that θ ∈ S(x(T )), where x(t 0 ) = x 0 and x(t + 1) = D(x(t), c(t))
for t = t 0 , . . . , T − 1. The idea is to find the best rebuilding plan in the sense of minimizing some given criteria (e.g., time or cost). For this purpose, given a future time T > t 0 and a rebuilding plan c T (·), we denote the cost by J t 0 ,x 0 ,θ (c T (·), T ) ∈ R. For example, we can consider an intertemporal cost
for some given instantaneous cost J . Observe that if the objective is to rebuild the resource in minimal time, one can consider J ≡ 1. This minimal time formulation is equivalent to the minimal time to reach the viability kernel used in [23, 24] , an approach discussed at the end of this section.
Another possible intertemporal cost function is the sum of discounted fleet profits with respect to the allocation of fishing effort over time and the management of the fleet size described in [23, Section 4.1.2]. See (17) therein for an exact formula. Indeed, in a general way, our approach allows the introduction of an additional set of indicators I := (I p+1 , ..., I p+l ) : R n × R m −→ R and a sequence of associated intertemporal desired levels {θ(t) := (θ p+1 (t), ..., θ p+l (t))} t=t 0 ,...,T , with the aim of minimizing a weighted square norm sum given by
where the weights w t , t = t 0 , ..., T , are given nonnegative values representing the importance of each period of time in the evaluation of the costs. For instance, they can be discount rates or, in contrast, can be close to zero for earlier periods and sufficiently large values for periods close to the rebuilding time T to stress that our additional indicatorsĪ should be close enough to their desired levelsθ only at the end of the rebuilding plan. Hence, the problem of finding the best rebuilding plan with respect to the intertemporal cost given in Eq. 11 can be written as the following optimization problem:
subject to:
Remark 2 Note that P (t 0 , x 0 , θ) admits a solution if and only if θ ∈ S ∞ (x 0 ). Nevertheless, the optimal rebuilding time T can be very large, for instance, if the cost
θ (c T (·), T ) is given by Eq. 11 and J (x(t), c(t), t)
can tend to zero, as observed in [24] for a similar problem.
The construction of rebuilding plans based on viability theory was first proposed in Martinet et al. [23] . In this paper, the authors use the concept of time of crisis (see [23] ) introduced in Doyen and Saint-Pierre (1997) to define the horizon over which such targets can be reached. This minimum time of crisis approach allows the simultaneous handling of viability and target problems, and it coincides with the minimal time approach J ≡ 1. Indeed, this particular case follows from replacing the condition θ ∈ S(x(T )) in P (t 0 , x 0 , θ) with its equivalent form x(T ) ∈ Viab(θ) (see Eq. 6).
In some situations, either the decision-makers may be concerned with the social acceptability of the rebuilding program, or the problem P (t 0 , x 0 , θ) may be intractable from the mathematical perspective. 2 This possibility was the motivation in Martinet et al. [24] to consider more restrictive conditions on the proposed rebuilding plans. More precisely, a reduced set of admissible rebuilding plans C a is defined by imposing c T (·) ∈ C a . A prominent example is to consider only constant decisions c T (·) = (c, . . . , c) , which, for instance, in a fishery context, can be interpreted as the application of constant fishing mortality over the whole recovery period. Another possibility in the same (fishery management) framework is explored in the next section, where during the rebuilding period, we consider only decisions (fishing mortality) that provide constant landings.
Case Study: Southern Hake in Chile (Merluccius australis)
In this section, we apply the approach introduced in the previous sections to the study of rebuilding strategies for the Southern hake (Merluccius australis) in Chile, using information available in [27] concerning, among other factors, the analysis of its status in 2014.
For the Southern hake, we can describe the dynamics of the resource by an age-structured population dynamics model (see [30] ). For the vector state x(t) = (x 1 (t) , . . . , x A (t)), we identify the component x a (t) as the abundance of the fish stock at age a ∈ {1, . . . , A} (with A = 26) at year t ≥ t 0 (t 0 = 2014), and we identify the fishing mortality, denoted here by c(t) ∈ C = [c , c ] ⊂ R, as the control variable. We set c = 0 and c > 0 (to be determined later).
Then, the evolution of the resource can be represented by the following controlled dynamical system in discrete time:
Here, the term e −(M a−1 +c(t)·s a−1 ) represents the population mortality and consists of two effects: a natural component and the effect of fishing activity. The first component is described by the natural mortality rate at age M a . Here, we suppose that the natural mortality is constant over the years, that is, M a = M > 0. The second component consists of a distributed effect on the different ages of the fishing mortality rate c(t), with s a ∈ [0, 1] as a selectivity factor, which depends on aspects as the fishing gear.
On the other hand, the function ϕ describes a stockrecruitment relationship, with the spawning-stock biomass SSB as the sum of the contributions of individuals to reproduction, defined as (14) where γ a ∈ [0, 1] are the proportions of mature individuals (some may be zero) at each age, and ω a are the weights at each age (all positive). The spawning-stock biomass is also considered as an ecological indicator considering the constraints
to ensure a minimum threshold B min for each year. Additionally, we consider the total yield, defined by
x a (15) based on the Baranov equation. The total yield is considered as a production indicator, and we will require
in order to ensure a minimum yield y min ≥ 0, which can be established according to social requirements related to the fishery. Thus, the system under study is
Given the pair of requirements B min , y min ≥ 0 (minimal thresholds), according to Definition 1, we say that the resource is overexploited if θ := (B min , y min ) ∈ S(x 0 ). In this case,
SSB (x(t)) ≥ Bmin
∀ t = t 0 , . . .
Y (x(t), c(t)) ≥ y min
Considering the objective of achieving the requirements established by θ ∈ R 2 + , it is very important to evaluate whether such a rebuilding plan exists, that is, if θ ∈ S ∞ (x 0 ) (see Definition 3), which implies that it is possible to obtain θ ∈ S(x(T )) for some future time T ≥ t 0 . For this purpose, we consider the following proposition. 
. , c(T − 1) such that (B min , y min ) ∈ S(x(T )), then necessarily θ ∈ S(x (T )), where x (T ) is the vector state obtained according to the system
Proposition 2 establishes that if for a given future period T ≥ t 0 + 1, using the control c = 0, the resource is not recovered (in the sense of Definition 1), then it is impossible to rebuild the resource in this period (or before). This result seems obvious, but it is obtained because of the monotonicity properties of the dynamics D and indicators SSB and Y , as shown in the proof (see "Appendix"). Without these properties, the conclusion of Proposition 2 could be false. On the other hand, Proposition 2 provides a method for computing the minimal time T in which the resource can be recovered. Now, we need to identify the set of sustainable thresholds for a state x 0 . Using the monotonicity properties of the dynamics D and indicators, in [22] , a criterion is introduced (based on ideas borrowed from [13] ) to determine whether a vector of thresholds does or does not belong to the set S(x 0 ), which is established in the next proposition. For the sake of completeness, the entire proof, considering the system (16), is detailed in the Appendix.
Proposition 3 [22]
Consider the system (16) . Then, Y (x, ·) . Therefore, Proposition 3 establishes that if for a given state x 0 , the vector of threshold (B min , y min ) is sustainable (i.e., (B min , y min ) is in S(x 0 )), then it is sustainable (i.e., the constraints are satisfied for all future periods) for the sequence of controls that provides constant yields y min . This property is a consequence of the monotonicity properties of the dynamics D and the indicators SSB and Y , as well as of the fact that we are considering only two indicators. If the functions involved in the system (16) do not have monotonicity properties or if we include additional constraints (as in the general system (8)), this conclusion is not valid.
In the following result, we show how, from Proposition 3, we can deduce a practical method for computing the set of sustainable thresholds S(x 0 ). The proof from Proposition 3 is in fact straightforward. 
SSB(x(t)), and x(t) is the trajectory of states obtained from the dynamical system (18), that is, using the control c(t) = c * y min (x(t)).
The above result permits the computation of S(x 0 ) for the system (16) in a very simple way: for every 3 y min , we computeB min (y min ), and the set of sustainable thresholds consists of the values below the curve y min → (B min (y min ), y min ).
Using this method, we obtain a visual representation of S(x 0 ), presented in Fig. 4 , where x 0 is the estimated state of the resource in 2014 (data obtained from the stock assessment available in [27] ). Additionally, we illustrate the related set S E (x 0 ), with the levels of the considered indicators at equilibria, and S E (x 0 ) − R p ++ as the greater set of thresholds that could be obtained for sustainable fishing activity after the application of a rebuilding plan.
A key reference point based on the steady states can be identified in Fig. 4 . The maximum value on the vertical 3 In practice, we proceed with a discretization. axis for the curve related to S E (x 0 ) corresponds to the maximum sustainable yield (MSY for short), with a value of 21592 tons. Throughout this study, we consider the control associated with MSY, denoted by c MSY ≈ 0.36, as the upper bound for the control variable, that is, c := c MSY .
Thresholds B min related to the minimal spawning-stock biomass that we desire to maintain are measured as a percentage of the SSB at equilibrium related to the control c = 0, that is, a fraction of the spawning-stock biomass for the resource without fishing, denoted by SSB 0 .
From Fig. 4 , we can observe that the estimated capacity of the resource for the year 2014 cannot afford levels close to MSY, because these requirements are outside S(x 0 ). If the minimal requirement for the yield y min is near MSY, then it will be necessary to apply a rebuilding plan in order to be able to sustain those levels from a future state. On the other hand, requirements above the MSY cannot be sustained by the resource, or levels of the spawning-stock biomass greater than SSB 0 , even after the application of a rebuilding plan.
Rebuilding Problem
If the requirement (B min , y min ) is outside S(x 0 ) (see Fig. 4 ), we need to apply a rebuilding program. First, we present, for some choices of thresholds (B min , y min ), the minimal time T required for obtaining (B min , y min ) ∈ S(x(T )). From Proposition 2 we know that this minimal time is obtained by closure of the fishery (c(t) = 0). Nevertheless, we can also obtain the same time of recovery with low but positive constant yield during the recovery period, as shown in the table below, where we consider in the first case y min = MSY and B min = 35%SSB 0 , which is approximately the spawning-stock biomass at MSY. Table 1 shows the minimal number of years T − t 0 required to recover the resource and the maximal yield (denoted by Y * ) during the recovery period to enable recovery in the indicated minimal time. Some other thresholds (B min , y min ) are considered for comparison. The rebuilding plans presented in the above table can imply strong social impacts, as the yields during the recovery period are far from requirements near the MSY (21592 tons). To address this situation, we can minimize some proxy of the cost of the proposed rebuilding plan, for instance, to minimize the difference between the requirement and the yield proposed during the recovery period. Thus, based on the definition of problem (13), we can define the following optimization problem in order to design rebuilding plans with constant yields 4 during the recovery period:
For the above problem, we need to use a penalty factor α > 0 to prevent a zero cost for a very large optimal rebuilding time (see Remark 2) . The penalty factor is defined as α = 0.1. (19) is to put into the objective function the following expression:
Remark 4 A general formulation of problem
We are considering constant yields (equal to T AC, to be decided) during the recovery period, and therefore, the above sum is reduced to (T − t 0 ) max{y min − T AC, 0}.
Problem (19) was solved considering different requirements (thresholds) (B min , y min ). Table 2 shows the number of years T − t 0 required to recover the resource and the related levels of yield for the rebuilding plan according to the optimization problem (19) .
From the above results, we observe that, when our goal is to make MSY sustainable after applying a rebuilding plan, the strategy that minimizes the total difference between the requirement y min = MSY and the optimal TAC during the recovery period (obtaining by solving problem (19) ) takes much more years than the zero-catches strategy (whose results are presented in Table 1 ). Also, with the requirement y min = MSY , the quantity (to be minimized) (T − t 0 ) max{y min − T AC, 0} is much higher comparing with the results when lower requirements y min are taken, showing thus the sensitivity with respect to this value.
Web Application
The previous approach can be used as a basis for the development of tools to assist in the decision-making process oriented towards the sustainable development of fisheries. In this context, in [25] , we developed an interactive web platform to provide, given a requirement (B min , y min ), strategies associated with the minimal time of rebuilding and the minimal cost (according to problem (19) ) for the Chilean hake (Merluccius gayi gayi). Concerning the example of the Southern hake, a more recent web application prototype was developed to perform initial tests with stakeholders, in order to monitor the effectiveness of the information provided by this approach as a complement to common indicators (see screenshots of the web application prototype in Fig. 5) .
In this application, the potential users can select an available model for the resource, with the option to request an evaluation of the required thresholds via a form with a diagram, showing sustainable thresholds both for the current status of the resources and for potential resource capabilities (reachable thresholds) after the application of a rebuilding plan. After confirming the selected requirements, the users can see information about several rebuilding plans based on a constant level of yield per year, with graphics that can be used for a brief report about the number of years required for the recovery, and the related costs. Additional conditions such as the selection of different upper bounds for the control variable and options to consider an unreported fishing level were also included in this prototype. 
Concluding Remarks and Future Perspectives
We have presented, in this paper, an approach to designing rebuilding plans for overexploited natural resources. The approach is based on viability theory, a discipline in which controlled dynamical systems under constraints are analyzed. An important difference from more traditional applications of viability theory, where the so-called viability kernel is the main tool studied to ensure the sustainability of constraints, is that we use the set of sustainable thresholds, representing the constraints (parametrized by thresholds) that can be sustained from the current level of the resources under study from now into the future. Mathematically speaking, the use of the viability kernel and the use of the set of sustainable thresholds are equivalent approaches, as one is the inverse mapping of the other. Nevertheless, for assisting the decision-making process for determining rebuilding strategies, we believe that the set of sustainable thresholds is visually more appealing and contains more useful information than the viability kernel. Moreover, it has interesting mathematical properties (as characterized by its Pareto boundary), leading to better tractability from the numerical computation perspective (as exploited in the case study of the Southern hake in Chile; cf. Section 4).
It is worth noting that to use the introduced approach, one needs to identify state and control variables, the dynamics that represents the evolution of the resource(s) under the action of the control variables, and the constraints to be (ideally) satisfied during the exploitation of the resources(s), which represent a good state of the system considering several dimensions (environmental, economic, social, etc.). The identification of all these elements can be very challenging, for instance, if one is interested in considering social and economic dimensions in addition to environmental ones. In the case study presented, we consider only two constraints, one associated with a minimal biological preservation (to maintain a minimal spawning-stock biomass level) and the other associated with a minimal required productivity (to obtain a minimal level of yield).
The application presented in this work motivates the study of new analytical and numerical methods for computing or estimating the set of sustainable thresholds S(x 0 ), for instance, without monotonicity assumptions on the dynamics and indicators, and also for exploring appropriate definitions of this set for stochastic dynamical systems, in order to propose methods for designing rebuilding programs for overexploited natural resources in which stochasticity plays a crucial role.
Proof of Proposition 2
We can verify this conclusion by observing that using the constant control c = 0 makes it possible to obtain better states for each time period than any of the other control sequences applied to the dynamics of the Southern hake. 
Thus, we can conclude that x(T ) ≤ x (T ).
Since ∀ t ≥ T .
Using the same (monotonicity) arguments, we can prove that x * (t) ≤ x (t) for all t ≥ T , and therefore Inductively, and using the monotonicity properties of the dynamics D(·, ·), we can prove that x * (t) ≥ x(t), where x * (t) is generated by the dynamical system described in the right-hand side of Eq. 18. Hence, using the monotonicity properties of the indicators SSB(·) and Y (·, ·), we conclude that 
