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Abstract
The idea of efficient hedging has been introduced by Föllmer and Leukert. They defined the short-
fall risk as the expectation of the shortfall weighted by a loss function, and looked for strategies that
minimize the shortfall risk under a capital constraint. In this paper, to measure the shortfall risk, we
use the coherent risk measures introduced by Artzner, Delbaen, Eber and Heath. We show that, for
a given contingent claim H , the optimal strategy consists in hedging a modified claim ϕH for some
randomized test ϕ. This is an analogue of the results by Föllmer and Leukert.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In a complete financial market, we can replicate a given contingent claim by a self-
financing strategy. In an incomplete market, by using a “super-hedging” strategy, we can
generate a final wealth that dominates the payoff of the contingent claim. If the seller of a
contingent claim hopes to hedge the claim with a smaller initial amount of capital than that
required by a perfect (or super-) hedging strategy, then the seller has to accept some risk.
In such a situation, the seller seeks the optimal “partial” hedge that can be achieved with
his initial amount. In [4], they introduced the strategy of “efficient hedging” that minimizes
the shortfall risk under a capital constraint. They described the investor’s attitude towards
the shortfall in terms of a loss function, and defined the shortfall risk as the expectation
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functions as risk measures.
In this paper, we use coherent measures of risk, introduced by Artzner et al. [1] as risk
measures. They are defined axiomatically by four desirable properties, that is, monotonic-
ity, subadditivity, positive homogeneity, and translation invariance. In [1], they restrict
themselves to finite probability spaces. Delbaen [3] extended the definition of coherent
risk measures to general probability spaces (see also [6]). In [3], as the space of random
variables, the space L∞ of all essentially bounded random variables or the space L0 of all
random variables is adopted. We use the intermediate space L1 instead here. The space L1
is large enough to be used in our hedging problem yet sufficiently small for nice properties
to hold.
We show that, for a given contingent claim H , the optimal strategy consists in hedging
a modified claim ϕH for some randomized test ϕ. This is an analogue of the results by [4].
Let (Ω,F ,P ) be a probability space, and let Q be the set of all probability measures
on (Ω,F) absolutely continuous with respect to P . We write L1 and L∞ for L1(Ω,F ,P )
and L∞(Ω,F ,P ), respectively. For Q ∈Q, we denote expectation with respect to Q by
EQ and the Radon–Nykodim derivative dQ/dP by ZQ. Following [1] and [3], we give
the following definition.
Definition 1.1. We say that a map ρ :L1 → R is a coherent risk measure if the following
are satisfied:
(1) For all X ∈ L1 with X  0, we have ρ(X) 0.
(2) For all X and Y ∈ L1, we have ρ(X + Y ) ρ(X)+ ρ(Y ).
(3) If X ∈ L1 and λ > 0, then ρ(λX) = λρ(X).
(4) If X ∈ L1 and c ∈ R, then ρ(X + c) = ρ(X) − c.
We consider the coherent risk measures that are lower semi-continuous in the L1-norm.
We establish a representation theorem for them, which is an analogue of Proposition 4.1
in [1] and Theorem 2.3 in [3].
Theorem 1.2. For a mapping ρ :L1 → R, the following are equivalent:
(1) The mapping ρ is a lower semi-continuous coherent risk measure.
(2) There is a subset Q˜ of Q such that
{ZQ | Q ∈ Q˜} is a weak∗-closed convex subset of L∞, (1.1)
ρ(X) = sup
Q∈Q˜
EQ[−X] (X ∈ L1). (1.2)
The element of Q˜ can be interpreted as a “scenario” (see [1] and [3]). We notice that,
for ρ as in Theorem 1.2, the restriction of ρ on L∞ satisfies the “Fatou property” defined
in [3].
Let (Ft )0tT be a filtration on (Ω,F). For simplicity, we assume that F0 is trivial and
that FT is equal to F . The discounted price process of the underlying asset is described as
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LetP denote the set of all equivalent martingale measures. We assume absence of arbitrage
in the sense that P = ∅.
A self-financing strategy is described as a pair (V0, ξ), where V0 is an initial capital,
and ξ is a predictable process such that the resulting value process
Vt = V0 +
t∫
0
ξs dXs
(
t ∈ [0, T ])
is well defined (see [4]). A self-financing strategy (V0, ξ) is said to be admissible if the
corresponding value process V satisfies
Vt  0 ∀t ∈ [0, T ], P -a.s.
We consider a contingent claim that is defined by a nonnegative random variable H ∈ L1.
We assume that
U0 := sup
P ∗∈P
EP
∗ [H ]< ∞.
Let ρ be a coherent risk measure on L1. The shortfall risk we consider here is given by
ρ((VT −H)∧0). For a given amount of initial capital V˜0 which is smaller than U0, we want
to find an admissible strategy (V0, ξ) that minimizes the shortfall risk ρ((VT − H) ∧ 0).
Thus we consider the optimization problem
ρ
(
(VT −H)∧ 0
)= ρ
((
V0 +
T∫
0
ξs dXs −H
)
∧ 0
)
= min (1.3)
under the constraint
V0  V˜0. (1.4)
We take ρ from the class of lower semi-continuous coherent risk measures, and follow
the method of [4]. We define the set
R= {ϕ :Ω → [0,1] | ϕ is F -measurable}
of “randomized tests” ϕ. We also define the constrained set
R0 =
{
ϕ ∈R ∣∣ sup
P ∗∈P
E[ϕH ] V˜0
}
.
We reduce our problem to the following proposition, which corresponds to Proposition 3.1
in [4].
Proposition 1.3. There exists ϕ˜ ∈R0 such that
inf
ϕ∈R0
ρ
(−(1 − ϕ)H )= ρ(−(1 − ϕ˜)H ). (1.5)
348 Y. Nakano / J. Math. Anal. Appl. 293 (2004) 345–354Let ϕ˜ be the solution to the minimization problem defined by (1.5), and let U˜ be a
right-continuous version of the process
U˜t = ess sup
P ∗∈P
EP
∗ [ϕ˜H |Ft ].
The process U˜ is a P-supermartingale, i.e., a supermartingale under any P ∗ ∈ P . By the
optional decomposition theorem (see [4]), there exists an admissible strategy (V˜0, ξ˜ ) and
an increasing optional process C˜ with C˜0 = 0 such that
U˜t = V˜0 +
t∫
0
ξ˜s dXs − C˜t .
Following [4], we give the following definition.
Definition 1.4. For any admissible strategy (V0, ξ) we define the corresponding success
ratio as
ϕ(V0,ξ ) = 1{VTH } +
VT
H
1{VT <H }.
The next theorem corresponds to Theorem 3.2 in [4].
Theorem 1.5. Let ϕ˜ be a solution to the minimization problem (1.5) and let (V˜0, ξ˜ ) be the
admissible strategy determined by the optional decomposition of the claim ϕ˜H . Then the
strategy (V˜0, ξ˜ ) solves the optimization problem (1.3), (1.4).
We prove Theorem 1.2 in Section 2, and Proposition 1.3 and Theorem 1.5 in Section 3.
In Section 4, we consider our hedging problem with some special coherent risk measures.
2. Proof of Theorem 1.2
Proof of Theorem 1.2. It is easy to prove the implication (2) ⇒ (1). To prove the con-
verse one (1) ⇒ (2), we follow the method of proof of Theorem 2.3 in [3]. We put
φ(X) = −ρ(X) and define the set C = {X ∈ L1 | φ(X) 0}. Then since φ is upper semi-
continuous, the set C is a convex and norm closed cone in L1. We regard L∞ and L1 as a
duality pair associated with the nondegenerate bilinear form
L1 × L∞ 
 {X,Y } → 〈X,Y 〉 = E[XY ] ∈ R.
Recall that the polar set C◦ of C is defined by
C◦ = {Y ∈ L∞ | E[XY ]−1 (∀X ∈ C)}
(see [2, p. 30]). However, since C is cone, we have
C◦ = {Y ∈ L∞ | E[XY ] 0 (∀X ∈ C)}.
This implies that C◦ is also a weak∗-closed, convex cone in L∞.
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C◦ =
⋃
λ0
λΦ. (2.1)
Indeed, if Y ∈ C◦ with E[Y ] > 0, then we have Y = λY˜ , where Y˜ = Y/E[Y ] and λ =
E[Y ]. Hence Y ∈ ⋃λ0 λΦ . On the other hand, if Y ∈ C◦ with E[Y ] = 0, then Y = 0
since L1+ ⊂ C. Hence Y ∈
⋃
λ0 λΦ . Thus (2.1) follows. The bipolar theorem (see [2,
p. 32]) then implies that
C = {X ∈ L1 | E[XY ] 0 (∀Y ∈ Φ)}.
From this, we find that φ(X)  0 if and only if E[XY ]  0 for all Y ∈ Φ . Since φ(X −
φ(X)) = 0, we have that E[(X − φ(X))Y ] 0 for all Y ∈ Φ . Thus
inf
Y∈Φ E[XY ] φ(X).
Now, for ε > 0, we have φ(X − φ(X)) = −ε < 0, so that there exists Y ∈ Φ such that
E[(X − φ(X) − ε)Y ] < 0 or E[XY ] φ(X) + ε. Since ε is arbitrary, we obtain
inf
Y∈Φ E[XY ] φ(X),
hence
inf
Y∈Φ E[XY ] = φ(X). (2.2)
If we put
Q˜= {Q ∈Q | ZQ = Y for some Y ∈ Φ},
then (2.2) implies (1.1). Since {ZQ | Q ∈ Q˜} = Φ , we find that this is the desired represen-
tation for ρ. 
3. Proofs of Proposition 1.3 and Theorem 1.5
Let ρ :L1 → R be a lower semi-continuous coherent risk measure on L1. Then, by
Theorem 1.2, there exists a subset Q˜ of Q such that (1.1) and (1.2) hold. We use the
representation (1.2) in the proofs of Proposition 1.3 and Theorem 1.5.
Proof of Proposition 1.3. First, we notice that R is weak∗-compact, i.e., σ(L∞,L1)-
compact, in L∞. Since the map
L∞ 
 ϕ → sup
P ∗∈P
EP
∗ [ϕH ] ∈ R
is lower semi-continuous in the weak∗-topology, the constrained set R0 is weak∗-closed
and so is weak∗-compact. Since the map
L∞ 
 ϕ → sup
˜
EQ
[
(1 − ϕ)H ] ∈ RQ∈Q
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ing (1.5). 
Proof of Theorem 1.5. We consider an admissible strategy (V0, ξ) with (1.4) and the
corresponding success ratio ϕ. We have from ϕH = VT ∧H that
(VT −H)∧ 0 = −(H − VT )+ = −(H − VT ∧ H)= −(1 − ϕ)H.
Since the corresponding value process (Vt )0tT is a P-supermartingale, we obtain
EP
∗ [ϕH ]EP ∗ [VT ] V0  V˜0.
Thus the success ratio ϕ belongs to the constrained set R0 and so we have
ρ
(
(VT −H)∧ 0
)= sup
Q∈Q˜
EQ
[
(1 − ϕ)H ] sup
Q∈Q˜
EQ
[
(1 − ϕ˜)H ].
In particular, the success ratio ϕ(V˜0,ξ˜ ) satisfies
sup
Q∈Q˜
EQ
[
(1 − ϕ(V˜0,ξ˜ ))H
]
 sup
Q∈Q˜
EQ
[
(1 − ϕ˜)H ]. (3.1)
On the other hand, we have
ϕ
(V˜0,ξ˜ )
H = V˜T ∧H  ϕ˜H, P -a.s.,
and so, for all Q ∈ Q˜,
EQ
[
(1 − ϕ(V˜0,ξ˜ ))H
]
EQ
[
(1 − ϕ˜)H ].
Hence we obtain from (3.1) that
ρ
(
(V˜T −H)∧ 0
)= sup
Q∈Q˜
EQ
[
(1 − ϕ
(V˜0,ξ˜ )
)H
]= sup
Q∈Q˜
EQ
[
(1 − ϕ˜)H ],
which proves the theorem. 
4. Optimal hedging
In this section, we study our problem with two special coherent risk measures. The
first one is the case of Q˜ being a singleton, and the second one is the worst conditional
expectation.
First we take a singleton Q˜ = {Q} with ZQ ∈ L∞ as a scenario set. Then, the corre-
sponding risk measure is
ρ(X) = EQ[−X].
Thus we want to minimize the coherent risk measure
ρ
(
(VT −H)∧ 0
)= EQ[−(VT −H)∧ 0] (4.1)
under the constraint
V0  V˜0. (4.2)
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EQ[ϕH ] = max (4.3)
under the constraint that ϕ ∈R satisfies
sup
P ∗∈P
EP
∗ [ϕH ] V˜0. (4.4)
We assume that H is not trivial, i.e.,
EQ[H ]> 0.
Then the problem (4.3), (4.4) can be reformulated as
ER[ϕ] = max (4.5)
under the constraint
ER
∗ [ϕ] V˜0
EP
∗ [H ] ∀P
∗ ∈P, (4.6)
where the probability measures R and R∗ are defined by
dR
dQ
= H
EQ[H ] ,
dR∗
dP ∗
= H
EP
∗ [H ] .
In the terminology of the theory of hypothesis testing, the solution ϕ˜Q is identified as
the most powerful test for the problem in which the null hypothesis is composite but the
alternative simple.
In the complete case, by the fundamental lemma of Neyman and Pearson, we can solve
the problem explicitly.
Proposition 4.1. Assume that P = {P ∗}. Then the most powerful test ϕ˜Q ∈R is given by
ϕ˜Q = 1{ZQ>a˜ZP∗ } + γ 1{ZQ=a˜ZP∗ },
where
a˜ = inf{a | EP ∗ [H1{ZQ>aZP∗ }] V˜0}
and
γ =


V˜0−EP∗ [H1{ZQ>a˜ZP∗ }]
EP
∗ [H1{ZQ=a˜ZP∗ }]
if P ∗({ZQ = a˜ZP ∗} ∩ {H > 0}) > 0,
an arbitrary value from [0,1] if P ∗({ZQ = a˜ZP ∗} ∩ {H > 0})= 0.
Remark 4.2. When Q is equal to P , this proposition coincides with Proposition 4.1 in [4].
Proof of Proposition 4.1. From the Neyman–Pearson lemma (see [7, Chapter III, Sec-
tion 3]) in terms of R and R∗, we obtain that
ϕ˜Q = 1 ˜ + β1 ˜ ,{ZR>bZR∗ } {ZR=bZR∗ }
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{
b
∣∣ P ∗(ZR > bZR∗) V˜0
EP
∗ [H ]
}
and
β =


V˜0/EP
∗ [H ]−R∗(ZR>b˜ZR∗ )
R∗(ZR=b˜ZR∗ ) if R(ZR = b˜ZR∗) > 0,
an arbitrary value from [0,1] if R(ZR = b˜ZR∗) = 0.
We have
{ZR > bZR∗} =
{
ZQ = bZP ∗ E
Q[H ]
EP
∗ [H ]
}
∩ {H > 0},
b˜EQ[H ]
EP
∗ [H ] = a˜,
and γ = β . So
ϕ˜Q1{H>0} = 1{ZQ>a˜ZP∗ } + γ 1{ZQ=a˜ZP∗ }.
Since
EQ[ϕ˜QH ] = EQ[ϕ˜QH1{H>0}],
the proposition follows. 
Next we take the worst conditional expectation introduced by Artzner et al. [1]. In our
setting, this measure is given by
WCEα(X) = sup
{
E
[
(−X) 1A
P(A)
] ∣∣A ∈F , P (A) > α} (X ∈ L1),
where α ∈ (0,1). Now, for α ∈ (0,1], we define another coherent risk measure on L1 as
ρα(X) = sup
{
E
[
(−X)f ] | f ∈ Φα},
where
Φα =
{
f | f is F -measurable, 0 f  α−1, P -a.s., E[f ] = 1}.
For each X ∈ L1 and α ∈ (0,1], both the coherent risk measures ρα(X) and WCEα(X)
are bounded by α−1‖X‖1. This implies that these coherent risk measures are continuous in
the L1-norm (see [5, Lemma 2.1]). As mentioned in [3, p. 12], if (Ω,F ,P ) is nonatomic,
then ρα(X) = WCEα(X) for X ∈ L∞. Since L∞ is dense in L1, we have that, for all
X ∈ L1,
ρα(X) = WCEα(X).
We consider our hedging problem with ρα (α ∈ (0,1]) as a measure of risk. We do not
need to assume that (Ω,F ,P ) is nonatomic. Thus we consider the minimization problem
of finding ϕ˜ ∈R0 such that
ρα
(−(1 − ϕ˜)H )= inf
ϕ∈R0
ρα
(−(1 − ϕ)H ). (4.7)
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ρα(−X) = 1
α
EP [X]. (4.8)
Proof. We fix X ∈ L1 with X  0. Then, by Theorem 1.2 in [5], we have
ρα(−X) = 1
α
EP
[
X(1{X>k} + β1{X=k})
]
, (4.9)
where
k = inf{a ∈ R | P(X > a) α}
and
β =
{
α−P(X>k)
P (X=k) if P(X = k) > 0,
0 if P(X = k) = 0.
If P(X > 0) α, then k = 0 and hence (4.8) follows. 
For special H , our problem with ρα reduces to that with ρ1 which has already been
treated in [4] as l(x) = x .
Proposition 4.4. Suppose P(H > 0)  α. Then the solution to the minimization prob-
lem (4.7) is the most powerful test ϕ˜P .
Proof. By Lemma 4.3, we have
ρα
(−(1 − ϕ)H )= 1
α
EP
[
(1 − ϕ)H ].
Therefore ϕ˜P minimizes ρα(−(1 − ϕ)H) in R0. 
Example. We consider the standard Black–Scholes model as in [4, Section 6.2]. Then, the
discounted price process is given by
Xt = x0 exp
(
σWt +
(
m− σ
2
2
)
t
)
,
where m ∈ R, σ > 0, x0 > 0, and W is a one-dimensional Wiener process on (Ω,F ,P ).
The unique equivalent martingale measure P ∗ is given by
dP ∗
dP
= exp
(
−m
σ
WT − 12
(
m
σ
)2
T
)
= constXT −m/σ 2 .
We assume that m > 0, and consider an European call H = (XT − K)+ as in [4, Sec-
tion 6.2]. The cost of replication of this claim is
U0 = EP ∗ [H ] = x0N(d+)−KN(d−),
where
d± = 1√ log
(
x0
)
± 1σ√T
σ T K 2
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constant such that V˜0 EP
∗ [H ]. We assume
P(H > 0)= N(m√T + d−) α.
Then by Proposition 4.4, the most powerful test ϕ˜P solves the minimization problem (4.7).
By [4, Section 6.2], ϕ˜P is given by
ϕ˜P = 1{XT >c},
where the constant c is determined by
V˜0 = EP ∗ [H1{XT >c}]
= x0N
(
1
σ
√
T
log
(
x0
c
)
+ 1
2
σ
√
T
)
−KN
(
1
σ
√
T
log
(
x0
c
)
− 1
2
σ
√
T
)
.
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