Abstract: AFDX, Avionics Full Duplex Switched Ethernet Network, is an aircraft data network using the FIFO scheduling strategy to transmit data. In this circumstance, the delay of the critical data is large, while congestion is uncertain. To cope with this problem, this paper presents a Holistic Queue Scheduling policy to optimize the real-time performance of AFDX, and estimate the latency bounds based on Network Calculus. Simulation results show that this policy not only ensures real-time critical data, but also ensures the fairness of scheduling non-critical data. And this policy can reduce the impact of malicious data in some extent.
INTRODUCTION
In recent years, the avionics system network protocols, an important part of modern avionics system, has got the development by leaps and bounds [1] . Many ADNs (Aircraft Data Networks) are proposed with a high available bandwidth, minimum wiring to reduce weight, and low the development costs, such as ARINC (Aeronautical Radio Incorporated) 429, MIL-STD-1553 (Military-Standard-1553) and ARINC 629 with a bandwidth of 100Kbps, 1Mbps and 2Mbps. For the new generation Airbus A380, none of the existing ADNs could fulfill the requirement. As a consequence, the Avionics Full DupleX switched Ethernet (AFDX) was conceived by Airbus based on the IEEE 802.3 [2] and ARINC 664 [3] and implemented on the A380 for the first time. The AFDX network adopts full-duplex Ethernet technology to avoid the resource conflicts in the EndSystem. However, since a variety of data streams compete for resources in the switch resulting in a greater latency, jitter and unfairness, the AFDX network does not completely eliminate uncertainty of traditional Ethernet transmission [4] .
Many researchers study on the performance and reliability verification of the AFDX network. The End-to-End delay is the key parameter in practical application. The AFDX protocol uses First-In First-Out (FIFO) algorithm to transmit messages. The FIFO algorithm forwards the data according the order they arrive and regardless the priorities of the data flows. H. Charara et al. [4] and J. Scharbarg et al. [7] calculated the delay bound of the AFDX network by network calculus [5] [6] , discovering that the latency is less than the delay bound and FIFO algorithm cannot fulfill the requirements of urgent messages.
In order to fulfill the requirements of different flows, many algorithms are used in the AFDX network. F. Ridouard et al. [8] and X. Chen et al. [9] used Static Priority (SP) to reduce the delay bound of the safety-critical data flows and urgent messages, but without considering the fairness of flows with different priorities. H. Dong et al. [10] reduced the delay bound of some smaller non-safety-critical messages using load classification, but it leads to a greater latency of bigger messages. Y. Hua et al. [11] used Deficit Round Robin (DRR) algorithm to ensure the fairness of data flow, but it enlarges the delay bound of the safety-critical data flows.
Based on analysis of different flows' real-time requirements in the AFDX network, we proposed a new scheduling policy that ensures the real-time requirement and provides fair scheduling service to the non-safety-critical data flows. And under the specific AFDX network configuration, it shows the function of new scheduling policy in AFDX network real-time optimization from two aspects of theoretical derivation and experimental simulation. We deduced the delay bound drawing on the network calculus and simulated the AFDX network with the new policy.
CONTEXT OF STUDY
Here is a brief overview of AFDX network, network calculus and the multiplexer.
A. the AFDX network
Compared with the characteristics of Ethernet, previous types of ADNs cannot adapt to the rapid development in the avionics requirements. In order to cope with this problem, the AFDX network has been defined in the part 7 of ARINC 664 specification and has become the reference technology of avionics. The AFDX is a 100Mbps switched Ethernet network on which flows are pre-defined.
Since conventional Ethernet is a non-deterministic network, AFDX has to be extended to ensure real-time quality and a high reliability in order to comply with the strict requirements of ADNs. AFDX ensures real-time quality through traffic control. Traffic control is achieved by guaranteeing the bandwidth of each logical channel, called a Virtual Link (VL), thus limiting the jitter and transmit latency. AFDX consists of End-Systems (ESs), switches and physical links. Traffic control in VLs is guaranteed by ES.
As shown in Fig. (1) , each AFDX ES output capability is limited by the multiplexer (MUX) in order to guarantee their Bandwidth Allocation Gap (BAG).
B. Network Calculus
In the early nineties, R. L. Cruz analyzed the quality of service of six network elements, and defined the conception of the shaper, service curve and arrival curve. Subsequently, J. Y. Boudec and C.S. Chang developed the theory of network calculus by introducing a mathematical representation of min-plus algebra. Then it becomes popular, while the stochastic network calculus has also made some studies [13] . For a network element, the quantum of arrived data is less than arrival curve, and the element can forward the data more than service curve. We can calculate the bound of delay, backlog and other parameters by the network calculus theory with arrival curve and service curve easily.
As shown in Fig. (2) , the delay of a bit is bounded by the horizontal distance between arrival curve ! and service curve ! , while the maximum backlog B of the element is bounded by the vertical distance.
C. the Multiplexer
The multiplexer (MUX) has two or more input links and a single output link. It is used for simulating scheduling of a switch. In this paper, we analyze multiplexers with three non-preemptive service algorithms (FIFO, SP and DRR). In our model, the MUX has some buffers in a store-andforward way, and it is a work-conserving system. Nonpreemptive means that once a frame begins transmit on the output link, the transmission is not allowed to be interrupted by any other flows regardless of their priorities. Now we assume R as the rate of the stream, while letting R take on a value between 0 and the transmission capacity of the link. For example, if the transmission capacity of the link is C , then R(t) ! 0,C " # $ % . The rate of input link i is R i , and the maximum transmission rate of input link i is C i . The rate of output link is R out , and its transmission capacity is C out .
1) FIFO MUX
The first-in first-out multiplexer (FIFO MUX) contains one buffer and transmits the frame in the order they arrived (Fig. 3) . We assume B(t) as the backlog of the buffer which is in the front of the FIFO MUX at time t .
If we assume the size of the longest frame is max L , the maximum delay of a frame with the length L bytes is Fig. (1) . End-System output model.
Fig. (2).
Delay and backlog through the network element.
2) SP MUX
We analyze a Static Priority multiplexer (SP MUX) with three priority classes, while flows in the input link 1 have the highest priority, flows in the input link 2 have the second priority, and flows in the input link 3 have the lowest priority (Fig. 4) . We assume ( ) i B t as the backlog of the buffer i in the front of the SP MUX at time t .
We can deduce the maximum delay of a frame from stream i with the length L bytes arrive at time t is (Fig. 5) . It dispatches data in bytes. In a polling cycle, it updates counter of each link ! i = ! i + " i . If the length of the frame l i in the input link i is less than the counter, the frame is transmitted, while update counter ! i = ! i " l i . After updating the counter, then it starts to schedule the next input link.
We can deduce the maximum delay of a frame from stream i with the length L bytes arrived at time t is
HOLISTIC QUEUE SCHEDULING ON AFDX
There are four important types of flows identified by their periodicities and temporal deadlines in the avionics system [12] : (a) Urgent sporadic messages that have to be transmitted under a predefined small bounded time, such as alarms; (b) Periodic messages that are also strongly time constrained, such as sensor data; (c) Sporadic messages that have known deadlines to respect but without any urgency; (d) Sporadic messages that do not have to respect strict time constraints, such as media file. We analyze the first three types of flows with real-time requirement. We can use SP algorithm to reduce the transmission delay of flows with higher priority effectively. However, the fairness of different flows is important.
Based on the analysis of real-time requirement in the AFDX network, we proposed to combine three different al- Fig. (3) . FIFO MUX with one buffer.
Fig. (4). SP MUX with multi-buffers.

Fig. (5). DRR MUX with multi-buffers.
Using Holistic Queue Scheduling to Optimize
The Open Automation and Control Systems Journal, 2014, Volume 6 1615 gorithms (FIFO, SP and DRR) to schedule the flows. This policy is used for flows in the AFDX network, so it named as Holistic Queue Scheduling on AFDX (HQSA).
As shown in Fig. (6) , HQSA gives the flows three different priorities, and serves them in SP algorithm. Urgent sporadic messages and periodic messages are safety-critical data flows, and are endowed with higher priority. Sporadic messages that have known deadlines to respect but without any urgency are non-safety-critical data flow, and are endowed with the lowest priority. For the same priority, safety-critical data flows are served in FIFO algorithm, while non-safetycritical data flows are served in DRR algorithm. In addition, the switch is a work-conserving system that keeps in the state of non-preemptive.
In an AFDX End-System (ES), virtual link (VL) mechanism is used to ensure real-time demand, and multiple VLs can coexist in the same physical link. There are two essential parameters in VL: (1) the minimum Bandwidth Allocation Gap (BAG) between two adjacent frames, which ranges from 1-128ms; (2) the maximum length of the VL allows the transmission frame L max .
We modeled an AFDX network with HQSA to analyze the performance of the policy. For simplicity of modeling, we didn't analyze the redundancy in the model, and the buffer of the switch is large enough to store the frames.
As shown in Fig. (7) , the case is a tree topology with multi-levels. There are 4 switches (SW 1 ,SW 2 ,SW 3 ,SW 4 ) , 9 source End-Systems (ES 1 ,ES 2 ,…,ES 9 ) and 1 destination EndSystem (ES 10 ). Every physical link has multi VLs and the length of the link is 10 meters. The switches schedule data flows in HQSA policy while transmission capacity is C = 100 Mb / s . All links in this model are static, so that there is no latency for searching route path. Fig. (6) . AFDX logical structure with HQSA. Fig. (7) . AFDX prototype configuration.
We assume data flows with 1st priority as urgent data flows (URG), data flows with 2nd priority as sensor data flows (SEN), and data flows with 3rd priority as best effort data flows (BST). The parameter settings in various types of VL are shown in Table 1 .
To verify the fairness of HQSA policy, we assume 2 unreasonable data flows, whose length is set as 1518 bytes and BAG is 2ms from ES 4 and ES 7 . Since 1518*8/0.002=12144-000b/s, 12144000b/s is occupied by these two data flows. The situation should be avoided, so we call them malicious data flows.
There are several physical cables, whose transmission rate is a fixed value. So we analyze it as the constant delay element as defined by R. L. Cruz [5] , and its service curve is 
To avoid pay burst more than once, we have to analyze all elements in the route path as a whole element. For example, an urgent data flow from ES 1 goes to ES 10 through the SW 1 , SW 3 and SW 4 . So the service curve of the whole ele-
analyze the aggregated flows firstly, and then we split the micro data flow from the aggregated flows. We can get the delay bound of all micro data flows by referencing [14] .
SIMULATION AND RESULT
In this section, we have designed simulation platform of the AFDX network system as the model mentioned in IV and analyzed the results.
Design of the AFDX model
We have developed a computing tool based on the toolbox of TrueTime1.5 in MATLAB. In our model, we record the delays of all types of data flows in VLs. In order to illustrate the advantages of HQSA, we realized the different AFDX model with FIFO algorithm and SP algorithm. The key policy for making the model come true is the DRR algorithm. Here we state some pseudo-code as follows: In this algorithm, VL_Num is the number of VL under DRR algorithm with the same priority, theta is the counter, L is the length of data frame, and W is the amount of bandwidth allocated for each cycle. We assume the value of W as 100 bytes. The time complexity of this algorithm is O(VL_Num), and it is same as FIFO.
Result
The simulation runs 1000s by different policies respectively. The statistics results of delay of the different types in VLs are shown in Fig. (8), Fig. (9), Fig. (10) .
Simulation results show that, FIFO algorithm is fair for all data streams, but can't provide differentiated services based on the quality of real-time demand; SP algorithm guarantees the hard real-time data streams, but cannot guarantee the fairness and isolate the impact of malicious data flows. HQSA policy not only fulfills the requirement of realtime data, the fairness of the best effort data flow, but also isolates the impact of malicious data flow effectively.
CONCLUSION
Compared to FIFO algorithm adopted in current AFDX networks, we analyzed many common algorithms and proposed a novel policy, Holistic Queue Scheduling on AFDX (HQSA). We calculated the delay bound of various types of data by network calculus. Additionally, we designed a simulation platform to simulate the influence of HQSA and other 
