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　　摘要：为了满足消费者的个性化需求，同时减少消费支出，将大规模定制理论同电子商务
实践相结合，构建电子商务环境下大规模定制运营模型。基于 Ａｇｅｎｔ技术的自动谈判理论，
探究适用于多属性谈判的谈判策略，即不学习的固定策略和学习策略；并将学习对手策略与微
小让步区间策略相结合，形成组合策略用以指导Ａｇｅｎｔ谈判出价。通过对比３种策略的效果
实验证明，这种组合应用不同策略的方法，更加有利于双方达到双赢的局面，提高谈判效率，从
而促进定制化电子商务走向实际应用。
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１　研究背景
随着经济的 发 展 和 生 产 技 术 水 平 的 提 高，
一方面市场上很多商品生产过剩，找不到买家；
而另一方面，消费者 获 得 个 性 化 商 品 的 需 求 却
得不到满足［１］。大规模定制生产具有定制化与
大规模生产的优势，可以很好地解决这个问题，
减少生产成本，满足市场需求［２，３］。伴随着电子
商务的飞速发展，大 规 模 定 制 和 电 子 商 务 的 结
合是未来在线商务模式的必然发展趋势［４～６］。
电子商务深刻影响着人们的生活，成为 全
球供应链环境下最重要的商务模式之一［７］。但
是，现有基于固 定 价 格 交 易 和 拍 卖 机 制 的 电 子
市场 并 不 能 满 足 所 有 的 交 易 需 求［８］。大 多 数
Ｂ２Ｃ电子商务网 站 只 展 示 固 定 价 格 商 品，价 格
谈判交给商家和顾客通过平台提供的通信工具
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（如阿里旺旺）进 行 后 台 线 上 谈 判。比 如，戴 尔
允许消费者在线定 制 电 脑，根 据 配 件 不 同 自 动
算出价格，但如果客户需要购买多台定制电脑，
希望获得更好的价 格 和 服 务 时，就 不 得 不 和 销
售人员进行 人 工 谈 判。人 工 谈 判 成 本 高、效 率
低、服务不及时，而且谈判者还会受到自身认知
条件的限制，不 能 获 得 理 想 的 谈 判 结 果。一 些
电商平台虽然提供 一 定 程 度 的 谈 判 支 持，但 限
制较多。例如，Ｃ２Ｃ网站ｅＢａｙ不能对商品除价
格外的其他属性（如保质 期、交 货 期 等）进 行 谈
判；Ｂ２Ｂ网站阿 里 巴 巴 的 谈 判 交 流 过 程 和 最 后
的决策都需人工完成，没有实现自动化；购物代
理比价网不能根据消费者个性化需求推荐差异
化的特色商品，定制化程度不够。
由此可见，目前电子商务交易中存在两 个
问题：定制化不足，定制化交易过程中缺乏自动
谈判的支持。针 对 此，为 实 现 定 制 化 电 子 商 务
交易的自动谈判，需要解决两个问题：①如何在
传统电子商务过程 中 结 合 定 制 化 机 制，并 在 技
术上完成这种结合；②在定制化电子商务中，顾
客的定制需求 不 是 单 一 的，所涉及的谈判过程
是非单一属性的，如何使用自动谈判理论和技术
予以支持，并将这种谈判技术运用到所设计的定
制化电子商务过程之中。为了解决这两个问题，
本研究构建大规模定制需求下的多属性电子商
务谈判模型，运用Ａｇｅｎｔ技术［９］，实现电子商务
动态交易，提升交易效率，降低交易成本。
２　文献综述
大规模定制通过高度灵敏、集成与柔性 化
的生产，快速、低价地满足消费者对个性化商品
的需求［１０～１２］。电子商务环境非常适合产品的大
规模定制与 销 售，特 别 在Ｏ２Ｏ模 式 下，多 个 消
费者以相对优惠的 价 格 定 制 商 品，在 网 上 下 单
并完成 支 付，然 后 到 实 体 店 体 验 消 费［６，１３］。然
而，目前关于大规模定制电子商务的研究，多停
留在理论 设 计，缺 乏 具 体 的 实 践 方 案［４］；另 外，
谈判作为 大 规 模 定 制 电 子 商 务 过 程 的 必 要 支
持，尚缺乏相关理论和技术研究。
谈判是基于供应链的商务活动的重要组成
部分［１４］。在现实生活中，消费 者 和 商 家 不 仅 仅
关注商品的价格，同时也可能关注运送时间、质
量等级、售后服务等相关因素，形成所谓多属性
谈判［１５］。在多属性谈判模型 中，每 个 属 性 都 有
自己的取值区间和 权 重 值，每 次 提 议 都 是 各 个
属性的组合，根据总 效 用 函 数 计 算 综 合 效 用 来
评价提议。这种方法代表了处理多属性谈判问
题的通用做法，但 是 在 此 模 型 中 没 有 考 虑 时 间
和资源等约束条件。ＦＡＲＡＴＩＮ等［１６］在前人研
究的基础上加 入 了 基 于 时 间 和 资 源 的 约 束，使
每次提议都在这些策略基础上生成反提议。事
实上，多属性谈判过程涉及两个阶段，先在各个
属性之间进行权衡，权 衡 无 效 的 情 况 下 才 进 入
让步阶段［１７］。目前，大多 数研 究 所 采 取 的 让 步
策略主要基于固定谈判策略，但现实中，谈判者
会根据对手的出价实时改变出价策略［１８］。本研
究摈弃了传统 的 固 定 策 略 谈 判 模 式，力 图 设 计
能组合使用 不 同 策 略 进 行 谈 判 的 自 适 应 型 Ａ－
ｇｅｎｔ；此外，多属性谈判模型 采 用Ｐａｃｋａｇｅ　Ｄｅａｌ
谈判方式，即在 谈 判 中 同 时 考 虑 所 有 属 性 值 的
可能组合，从中找寻最佳解［１９］。
自动谈判系统是采用软件Ａｇｅｎｔ部分或完
全代替人同 其 他 谈 判 方（Ａｇｅｎｔ或 人）谈 判，实
现了谈判决策的自动化［２０］。自动谈判研究的核
心问题是谈判策略的设计。谈判策略主要解决
谈判双方如何产生 序 列 行 动，使 这 些 行 动 最 大
化自身效用，同时对手也 愿 意 接 受［１８］。谈 判 策
略的设计方法主 要 有 启 发 式 和 机 器 学 习 两 种。
启发式方法使用固定的让步函数完成谈判让步
过程，典型的工作是ＦＡＲＡＴＩＮ等［１６］所设计的
时间约束和行为约 束 策 略，以 及 基 于 此 经 典 模
型的后续工作［２１］。机器学习方法使用人工智能
技术预测对手的未来出价、保留价格、谈判属性
偏好等。所使用的技术主要有：进化算法（如遗
传算法［１７］、蚁 群 算 法［２２］）、神 经 网 络［２３］、贝 叶 斯
学习［２４］、强 化 学 习［２５］等。纵 观 前 人 的 工 作，已
有研究主要是 使 用 单 一 固 定 策 略，缺 乏 多 种 策
略的组合的研究，而在现实电子商务环境下，单
一策略很难适应复杂动态的谈判环境［２６］。
３　大规模定制电子商务谈判模型
大规模定制电子商务谈判模型包括大规模
定制电子商务的实 现 流 程，以 及 多 属 性 谈 判 模
型，其中多属性谈判模型主要由固定策略、学习
策略和微小区间让步谈判策略组成。
３．１　大规模定制电子商务实现流程
大规 模 定 制 是 电 子 商 务 发 展 的 必 由 之
路［２７］。传统的Ｂ２Ｃ电子商务流程是：商家在平
台上展示商品，消 费 者 通 过 搜 索 引 擎 访 问 商 品
信息，经过价 格 对 比，做 出 购 买 决 定，商 家 接 受
支付并处理 物 流，完 成 交 易。这 个 流 程 存 在 的
问题是：如果有 多 个 消 费 者 同 时 购 买 某 个 商 家
的某件商品，一方面，商家疲于应付多个顾客的
并发购买，传 统 人 工 操 作 效 率 低 下；另 一 方 面，
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单个消费者缺乏议 价 优 势，不 能 获 得 理 想 的 折
扣。这时，如果 有 相 似 定 制 化 需 求 的 消 费 者 联
合起来购买，则既可同商家谈判更优惠的价格，
又可提 高 商 家 的 交 易 效 率。这 里 的 核 心 问 题
是，如何将大规模定制和传统Ｂ２Ｃ电子商务流
程进行整合，使得定 制 化 电 子 商 务 从 概 念 走 向
实际应用。
本研究提出的大规模定制电子商务流程主
要分为信息收集和多属性谈判两个阶段。在信
息收集阶段，系统收 集 各 个 消 费 者 的 需 求 与 偏
好，①消费者在系统上发起定制商品，提交相关
参数；②具有相 同定 制 商 品 需 求 的 消 费 者 提 交
自己的需求参数，直 到 形 成 销 售 商 指 定 的 最 低
定制量；③系统分析消费者群体的定制信息，并
发布这些信 息。在 多 属 性 谈 判 阶 段，①销 售 商
（买方）在系统 上发布商 品 的 定 制 信 息；②制 造
商（卖方）选定自己能够 生 产 的 订 单，与 销 售 商
启动谈判；③制造商的卖方 Ａｇｅｎｔ（Ｓ－Ａｇｅｎｔ）与
销售商的 买 方 Ａｇｅｎｔ（Ｂ－Ａｇｅｎｔ）进 行 多 属 性 谈
判，谈判成功则确定制造商生产定制商品，不成
功则继续选择订单谈判。详细流程见图１。
图１　大规模定制电子商务流程图
　
３．２　谈判策略与效用函数
当流程进 入 到 多 属 性 谈 判 阶 段，Ａｇｅｎｔ需
要选择谈判策略应对对手出价。通过分析前人
的研究可知，主流的谈判策略是固定策略，也就
是从谈判开始直至结束，采用单一的出价模式，
通常是一个设计好 的 出 价 函 数，在 整 个 过 程 中
不学习更新此固定出价模式［１６，２１］。这种策略模
式通常在计算机系统中用于资源分配的冲突协
调。在商务 谈 判 领 域，情 况 会 更 复 杂，尤 其 是
Ａｇｅｎｔ与 人 谈 判 时，单 一 固 定 策 略 是 很 难 应 付
的，研究者开发出了 具 有 学 习 功 能 的 智 能 谈 判
策略。这种策 略 可 以 根 据 谈 判 情 境 的 变 化，动
态调整出价策略，表 现 出 较 强 的 自 适 应 型 和 鲁
棒性［２６］。但是，目 前 学习 策略 主 要 用 于 单 属 性
价格谈 判，没 有 很 好 地 同 多 属 性 谈 判 相 结 合。
本研究提出组合策 略，其 含 义 是 将 单 属 性 固 定
策略的时间依赖特性同学习策略的动态自适应
特性相结合，在其上加入微小区间让步机制，以
期能够使Ａｇｅｎｔ在多属性谈判环境下灵活应对
各种谈判情境。为了同固定策略和学习策略相
区别，将这种组合策略称为微小区间让步策略。
３．２．１　固定策略（不学习）
时间是谈判中最为关键的限制资源，谈 判
者的行为受时间因素的影响极大。如在谈判逼
近终止时间 时，谈 判 者 会 做 出 显 著 让 步。根 据
这一特性，参考ＦＡＲＡＴＩＮ等［１６］提出的经典谈
判策略，基于时间的谈判策略函数为
α（ｔ）＝ｅｘｐ（１－ｔ－１　ｍｉｎ（ｔ，ｔ））βｌｎｋ， （１）
式中，ｔ是当前 谈 判 的 时 间，ｔ是 谈 判 的 截 止 时
间，β值的 大 小 决 定 了 谈 判 双 方 采 取 的 谈 判 策
略，ｋ是决 定 Ａｇｅｎｔ初 始 出 价 的 一 个 常 数。当
β＝１（中立型）时，谈 判 者 在 整 个 谈 判 的 过 程 中
一直 保 持 平 稳 的 让 步 速 度；当０＜β＜１（保 守
型）时，开始让步幅度小，随时间的逼近，让步越
来越快；当β＞１（激进型）时，开始让步非常快，
到最后让步 幅 度 小。针 对 多 属 性 谈 判，时 间 决
策函数决定每次提议的综合效用为
ｘ（ｔ）＝ｘ＋（１－α（ｔ））（ｘ－ｘ）， （２）
式中，ｘ和ｘ分别是综合效用的最大和最小值，
取值可根据实际情境而定。买方和卖方的利益
是相对的，比 如，价 格 对 买 方 来 说 是 越 低 越 好，
但是对卖方来说是 越 高 越 好；交 货 期 对 买 方 来
说是越 短 越 好，但 是 对 卖 方 来 说 是 越 长 越 好。
以下将会加入不同 的 学 习 策 略，分 析 每 种 策 略
情况下卖方和买方应该采取的让步策略。
３．２．２　学习策略
在电子商务中，尤其是大规模定制所适 用
的Ｂ２Ｃ环境，买 方 是 人，而 卖 方 商 家 可 以 把 谈
判委托给Ａｇｅｎｔ完成，这就要求Ａｇｅｎｔ具备能
够与人谈判的人工智能水平，因此，设计的卖方
Ａｇｅｎｔ具有学 习 能 力。所 谓 学 习，主 要 是 针 对
买方的谈判行 为 做 出 适 当 的 谈 判 反 应，而 不 是
坚持一个策略一成不变。定义买方相近的两次
提议的综合效用之差为ｘｔＢ→Ｓ－ｘ
ｔ－１
Ｂ→Ｓ
，其中，ｘｔＢ→Ｓ
表示在ｔ时刻买方出价相对于卖方的综合效用
值，将谈判方的 让 步 率 定 义 为 相 邻 两 次 提 议 综
合效用之差的比值θ，即
θ＝ （ｘｔＢ→Ｓ－ｘｔ－１Ｂ→Ｓ）（ｘｔ－１Ｂ→Ｓ－ｘｔ－２Ｂ→Ｓ）－１。 （３）
　　如果θ＞１，则表示买方的让步幅度在逐渐
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增大，这时卖方学习买方的让步率θ，调整自己
的谈判策略获得新的β＞１，这样可以提高谈判
效率，更 快 地 达 成 协 议，同 时 提 高 谈 判 的 成 功
率。如果θ＝１，则说明买方在平稳地让步，这时
卖方保持自 己 当 前 的 谈 判 策 略，平 稳 让 步。如
果θ＜１，则 说 明 买 方 在 减 少 自 己 的 让 步 幅 度，
这时 卖 方 学 习 买 方 的１／θ，快 速 逼 近 买 方 的 出
价曲线，增加谈 判 成 功 率。卖 方 Ａｇｅｎｔ由 让 步
率θ推导新策略的具体算法如下：将式（１）和式
（２）代入式（３），可解得卖方 Ａｇｅｎｔ的谈判策略
函数为αＳ（ｔ）＝（θ＋１）αＳ（ｔ－１）－θαＳ（ｔ－２），进
而可得αＳ（ｔ－１）＝ （ｘ－ｘｔ－１Ｂ→Ｓ）／（ｘ－ｘ）。
综上，可得卖方获得的新的策略关键参 数
β，以及卖方的新的策略ｘＢ→Ｓ 分别为
β＝ （ｌｎ ｌｎＡｌｎｋ ）Ｓ （ｌｎ　１－
ｍｉｎ（ｔ，ｔ））ｔ ； （４）
ｘＢ→Ｓ＝ｘ＋（１－ｅｘｐ（１－ｔ－１　ｍｉｎ（ｔ，ｔ））βｌｎｋＳ）（ｘ－ｘ），（５）
式中，Ａ＝ｅｘｐ（１－ｔ－１　ｍｉｎ（ｔ，ｔ））βｌｎｋＳ，所有符号
的上角标Ｓ都表示在卖方Ａｇｅｎｔ的角度计算的
结果。
３．２．３　微小区间让步策略
由于卖方和买方对每个谈判属性（如价格、
保质期等）所设 置 的 权 重 不 同，从 理 论 上 说，双
方都可以在对方认为重要而自己认为不重要的
属性上做出让步，从而达到双赢的局面。例如，
买方设置３个属性的权重为（０．７，０．２，０．１），卖
方设置３个属性的权重为（０．５，０．４，０．１）；买方
可以减少属性２的 取 值，买 方 在 属 性２上 做 的
任何一点让步对自己的综合效用的影响系数是
０．２，但是对卖方的影响系数是０．４。有理由相
信，买方可以在此属性上让步，获得更好的谈判
效果。基于 这 样 的 思 想，Ａｇｅｎｔ在 预 测 出 下 一
次提议的综合效用的基础上，做出微小的让步，
这个让步区间因具 体 问 题 而 异，本 研 究 中 设 置
为０．００５。在 这 个 微 小 的 让 步 区 间 范 围 内，将
会产生多组 提 议，交 由 对 方 选 择。这 些 提 议 对
提议方来说，综合效用变化都很小，但对对方来
说，可能某些提议的综合效用变化很大。
３．２．４　效用函数
本研究的效用函数取决于所有消费者的综
合偏好。所有 的 消 费 者 相 互 独 立，假 设 总 的 效
用函数 可 以 写 成 单 属 性 效 用 的 线 性 函 数，即
Ｕ（ｘ１，ｘ２，…，ｘｎ）＝ ∑
ｉ
ωｉｖｉ（ｘｉ）（ｉ ＝ １，２，…，
ｎ），其 中，ωｉ 为 每 个 属 性 的 权 重，ｖｉ（ｘｉ）为 每 个
属性的效用函数，ｘｉ 为每 个 属 性 值。基 于 以 上
模型设置，模拟 一个 大 规 模 定 制 的 电 子 商 务 场
景。商家售卖 某 货 品 的 标 的 价 格 为１００元，多
个潜在买 家 在 系 统 里 登 记 的 期 望 购 买 价 格 在
８０～１００元之 间，期 望 的 交 货 期 在１～１２周 之
间，期权价格在１～１５元之间。根据买卖双方
提供给系统的偏好 数 据，系 统 运 用 层 次 分 析 法
（ＡＨＰ）整合，得到买卖双方对３个交易属性的
偏好权重值为：买方（０．７，０．２，０．１），卖方（０．６，
０．３，０．１）。其 中，买 方 的 权 重 为 多 个 买 家 的 权
重值的算数平均值。由此可得买方和卖方的基
本参数见 表１。需 要 说 明 的 是，这 些 参 数 设 置
给出了一个实验环 境，主 要 目 的 是 在 这 个 统 一
的实验环境中，对 比 接 下 来 提 出 的３种 谈 判 策
略（固定 策 略、学 习 策 略、微 小 让 步）的 成 交 性
能。３种策略的成交性能主要取决于策略自身
的让步算法，与 环 境 参 数 无 关，因 此，环 境 参 数
的变化并不会影响到策略性能的对比结果。
表１　买方和卖方各参数
属性ｘｉ
（ｉ＝１，２，３）
取值
区间
买方
权重
卖方
权重
买方
最优值
卖方
最优值
价格／元 ［８０，１００］ ０．７　 ０．６　 ８０　 １００
交货期／周 ［１，１２］ ０．２　 ０．３　 １　 １２
期权价格／元 ［１，１５］ ０．１　 ０．１　 １　 １５
３．３　综合效用计算与排序流程
在正式谈判中，先对所有的谈判属性进 行
离散化，然后计算出综合效用，并排序。当对方
发送的提议对自己的综合效用低于自己预测的
下次提议的 综 合 效 用 时，才 会 考 虑 让 步。在 让
步的时候，首先 用 综 合 效 用 策 略 函 数 预 测 下 次
提议的综合效用，然 后 在 排 序 中 查 找 综 合 效 用
与预测综合 效 用 最 近 的 组 合，发 送 给 对 方。考
虑到计 算 量 很 大，所 以 将 计 算 放 在 谈 判 之 前。
由于现实中很多 的 属 性 取 值 其 实 不 是 连 续 的，
而是离散的，甚 至 是 有 限 的 几 个 值，实 验 前 期，
将每个属性值 按 实 际 情 况 离 散 化，算 出 相 应 的
综合效 用 并 排 序，以 便 谈 判 时 可 以 随 时 调 用。
具体过程见图２。
图２　综合效用计算与排序流程
　
４　多属性谈判实验分析
为了验证本研究模型的有效性，设计了 原
型 实 验 系 统。开 发 过 程 采 用 ＪＤＫ　１．６０ 和
Ａｇｅｎｔ开发平台Ｊａｄｅｘ　０．９６，集成开发环境采用
Ｅｃｌｉｐｓｅ　３．５２，前 期 实 验 测 试 采 用 ＭＡＴＬＡＢ
２０１５。实验过程 分 为３个 部 分：①买 卖 双 方 采
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用固定策略谈判；②买 卖 双 方 有 一 方 采 用 学 习
型策略谈判；③买卖 双 方 有 一 方 采 用 微 小 区 间
让步策略谈判。
４．１　固定策略谈判
所谓固 定 策 略 谈 判 指 Ａｇｅｎｔ在 谈 判 过 程
中，自始至终 采 用 事 先 预 定 好 的 谈 判 策 略。由
以上的综合策略函数可知，根据取值的不同，买
方与卖方都各有３种策略，即β∈（０，１），β＝１，
β∈（１，５０）。根 据 买 方 和 卖 方 的 不 同 取 值 一 共
进行了９组实验。典型议价组合的综合效用变
化见图３。图３中，从 右 至 左 单 调 递 减 的 曲 线
表示买方的效用变 化，从 左 至 右 单 调 递 减 的 曲
线表示卖方的效用 变 化，双 方 的 效 用 都 是 从 曲
线高点向低点移动，双 方 在 两 条 曲 线 交 汇 处 附
近成交。Ａｇｅｎｔ先 算 出 综 合 效 用，然 后 代 入 式
（２），买方、卖方分别让步，最后达成交易。
图３　谈判出价综合效用图
　
每种策略情况运行６次取平均值，谈 判 结
果的成交率和平均轮数对比见表２。由表２可
见，如果买方想要获得更高的成功概率，则应该
采 取 保 守 策 略 （β∈ （０，１）），成 功 概 率 为
（１００％＋１００％＋３３．３％）／３＝７７．７８％；如果卖
方想要获得更高的 成 功 概 率，则 应 该 采 取 平 稳
让步策略（β＝１），成功概率为（１００％＋１００％＋
１００％）／３＝１００％；如 果 买 方 想 要 更 快 地 成 交，
则应该采取激进策略（β∈（１，５０）），需要的平均
谈判轮 数 为（０．８＋３．１＋０．５）／３＝１．４７次；如
果卖方想要更快地 达 成 协 议，则 应 该 采 取 激 进
策略（β∈（１，５０）），需 要 的 平 均 谈 判 轮 数 为
（０．３＋０．２＋０．５）／３＝０．３３次。
表２　谈判结果的成交率和平均轮数对比
买方β
卖方β
β∈（０，１）
成交率
／％
平均轮
数／次
β＝１
成交率
／％
平均轮
数／次
β∈（１，５０）
成交率
／％
平均轮
数／次
β∈（０，１） １００　 １２．７　 １００　 １０．５　 ５０　 ０．８
β＝１　 １００　 １０．８　 １００　 ９　 １００　 ３．１
β∈（１，５０） ３３．３　 ０．３　 １６．７　 ０．２　 ５０　 ０．５
　　固定策略谈判综合效用对比见表３。由表３
可知：对 于 卖 方 来 说，如 果 买 方 采 取 保 守 策 略
（β∈（０，１）），则卖方应该采取所对应的平稳让步
策略（ｍａｘ（０．６０８，０．４８６，０．７６５）＝０．７６５）；如 果
买方采用平稳的让步策略（β＝１），则卖方应该采
取所 对 应 的 激 进 让 步 策 略（ｍａｘ（０．６３４，０．５８０，
０．７８７）＝０．７８７）；如 果 买 方 采 用 激 进 让 步 策 略
（β∈（１，５０）），则 卖 方 应 该 采 取 平 稳 让 步 策 略
（ｍａｘ（０．６８８，０．７７４，０．７０５）＝０．７７４）。总 体 来
说，卖方更适合采用让步策略。对于买方来说，
如果卖方采用保守策略（β∈（０，１）），则买方应该
采取激进让步策略（ｍａｘ（０．６０６，０．５０４，０．８３４）＝
０．８３４）；如果卖方采用平稳让步策略（β＝１），则
买方应该采取所对应的 保 守 策 略（ｍａｘ（０．７２４，
０．５８０，０．３５６）＝０．７２４）；如果卖方采用激进让步
策略（β∈（１，５０）），则买方应该采取所对应的保
守策略（ｍａｘ（０．８３７，０．８３７，０．６３３）＝０．８３７）。
表３　固定策略谈判综合效用对比
买方β
卖方β
β∈（０，１）
买方 卖方
β＝１
买方 卖方
β∈（１，５０）
买方 卖方
β∈（０，１） ０．６０６　 ０．６０８　 ０．５０４　 ０．６３４　 ０．８３４　 ０．６８８
β＝１　 ０．７２４　 ０．４８６　 ０．５８０　 ０．５８０　 ０．３５６　 ０．７７４
β∈（１，５０） ０．８３７　 ０．７６５　 ０．８３７　 ０．７８７　 ０．６３３　 ０．７０５
图４　学习策略谈判过程函数图
４．２　学习策略谈判
当采用学习策略时，Ａｇｅｎｔ具备根据对手出
价调节自己谈判行为的能力，以协调初始谈判策
略的差异。为了清晰地表达学习策略的效果，在
实验中卖方Ａｇｅｎｔ采用固定策略出价谈判，买方
Ａｇｅｎｔ采取学习策略适时调整自己的策略，以适
应卖方的出价趋势变化（见图４）。图４中，从右
至左下行曲线表示买方的效用变化，从左至右下
行曲线表示卖方的效用变化。买方策略在初始
状态（最上方的从右至左下行曲线）让步速度太
快，牺牲太多自身利益，在随后的策略调整中，下
移至最下方的从左至右下行曲线，然后逐渐调整
曲线曲率，最终在近乎双赢的状态下双方成交，
体现出学习策略的作用和优势。
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谈判结果 对 比 见 表４，可 以 很 清 楚 地 看 到
学习策略能提高谈 判 的 成 功 率，但 是 成 交 所 需
的谈判轮数并未减少。
学习策略与固定策略谈判综合效用对比见
表５。由表５可 知，学 习 策 略 对 综 合 效 用 的 作
用不明显。这 是 因 为 在 多 属 性 谈 判 中，尽 管 学
习对方的策略做出 了 让 步，但 是 因 为 双 方 对 每
个属性的权重设置 不 一 样，可 能 从 对 方 角 度 来
说根本就没有让步。但如果想要获得更高的谈
判成功率，可以采用学习策略。
表４　学习策略与固定策略谈判成功率与平均轮数对比
买方β
卖方β
β∈（０，１）
成交率／％
学习 不学习
平均轮数／次
学习 不学习
β∈（１，５０）
成交率／％
学习 不学习
平均轮数／次
学习 不学习
β∈（０，１） １００　 １００　 １２．８　１２．７　 １００　 ５０　 ２．３　 ０．８
β∈（１，５０） ８３．３　 ３３．３　 ２．３　 ０．３　 ８３．３　 ５０　 １．７　 ０．５
表５　学习策略与固定策略谈判综合效用对比
买方β
卖方β
β∈（０，１）
买方
　　学习　 　 　不学习　
卖方
　　学习　 　 　不学习　
β∈（１，５０）
买方
　　学习　 　 　不学习　
卖方
　　学习　 　 　不学习　
β∈（０，１） ０．４２０　 ０．６０６　 ０．３６５　 ０．６０８　 ０．２８０　 ０．８３４　 ０．８２６　 ０．６８８
β∈（１，５０） ０．７９３　 ０．８３７　 ０．５４７　 ０．７６５　 ０．５５１　 ０．６３３　 ０．４９７　 ０．７０５
４．３　微小让步策略谈判
根据之前对 固 定 策 略 和 学 习 策 略 的 分 析，
可以发现单 纯 的 使 用 二 者 之 一，各 有 利 弊。如
果将学习策略和微 小 让 步 策 略 相 结 合，理 论 上
会使Ａｇｅｎｔ更容易获得好的交易。谈判成交率
和需要谈判 平 均 轮 数 实 验 结 果 见 表６，学 习 加
区间让步与不学习综合效用对比实验结果见表
７。由表６和表７可知，采用学习加微小让步区
间策略的Ａｇｅｎｔ可以获得更高的谈判成功率。
表７表明：当双方采取的都是保守让 步 策
略（β∈（０，１））时，采 用 学 习 加 区 间 的 策 略 可 以
获得更高的 综 合 效 用（０．８０２＞０．６０６；０．８２４＞
０．６０８）；当买方采取保守策略（β∈（０，１）），卖方
采取激进策略（β∈（１，５０））时，采用学习加区间
的策 略 会 增 加 买 方 的 综 合 效 用 （０．８３８＞
０．８３７），减少卖方的综合效用（０．１６６＜０．７６５）；
相反，当买方采取激进策略，卖方采取保守策略
时，学 习 加 区 间 的 策 略 会 增 加 卖 方 的 综 合 效
用（０．４６０＜０．８３４），减 少 买 方 的 综 合 效 用
（０．８３０＞０．６８８）；当双方都采取激进策略时，卖
方收 益 减 少（０．４１７＜０．７０５），买 方 收 益 增 加
（０．７６９＞０．６３３）。
表６　谈判成交率和需要谈判平均轮数
买方β
卖方β
β∈（０，１）
成交率／％
学习加区间　　不学习　
平均轮数／次
学习加区间　　不学习　
β∈（１，５０）
成交率／％
学习加区间　　不学习　
平均轮数／次
学习加区间　　不学习　
β∈（０，１） １００　 １００　 ２　 １２．７　 １００　 ５０　 １．３　 ０．８
β∈（１，５０） ４０　 ３３．３　 ０．５　 ０．３　 ５０　 ５０　 ０．７　 ０．５
表７　学习加区间让步与不学习综合效用对比
买方β
卖方β
β∈（０，１）
买方
学习加区间　　不学习　
卖方
学习加区间　　不学习　
β∈（１，５０）
买方
学习加区间　　不学习　
卖方
学习加区间　　不学习　
β∈（０，１） ０．８０２　 ０．６０６　 ０．８２４　 ０．６０８　 ０．４６０　 ０．８３４　 ０．８３０　 ０．６８８
β∈（１，５０） ０．８３８　 ０．８３７　 ０．１６６　 ０．７６５　 ０．７６９　 ０．６３３　 ０．４１７　 ０．７０５
５　结语
响应国家供给侧改革号召，本研究提出 大
规模定制电子商务的运作机制和谈判技术。相
比于前人的研究，本 研 究 的 创 新 和 贡 献 主 要 体
现在以下两点：①当 前 对 大 规 模 定 制 电 子 商 务
的研究多停留在概 念 探 讨 和 理 论 设 计 阶 段，距
离实际应用 尚 远。本 研 究 从 更 加 务 实 的 视 角，
提出了大规模定制 电 子 商 务 的 两 阶 段 流 程，通
过仿真实验验证这一流程模型的可行性，因此，
对定制化电子商务的实际操作和运营具有现实
意义。②从自 动 谈 判 理 论 研 究 角 度 来 说，以 往
的多属性 谈 判 策 略 研 究 主 要 使 用 单 一 固 定 策
略。通过本研 究 可 以 发 现，单 一 策 略 成 交 率 较
低，很难在实 际 应 用 中 有 用 武 之 地。本 研 究 提
出了学习策略和微小区间让步策略相结合的方
法，为该领域提供了一个组合策略研究的范例。
实验证明，组合策略具备自适应特性，一方面可
以学习对手谈判行 为；另 一 方 面 在 自 身 做 出 很
少让步的同时，给对手充分的选择空间，从而增
加应对谈判局势的灵活性，改善谈判的效果，增
加谈判的成功率，更快地达到双赢的局面。
尽管现有研究有明显的成效，但还存在一些
不足。一个突出的问题是，大规模定制电子商务
的主体之一是产生购买需求的消费者，未来的电
子商务谈判更多的情况是人和机器之间的谈判。
机器一方代替商家与消费者谈判，从而节省商家
的谈判成本，提高谈判效率。本研究对此种情况
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的应用没有深一步的探讨，将在未来的研究中予
以重点关注。
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