We present the first complexity analysis of the algorithm by Plantinga and Vegter for approximating real implicit curves and surfaces. This approximation algorithm certifies the topological correctness of the output using both subdivision and interval arithmetic. In practice, it has been seen to be quite efficient; our goal is to quantify this efficiency.
INTRODUCTION
Subdivision-based algorithms are one of the most commonly used algorithms in many fields, from computational geometry and graphics to solving of polynomials and mathematical programming [22, 18, 28, 2, 23, 39, 16, 1] .
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The main advantages of subdivision-based algorithms are their great flexibility and their local nature. Because of their recursive character, they are easy to implement, and this makes them popular among practitioners. Moreover, they are often efficient in practice because they only perform additional subdivisions near difficult features. It is exactly because of these advantages, however, that the complexity analysis of subdivision-based algorithms is particularly challenging. To analyze them we need to understand, in depth, the local complexity of the input instance and how the inclusion/exclusion predicates behave on them.
For univariate problems, the analysis of subdivision algorithms is well-understood, and there are several results, especially for the case of approximating the roots of polynomials, e.g., [38, 27] . However, for higher dimensions, very little is known. For example, there are no explicit complexity results for pure subdivision-based algorithms for approximating curves and surfaces.
In this paper we fill this gap. We consider the following problem: Plantinga and Vegter [25] presented a subdivisionbased algorithm for correctly approximating curves and surfaces, see Figure 1 . We call this the PV algorithm. It takes, as input, a polynomial f ∈ R[x, y] or R[x, y, z], whose real zero set is bounded and smooth, and a region I ⊆ R 2 or R 3 . From this input data, it constructs a piecewise-linear approximation to the zero set of f in I. The approximation has the correct topology in the sense that there is an ambient isotopy between the approximation and the zero set; additionally, by further subdivisions, the Hausdorff distance between the approximation and the zero set can be made as small as desired. The authors of [25] claim that the PV algorithm is efficient in practice, but, to our knowledge, there is no prior complexity analysis of the PV algorithm.
We provide the first complexity analysis for approximating curves and surfaces using the PV algorithm. Our bounds exploit local point estimates, called local size bounds, to quantify the amount of work needed by the algorithm at each point of the input domain. For the case of curves, we prove a worst-case bit complexity bound of 2 sions and analyze the complexity of these tests in two and higher dimensions. Moreover, we provide an adaptive bound on the size of the subdivision using continuous amortization, first developed in [8] and extended to higher dimensions in [6] . Our results are the first application of continuous amortization to a pure high dimensional problem. Furthermore, we prove that our bounds are tight in Lemma 6.1.
Related Work
The design of efficient subdivision-based algorithms that are output-sensitive, precision-sensitive, certified, and exploit the underlying structure of the problem is a great challenge and an active area of research. A big step in this direction is the introduction of soft tests [34, 38] that, roughly speaking, replace hard exact tests, usually comparisons with zero, with approximate computations, and they are exact in the limit. They introduce a new notion of correctness called resolution-exactness. In this context, it is exactly the continuous amortization tool [6, 8] that captures the complexity of the soft predicates. Therefore, continuous amortization is a key tool for the analysis of such algorithms.
The previous work on subdivision methods and exclusion/inclusion predicates is quite extensive and so we only scratch its surface. For works that focus on classical exclusion/exclusion algorithms but without bit complexity bounds we refer the reader to [17, 35, 14] . For other approaches for approximating curves and surfaces we refer the reader to [11, 4, 3, 10] and the references therein. Recently, there is an extension to the case of analytic functions [17, 38] . For the problem of isolating the roots of polynomials we refer the reader to [23, 20, 19, 12, 36, 24, 7, 27, 9] and the references therein. There are also approaches [24] that achieve locally quadratic convergence towards the simple roots of polynomial systems and there very efficient in practice. Another interesting direction of subdivision algorithms, of more geometric nature, concerns the approximation of algebraic varieties [30, 25, 5, 29, 37, 21] , and the computation of the approximate Voronoi diagrams [39] . There are also quite important applications of these algorithms to the problem of robot motion planning [33] .
Notation
We use dist C (x, f ) for the distance, in C, of the point x to the hypersurface defined by the polynomial f . The point x might be real or complex. We also use Bdista(V, W ) to indicate that we are interested in the minimum distance between V, W ⊂ C n inside a hyperbox of C n whose corners have bit-size at most a.
For an interval or a (hyper-)box J we denote the midpoint as m = m(J) and side length as w = w(J). The notation f (J) denotes the interval (over-)approximation of f applied to the region J. In this paper, because of its nice properties, we use the centered interval form for f which is based on the Taylor expansion of f at the midpoint of J, see Remark 2.2 or [26] for further details.
We use O(·) and OB(·) to denote the arithmetic complexity and bit complexity, respectively. The soft-O notation, O(·) and OB(·), mean that we are ignoring logarithmic factors. By V C (f ), V R (f ), or VI (f ) we denote the zero set of a polynomial f over the complex numbers, real numbers, or the region I, respectively.
Outline
The rest of the paper is organized as follows: In Section 2, we recall the PV algorithms and the inclusion and inclusion predicates that it uses. We unify and generalize these predicates to make them applicable to higher dimensions. In Section 3, we derive the local size bounds for the inclusion/exclusion predicates for the PV algorithms. In Section 4, we use the local size bounds to provide worst-case estimates on the number of boxes and the bit complexity of the PV algorithms in terms of the size of the input. In Section 5, we present an introduction to and apply continuous amortization to present adaptive complexity bounds for the PV algorithms. Finally, in Section 6 we present example to demonstrate the tightness of our bounds.
THE MODIFIED PLANTINGA AND VEG-TER ALGORITHM
In this section, we present the subdivision part of the PV algorithm. We give details on how PV exploits interval arithmetic to achieve certified computations. We slightly modify the algorithm to unify the tests and to make the subdivisions applicable in arbitrary dimensions.
The PV Algorithm [25]
Let f ∈ R[x, y] or R[x, y, z] be a square-free polynomial such that its real zero set V R (f ) is smooth and bounded. The PV algorithm recursively subdivides an initial bounding square or cube I for the variety with a quad-tree or oct-tree data structure until at least one of the following two tests holds on each subregion J. In the literature, these tests are Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany often referred to as C0 and C1:
When C0(J) holds, the variety does not enter the region J and so J can be discarded. On the other hand, when C1(J) holds, the curve or surface does not bend much within the region J. More precisely, given f and I, the PV algorithms construct a partition P of I so that C0 or C1 is true on each region in P . Initially, P = {I}:
Repeatedly subdivide (into 4 or 8 children) each J ∈ P until one of the following conditions hold:
After every sub-region J satisfies C0(J) or C1(J), the authors of [25] perform post-processing steps, which include balancing the tree, evaluating the sign of f on the corners of each J in P , and using sign changes along the sides of regions J to detect and approximate the curve or surface. This approximation is topologically correct as there is an ambient isotopy between the approximation and the variety V R (f ). Additionally, by further subdivision, the isotopy can be made sufficiently small so that the Hausdorff distance between the approximation and the variety is as small as desired. We note that it is possible to extend the PV algorithm in the plane to provide an approximation even when V R (f ) is unbounded, V R (f ) is singular, and I is not a bounding box, see [5] . In this paper, however, we focus on the original PV algorithm without the restriction of a bounded curve.
The Subdivisions of the PV Algorithm
Our main focus is on computing the number of regions that the PV algorithms construct, see Algorithm 2.1, and not on the approximation of the curve or surface, per se. Therefore, we focus exclusively on the C0 and C1 tests and apply them in arbitrary dimensions. More precisely, let f ∈ R[x1, · · · , xn] be such that its real zero set V R (f ) is smooth. Let I ⊆ R n be a n-dimensional real cube. Then, we can generalize the tests C0 and C1, along with Algorithm 2.1, to n dimensions, where the subdivision splits an n-cube into 2 n children. However, we mention that, in this case, we no longer use the output of the algorithm to construct an approximation to V R (f ).
Extending the C 1 test
The predicate C1(J) has the following two consequences that are fundamental in the proof of correctness of the PV algorithm in [25] : (1) If a region J satisfies the conditions, then, in J, there cannot be any pair of gradient vectors which are orthogonal to each other. (2) The variety V R (f ) is parametrizable in the direction of at least one of the coordinate axes. Fact (2) is a direct consequence of Fact (1), but it is used so frequently in the proofs in [25] , that it is worthwhile to mention it explicitly.
We now modify and extend test C1 so that C0 and C1 have the same form. Let the function g :
It follows that for a region J, if 0 ∈ g(J × J), then there is no pair of gradient vectors in J which are orthogonal to each other. We use this reformulation because it implies the same two consequences, Facts (1) and (2), as the original C1 test, but the application of interval arithmetic appears as the last step as opposed to an intermediate step. In particular, both tests C0 and C1 are of the same type, i.e., they consist of testing where 0 appears in the interval formulation of a function applied to a region. For the rest of the paper, all references to the C1 test refer to this new C1 test.
Remark 2.2. We use the centered interval form for interval arithmetic, see [26] , which is based on the Taylor expansion of the polynomial at the midpoint of the region. In particular, let J be the n-cube with midpoint m = m(J) and side length w = w(J). Then, test C0 simplifies to
αi is the sum of the entries in α,
is the operator of partial derivatives applied with multiplicity determined by the entries of α, and α! = αi! is the product of the factorials of the entries in α.
Since the C1 test is based on the function g whose domain is 2n-dimensional and the square J × J has midpoint (m, m) and the same side length as J, the C1 test becomes
where ei is the i-th standard basis vector, and α, β ∈ N n are multi-indices.
LOCAL SIZE BOUND FOR THE PV AL-GORITHM
The key to the bounds in this paper is a function, called a local size bound, on R n which locally describes the maximum amount of work that is required at each point in R n (cf [6] ):
Definition 3.1. Let C be a predicate on n-dimensional cubes. A local size bound for C is a function F : R n → R ≥0 with the property that
Voln(J).
In other words, F (x) is a lower bound on the n-dimensional volume of a n-dimensional cube which contains x, but fails the stopping criterion test.
We develop a local size bound for the PV algorithm. For the PV algorithm, the local size bound relates the value of the partial derivatives at a point in R n to the distance from that point to the variety. The goal is to derive point estimates for the C0 and C1 predicates, Corollaries 3.6 and 3.7. As our first step, we reduce a higher-dimensional problem to a collection of one-dimensional problems as follows:
n , and v ∈ S n−1 . Define fv(t) to be the univariate polynomial passing through p and in the direction v, i.e., fv(t) = f (p + tv), see Figure 2 . Then, define Σ fv be the sum of the reciprocals of the complex roots of fv, i.e.,
Contributed
As in [7] , Σ fv (p) links the Taylor coefficients of f to the geometry of the zero set of f . This relationship is explicitly explored in the following two results.
Proof. The claim is trivial when k = 0. Since fv is a univariate polynomial, the first inequality follows directly from [7, Lemma 2.1]. The second inequality follows because, in the sum for Σ fv (p), there are at most deg(f ) terms and each element of the sum is the inverse of the distance between p and a point on V C (f ), which is bounded above by the inverse of the distance to the closest point.
The interval approximations in the PV predicates are based on the centered form, which, in turn is based on the Taylor expansion of the input polynomial, see Remark 2.2. We, therefore, use the geometric bounds from Lemma 3.3 to bound the Taylor coefficients in terms of the geometry of the zero set of f . The proof of Proposition 3.4 and Corollary 3.5 as well as other results that we need to effectively bound the local size bound appear in the full version of the paper.
is the multinomial coefficient.
Each of the predicates for the PV algorithm test whether 0 is included in an interval approximation to the value of an appropriate function on a region. In practice, this test is performed by comparing the sizes of the Taylor coefficients and the size of the input region to the value of the polynomial at a given point, see Remark 2.2. In particular, if the inequality appearing in the conclusion of the following corollary holds, then 0 is not included in the interval approximation, for additional details, see [7] .
Corollary 3.5. Let f ∈ R[x1, · · · , xn] and p ∈ R n . Sup-
. Then
We now develop bounds on the size of J which guarantee the success of the PV predicates which can be applied to any point within J, not merely the midpoint. Corollary 3.6. Let f ∈ R[x1, · · · , xn] and J ⊆ R n . Assume that there is a point x ∈ J such that
Then, C0(J) is true.
Proof. This result follows from Corollary 3.6 and [7, Section 3].
Corollary 3.7. Let f ∈ R[x1, · · · , xn] and g ∈ [x1, · · · , xn, y1, · · · , yn] where g(x1, · · · , xn, y1, · · · , yn) = ∇f (x1, · · · , xn), ∇f (y1, · · · , yn) . Let J ⊆ R n , and suppose that there is a point (a, b) ∈ J × J such that
Then, C1(J) is true.
WORST-CASE BOUNDS
Observe that Corollary 3.6 applies to a polynomial in n variables and Corollary 3.7 uses a polynomial in 2n variables. Therefore, the varieties V C (f ) and V C (g) are in different dimensional spaces. In the arguments that follow, it is easier to study both of these varieties in the same dimensional space. Therefore, we consider V C (f ) as a subset of the diagonal in 2n-dimensional space. In particular, let the variables of C 2n be {x1, · · · , xn, y1, · · · , yn}; the diagonal ∆ consists of the points of the form xi = yi. Then, ∆ is n-dimensional and we identify C n with ∆, in particular, we write V ∆ C (f ) for the collection of all points (x1, · · · , xn, y1, · · · , yn) such that f (x1, · · · , xn) = 0 and xi = yi for all i.
The Global Depth of the Subdivision Tree
We prove a global bound on the depth of the subdivision tree. Proposition 4.1. Let f ∈ R[x1, · · · , xn], and let g ∈ R[x1, · · · , xn, y1, · · · , yn] where g(x1, · · · , xn, y1, · · · , yn) = ∇f (x1, · · · , xn), ∇f (y1, · · · , yn) . Suppose that I ⊆ R n and VI (f ) is smooth, i.e., or all x ∈ I, f (x) and g(x, x) are not both zero. In particular, let
The PV algorithm performs at most 2w(I) Dδ n subdivisions.
Proof.

2
Dδ is a lower bound on the width of a region which occurs as a leaf in the subdivision tree. Therefore, we can divide the total n-dimensional volume into regions of this size.
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Let f ∈ R[x1, · · · , xn] define a smooth variety, and let g ∈ R[x1, · · · , xn, y1, · · · , yn] where g(x1, · · · , xn, y1, · · · , yn) = ∇f (x1, · · · , xn), ∇f (y1, · · · , yn) . Since f is smooth as a complex variety, there do not exist points x ∈ R n such that x ∈ V C (f ) and (x, x) ∈ V C (g). Suppose that ε is a separation bound between V ∆ C (f ) and V C (g) and between R n and V C (f, ∇f · ∇f ). Then, for all x ∈ R n , either the distance
. Therefore, we may let δ = ε 2 √ 2 in Proposition 4.1.
Bounds on the distance between varieties
Suppose that the input polynomial f has integer coefficients. Then, we can express the bound in Proposition 4.1 in terms of the degree and the maximum bitsize of the coefficients of the input polynomial. For this, we need to bound ε, that appears in the previous section, from below. In other words, we need to bound the distance between V ∆ C (f ) and V C (g). We restrict our attention to the interior of an ndimensional cube such that a is an upper bound on the bitsize of the corners of the box. Following [31] , we define the following distance function, for a > 0,
We observe that Bdista(V, W ) is based on the distance between complex varieties, and it is not restricted to their real portions. The following theorem presents a lower bound on the distance of two varieties, when at least one of them is defined as a complete intersection, and is due to Martin Sombra, see also [31, §2.3.3] , [13] .
Theorem 4.2. Let V be of pure dimension r and W be of dimension s and defined by f1, . . . , fn−s ∈ Z[x1, . . . , xn]. Let a > 0, d = maxi{deg(fi)} and the maximum logarithmic height of the polynomials fi be h = maxi{h(fi)}. We can bound the distance between V and W within a ball B(0, 2 a ) as
where deg(V ) and h(V ) denote the degree and the canonical height of V , respectively. Furthermore, if we assume that V is a complete intersection defined by polynomials g1, . . . , gn−r, such that deg(gi) ≤ d2 and h(gi) ≤ h2, then
In this case the distance between V and W becomes:
where c(n) is a constant depending only on n.
To use Theorem 4.2 and Equation (2) to bound the distance between V ∆ C (f ) and V C (g), we consider the hypersurface V defined by the following equation:
Moreover, W is defined by the system of equations f (x1, · · · , xn) and {yi = xi}.
Since g is a single equation, V is a r = (2n − 1)-dimensional complex hypersurface. On the other hand, f defines an s = (n − 1)-dimensional complex variety. Both varieties are complete intersections. We assumed that the input polynomial f has integer coefficients, that is f ∈ Z[x1, · · · , xn] such that d = deg(f ) is the degree of f and that the maximum bitsize of the coefficients, aka logarithmic height, is h(f ) = h2 = τ . Then, deg(W ) = d, deg(∇f ) ≤ d − 1, and h(∇f ) = τ + lg(d). From this, it follows that h1 = h(g) = O(τ + lg(nd)) and
We can use the bound of Eq. (1) to bound the (logarithmic) height of a variety, and in our case V , as
Combining these inequalities with Theorem 4.2, see also Equation (2), we obtain the following bound for the distance between V ∆ C (f ) and V C (g) within an n-dimensional cube with coordinates having bitsize bounded by a:
The previous bound is used to bound ε and thus δ in Proposition 4.1. In particular, we apply the previous bound to a covering of I by small boxes the size of the separation bound for V C (f, ∇f · ∇f ) by translating and scaling these boxes. Therefore, we obtain the following explicit bound for the number of steps, or in other words the number of boxes, of the PV algorithm. where a > 0 is the maximum bitsize of the coordinates of the corners of I.
Overall complexity bound
The bound on the number of steps that we have computed in Theorem 4.3 is an important quantity needed for the goal of estimating the overall bit complexity of the PV algorithm. PV is a subdivision algorithm that, roughly speaking, mimic the process of binary search. Therefore, to bound its Boolean complexity we have to multiply the number steps (subdivisions) that it performs with the worst case Boolean complexity of each step. Theorem 4.3 provides the number of steps. It remains to estimate the complexity of each step. A closer look at the predicates needed for the realization of the algorithm reveals that each step of the PV algorithm consists of a multivariate Taylor shift. Given a polynomial F ∈ Z[x1, . . . , xn] and numbers a1, . . . , an, we need to compute the coefficients of F (x1 + a1, . . . , xn + an).
We perform this operation recursively. First, we consider the bivariate case. We are given a polynomial F ∈ Z[x1, x2] of total degree d and maximum coefficient bitsize τ , and integers a1, and a2 of bitsize . We want to estimate the complexity of computing the polynomial F (x1 + a1, x2 + a2).
We consider the polynomial as
, that is as a univariate polynomial in x2 with coefficients in x1; we write it as i , we need to perform the d + 1 multiplications between polynomials Fi(x1 + a1) and (x2 + a2)
i to obtain each term in the sum, and d + 1 additions. The multiplications dominate the complexity. As each multiplication corresponds, in the worst case, to the multiplication of two polynomials of degree d and bitsize
Lemma 4.4. The Taylor shift for a bivariate polynomial of total degree d and maximum coefficient bitsize τ costs
Using induction we obtain the following result:
Corollary 4.5. The Taylor shift for a multivariate polynomial of total degree d in n variables and maximum coefficient bitsize τ costs OB(
To obtain the worst case complexity of each step of the PV algorithm, we replace in Corollary 4.5 with the (exponent of the) bound of Theorem 4.3. To see this, notice that at each step of the subdivision we increase by 1 the number of bits of the number we have to perform Taylor shifts with. Hence, in the worst case, we have to perform a Taylor shift with number have as bitsize the number of subdivisions. For the overall complexity of the algorithm we multiply this bound with the number of steps of Theorem 4.3. In the worst case, since we construct a polynomial of degree 2d − 2 in 2n variables, each multivariate Taylor shift costs OB(n 2 d 2n+3 + nd 2n+2 (τ + da)) and the overall complexity of the algorithm is
where a is the maximum bitsize of the coordinates of the corners of I. For the 2D case, n = 2, that commonly appears in applications, we obtain the following bound for applying PV is Theorem 4.6. The bit complexity of the PV algorithm for curves, is OB(2
ADAPTIVE BOUNDS
Continuous amortization was introduced in [8] as a way to adaptively analyze the complexity of subdivision-based algorithms. The theory of continuous amortization was extended to higher dimensions in [6] . We recall this technique in the special case for computing the number of regions created by a subdivision algorithm in R n which recursively subdivides n-dimensional cubes in R n into 2 n identical smaller n-dimensional cubes.
Theorem 5.1 ( [8, 6] ). Let F be a local size bound (see Definition 3.1) for a stopping criterion C and I be an ndimensional cube. The number of regions formed by a subdivision algorithm which recursively subdivides n-dimensional cubes in R n into 2 n identical smaller n-dimensional cubes is at most max 1,
where dVn is the n-dimensional volume form. If the algorithm does not terminate, then the integral is infinite.
We can use continuous amortization to express the complexity of the PV algorithm. We express the PV subdivision as a subdivision of 2n-dimensional real space, but restrict our attention to the diagonal ∆. Since the real part of the diagonal ∆ can be identified with R n via projection onto the first n coordinates, we can interpret all of our subdivisions as subdivisions of R n . In particular, for J × J ∈ R 2n , under a standard subdivision, this region would be split into 2 2n children. For our case, however, we only need to consider the subregions which intersect the diagonal; in other words, we only consider subregions of the form L × L. By via the identification to R n this subdivision corresponds to the standard subdivision in R n where L is a child of J, and J is 2 n times bigger than L.
n . The number of regions after the subdivision performed by the PV algorithm (before balancing) is bounded above by the maximum of 1 and
where dVn is the n-dimensional volume form.
Proof. These results follow almost directly from a standard application of continuous amortization, see [6] . The only difference is that the argmax in the proof of continuous amortization must be taken over the diagonal, (J × J) ∩ ∆ = {(a, a) : a ∈ J} instead of all of J × J.
This integral provides a more adaptive and accurate estimate on the complexity than the worst-case a priori bounds based on the size of the input. Moreover, this integral can be evaluated even when the input polynomial has complex (but not real) singularities. Examples of the evaluation of this integral appear in the remainder of this paper.
EXAMPLES
Both bounds are exponential with respect to the degree of the polynomial f and the number of variables. They remain exponential even if we assume that the number of variables is constant. In [25] , the authors show that for several examples the computation time is efficient in practice. The following lemma, which is also illustrated in Figure 3(a) , proves that this exponential behavior is optimal, up to constants in the exponents. Proof. Following the construction in [15] , consider the Mignotte polynomial P (x) = x d − 2(ax − 1) 2 and the related polynomial P2(x) = x d − (ax − 1) 2 where a is a sufficiently large positive integer. The product P (x)P2(x) is of degree 2d and the largest coefficient is of size 2a 4 . In [15] , it is shown that the product P (x)P2(x) has (at least) three roots in the interval (a −1 − h, a −1 + h) where h = a −d/2−1 . Treating P (x)P2(x) as a polynomial in n variables, we see that the PV algorithm to approximate the variety in an n-dimensional cube I of side length w(I) requires subdividing to regions of side length at most 2h to separate the three vertical hyperplanes in the interval (a −1 − h, a −1 + h). Since this occurs along an entire hyperplane of the input region, the number of small boxes is, at least, Even though our bounds are optimal, in practice, these are quite pessimistic, as the actual separation bounds do not follow the worst case behavior, see Figure 3 Moreover, for each of these examples, the minimum distance between V ∆ C (f ) and V C (g) is at most ε. Therefore, a bound coming from Proposition 4.1 would be much larger than the bound continuous amortization provides.
It remains an open question to deduce the bit complexity bounds for the PV algorithms in the general case from the adaptive bounds of Proposition 5.2. Since the complexity of the algorithm can be exponential in the inputs, the integral must be described in terms of additional geometric and intrinsic parameters.
