This paper is concerned with the following Euler-Lagrange system
Introduction
We consider the second order system: 
The growth of L is determined by function G such that:
is convex, even, G(0) = 0 and G(x)/|x| → ∞ as |x| → ∞) satisfying ∆ 2 and ∇ 2 conditions (at infinity).
In section 2 we use G to define an Orlicz space. The following assumption on F , V and f will be needed throughout the paper. Function F : I × R N × R N → R is of class C 1 and satisfy (F 1 ) F (t, x, ·) is convex for all (t, x) ∈ I × R N , (F 2 ) there exist a ∈ C(R + , R + ) and b ∈ L 1 (I, R + ) such that for all (t, x, v) ∈ I × R N × R N :
(F 3 ) there exists θ F > 0 such that for all (t, x, v) ∈ I × R N × R N :
(F 4 ) there exists Λ > 0 such that for all (t, x, v) ∈ I × R N × R N :
for |x| > M , t ∈ I, (V 3 ) there exist ρ, b > 1 and g ∈ L 1 (I, R), such that V (t, x) ≥ b G(x) − g(t) for G(x/(2|I|)) ≤ ρ/2, (V 4 ) I V (t, 0) dt = 0 for t ∈ I.
We assume that the forcing term f belongs to the space L G and (f) I G * (f (t)) + g(t) dt < min{Λ, b − 1}ρ. Using the general form of the Mountain Pass Theorem and Ekeland's Variational Principle we show that the problem (AELT) has at least two nontrivial solutions in an anisotropic Orlicz-Sobolev space (theorems 3.1, 4.2 and 4.4).
Problems similar to (AELT) were considered e.g. in [1, 2, 3] for F (t, x, v) = |v| p , in [4] for F being an isotropic G-function and in [5, 6] (periodic problem) for F being an anisotropic G-function. Recently in [7] authors proved the existence of a Dirichlet problem, where F is in general form and satisfies (F 1 )-(F 5 ).
In [1, 2, 3, 6, 7] the existence of a mountain pass type solution was shown using the well known Mountain Pass Theorem by Ambrosetti and Rabinowitz [8] . One of the assumptions of this theorem is that the action functional is greater than zero on the boundary of some ball, i.e. (6) there exists r > 0 such that if x = r, then J(x) > 0.
In the Orlicz-Sobolev space norm is a sum of Luxemburg norms u W 1 L G = u L G + u L G (see more in section 2). To apply theorem of Ambrosetti and Rabinowitz to the anisotropic Orlicz-Sobolev space setting it was necessary to establish connections between Luxemburg norm · L G and modular I G(·) dt (see papers [6, 7, 9] ). It turns out that the ball B r = {u ∈ W 1 L G : u W 1 L G < r} is not the most suitable set to obtain the mountain pass geometry in the anisotropic case (an example explaining this fact can be found in section 5). Therefore, instead of the ball, we use set
Φ is not a norm, but it is better suited to geometric idea of MPT in the anisotropic case.
In the literature we can find a lot of versions of the Mountain Pass Theorem. In our case we use general form of the MPT with a bounded open neighborhood instead of a ball. The following theorem is a direct consequence of theorem 4.10 from [10] . In fact, there is only one difference between theorem 1.1 and theorem 4.10 from [10] . In [10] it is assumed that J satisfies the Palais Smale condition at the level c. When the Palais-Smale condition is satisfied (i.e. {J(u n )} is bounded and J (u n ) → 0) , we can check immediately that the Palais Smale condition at the level c (i.e. {J(u n )} → c and J (u n ) → 0) holds for all c ∈ R [11, p. 16] .
In the proof of the first main theorem 3.1 we show that our action functional satisfies conditions of theorem 1.1 where Ω is given by (7) .
Using the Ekeland Variational Principle we show the existence of a second nontrivial solution of (AELT), which belongs to the interior of Ω. The existence of two solutions was investigated for example in [3] for ordinary p-Laplacian systems and in [12] for p(t)-laplacian systems. In these papers it was shown that there exists u 2 such that J (u 2 ) = inf u∈Br J (u) ≤ 0 (or < 0, in [3] ) and that there exists a minimizing sequence {v n } which is a Palais-Smale sequence of J , contained in a small ball centered at 0. In our case we use similar methods, but instead of the ball B r we take Ω = Φ −1 ([0, ρ)). Since Ω is not a ball we cannot simply cite [3, 12] . Our proof is based on concepts of [10] and [13] .
We shall distinguish cases with and without forcing. In the case with forcing it is enough that inf u∈Ω J (u) ≤ 0.
In the case without forcing u 0 ≡ 0 is a trivial solution of (AELT), so we need the sharp inequality. To obtain this we need additional assumptions:
Preliminaries
A function G * (y) = sup x∈R N { x, y −G(x)} is called the Fenchel conjugate of G. As an immediate consequence of the definition we have the Fenchel inequality: ∀ x,y∈R N x, y ≤ G(x) + G * (y). Now we briefly recall the notion of anisotropic Orlicz spaces. For more details we refer the reader to [14] and [15] . The Orlicz space associated with G is defined to be
The space L G equipped with the Luxemburg norm
is a reflexive Banach space. We have the Hölder inequality
Let us denote by
an anisotropic Orlicz-Sobolev space of vector valued functions with the usual norm
It is known that elements of W 1 L G are absolutely continuous functions. We introduce the following subset of [16] and [17] ). For Lebesgue spaces notions of modular and norm are indistinguishable because
In the Orlicz space this relation is more complicated. One can easily see, that
The modular R G is coercive in the following sense [18, prop. 2.7]:
The following lemma is crucial to theorems 3.1 and 4.2. We will use it to show that J | ∂Ω > 0 and that J is negative in the interior of Ω.
dt for t ∈ I.
Hence, by convexity of G and Jensen's integral inequality we obtain
Since |I| ≥ 1 and G is convex, we have
In the proof of the existence of a second solution we will need the following inequality by Brezis and Lieb [19, lem. 3 ] (see also [16, lem. 4.7] ).
. Let us also recall proposition 2.4 from [6] , which will be used in the proof of the fact that our action functional satisfies the Palais-Smale condition.
Existence of the first solution
Define the action functional J :
Since F and V are of class C 1 and F satisfies (F 2 ), J is well defined and of class C 1 . Furthermore, its derivative is given by
See [15, Theorem 5.7] for more details.
We can now formulate the first of our main results.
) and (f ). Then (AELT) has at least one nontrivial periodic solution.
Proof. We show that J satisfies assumptions of theorem 1.
Step 1: One can see, that Ω is a bounded open neighborhood of 0. We claim that ∂Ω = Φ −1 ({ρ}). Since Φ is continuous,
For the opposite inclusion (not true in general) suppose that x ∈ Φ −1 ({ρ}), x 1 n = n+1 n x, x 2 n = n n+1 x for n ∈ N. Then x 1 n , x 2 n → x. From convexity of Φ and since ρ > 0, we have
for all n ∈ N. Hence x ∈ ∂Ω.
Step 2: In this step we show that J satisfies the Palais-Smale condition.
Combining it with (F 4 ) we have:
Then, by assumptions (V 1 ) and (V 2 ),
Applying (5) and proposition 2.3 we have that for some C 1 , C 2 = C 2 (|I|) > 0 (14)
for all q such that G ≺ | · | q . Since f ∈ L G * , by Hölder's inequality we have
Let {u n } ⊂ W 1 L G be a Palais-Smale sequence for functional J . Then there exist C J , C J > 0 such that
Assume that {u n } is not bounded. Then there exists a subsequence of {u n } such that u n W 1 L G → ∞.
Combining (12)-(16) we obtain
In the proof of lemma 3.2 in [6] it was shown that the left side of the above inequality goes to the infinity, which is impossible. Hence {u n } is bounded.
Repeating arguments used in the proof of lemma 4.2 from [7] one can show that there exists a converging subsequence i.e. the Palais Smale condition is met.
Step 3: Take u ∈ Φ −1 ({ρ}). Then, by lemma 2.1, we have G u(t) 2|I| ≤ ρ/2 for all t ∈ I. From (F 4 ), (V 3 ) and Fenchel's inequality,
Combining it with (f) we obtain J (u) > 0 on Φ −1 ({ρ}).
Step 4: Now we show that there exists e ∈ Φ −1 ((ρ, ∞)) such that J (e) < 0.
By (V 2 ), for |x| > M , t ∈ I, λ > 1 we obtain
Hence
In similar way, from (F 3 ), we have:
Let λ > 1 and ψ ∈ W 1 T L G be such that |{t ∈ I : |ψ(t)| > 0}| > 0. Then we obtain
Note that V is negative for |x| > M and θ V > θ F . Therefore if we take e = λψ for sufficiently large λ, we get J (e) < 0 and Φ(e) > ρ.
Step 5: To finish the proof note that by (J ), (F 5 ) and (V 4 ) we have that J (0) = 0. Applying theorem 1.1 to J , e 0 = 0 and e 1 = e, we obtain that there exists a critical point u 1 with a critical value Then for all δ > 0 there exists some point
Existence of the second solution
Let us recall, that Ω = Φ −1 ([0, ρ) ). Firstly we consider the case with forcing. Proof. Note that Ω is a complete metric space with respect to the norm in W 1 L G and J is bounded from below on Ω. Fix ε > 0 and choose δ = √ ε. There exists u ∈ Ω such that J (u) ≤ c 2 + ε. By theorem 4.1, there exists v ∈ Ω such that
Now we show that v ∈ Ω. Since J (0) = 0, c 2 ≤ 0. Hence and by (18) we
If we assume that v ∈ ∂Ω, then J (v) > 0, by Step 2 in the proof of theorem 3.1. Taking sufficiently small ε, we deduce that 0 ≥ c 2 ≥ J (v) − ε > 0, which is a contradiction.
Then, by lemma 2.2 we have that
Since Φ(v) < ρ, it follows that for s sufficiently small Φ(v + sh) < ρ. By (20)
Taking the limit as s → 0, we have
Let {u n } be a minimizing sequence of J . We choose ε n in the following way:
One can see, that ε n → 0 as n → ∞. Since u n satisfies (17) for each n, we have
for v n associated to u n and ε n in (18)- (20) . Hence we can see that {v n } is a Palais-Smale sequence of J . Since J satisfies the Palais-Smale condition (step 2 in the proof of theorem 3.1), we have that there is u 2 such that J (u 2 ) = c 2 and J (u 2 ) = 0. By (F 5 ) and f (t) ≡ 0 we have that u 0 ≡ 0 is not a solution of (AELT), so u 2 is a nontrivial solution of (AELT). If f (t) ≡ 0 it is necessary to show that inf u∈Ω J (u) < 0. Without this assumption it is possible that the minimizing sequence found in the proof of theorem 4.2 converges to the solution u 0 ≡ 0. In order to avoid this phenomenon we add assumptions (F 6 ) and (V 5 ). ≤ ρ/2 for all t ∈ I. Choose λ < min 1,
.
By (F 6 ), (V 5 ) and f (t) ≡ 0 we have
Hence c 2 < 0. In the same way as in the proof of theorem 4.2 we show that there exists a minimizing sequence {v n } such that J (v n ) → 0 and J (v n ) → c 2 as n → ∞. Hence there is u 2 such that J (u 2 ) = c 2 and J (u 2 ) = 0 and u 2 is the second solution of (AELT). Since c 2 < 0 and J (0) = 0, u 2 is nontrivial.
Example
We finish the paper with some example of function F , potential and forcing satisfying assumptions (V 1 )-(V 5 ), (F 1 )-(F 6 ) and (f). We also show that they do not satisfy assumptions from [6] , which indicate that taking Φ −1 ([0, ρ) ) instead of the ball {u ∈ W 1 L G : u W 1 L G < r} is better to obtain the mountain pass geometry in the anisotropic case.
Let us recall that in [6] condition (6) , mentioned in the introduction, was guaranteed by the following assumptions:
for |x| ≤ r 0 , and either
where C ∞,G is an embedding constant for W 1 L G → L ∞ given by formula
is the greatest convex minorant of G (see [4] ), r = r 0 /C ∞,G .
We show that sets of assumptions (i) (A 3 ), (f 1 or f 2 ), (ii) (V 3 ), (f) are independent, namely for some potentials it is not possible to find r 0 such that the first assumptions are satisfied, but for the same potential one can find ρ such that the latter are met.
.., f 0 ), g(t) ≡ 0.001, b = 2, ρ = 0.004, θ V = 4.9, ε V = 0.001, θ F = 4, ζ W = 31 16 , ζ K = 2, ζ F = 2.
If we take F , V and f given above, then there do not exist a, b, r 0 such that either (A 3 ) and (f 1 ) or (A 3 ) and (f 2 ) holds. Figure 1 .
The shape of the area A = x ∈ R N : V (x) ≥ bG(x) − g is such that for a ball B = B r 0 (0) with r 0 such that B ⊂ A neither (f 1 ) nor (f 2 ) is satisfied. For area C = x ∈ R N :
This situation was shown in Figure 1 • If we assume that (f 1 ) is met, then we can check, that for each r 0 > 4C G,∞ there exists x ∈ B r 0 (0) such that V (x) < bG(x) − a for all b > 1, a < r 0 2C ∞,G , which contradicts assumption (A 3 ). In fact, if we take x ∈ ∂B r 0 (0), then it suffices to show that function h 1 : R N → R, h 1 (x) = G(x) − V (x) − |x| 2C G,∞ can have positive values for any r 0 > 4C G,∞ (see Figure 2 ).
• If we assume that (f 2 ) is met, then we can check that for each r 0 > 0 there exists x ∈ B r 0 (0) such that V (x) < bG(x) − a for all b > 1, a < min ( r 0 2C ∞,G ) 2 , ( r 0 2C ∞,G ) 4 . So it suffices to show that function
can have positive values for any r 0 (see Figure 3 ).
If, instead of the ball, we take "more anisotropic" area
connected with condition (V 3 ), then (f ) is satisfied.
Remark 5.2. In the above example we can also take a more complicated F , e.g. F (t, x, v) = G(v)(2 + |x| 9/2 − sin t).
