Due to the influence of the irregular shapes and the adjacent positions of the wrist reference bones, it is difficult for the expert to accurately estimate the mature indication of the wrist reference bones of the minor. How to precisely segment the reference bones of the minor is a challenge. For this problem, the ARU-Net for wrist reference bone segmentation is proposed. First, we extract the reference bone ROI by Faster R-CNN. Then, the pre-processed ROI is fed into ARU-Net for segmentation. On the basis of traditional U-Net, ARU-Net adds residual mapping and attention mechanism, which improves the utilization rate of features and the accuracy of reference bone segmentation. Finally, a post-processing method including the flood fill algorithm and the morphological operation is used to eliminate jagged edges and holes in the segmented result. The hamate is one of the most difficult reference bones to segment in the wrist. This paper takes it as an example to assess the performance of ARU-Net. Experiments show that compared with FCN, U-Net and ResUnet, the accuracy and F1 scores of ARU-Net are higher. The accuracy rate is 96.4%, and the F1 score is 0.953. The post-processing method can further improve the result. Finally, the accuracy rate reaches 96.5%, and the F1 score reaches 0.954. In order to verify the segmentation stability of ARU-Net, it is also applied to the segmentation of the radius and the capitate. RU-Net can precisely segment the reference bone, which facilitates the expert to assess its mature indication, so as to accurately evaluate the bone age.
I. INTRODUCTION
Bone age is a measure of maturity in terms of age and is one of the important indicators for assessing the degree of an individual's development. The measurement of bone age plays an important role in the diagnosis and treatment of endocrine problems and growth disorders in children.
Because the wrist is one of the most active parts during bone developing, which mostly represents the bone maturity and growth potential, the current methods of bone age assessment are mostly based on the maturity of the wrist to obtain bone age. There are many methods for bone age assessment. The commonly used ones are mainly divided into counting, atlas and scoring methods. Due to the small deviation of bone age, the scoring method has been adopted by more and more experts. The scoring method discriminates the maturity level The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Qin. of each reference bone in the wrist, and calculates the bone age by the maturity level combination. The scoring method includes TW2 [1] , TW3 [2] , and CHN [3] . Due to the irregular shape of the reference bone, the low contrast between the reference bone and the soft tissue, and the adjacent position of the reference bone, the expert cannot accurately determine the maturity level of the reference bone. Because of this, it will affect the bone age assessment. In order to accurately determine the maturity level of the reference bone, it is necessary to accurately extract the reference bone from the wrist. The extracted reference bone can help the expert quickly and accurately determine the maturity level of the reference bone and improve the accuracy of the bone age assessment. How to accurately segment the reference bone from the wrist is a challenge.
Su et al. [4] proposed a segmentation method based on boundary and region to realize the segmentation of the carpal reference bone. This method can effectively alleviate the problems of over-segmentation, under-segmentation and non-closing in image segmentation. But it is only applicable to children aged 2-7. Pietka et al. [5] first extracted the carpal region of interest by threshold segmentation, and then used the dynamic threshold method with variable threshold size to achieve the segmentation of the reference bone. Zhang et al. [6] first obtained the carpal bone interest region by scanning the binarized image, and then used the Canny algorithm to segment the carpal bone of children aged 0-7. Thodberg et al. [7] used the active appearance model to perform the segmentation in TW2 method, and then automatically segmented the reference bone for bone age assessment. As the active appearance model is easy to fall into local extremum, Wang [8] used the local constraint model to perform the segmentation of reference bone used in TW2 method, and the apparent behavior was determined by establishing different detectors for different feature points. For the segmentation of the wrist reference bone, traditional image segmentation methods require high quality of the image and can only segment the reference bone of younger children. As a child grows, the distance between wrist reference bones decreases, and also the contrast at the edges becomes low, which is difficult to detect by using conventional image segmentation methods.
With the advent of Alexnet [9] , Convolutional Neural Networks have developed rapidly, and new CNN models, such as GoogleNet [10] and Resnet [11] , have been widely used in the fields of image recognition and segmentation. Hao et al. [12] obtained several ROI images of the wrist carpal bone through the sliding window method, and then placed it into a pretrained CNN model for recognition, and finally realized the segmentation of the carpal bone. Wang et al. [13] used Faster R-CNN to segment the specific wrist reference bone. For the datasets will few medical images, U-Net proposed by Ronneberger et al. [14] can achieve better segmentation results and is widely used in fundus vascular segmentation [15] , tumor segmentation [16] and other fields.
In summary, in order to accurately segment the reference bones in the wrist, this paper proposes an improved U-Net (Attention Residual U-Net, ARU-Net). First, the target detection algorithm is used to extract the Region of Interest (ROI) of the reference bone; then, the pre-processed reference bone ROI is input into ARU-Net for segmentation. ARU-Net is based on the traditional U-Net, adding the residual mapping and attention mechanism, in order to improve the utilization rate of the feature and the accuracy of the reference bone segmentation. Finally, an image post-processing method is used to eliminate the noise such as isolated points and holes in the segmentation result. ARU-Net can precisely segment the reference bones in the wrist, facilitating the expert's accurate assessment of the reference bone's mature indication. The hamate is located at the inner edge of the wrist. It's one of the reference bones that have the largest proportion of bone age scoring assessment. Due to the irregular bone shape and the close distance to other reference bones, the hamate is one of the most difficult reference bones for segmenting. This paper mainly takes the hamate as an example to research and experiment on ARU-Net.
II. METHOD
The hamate is located on the inner edge of the wrist, between the capitate and the triquetrum. The specific position of hamate is shown in Fig 1. In order to accurately segment the hamate in the wrist, the implementation of the algorithm is mainly divided into four steps: hamate ROI extracting, image pre-processing, hamate segmentation, and image post-processing, as shown in Fig 2. A. HAMATE ROI EXTRACTING The hamate has a very small proportion in the wrist X-ray image. If we extract it directly, the other reference bones or soft tissue in the X-ray image will greatly affect the segmentation result. before the bone segmentation, the hamate ROI needs to be extracted first. In this paper, Faster R-CNN [17] is used to extract the hamate ROI. The algorithm process is shown in Fig 3. First, the wrist X-ray image is input into the VGG16 model to obtain the shared convolution feature map. Then, the RPN network is used to generate the region proposals. 300 regions with the highest foreground class score are selected and mapped to the convolution feature. Finally, the ROI pooling layer generates a fixed-size feature map for each region proposal. Classify the region proposal, calculate the regression offset, and finally extract the hamate ROI.
B. IMAGE PRE-PROCESSING
Due to uneven soft tissue in the wrist and varying degrees of the hammer ossification, the salt-and-pepper noise will appear in the extracted hamate ROI, as shown in Fig 4(a) . In order to eliminate the noise and retain the hamate edge information, an image pre-processing method is required. Gaussian filter convolves each pixel in the image with a Gaussian kernel and adds the result as the value of the pixel. Gaussian filter has the effect of smoothing the image, but it cannot eliminate the salt-and-pepper noise, as shown in Fig 4(b) . The median filter uses the median value of all the pixels in a neighborhood window as the value of each pixel, which can effectively remove the salt-and-pepper noise, but can not guarantee the continuity of the image, as shown in Fig 4(c) . In order to effectively eliminate noise and completely preserve the edge information, this paper uses the anisotropic diffusion filter [18] in image pre-processing.
The principle of anisotropic diffusion filter is to locally eliminate the noise by diffusion while preventing diffusion across the edge of the object. The diffusion process achieves segmentation smoothing while preserving image edge information. According to the measurement of the edge intensity, the diffusion coefficient is selected to vary spatially to encourage smoothing within the region rather than smoothing between regions. Fig 4(d) shows the results after anisotropic diffusion filter. 
C. HAMATE SEGMENTATION
After the hamate ROI is extracted and pre-processed, other reference bones adjacent to the hamate may interfere with the assessment of the hamate maturity indication. It is necessary to separate the hamate. In this paper, an improved U-Net is used to segment the hamate (named ARU-Net), and its network structure is shown in Fig 5. The network has the same symmetrical structure as U-Net, and there is no full connection layer. The input image size can be different, but the output results are the same as the input image size, and each pixel is classified to realize image segmentation. The network adds residual mapping and attention mechanism, which can improve the usage rate of features and thus the accuracy of hamate segmentation. In order to prevent overfitting caused by too many layers, the network structure uses 3 down-sampling and 3 up-sampling, and retains the feature layer splicing method of U-Net. Feature extraction is required through the Attention ResBlock before down-sampling or up-sampling.
In order to improve the usage rate of features, the residual attention module not only adopts the method of residual mapping, but also introduces channel attention and space attention mechanism. Its structure is shown in Fig 6. The input means the input of the image or the output of the previous module. After two convolutional layers with a convolution kernel size of 3, the batch normalization layer and the ReLU activation function are entered. Calculated feature map is obtained as t. The formula is shown as (1) .
where conv 3 is a serial calculation module of the convolution operation, the batch normalization, and the ReLU activation function with a 3×3 convolution kernel. After calculating the feature map t through two convolutional layers, t is input into the spatial attention module and the channel attention module, respectively; then, the weight feature map calculated by two modules is multiplied by t to obtain channel attention feature map and space attention feature map, respectively. Since the number of channels between input and the attention feature map are different, it is necessary to adjust the number of input channels to be consistent with the attention feature map; finally, the attention feature map is added to the processed input to obtain the final output.
where F c is the processing operation after passing through the channel attention module, F s is the processing operation after the spatial attention module, ⊗ is the element-by-element multiplication, and conv 1 is a serial calculation module of the convolution operation, the batch normalization and the ReLU activation function with a 1×1 convolution kernel. The channel attention module can calculate the importance of the features of different channels, and its structure is shown in Fig 7. First, t of dimension h × w × c is input into the global average pooling layer and the global maximum pooling layer, respectively, and then two feature maps with dimensions of 1×1×c are obtained. Then, two feature maps are input into a shared convolutional neural network, which contains three convolutional layers with convolution kernel sizes of 1×1, 3×3, and 1×1, and the numbers of convolution kernels are c/16, c/16 and c, respectively. The final calculated result is a feature map of 1×1×c. Finally, after two feature maps are added and processed by the sigmoid function, the final channel weight feature map is obtained, and the formula is shown in (3) . F c (t) = s(conv 1 (conv 3 (conv 1 (average(t)))) +conv 1 (conv 3 (conv 1 (max(t))))) (3) where average is the processing operation after the average pooling layer, max is the processing operation after the maximum pooling layer, and s is the sigmoid function.
The channel attention module can calculate the importance of the features in the spatial dimension, and its structure is shown in Fig 8. First, t of dimension h × w × c is input into the global average pooling layer and the global maximum pooling layer, respectively, and two feature maps with dimensions h × w × 1 are obtained. Then, two feature maps are spliced together, a feature map of dimension h × w × 2 is obtained. Finally, the feature map is input into the convolution layer, of which the convolution kernel is 3×3 and the number of convolution kernels is 1. The obtained feature map is subjected to the sigmoid function to obtain a feature map of dimension h × w × 1, and the feature map is a spatial weight feature map. The formula is shown in (4) .
where cat is the operation of splicing two feature maps.
In the back propagation of the convolutional neural network, in order to optimize parameters in the iterative process, a loss function is needed to calculate the error between the target and predicted values. The loss function used in this paper is binary cross entropy loss (BCE Loss). Its formula is shown in (5) .
where y is the target value andŷ is the predicted value. The gradient descent algorithm used in training is the stochastic gradient descent method (SGD), which can obtain the optimal solution faster.
D. IMAGE POST-PRECESSING
The hamate ROI is input into the ARU-Net, and then each pixel is identified to realize the segmentation of the hamate. Individual pixel recognition errors can cause jagged edges, holes and other problems in the segmented hamate image as shown in Fig 9(a) . In order to solve these problems, it is necessary to post-process the segmented hamate image. This paper uses the hole filling and morphological processing operations to refine the image.
The recognition of a small number of pixels in the hamate ROI is incorrect, resulting in the appearance of closed holes inside the hamate. In this paper, the flood fill algorithm is used to eliminate the holes inside the hamate, which can be realized by the floodFill function in OpenCV. Firstly, use the floodFill function to fill the background of the hamate ROI from black to white. Then get the hole image, invert the hole image and add it to the original hamate ROI to get the final filled image, as shown in Fig 9. (b) . The seed point of the floodFill function is set to (0, 0), the filling color is set to white, and other parameters use their default values.
After the hamate bone image is subjected to the floodfill, jagged edges and small holes appear at the edge of the wrist. In order to make the contour of the palm smooth, it is necessary to perform morphological operations on the image. Basic morphological operations include eroding, dilating, etc. First, in this paper, the hole-filled image is eroded, and the kernel is set to a 5×5 matrix. The result is shown in Fig 9(c) . Then, the eroded image is subjected to a dilating operation, and the kernel is set to a 5×5 matrix. The result is shown in Fig 9(d) .
III. EXPERIMNETS
The datasets used in this paper are collected from primary schools in Zhejiang Province of China. The device for acquiring images is a DR device dedicated to photographing bone age. The density resolution of DR digital images can reach 1024 to 4096 gray scales. The initial format of the acquired wrist X-ray image is DICOM. It needs to be converted to the jpg image with a size of 1626×2032. The datasets used in this article are all acquired using the same DR device, and the intensity of the X-rays remains unchanged. The calibration tool for extracting the hamate region of interest is LabelImg, whose source is https://github.com/tzutalin/labelImg. It needs to mark the coordinates, width and height of the hamate. The calibration tool for the hamate segmentation is LabelMe, whose source is https://github.com/wkentaro/labelme. The outline of the hamate needs to be marked. The calibration of the images is performed by experienced physicians. There are 1000 images, and their age distribution is shown in Figure 10 . 800 images are used as the train set, 100 images are used as the validation set, and 100 images are used as the test set. Due to the uneven age distribution of the datasets, in order to ensure the correctness of the experimental results, the age distribution of the testing set and the validation set is averaged, and the remaining dataset is used as the train set. The basic learning rate of ARU-Net is 0.1, and the basic learning rate of Faster R-CNN is 0.001. The learning rate is reduced by 10 times every 5 epochs. The Faster R-CNN extracts the hook bone ROI with an extremely high accuracy, and the accuracy rate is 100%. It means that all the hamate ROIs in the testing set can be extracted, laying the foundation for subsequent ARU-Net segmentation. Fig. 11 shows the change in the loss value of ARU-Net during training and the accuracy of the verification. As can be seen from Fig. 11 , ARU-Net converges on the sixth epoch.
This paper uses the accuracy and F1 scores to evaluate the performance of the algorithm. The accuracy metric is a very straightforward evaluation indicator, which is defined as the correct number of samples divided by the number of all samples. The higher the accuracy, the better the classification effect. The formula is shown in (6) . The F1 score, also known as the balanced F score, is the harmonic mean of the accuracy and recall. The calculation formulas for precision and recall are shown in (7) and (8) . The F1 score is used to segment the hamate ROI, and the recognition result of each pixel affects the size of the F1 score. The higher the F1 score, the better the segmentation effect. The formula is as shown in (9) .
where TP is the correct number of pixels in the hamate ROI to identify the hamate bone, FP is the number of pixels in the hamate ROI to identify the hamate bone error, TN is the number of pixels in the hamate ROI image to identify the correct background, and FN is the hamate ROI image. The number of pixels in the background error is recognized, precision is precision, recall is recall rate, accuracy is accuracy, and F1 is balanced F score. The performance of ARU-Net in this paper is compared with FCN [20] , U-Net and ResUnet [21] . Table 1 compares the performance of different algorithms on the test set. As can be seen from Table 1 , ARU-Net is higher than other algorithms in accuracy and F1 score. For ARU-Net, the accuracy rate is 96.4% and the F1 score is 0.953. As can also be seen from Table 1 , ARU-Net is lower than other algorithms in variance of accuracy and F1 score. For ARU-Net, the variance of accuracy is 0.00018 and the variance of F1 score is 0.000281. After the hamate segmentation is performed, the segmented image needs to be post-processed due to the problem of jagged edges and holes in the ROI image of the hamate bone. Table 2 shows the performance comparison of different algorithms on the testing set after post-processing. As can be seen from Table 2 , the post-processing operation not only improves the accuracy and F1 score of each algorithm, but also reduces the variance of accuracy and the variance of F1 score of each algorithm. For ARU-Net, the accuracy rate is 96.5% and the F1 score is 0.954. In Addition, the variance of accuracy is 0.000178 and the variance of F1 score is 0.000275.
In order to more intuitively demonstrate the effect of hamate segmentation, Fig. 12 shows the segmentation results of ARU-Net and other algorithms on hamate after postprocessing. The hamate is adjacent to other reference bones and the soft tissue. The hamate has low contrast, which causes great interference to the recognition and classification of each pixel. As can be seen from Fig. 12 , ARU-Net can better segment the hamate compared with other algorithms, as shown in the sixth column of Fig 12. Other algorithms may identify other reference bones as the hamate bone, as shown in image at the first row and the fourth row of Fig. 12 .
In order to verify the segmentation stability of ARU-Net, ARU-Net is applied to the segmentation of the radius and the capitate. Table 3 shows the performance comparison of different algorithms on the radius test sets. As can be seen from Table 3 , in accuracy and F1 score, ARU-Net is higher than FCN and ResUnet and is same as U-Net. For ARU-Net, the accuracy rate is 97.2% and the F1 score is 0.975. Although ARU-Net is the same as U-Net in accuracy and F1 score, ARU-Net is lower than U-Net in the variance of accuracy and the variance of F1 score. It means that ARU-Net is more stable than U-Net. For ARU-Net, the variance of accuracy is 0.000377 and the variance of F1 score is 0.000254. Table 4 shows the performance comparisons of different algorithms on radius test sets after post-processing. As can be seen from Table 4 , ARU-Net is higher than other algorithms in accuracy. For ARU-Net, the accuracy rate is 97.4%. ARU-Net is higher than FCN and ResUnet in F1 score, but is lower than U-Net. For ARU-Net, the F1 score is 0.976, which is 0.001 less than U-Net. For ARU-Net, the variance of accuracy is 0.000373 and the variance of F1 score is 0.000251, which is lower than other algorithms.
Due to the simple structure of the radius, the difference in performance between ARU-Net and other algorithms is small. Fig. 13 shows the segmentation results of ARU-Net and other algorithms on radius after post-processing. As can be seen from Fig. 13 , ARU-Net can segment the radius completely, as shown in the sixth column of Fig 13 . Table 5 shows the performance comparison of different algorithms on the capitate test sets. As can be seen from Table 5 , ARU-Net is higher than other algorithms in accuracy and F1 score. For ARU-Net, the accuracy rate is 93.6% and the F1 score is 0.944. In the variance of accuracy and the variance of F1 score, ARU-Net is lower than U-Net and ResUnet, but is higher than FCN. For ARU-Net, the variance of accuracy is 0.00154 and the variance of F1 score is 0.00113. Table 6 shows the performance comparisons of different algorithms on capitate test sets after post-processing. For ARU-Net, the accuracy rate is 93.9% and the F1 score is 0.947. For ARU-Net, the variance of accuracy is 0.00151 and the variance of F1 score is 0.00110. Experiments show that post-processing can improve the performance of capitate segmentation. In order to more intuitively demonstrate the effect of hamate segmentation, Fig. 14 shows the segmentation results of ARU-Net and other algorithms on capitate after postprocessing. As can be seen from the fourth row of Figure 14 , ARU-Net can completely segment the capitate, while other algorithms will misidentify a small amount of soft tissue into the capitate. As can be seen from the second row of Figure 14 , although ARU-Net performs better on the capitate segmentation than other algorithms, it also misidentifies some soft tissues into the capitate. This is due to the low contrast between the capitate and the soft tissue. Although ARU-Net has a slight flaw in segmentation of the capitate, it can also roughly segment the capitate, indicating the stability of ARU-Net.
IV. CONCLUSION
Due to the influence of the irregular shape, the low contrast between reference bones and soft tissue, and the adjacent positions of the reference bones, it is difficult for the expert to accurately estimate the mature indication. How to precisely segment the reference bones from the wrist is a challenge. In order to accurately segment the reference bone in the wrist, this paper proposes an improved U-Net (Attention Residual U-Net, ARU-Net). First, the target detection algorithm is used to extract the Region of Interest (ROI) of the reference bone; then, the pre-processed reference bone ROI is input into ARU-Net for segmentation. ARU-Net is based on traditional U-Net, adding the residual mapping and attention mechanism, in order to improve the utilization rate of the feature and the accuracy of the reference bone segmentation. Finally, an image post-processing method is used to eliminate the noise such as isolated points and holes in the segmented result. ARU-Net can precisely segment the reference bone in the wrist, facilitating the expert's assessment of the reference bone's mature indication, so as to accurately evaluate the bone age.
