INTRODUCTIOS
Flexible job shop scheduling problem (FJSP) is the extension of the traditional job shop scheduling problem (JSP). The machine selection of FJSP is more flexible and more suitable for the actual production. But it is more complicated and difficult to solve than JSP, therefore it becomes a hot topic for research.
Recently, energy crisis is becoming more serious. Reducing energy costs becomes another important objective for industrial enterprises. Power consumption accounts for a large part in total energy consumption in the field of machine processing. In the environment of time-of-use electricity price (TOU), if the electric power cost (EPC) is viewed as an objective then expensive electricity will be avoided. So, in this study, minimizing the MS and minimizing the EPC are all considered, and a weight vector is given for the decision maker to selecting the different preference to this two objectives.
FJSP is NP-hard and more complicated than traditional JSP. No polynomial time algorithm can solve it accurately (Blazewicz et al. 1988 ). Now, the methods widely used are heuristic rules (Blazewicz et al. 1996 , Benziani et al. 2014 ) and intelligent search algorithms such as GA and so on (Pezzella et al. 2005 , Zhang et al. 2011 . The cross entropy (CE) method is a recent generic Monte Carlo technique for solving complicated simulation and optimization problems (De Boer et al. 2005) . It has been applied in many areas. In this paper, a Two-Layers CE algorithm is proposed to solve the FJSP with two probability models built to generate the machine assignment status and operation sequence seperately. Details can be found in section 3.
PROBLEM DESCRIPTION
FJSP is defined that there are n jobs will be processed on m machines. Each job has one or more operations and each operation can be processed on one of the allowed machines. Process time is different on different machine. Schedule objective is to select a suitable machine for an operation and determine its start time on the machine, and make some required property indicators optimal. It includes two subproblems: determine the machine for each operation and determine the sequence of operations on each machine (Gao et al. 2012) . Constraint conditions of the FJSP are as follows.
(1) Only one operation can be processed on a machine at the same time.
(2) Only one machine can process an operation of a job.
(3) The processing of an operation can not be interrupted.
(4) The operations of a job have precedence relation, but it doesn't exist between different jobs.
(5) All jobs can be processed at time zero. In this paper, two optimal objectives are considered. One is to minimize the MS, the other is to minimize the EPC. In calculating the EPC, we also consider the power consumption when the machine is idle. This is beneficial to improve Two-Layers CE Algorithm for Flexible Job Shop Scheduling Problem with Electric Power Cost Considered productivity by guarantying little idle time of a machine after its startup.
RESOLVING METHOD

The CE method
The CE method is based on Markov method and an important sampling technology, and through statistical learning from the elite samples and updating the probability model it can find the optimal or near-optimal solution. It was introduced by Rubinstein (1999) for rare-event probability estimation. For the minimum problem, the CE method is to connect solving ( *) * min ( )
a feasible region  with estimating probability of
, where x has some probability density ( , ) f x u on  and  is some level. 
In information theory, the information entropy of the generated data according to a uniform probability distribution is maximal. So we use a uniform probability distribution to initialize the probability model. That is, 00 11 , ij ij pq mn  .
In particular, because not all machines can be selected to process an operation, some elements in nm  P should always be set to zeros. Consequently the initial probability model 0 P will be modified as Table 1 as example, the modification process is shown in Figure 1 . The updating process of probability distribution is the critical step of the Two-Layers CE algorithm. In this paper, we adopt the updating mechanism described as Equations 5 and 6. , NN
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are the numbers of elite samples.                                      Figure 1 . Modification of the initial probability model.
Retention mechanism of the optimal sample
In the CE method, a sample is generated by sampling according to probability. Through iterations, the probability matrix is updated in which the values of some elements increase gradually and close to 1. While, small probability events could still happen, which leads that the objective value of the optimal sample in an iteration is not always better than it in the last iteration. So the optimal sample in each iteration should be retained and added to the set of samples in the next iteration which can make the results of the iterations change monotonically and improve the quality of samples. In each layer of the Two-Layers CE algorithm, the optimal sample in each iteration is suitable to this retention mechanism.
SIMULATION AND EXPERIMENT RESULTS
Three different-scaled simulation instances are devised to test the effect and performance of the algorithm. Instance 1 has 5 machines 2 jobs (5 operations in total), Instance 2 has 6 machines 4 jobs (12 operations in total) and Instance 3 has 8 machines 8 jobs (43 operations in total). The TOU is defined as matrix . In order to avoid too few samples, if 1 50 N  then 1 50 N  , the same to 2 N . The algorithm is programmed by MATLAB R2013a, and carried out on a PC of Pentium(R) Dual-Core CPU, 2.6GHz and 2GB RAM. In order to analyze the influence to the two objectives of MS and EPC when they have different weight values in the total objective function, a weight vector is defined as [ , ] Table 2 . It can be seen from Table 2 , Instance 1 has small scale, short MS, so the TOU has small influence to it. That is, MS has little increase and EPC has little decrease with the increasing of epc w ; Instance 2 and Instance 3 have larger scales and longer MS, and they cover several electric price intervals, the TOU has larger influence to them. So, when the EPC is considered, MS has little increase but EPC decreases largely. In a word, no matter the scale of the problem, the TwoLayers CE algorithm can solve FJSP effectively and get the result of short MS with lower EPC. Figure 2 shows the Gantt charts of Instance 2 with different values of w . We can see that with the objective of EPC considered, operations of jobs are arranged to process in valley or flat intervals of the TOU as far as possible so as to decrease the EPC. In addition, the idle time of machines is reduced also which can increase the efficiency of the machines.
CONCLUSIONS
The FJSP is studied and a Two-Layers CE algorithm is proposed to solve it. The objective is to find a reasonable schedule to minimize the MS and the EPC simultaneously. Based on the basic cross entropy method, we design the matrix encoding scheme and the probability model of the FJSP for each layer of the Two-Layers CE algorithm and modify the initial probability model according to some heuristic rules. Simulation experiments are implemented to verify the high performance of the algorithm.
