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Abstract 
 
 During non-rapid eye movement (NREM) sleep, information may be transferred 
from hippocampus to cortex for long-term storage through synchronised reactivation of 
these areas. Electrical brain activity during deep NREM sleep consists mainly of a slow 
(< 1 Hz) alternation between ‘Up’ and ‘Down’ states (UDS). UDS enable the 
coordination of fast oscillations (> 6 Hz) at different frequencies between different brain 
regions, which is thought to aid memory consolidation. Coordinated reactivation is 
though to be guided by the medial prefrontal cortex (mPFC) with its strong connections 
to many other cortical and subcortical regions. Dopamine strongly modulates mPFC 
function during wakefulness. However, UDS are not well characterized in the mPFC 
and little is know about how dopamine modulates mPFC activity during sleep. 
 
 We recorded UDS in the mPFC of urethane-anaesthetised rats and found significant 
variation in UDS characteristics both between mPFC sub-regions and between cortical 
laminae. Activation of the intrinsic dopamine system using tonic, high-frequency 
electrical stimulation of the ventral tegmental area abolished UDS in the mPFC, shifting 
activity to a low amplitude fast rhythm, as occurs during rapid eye movement (REM) 
sleep. This effect was blocked by a dopamine D1 receptor (D1R) antagonist, but not a 
D2R antagonist. An increase of extracellular dopamine by systemic amphetamine 
application significantly decreased the power of spindle (6-15 Hz) and gamma 
(30-80 Hz) oscillations during the Up state. D4R and D1R agonists also affected high-
frequency oscillations associated with Up states. 
 
 These results suggest that D1 receptors might play a role in the change in mPFC 
activity associated with the transition from NREM sleep to REM sleep. In addition, 
dopaminergic modulation shows the ability to finely tune Up state-associated fast 
oscillations, which may potentially be relevant for the coordination between different 
brain regions, as is necessary for memory consolidation. 
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Chapter 1. General introduction 
 
 The prefrontal cortex (PFC) plays an important role in sleep-dependent memory 
consolidation, which is thought to rely mainly on slow wave activity (SWA) during 
slow wave sleep (SWS). SWA consists of a slow oscillation (SO, <1 Hz) and nested 
faster (≥1 Hz) oscillations. Fast rhythms (>15 Hz) are involved in many cognitive 
functions during wakefulness, and during sleep, might be related to information 
processing for memory consolidation. Dopamine, as well as modulating fast rhythms in 
the PFC during wakefulness, is implicated in sleep regulation. However, how dopamine 
might affect the slow and fast rhythms during SWA is unknown. The main aims of this 
thesis were to characterise SWA, and particularly the nested fast network oscillations, in 
the rat PFC under urethane anaesthesia, and to investigate the effects of dopamine on 
SWA. 
 
1.1 The mammalian prefrontal cortex 
 
An abundance of different species are used in neuroscience research. In order to be 
able to compare scientific results obtained from different species, it is desirable to 
identify structural and functional similarities between brain regions in different species. 
Attempts have especially been made to compare brain regions in primates and rodents. 
 
 The PFC is a region of the mammalian neocortex that was originally defined using a 
single anatomical criterium, which was that it received afferent connections from the 
mediodorsal thalamic nucleus (Rose and Woolsey, 1948). According to this definition, 
the PFC consists of a medial, orbital and lateral part in primates, as well as in rodents 
(Uylings et al., 2003). However, the existence of a rat equivalent of the dorsolateral 
primate PFC has been questioned (Preuss, 1995). In response, Uylings and colleagues 
(2003) compared anatomy and function of non-human primate and rat PFC, coming to 
the conclusion that rats have a prefrontal cortex that is functionally sub-divided and 
contains areas that show anatomical and functional similarities with the dorsolateral 
PFC in non-human primates. These regions were mainly located in the rat medial 
prefrontal cortex (mPFC).  	    
! 2!
 
Figure 1.1. Location of the mPFC in the rat brain. The inset panel shows the mPFC 
location in one hemisphere of a sagittal section of the rat brain. The main figure shows 
schematic representations of the coronal mPFC sections in which the 
electrophysiological recordings documented in this thesis were recorded, with the 
mPFC shaded in grey (sagittal and coronal sections modified from Paxinos and Watson, 
1998, 4th edition, Academic Press). 
  
! 3!
 
Figure 1.2. Human prefrontal cortex subdivisions. The lateral surface contains a 
ventrolateral region (VLPFC), dorsolateral region (DLPFC) and rostral region (RPFC). 
A portion of the human PFC is also located on the medial surface of the brain: the 
medial prefrontal cortex (MPFC). Figure adapted from Gilbert and Burgess (2008).
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1.2 The rat medial prefrontal cortex  
 
As this thesis is entirely based on experiments performed in rats, the anatomy and 
function of the rat mPFC will be discussed in more detail.  
1.2.1 Location and functional homology with the human brain 
 
The rat mPFC lies in the most frontal part of the cerebrum and extends along the 
medial wall of each cerebral hemisphere (Figure 1.1 shows the location of the mPFC in 
the rat brain). The rat mPFC is important for executive function, memory and decision 
making (Euston et al., 2012) and thus shares functions with the human dorsolateral PFC 
as well as the human medial PFC (Bechara et al., 1998). The location of the human 
dorsolateral PFC and medial PFC is shown in Figure 1.2 (adapted from Gilbert and 
Burgess (2008)). 
1.2.2 Laminar structure defines mPFC sub-regions 
 
The rat mPFC consists of four sub-regions: cingulate cortex (Cg), prelimbic cortex 
(PrL), infralimbic cortex (IL), and dorsal peduncular cortex (DP). The mPFC sub-
regions are defined primarily on the basis of differences in laminar structure (Figure 
1.3), as will be described in more detail below. This sub-division corresponds best to 
the one presented in the ‘Chemoarchitectonic Atlas of the Rat Forebrain’, (Paxinos et 
al., 1999). However, the nomenclature used to distinguish the mPFC sub-regions is not 
consistent in the literature (Uylings et al., 2003); an issue which will be discussed in 
more detail in section 1.2.5. 
 
 The rat mPFC comprises the layers I, II, III, V, VIa and VIb, (Figure 1.3). In 
comparison with the primate prefrontal cortex, the rodent mPFC lacks a granular 
layer IV (Krettek and Price, 1977). The laminar separation is clearer in the dorsal mPFC 
compared to the ventral mPFC (Figure 1.3). The most ventral region, the dorsal 
peduncular cortex (DP), lies above the dorsal tenia tecta (dTT), which is characterised 
by a dense cell cluster in layer II (Akhter et al., 2014). The DP is characterized by a 
thick layer I and the border from DP to IL is defined by layer II becoming more dense 
(Akhter et al., 2014). In IL, however, the layer I to layer II transition is still not sharp, as 
layer II cells extend into layer I to varying degrees (Krettek and Price, 1977). The 
transition from IL to PrL is defined by the sudden transition to a clear border between 
layer I and layer II (Krettek and Price, 1977). The transition from PrL to Cg is defined 
by a broadening of layer V (Krettek and Price, 1977), and Cg is characterised by 
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vertical (i.e. parallel to the medial wall) clustering of cells and an enlargement of layer 
VIb (Gabbott et al., 1997). 
 
1.2.3 Connectivity of mPFC sub-regions 
 
The mPFC is heterogeneous in its connectivity with other parts of the brain, as 
reviewed by Heidbreder and Groenewegen (2003). The mPFC makes extensive cortico-
cortical connections. The dorsal part of the mPFC (Cg and PrL) has connections with 
sensory and motor cortices, whereas the ventral part (IL and DP) has stronger 
connections with higher association areas and limbic cortices (Heidbreder and 
Groenewegen, 2003). Core limbic structures like the hippocampus and the amygdala are 
predominantly connected to the ventral mPFC, which receives input from the 
hippocampus and is reciprocally connected with the amygdala. There are also dorsal-to-
ventral differences in the connectivity with the striatum, with the Cg projecting to the 
core of the nucleus accumbens, the PrL mainly to the caudate and putamen, and the 
ventral mPFC (IL and DP) projecting to the shell of the nucleus accumbens (Heidbreder 
and Groenewegen, 2003). 
 
Dorsal and ventral mPFC also differ in their connectivity with the thalamus, with the 
dorsal mPFC reciprocally linked to the lateral thalamus (intralaminar nucleus and lateral 
segment of mediodorsal nucleus (MDN)) and the ventral mPFC reciprocally linked to 
the medial thalamus (midline nucleus and medial segment of the MDN) (Heidbreder 
and Groenewegen, 2003). Thalamic efferents arrive in layer III of the mPFC, whereas 
outputs to the thalamus leave the mPFC from layers V and VI (Heidbreder and 
Groenewegen, 2003). 
 
1.2.4 Functions of mPFC sub-regions 
 
The mPFC sub-regions differ in their function (reviewed in Gisquet-Verrier and 
colleagues (2000); Kesner (2000). In essence, the Cg is involved in generating rules 
associated with temporal ordering and motor sequencing of behaviour. The PrL is 
important for attentional and response-selection functions, visual working memory and 
goal-directed behaviour. The ventral mPFC regions (IL and DP) are associated with 
autonomic control, modulation of fear-related behaviour and habit formation.  
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Figure 1.3. Laminar structure of the rat mPFC and sub-regional division. Coronal 
section through the rat mPFC, stained with green fluorescent Nissl stain to visualise the 
cytoarchitecture (produced by the author, as described in Chapter 2). The layers are 
indicated by white roman numerals. The definition of the mPFC subregions is indicated 
on the right, along with a description of the feature(s) that define the border to the next 
area above. The mPFC is limited ventrally by the dorsal tenia tecta (dTT), which is part 
of the olfactory cortex and dorsally by the secondary motor cortex (M2).  
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Figure 1.4. Comparison of nomenclatures for mPFC sub-regions. Dorsal-to-ventral 
distinction of the mPFC as suggested by Heidbreder and Groenewegen (2003), with the 
mPFC subdivision used in their paper (left hemisphere of brain section schema), and 
correspondence to the subareas used in this thesis (right hemisphere of brain section 
schema). Coronal section modified from Paxinos and Watson, 1998, 4th edition, 
Academic Press. 
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1.2.5 A dorsal-to-ventral division of the mPFC 
 
Heidbreder and Groenewegen (2003) have extensively reviewed evidence for 
functional and connectivity differences within the mPFC and draw the conclusion that 
that the main differences are found between the dorsal and the ventral mPFC. They 
suggest a dorsal–ventral (D-V) distinction as indicated in Figure 1.4. However, they use 
a different nomenclature for the mPFC subareas. Hence, the sub-regional division used 
by Heidbreder and Groenewegen (2003) is plotted next to the sub-regional division used 
in this thesis (Figure 1.4), which is based on the ‘Chemoarchitectonic Atlas of the Rat 
Forebrain’ (Paxinos et al., 1999). The suggested D-V border runs through the middle of 
the area that Heidbreder and Groenewegen (2003) define as PrL. However, using the 
nomenclature of Paxinos and colleagues (1999), used in this thesis, the border between 
dorsal and ventral mPFC is equivalent to the border between PrL and IL; and in this 
scheme the dorsal mPFC can be defined as Cg and PrL and the ventral mPFC as IL and 
DP (Figure 1.4). It is this nomenclature I shall refer to throughout this thesis. 
 
1.2.6 Evidence for a differential role of the DP and the underlying dorsal tenia tecta 
 
Recent results investigating the mouse connectome have shown differential 
innervation of the DP region and the dTT (Zingg et al., 2014), which is located just 
below the DP. The posterior part of the insular cortex sub-network heavily targets all 
layers of the DP, whereas the temporal association areas only target the dTT, and no 
part of the mPFC. The dTT is part of the olfactory cortex and the posterior insular 
cortex is mainly connected with the gustatory thalamic nucleus (Shi and Cassell, 1998). 
Hence, the temporal association cortex (which itself is connected with visual and 
auditory cortices), together with the DP and dTT, might form a sensory integration hub. 
Temporal association areas as well as DP and dTT are also heavily reciprocally 
connected with the lateral entorhinal cortex (Zingg et al., 2014), which in turn has 
reciprocal connections with the hippocampus and hence might be involved in memory 
consolidation. 
 
1.3 Brain rhythms during wakefulness in the prefrontal cortex  
 
Rhythmic electrical activity at a wide range of different frequencies can be observed 
in the cortex (Roopun et al., 2008) and other brain regions and these ‘oscillations’ are 
thought to support communication with other brain regions (Fries, 2005). Brain 
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oscillations can be recorded from the scalp (electroencephalography [EEG]), from the 
surface of the brain (electrocorticography [ECoG]), or within the brain, in the 
extracellular space (local field potential [LFP]). For this thesis, LFP recordings were 
used to record oscillations. The LFP signal is generated mainly by ‘transmembrane 
current flow in ensembles of neurons’ (Kajikawa and Schroeder, 2011). It is thought to 
represent mainly post-synaptic inhibitory and excitatory currents, as well as intrinsic 
membrane oscillations and synchronous afterhyperpolarisation (AHP), but also 
synchronous spiking activity (Buzsáki et al., 2012). The local origin of the LFP is 
debated: it was originally thought to be several hundred µm, some studies indicate a 
spread over 2-5 mm, but there is now an indication that the LFP might spread passively 
by more than a centimetre from the site of origin (Kajikawa and Schroeder, 2011). 
 
 Oscillations are commonly divided into particular frequency ‘bands’, and a large 
body of work has lead to the association of particular frequency bands with particular 
cortical functions. It is not possible within this introduction to provide an exhaustive list 
of all proposed associations between different cortical oscillations and functions, but I 
will here address some key examples relevant to the body of work reported in this 
thesis. 
 
So-called ‘gamma’ (30-80 Hz) and ‘beta’ (10-30 Hz) oscillations are observed in the 
visual-prefrontal network, which is involved in the regulation of attention (Benchenane 
et al., 2011). Communication between mPFC and hippocampus is important for spatial 
working memory and memory consolidation and is associated with ‘theta’ (6-10 Hz) 
oscillations (Benchenane et al., 2011). Oscillatory activity in the ‘delta’ (0.5-4 Hz) 
range has been described in the mPFC of behaving rats (Fujisawa and Buzsáki, 2011), 
where a 4 Hz rhythm in mPFC and VTA was phase coupled to hippocampal theta 
during a working memory task. 
 
Of particular relevance to this thesis, is the low-frequency (< 1 Hz) synchronous 
activity seen in the brains of animals during deep sleep when slow, large amplitude 
fluctuations can be observed in many parts of the brain. This so-called ‘slow oscillation’ 
seems to coordinate several faster rhythms during sleep (Steriade et al., 1993c) and is 
thought to be important for memory consolidation (Ackermann and Rasch, 2014). In the 
following section, I give a background to sleep stages, followed by a detailed 
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explanation of the slow oscillation and its involvement in memory consolidation during 
sleep. 
 
1.4 Sleep and associated brain rhythms  
 
1.4.1 Sleep stages 
 
In mammals, sleep can be divided into two main stages, which alternate during a full 
night of sleep. The first stage is called rapid eye movement (REM) sleep, and is 
characterised by low-amplitude activity in the neocortex, composed of multiple 
frequencies similar to waking activity, and large-amplitude theta (4-8 Hz) activity in the 
hippocampus. This brain state is accompanied by a loss in muscle-tone. The second 
main sleep stage is simply called non-rapid eye movement (NREM) sleep, and is 
characterised by the large-amplitude ‘slow oscillations’ described above. During sleep, 
both humans and rodents alternate between REM sleep and NREM sleep, but with some 
key differences. Humans typically sleep during the dark period, and each NREM-REM 
sleep cycle is about 90 minutes long; hence ~ 4-5 cycles are traversed per night (Figure 
1.5 A). Rodents, however, are typically nocturnal animals, sleeping during the light 
period. Another difference is that rodents have poly-phasic sleep with many very short 
cycles which are interrupted by phases of wakefulness (Genzel et al., 2014), (Figure 1.5 
B). In humans, NREM sleep is further subdivided into four stages, S1-S4; S1 and S2 are 
classified as light sleep (LS), whereas S3 and S4 are classified as slow wave sleep 
(SWS) (Genzel et al., 2014). In rodents, however, all NREM sleep is called slow wave 
sleep (SWS). In rodents it is common to call all NREM sleep slow wave sleep (SWS). 
However, two sub-stages of SWS have been identified in the literature, called low-
amplitude sleep and high-amplitude sleep (Bergmann et al., 1987). Gottesmann (1992) 
also distinguishes two SWS stages, as well as an intermediate stage between SWS and 
REM sleep, characterised by high amplitude spindles in the cortex and a low-frequency 
theta rhythm in hippocampus and occipital cortex. 
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Figure 1.5 Sleep stages in humans and rats. (A) Electroencephalogram (EEG) traces 
recorded during human sleep and a hypnogram showing cycling between the sleep 
stages during a night of sleep. (B) EEG traces as they can be recorded in mouse or rat, 
and a hypnogram showing polyphasic sleep pattern with many short NREM-REM 
cycles, interrupted by episodes of wakefulness. Figure from (Genzel et al., 2004). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.6 Up Down states as seen from an intracellular recording (bottom), from 
an extracellular electrode at depth (middle), and from a surface EEG recording 
(top). When recorded within a cell, the Up state is seen as a depolarization (positive 
deflection), and the Down state as a hyperpolarization (negative deflection). The Up 
state is accompanied by firing of the cell. In the extracellular depth recording, the 
polarity is inverted, with the Up state occurring as a negative deflection. In the surface 
EEG, the Up state is a positive deflection. Figure adapted from (Destexhe et al., 2007). 
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Both REM sleep-like and SWS-like states can be observed under urethane 
anaesthesia in rats (Clement et al., 2008) and mice (Pagliardini et al., 2013). In this 
thesis I report results obtained during the SWS-like state in rats anaesthetized with 
urethane. Hence, in the following section I give a detailed description of the history, 
mechanisms and function of slow wave activity (SWA), which is the 
electrophysiological pattern characterising both SWS and the SWS-like activity 
observed under anaesthesia. 
 
1.4.2 Discovery of cortical slow wave activity (SWA) 
 
Cortical SWA as a cellular phenomenon was first reported in 1993 (Steriade et al., 
1993d). Steriade and colleagues (1993) recorded intracellular activity from sensory, 
motor and association cortices of anaesthetised cats and observed an activity pattern 
characterised by spontaneous fluctuations of the membrane potential between 
depolarisation (lasting for about a second) – with superimposed action potentials – and 
hyperpolarisation (lasting up to several seconds) – without action potential firing. The 
frequency of the observed fluctuations was below 1 Hz, which is slower than previously 
described brain rhythms, hence this activity was termed the ‘slow oscillation (SO)’ or 
‘slow wave activity (SWA)’. In this thesis, ‘SWA’ is used to denote an LFP recording 
exhibiting a slow (<1 Hz) oscillation, and ‘SO’ is used to denote the filtered (< 1Hz) 
LFP. Nowadays the membrane fluctuations characterising this activity pattern are often 
referred to as Up (depolarised) and Down (hyperpolarised) states (or ‘Up-Down states’, 
UDS) using terminology introduced by Wilson and Kawaguchi (1996). 
 
The Up state is characterised by strong activity of excitatory pyramidal cells as well 
as inhibitory interneurons, and thus similar to activity in the awake brain (Destexhe et 
al., 2007). In stark contrast to the awake brain, however, this ‘active’ Up state is 
interrupted after about one second by the Down state, with complete cessation of action 
potential firing in most cortical neurons, lasting for several milliseconds during sleep 
and several seconds during anaesthesia. This feature of profound activity followed by 
almost complete neuronal silence is unique to SWA, and is not seen in alert behaviour 
or during REM sleep. An example of UDS recorded with different electrophysiological 
techniques is shown in Figure 1.6. 
 
It is worth noting that UDS in human frontal cortex were already evident in the 
literature (although not identified as such) as early as 1952, in a paper recording 
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subdural activity from frontal cortex in patients with schizophrenia undergoing frontal 
lobotomy (Henry and Scoville, 1952). The ‘supression-burst activity’ (as the authors 
call UDS) occurred after they surgically disconnected the frontal cortex from deeper 
structures and persisted in the corticogram for a year after surgery. The persistence of 
this rhythm over many months (and the comparable results of similar surgeries 
performed under local anaesthetia) suggested that these phenomena were not just due to 
the general anaesthetic. Unfortunately, the authors do not elaborate on the state of the 
patients after this surgery. They do, however, acknowledge the possibility that their 
disconnection surgery might have induced a sleep-like state in the disconnected part of 
the brain as they speculate “whether undercut cortex should be regarded as ‘asleep’”. 
1.4.3 Occurrence of SWA/UDS 
 
Up-Down states have now been observed in vivo in many cortical (Steriade et al., 
1993d) and subcortical areas (Wilson and Kawaguchi, 1996; Wolansky, 2006), under 
different kinds of anaesthesia (Steriade et al., 1993d), during natural sleep (Chauvette et 
al., 2011) and quiet wakefulness (Petersen et al., 2003). Modelling UDS in vitro 
(Sanchez-Vives and McCormick, 2000; Hughes et al., 2002) and recording from 
isolated cortical slabs (i.e. pieces of brain tissue that are still in place, but connections to 
surrounding areas have been severed), Timofeev et al. (2000) have given further insight 
into the underlying mechanisms. 
 
  As UDS are highly synchronous over the whole cortex, they have been documented 
for many years in surface EEG as K-complexes (Amzica and Steriade, 1997). More 
recently it has also been possible to observe SWA intra-cranially from humans (Csercsa 
et al., 2010; Valderrama et al., 2012).  
 
1.4.4 UDS – cortical or thalamic origin? 
 
Most studies on UDS have been performed in cortex or the thalamus, in isolation or 
in combined preparations. It is generally accepted that, in the intact brain, SWA activity 
involves recruitment of extensively connected cortical and thalamic networks. But there 
has been a long debate in the literature as to whether the thalamus or the cortex is the 
‘primary generator’ of UDS. An extensive review on thalamo-cortical (TC) oscillations 
is given in Timofeev and Bazhenov (2005). Here I will describe the key findings 
fuelling the debate. 
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 Cortical UDS are retained after lesioning of the thalamus (Steriade et al., 1993b), but 
thalamic UDS are abolished after decortication (Timofeev and Steriade, 1996). 
Therefore, it was assumed that TC UDS are of cortical origin. This is supported by the 
studies in which UDS are generated in isolated cortex in vitro (Sanchez-Vives and 
McCormick, 2000; Hughes et al., 2002). However, it has also been possible to generate 
UDS in vitro in thalamic neurons by tonic activation of metabotropic glutamate 
receptors (Hughes et al., 2002; Blethyn et al., 2006). In vivo, thalamic reticular neurons 
fire a burst, and TC neurons a single spike, at the beginning of the cortical Up state 
(Contreras and Steriade, 1995). In line with that, UDS in cortical slabs are characterized 
by longer Down states (Timofeev et al., 2000), perhaps due to the lack of thalamic 
excitation. Further evidence for a driving role of the thalamus comes from a study 
showing that thalamic cells fire more selectively at a given Up state phase than cortico-
thalamic cells (Ushimaru et al., 2012) Hence, it is most likely that both cortical and 
thalamic contributions are important for UDS in the intact brain (Crunelli and Hughes, 
2010). Indeed, both thalamic and cortical electrical stimulation can give rise to an 
evoked response sequence in cortical neurons consisting of an excitatory post-synaptic 
potential (EPSP), a Down state and an Up state (Contreras and Steriade, 1995).  
 
 Very recently, contradictory results to (Steriade et al., 1993b) have been published, 
showing that removal of thalamic input strongly decreases UDS occurrence in the 
cortex of cats (Lemieux et al., 2014). UDS were fully recovered in the cortex after 30 
hours, which explains why Steriade and colleagues (1993b), who recorded two days 
after lesioning, did not find an effect of thalamic lesioning on UDS (David and 
Schmiedt, 2014). Hence, the thalamus is crucially involved in cortical UDS in the intact 
brain. As increased membrane potential fluctuations were observed several hours after 
thalamic inactivation, it is suggested that plastic processes lead to a recovery of cortical 
UDS (Lemieux et al., 2014). 
 
1.4.5 The three-oscillator model of UDS 
 
Crunelli and Hughes (2010) have unified these findings into a single theory of 
cortico-thalamic UDS generation, in which UDS in the intact brain emerge from an 
interplay between three ‘oscillators’ in thalamus and cortex (Crunelli and Hughes, 
2010). According to this model, the cortical oscillator is primarily synaptic based (i.e. 
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relies on synaptic input) and is reciprocally connected with the thalamus (Crunelli and 
Hughes, 2010). The two thalamic oscillators – the reticular nucleus of the thalamus 
(TRN), and the TC neurons in different nuclei – are conditional thalamic oscillators, 
which means they have got the intrinsic ability to oscillate at slow wave frequency 
(<1 Hz), but only do so when some excitation from cortico-thalamic fibres is provided 
(Crunelli and Hughes, 2010). Strong interactions between these three oscillators lead to 
the emergence of UDS (Crunelli and Hughes, 2010); a more detailed description of how 
this might occur will be given later. First, the two kinds of oscillators (synaptic cortical 
and intrinsic thalamic) and their mechanism will be described. 
 
UDS consists of regular transitions between two stable states, and these state 
transitions occur almost synchronously in the cortex of cats (at least as far as 12 mm 
apart, as shown by Volgushev et al. (2006)). Which cellular mechanisms initiate a 
transition from one state to another? And how can this remarkable synchrony be 
explained? Mechanisms of how the switching between Up- and Down state might be 
brought about, have been investigated in vitro, in cortical and thalamic slices. 
 
Cellular mechanisms of cortical UDS in vitro 
UDS can be observed in vitro in cortical cells when the calcium ion (Ca2+) content in 
the artificial cerebrospinal fluid is reduced (Sanchez-Vives and McCormick, 2000; Shu 
et al., 2003; Cunningham et al., 2006; Haider, 2006; Rigas and Castro-Alamancos, 
2007). Several mechanisms have been proposed to be involved in UDS generation in 
vitro.  
 
In vitro, the Up state is characterised by strong synaptic activity, both excitatory and 
inhibitory in nature (Sanchez-Vives and McCormick, 2000; Haider, 2006). Excitation 
and inhibition is balanced during the middle of the Up state, whereas excitation 
dominates initiation and cessation of the Up state (Haider, 2006). Both pyramidal cells 
and interneurons respond more strongly to synaptic inputs when they arrive during an 
Up state (Shu et al., 2003) and this strong responsiveness might facilitate positive 
feedback, hence maintaining firing of both cell types during the Up state. Deep layers 
seem to be better for the generation of UDS, as slices containing layers V and VI 
reliably generate UDS, whereas slices containing only superficial layers generate 
weaker or no UDS (Sanchez-Vives and McCormick, 2000). 
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The Up state is terminated due to the inability of the network to maintain the Up state 
any longer. More specifically, the high level of activity during the Up state increases 
activity-dependent (including calcium [Ca2+]-, sodium [Na+]- and adenosine 
triphosphate [ATP]-dependent) potassium [K+] conductances (Sanchez-Vives and 
McCormick, 2000; Cunningham et al., 2006). An increasing outward potassium ion 
current during the Up state might lead to a failure of the re-enforcing network activity 
(‘disfacilitation’) and a hyperpolarisation of the cell (Sanchez-Vives and McCormick, 
2000). Neuronal responsiveness to a depolarising current injection is diminished for 
3-6 s after the end of the previous Up state, which indicates that no new Up state could 
occur during this time period, explaining the slow rhythmicity of the SWA (Sanchez-
Vives and McCormick, 2000). Potassium channels might also be involved in 
maintaining the Down state and the associated decreased responsiveness of the single 
cell to network activity (Cunningham et al., 2006). 
 
In summary, although a minority of cortical neurons can generate bistability 
intrinsically (Le Bon-Jego and Yuste, 2007), the recruitment of increasing numbers of 
neurons to a synchronous slow rhythm is dependent on synaptic activity (Crunelli and 
Hughes, 2010).  
 
Cellular mechanisms of thalamic UDS in vitro 
In rats, mice and cats, UDS can be observed in almost all TC and TRN neurons when 
metabotropic glutamate receptors are activated (Crunelli and Hughes, 2010). Activation 
of these postsynaptic receptors, located on thalamic neurons, decreases the so-called 
ILeak current below a certain threshold, and the interplay between ILeak and the ‘window’ 
component of the low-threshold Ca2+ current, IT, is thought to the be major factor that 
renders thalamic cells bistable (Crunelli and Hughes, 2010). Other currents contributing 
are ICAN, and Ih,, and in TRN also IK(Ca), IK(Na) (Crunelli and Hughes, 2010). Hence, the 
intrinsic properties of TC and TRN cells enable rhythmic oscillations in their membrane 
potential at the slow oscillation frequency (Crunelli and Hughes, 2010), as long as there 
is some excitatory input from the cortex. 
 
The above description of the synaptic mechanisms of Up and Down states does not, 
however, explain the strong synchronicity of cortical Up and Down state transitions. 
Hence, the high synchronicity of UDS in the intact brain must emerge form mutual 
interactions between thalamus and cortex. Indeed, in combined slice preparations as 
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well as in the whole animal preparation, firing in TRN neurons and TC neurons is 
strongly-time locked to the Up state onset, and precedes it by a few milliseconds 
(Contreras and Steriade, 1995; Rigas and Castro-Alamancos, 2007). Recently it has 
been shown that a lack of thalamic input to the cortex not only decreased UDS cycle 
frequency, but also nearly abolished action potential firing during the Up states (David 
et al., 2013). 
 
Interaction of the three oscillators in vivo 
The interaction between the three oscillators (cortex, TRN and TC cells) might be as 
follows. Up states in deep layer (V/VI) cortical cells are transmitted via cortico-thalamic 
fibres to the thalamus, where they may activate metabotropic glutamate (mGlu) 
receptors and induce bi-stability in most thalamic neurons (Crunelli and Hughes, 2010). 
The strong activity at the beginning of thalamic Up state then induces a new Up state in 
the cortex, which is sustained by strong synaptic activity in cortical cells (Crunelli and 
Hughes, 2010). 
 
1.4.6 SWA as a travelling wave 
 
When activity is recorded over large cortical areas in humans or rodents, spread of 
SWA can be observed.  
 
A human high-density EEG study reveals a travelling slow wave originating from 
prefrontal-orbitofrontal regions and propagating in an anterior-posterior direction 
(Massimini, 2004). 
 
In one animal study, the direction of spread of SWA was observed to be variable: 
occurring in both anterior and posterior directions (Volgushev et al., 2006). However, 
using Up state-associated features like increased multi-unit activity (Ruiz-Mejias et al., 
2011) or an increase in LFP gamma activity to mark Up state onset (Sheroziya and 
Timofeev, 2014), the travel of Up state onset in anterior-posterior direction has been 
confirmed in other animal studies.  
 
It seems that mainly the Up state onset can spread in the form of a travelling wave. 
The Down state onset, however, appears to be completely synchronous across the cortex 
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(Sheroziya and Timofeev, 2014), which has been ascribed to cortical recruitment of the 
thalamus (Volgushev et al., 2006), but see also section 6.2.2.  
 
1.4.7 Slow waves and nested oscillations 
 
Three rhythms define the slow wave sleep LFP: these are SO (< 1 Hz); delta (1-4 Hz) 
oscillations; and spindle (7-15 Hz) oscillations (Steriade, 2006). Faster activity 
(> 20 Hz) characteristically occurs on the SWA Up state (Steriade, 2006). These faster 
rhythms, largely in the gamma (30-80 Hz) and high gamma (80-200 Hz) range, are 
thought to originate in the cortex (Steriade, 2006). I shall discuss the types of activity 
that occur nested on the Up state and the following paragraphs, and discuss their 
possible function in section 1.4.9. 
 
Delta (1-4 Hz) 
Delta oscillations occur as several ill-defined peaks between 1 and 4 Hz in the human 
sleep EEG (Steriade, 2006). In cortical cells, activity in the delta range occurs during 
the Up state as membrane potential fluctuations, but also during the Down state as 
clock-like action potential firing at delta frequency (Steriade et al., 1993c).  
Steriade (2006) initially proposed that delta rhythm generation is associated with a 
cortical and a thalamic component. The thalamic component is generated in thalamo-
cortical neurons through two currents, the hyperpolarization-activated cation current Ih 
and a low-threshold transient Ca2+current, IT.  
 
Cortical delta, however, can survive thalamectomy (Steriade et al., 1993c) and can be 
generated in cortical slices in vitro under a low-dopaminergic and low-cholinergic tone 
(Carracedo et al., 2013), where it originates in layer V. Therefore, thalamo-cortical 
connections are not necessary for delta rhythm generation, but delta can be generated 
purely within the cortex.  
 
Spindle (6-15 Hz) 
A sleep spindle is a 0.5–3 second long episode of oscillatory activity at ~6-15 Hz 
(sometimes called ‘sigma-band’). The five to twenty voltage deflections occurring 
during this period gradually increase in amplitude during the first half and then decrease 
	  19	  
during the second half of the spindle episode (a so-called “waxing and waning pattern”, 
that is, however abolished by some anaesthetics (Contreras et al., 1997). 
 
Spindles are generated in the TRN and transmitted to the cortex via thalamo-cortical 
cells in other thalamic nuclei. (The TRN does not project to the cortex itself – but 
receives cortical input mainly from primary sensory areas.) The process is described by 
Lüthi (2014) as follows. During sleep, lack of the depolarising effect of monoamine 
transmitters decreases the resting membrane potential of TRN cells. This 
hyperpolarisation activates voltage-gated ‘low threshold Ca2+ channels’, which in turn 
leads to Ca2+ spikes in TRN cells, which quickly depolarize the neuron to the threshold 
for Na+ action potentials. Fast sequences of action potentials (occurring in bursts, with 
within-burst firing rates >100 Hz) then occur on top of the Ca2+ spikes. All TRN cells 
use the neurotransmitter gamma-aminobutyric acid (GABA), and their inhibitory effect 
on thalamo-cortical cells produces rhythmic inhibitory post-synaptic potentials (IPSPs) 
at spindle frequency (Steriade et al., 1993c) as well as rebound-burst discharge. 
 
The initial waxing phase is associated with recruitment of increasing numbers of 
cells into the rhythm. TC cell bursting can recruit 30% of pyramidal and 80% of fast 
spiking interneurons (Peyrache et al., 2011). Several intrinsic and synaptic mechanisms 
are suggested for spindle termination. Lateral inhibition between TRN cells dampens 
spindle activity. In both thalamo-cortical and TRN cells, accumulated Ca2+ triggers 
intrinsic mechanisms that reduce the likelihood of bursting in these cells (Lüthi, 2014), 
leading to the ‘waning’ phase. In thalamo-cortical cells, this is mediated through an 
activation of hyperpolarisation-activated cation-selective (HCN) channels; in TRN cells, 
through sequestration of Ca2+ and recruitment of Na+-dependent K+ channels. 
 
Gamma (30-80 Hz) 
Nested high-frequency oscillations in the gamma frequency riding on the cortical Up 
states have been seen in vivo (Steriade et al., 1996; Ruiz-Mejias et al., 2011), in vitro 
(Compte et al., 2008), and in human scalp and intracranial EEG recordings during sleep 
(Le Van Quyen et al., 2010; Valderrama et al., 2012). Steriade (2006) suggested that 
cortical fast rhythmic bursting (FRB) neurons (also called ‘chattering cells’) would be 
well suited to generate gamma oscillations on the Up state as they are involved in 
cortical gamma rhythm generation (Cunningham et al., 2004; Cardin, 2005) and they 
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project to the thalamus, where neuronal firing is in phase with the cortical gamma 
oscillations. 
 
In vitro, it has been shown that during Up states, inhibitory barrages show higher 
power in the gamma range than excitatory-dominated barrages, and that inhibitory 
synaptic potentials often synchronously inhibit pyramidal cells in their vicinity, 
suggesting a role of inhibitory interneurons in the Up-state associated gamma rhythm 
(Hasenstaub et al., 2005). Rhythmic trains of GABAA receptor-mediated IPSPs in 
pyramidal cells, induced by drive of inhibitory interneurons, are implicated in any 
gamma rhythm (Whittington et al., 2011), not only in the transient one observed during 
the Up state. Fast, rhythmic inhibition is enabled by gap-junction mediated 
communication of several subclasses of interneurons (Whittington and Traub, 2003). Of 
particular importance for gamma rhythm generation are fast-spiking inhibitory 
interneurons (Whittington et al., 1995). The involvement of a specific class of inhibitory 
interneurons, which expresses the Ca2+ buffer parvalbumin (PV), has been indicated 
(Fuchs et al., 2007; Middleton et al., 2008; Carlen et al., 2012) and confirmed using 
optogenetics (Cardin et al., 2009; Sohal et al., 2009). Specifically N-methyl-D-aspartate 
(NMDA) receptors on these PV+ (PV expressing) interneurons neurons are critically 
involved in gamma generation (Carlen et al., 2012). Hasenstaub and colleagues (2005) 
suggest that the activity of fast-spiking interneurons during SWA is driven or enhanced 
by interactions with chattering cells, which can also generate higher-frequency 
oscillations (Gray and McCormick, 1996).  
 
 Different mechanisms might be involved in generating gamma oscillations at 
different frequencies. In vitro, it has been shown that in rat auditory cortex 30-45 Hz 
oscillations in supragranular layers are gap junction-dependent, whereas 50-80 Hz 
oscillations occurring in layer IV are dependent on pyramidal cell-interneuron 
interactions and strong glutamatergic excitation (Ainsworth et al., 2011).   
 
 However, one recent finding contradicts the assumption of cortical origin of gamma 
activity during the Up state. Thalamic inactivation reduces SWA as well as associated 
fast (>10 Hz) oscillations (Lemieux et al., 2014). SWA starts to recover after 12 h and 
nearly fully recovers over a period of 30 hours, but the Up-state associated fast 
oscillations do not recover over 30 hours (Lemieux et al., 2014). This indicates that the 
recovered SWA is generated by different mechanisms. Lemieux et al. (2014) suggest 
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that increased intrinsic oscillations, but also thalamic input is crucial for the occurrence 
of fast Up state-associated activity in the intact brain in vivo, and that no mechanism is 
in place to recover this fast network activity after thalamic inactivation. 
Indeed, cortico-thalamic neurons can oscillate in the gamma frequency band when 
depolarised beyond -45 mV, as show in vitro (Pedroarena and Llinás, 1997), and during 
early postnatal development, gamma oscillations synchronise thalamus and cortex 
(Minlebaev et al., 2011).  
Oscillatory activity with frequencies >80 Hz 
There are many inconsistencies in the literature as to the nomenclature of brain 
rhythms with frequencies >80 Hz. Most commonly, such rhythms are called ‘very fast 
oscillations’ (Traub et al., 2010; Simon et al., 2013) or ‘ultra-fast rhythms’ (Steriade, 
2006). There is then a further subdivision into ‘fast gamma’ or ‘high gamma’ (~80-
140/150 Hz), and ‘ripples’ (>140/150 Hz), and sometimes even ‘fast ripples’ (>250 Hz) 
are distinguished. 
 
 The hippocampal Up state is characterised by ripples (>140 Hz) (Sullivan et al., 
2011), and activity in the high gamma/ripple range (80-200 Hz) occurs during the Up 
state in the neocortex (Grenier et al., 2001). Activity in the high gamma/ripple range 
(80-200 Hz) is still present in cortical slabs, suggesting a cortical origin (Grenier et al., 
2001). GABAA receptor-mediated inhibition, however, that is critical for generating 
gamma, breaks down at frequencies above 90 Hz (Traub et al., 1996), hence cannot be 
involved in the generation of high gamma/ripple activity. FRB cells showed the 
strongest ripple-associated firing, but also fast spiking neurons (presumed GABAergic 
interneurons) fired phase-locked with ripples (Grenier et al., 2001). Hence, excitation as 
well as inhibition is likely to play a role in ripple generation (Grenier et al., 2001). 
Ripple-associated inhibition may be regulated by GABAB receptors (Hollnagel et al., 
2014). 
 
Excitation may be mediated by electrical coupling between pyramidal cells, as 
suggested by modelling (Traub et al., 2010). Recently, it has been confirmed that gap 
junction networks can generate ripple (>150 Hz) oscillations in human cortex (Simon et 
al., 2013). In hippocampus, it has been shown that fast gamma (90-140 Hz) oscillations 
share similar mechanisms to ripples (>140 Hz) (Sullivan et al., 2011), and that PV+ 
interneurons likely play a role in ripple induction (Klausberger et al., 2003; Chiovini et 
al., 2014). However, in awake monkeys it has been shown that gamma (30-80 Hz) and 
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high gamma (80-150 Hz) oscillations are distinct phenomena with a different origin 
(Ray and Maunsell, 2011).  
 
1.4.8 Function of SWA 
 
Slow wave Up states have been described as “fragments of wakefulness” because of 
their similarity to the awake brain state (Destexhe et al., 2007). It has been suggested 
that Up states serve internal processing and are involved in memory transfer from the 
hippocampus to neocortex (Destexhe et al., 2007). Globally-occurring UDS are thought 
to provide a “temporal frame for the dialogue between the neocortex and subcortical 
structures that is necessary for redistributing memories for long-term storage” 
(Diekelmann and Born, 2010). The dialogue between different brain structures during 
the Up state might occur via coordinated spiking activity (Ji and Wilson, 2007), or via 
oscillatory activity (Siapas and Wilson, 1998; Sirota et al., 2003), or a combination of 
both.  
 
Reactivation in hippocampus and cortex 
Many studies have shown that spike sequences that occur during wakefulness (e.g. 
during a behavioural task) are replayed in the subsequent sleep or rest periods in 
hippocampus (Wilson and McNaughton, 1994; Skaggs and McNaughton, 1996; Shen et 
al., 1998; Nádasdy et al., 1999; O’Neill et al., 2008) and neocortex (Hoffman and 
McNaughton, 2002). Many rodent studies report replay of task-related activity during 
sleep in the prefrontal cortex (Euston et al., 2007; Peyrache et al., 2009; Johnson et al., 
2010). 
 
Reactivation dialogue between hippocampus and cortex 
Spike-oscillatory coupling has been reported between cortex and hippocampus: 
Replay of spike sequences in the PFC seems to occur preferentially during hippocampal 
ripples (Peyrache et al., 2009). Cortex and hippocampus also show cross-frequency 
coupling of oscillations, with neocortical spindles and hippocampal fast ripples 
occurring simultaneously during sleep (Siapas and Wilson, 1998; Sirota et al., 2003). In 
addition, cortical spike sequences are replayed in coordination with hippocampal 
spiking activity. Ji and Wilson (2007) show that firing patterns seen during awake 
experience are replayed in hippocampus and visual cortex in a coordinated manner.  
 
	  23	  
Coordinated activity between hippocampus and cortex can be observed using 
different measures, but which area is driving this dialogue? Prefrontal cortex spindles 
occur simultaneously with hippocampal ripples (Siapas and Wilson, 1998; Sirota et al., 
2003).  Prefrontal Up state-associated multi-unit activity (MUA), precedes sharp wave-
ripples in the hippocampus (Mölle et al., 2006). Conversely, recordings from naturally 
sleeping animals show that hippocampal CA1 (Cornu Ammonis 1) pyramidal cell firing 
precedes mPFC cell firing, and that this spike-timing relationship only exists during 
SWS, not during REM sleep (Wierzynski et al., 2009). PFC replay occurs during 
hippocampal sharp-wave-ripples, peaking 40 ms after their occurrence, and preceding 
prefrontal spindles by 1 s (Peyrache et al., 2009). Another study finds that the mPFC 
response to hippocampal sleep spindles is layer- and cell-type specific, as interneurons 
are more strongly affected than pyramidal neurons (Peyrache et al., 2011). Hence, PFC 
and hippocampus strongly interact during sleep, likely with interactions in both 
directions.  
Ji and Wilson (2007), looking at visual cortex and hippocampus, have shown that a 
change in either area can precede a change in the other area, and thus suggest a bi-
directional model, where cortical UDS trigger hippocampal UDS, during which the 
“memory trace” replay occurs, which is then transferred back to the cortical region (Ji 
and Wilson, 2007),  
 
Internal processing 
Slow wave sleep appears to be a network behaviour that might favour internal 
processing over the processing of inputs from the environment. Whisker stimulation 
during the Up state results in a smaller amplitude of sub-threshold response than during 
the Down state and sensory evoked action potentials are supressed in the Up state 
(Petersen et al., 2003) . It seems that the “sensory periphery competes with intra-cortical 
processing” (Petersen et al., 2003). This is confirmed by another study finding that Up 
states decrease responsiveness to whisker deflection (compared to Down states, 
Hasenstaub et al., 2007). Hasenstaub and colleagues (2007) argue that during the Up 
state the responsiveness of GABAergic neurons is higher compared to that of pyramidal 
cells, which means that thalamic inputs can activate GABAergic interneurons 
(Hasenstaub et al., 2007). Prolonged stimulation, however, decreased responsiveness 
during the Up state (Hasenstaub et al., 2007). 
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UDS and plasticity 
A more active role for UDS than just blocking out thalamic input, has been proposed 
by Destexhe and colleagues (2007). He suggests that bursts in TC neurons not only 
trigger Up states in cortical neurons, but also synaptic plasticity. Indeed, some years 
later it was shown that evoked potentials in the somatosensory cortex induced by 
thalamic stimulation at 1 Hz are potentiated after a period of SWS (Chauvette et al., 
2012) in vivo. The authors investigated the mechanisms behind this effect in vitro, 
showing that the effect is a calcium-dependent post-synaptic process involving co-
activation of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and 
NMDA glutamate receptors (Chauvette et al., 2012). Because these components are also 
involved in post-synaptic long-term potentiation, the authors argue that long-term 
potentiation occurs during SWA (Chauvette et al., 2012). 
 
Which SWA features are related to replay? 
A temporal relation between replay of spindles and ripples has already been 
described. But are there particular characteristics of SWA that might facilitate replay? 
A recent study shows that certain features of slow wave sleep correlate with several 
measures of reactivation (Johnson et al., 2010). These measures assess similarity 
between activity during a task and a subsequent sleep period. The number of Down 
states and the number of high-voltage spindles in the mPFC correlate positively with 
two independent replay measures in each animal. 
 
SWA features and memory performance in humans 
The link between SWA and memory consolidation has been investigated in many 
human EEG studies. Slow oscillation amplitude and Up state length (Heib et al., 2013) 
are positively correlated with declarative memory improvement, as is power in the 
sigma (12-16 Hz) band (Holz et al., 2012), which is the frequency at which spindles 
occur. SWA and sigma band activity have also been linked to procedural memory 
(Huber et al., 2004; Holz et al., 2012).  
 
Cortical SWA can also be experimentally manipulated in humans. Immobilisation of 
the arm (which should induce synaptic depression in the corresponding areas in motor 
cortex) decreases SWA (Huber et al., 2006), whereas trans-cranial direct current 
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stimulation (tDCS) can enhance SWA as well as spindle activity in the frontal cortex 
and lead to memory improvements (Marshall et al., 2006). 
 
1.4.9 Function of nested fast oscillations during SWA 
 
The link between SWA and memory is supported by strong evidence. Which part the 
slow oscillation itself plays, and what the role of the nested fast oscillations are, is not 
yet known. Most research so far has focused on sleep spindles. 
 
Function of sleep spindles 
 Spindles play a crucial role in sensory gating. As already described, spindles 
recorded in the cortex are generated in the thalamus (Lüthi, 2014), which is the brain’s 
sensory relay region, through which all sensory information needs to pass before it 
reaches the cortex. Cortical activation in response to sensory stimulation is strongly 
decreased when stimuli are applied during cortical spindles, compared to spindle-free 
NREM sleep (Dang-Vu et al., 2011; Schabus et al., 2012), suggesting that the thalamus 
can determine when sensory information reaches the cortex. 
 
As spindles mostly occur during Up states (Mölle et al., 2002; Sirota et al., 2003; 
Isomura et al., 2006; Mölle et al., 2006; Steriade, 2006), it has been suggested that the 
cortex (more specifically, the cortical Up state onset) might trigger spindle initiation in 
the thalamus (Lüthi, 2014). Spindle length, however is dependent on the thalamic 
network state (Barthó et al., 2014), suggesting that, while the cortex might trigger the 
closing of thalamic gates, the thalamus determines for how long the gates are shut. 
However, Up states have also been shown to protect the cortex from thalamic inputs 
(Watson et al., 2008). Indeed, a recent study investigating responses to auditory stimuli 
during NREM sleep shows that responses in higher cortical areas, such as the temporal 
gyrus are diminished or abolished by both spindles and the negative deflection of the 
slow oscillation (Schabus et al., 2012). In contrast, in the primary sensory cortex, only 
spindles, but not the slow oscillation phase modulate the response to auditory stimuli 
(Schabus et al., 2012). 
 
In summary, spindles are involved in sensory gating, but care has to be taken when 
interpreting such results, as spindles occur during the Up state, which can also reduce 
responses to thalamic or sensory stimulation in some brain regions. 
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 Several studies have linked spindles to plasticity and memory. Spindles can induce 
long-term potentiation (LTP) in cortex (Rosanova and Ulrich, 2005) and thalamus 
(Astori and Lüthi, 2013), and have been linked to improvements in declarative memory 
performance (Gais et al., 2002; Schabus et al., 2004). Many studies report relations 
between spindle activity and visuomotor learning (Fogel et al., 2007; Tamaki et al., 
2008) and motor sequence learning (Morin et al., 2008; Tamaki et al., 2013). 
 
 Spindle activity is reduced in schizophrenia (Ferrarelli et al., 2007; 2010; Keshavan 
et al., 2011; Wamsley et al., 2012) and cortical spindle timing in relation to 
hippocampal activity is disrupted in an animal model of schizophrenia (Phillips et al., 
2012). Disruption of sleep spindle activity in schizophrenia patients is correlated with 
deficits in attention and reasoning (Keshavan et al., 2011) as well as the lack of 
overnight-improvement in a motor task (Wamsley et al., 2012), suggesting a relation to 
the cognitive deficits in this disorder. 
Function of gamma and high gamma activity 
The role of the transient gamma and high gamma activity that occurs during NREM 
sleep on the Up state is not yet clear. However, gamma and high gamma oscillations 
serve important cognitive functions during wakefulness, and have been linked to 
memory encoding and retrieval. 
 
 Gamma oscillations during wakefulness are associated with sensory processing 
(Cardin et al., 2009), object recognition (Martinovic et al., 2007; 2008), attention 
(Tiitinen et al., 1993; Debener et al., 2003; Sokolov et al., 2004; Bauer et al., 2006) and 
working memory (Howard, 2003; Haenschel et al., 2009). Human hippocampal gamma 
(30-100 Hz) activity has recently been linked to encoding of novelty in the environment 
(Park et al., 2014).  Gamma activity is implicated in memory encoding (Fell et al., 2003; 
Osipova, 2006; Jutras et al., 2009; Tort et al., 2009) and memory retrieval (Montgomery 
and Buzsáki, 2007). In rats, slow gamma (20-50 Hz) activity has been linked to 
hippocampal memory replay during rest (Carr et al., 2012). Subsequently, fast gamma 
activity (60-100 Hz) has been associated with retrospective coding (reflecting retrieval), 
and slow gamma activity (25-55 Hz) with prospective coding (reflecting encoding) in 
the hippocampus (Bieri et al., 2014). 
 
 High gamma activity during wakefulness has been implicated in encoding and recall 
of recognition memory (Kucewicz et al., 2014) as well as in working memory 
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(Yamamoto et al., 2014). High gamma band (80-150 Hz) activity has also been related 
to selective attention (Ray et al., 2008).  
 
 Hence, gamma and high gamma activity are strongly implicated in memory encoding 
and retrieval during wakefulness. As gamma and high gamma activity also occur on the 
slow wave Up state, the facilitatory effect of SWA on memory processes, might partly 
be linked to these faster oscillations. 
 
In summary, the link between SWA and memory is supported by strong evidence, 
and the Up state-associated fast oscillations might be involved in coordinating the 
reactivation of brain regions (Fries, 2005). The frequency and power of oscillations are 
known to be related to the level of neuromodulators, such as acetylcholine (Keita et al., 
2000) and the monoamines dopamine, noradrenaline and serotonin (Wójtowicz et al., 
2009). It is plausible that, through their actions on oscillations, neuromodulators might 
be able to influence information transfer during sleep (Destexhe et al., 2007). Dopamine 
is a potent modulator of PFC activity. In the following, dopamine pathways and the 
effects of dopamine in the brain will be described. 
 
1.5 Dopamine 
1.5.1 Dopamine pathways of the brain 
 
Dopaminergic neuromodulation in the brain is predominantly based around three 
major pathways, all originating in the midbrain: the nigrostriatal, the mesolimbic and 
the mesocortical pathway. The nigrostriatal pathway originates in the substantia nigra 
(SN), terminates mainly in the dorsal striatum, and is involved in functions such as 
movement initiation and sensory motor integration. The mesolimbic pathway originates 
in the ventral tegmental area (VTA) and SN and supplies limbic structures such as 
ventral striatum, hippocampus and amygdala, and septum. The mesocortical pathway 
extends from the VTA (and to some extend from SN) to the temporal, parietal and 
prefrontal cortices. Mesolimbic and mesocortical pathways are involved in functions 
such as motivation, attention and reward (Abi-Dargham et al.,2003).  
 
In rats, the dopaminergic innervation of the PFC mainly originates in the VTA 
(Björklund and Dunnett, 2007), so I will focus on this region in the following. 
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The VTA can fire in two distinct modes: regular firing and burst firing (Bunney et 
al., 1973). A change from regular firing to burst firing is associated with increased 
dopamine release from VTA neurons (Schultz, 2007). 
 
1.5.2 Projections from the VTA to the mPFC  
 
The VTA sends ipsilateral and contralateral projections to the mPFC (Oades and 
Halliday, 1987). The entire mPFC is innervated by dopaminergic fibres, mainly 
targeting layers III-VI (Descarries et al., 1987; Van Eden et al., 1987). The densest 
innervation is observed in layer VI of the ventral mPFC (IL and DP) (Van Eden et al., 
1987). The dorsal VTA projects to the ventral mPFC, and the ventral VTA to the dorsal 
mPFC (Deutch, 1993).  
 
Sixty percent of neurons in the VTA are dopaminergic neurons (Gu, 2010), with the 
remainder consisting of GABAergic (Carr and Sesack, 2000) and glutamatergic 
(Yamaguchi et al., 2007; Gorelova et al., 2012) neurons. Dopaminergic fibres from the 
VTA to the cortex are unmyelinated, whereas non-dopaminergic fibres are myelinated, 
leading to different conduction velocities (Seamans and Yang, 2004) from VTA to the 
PFC. In addition, co-release of glutamate from dopamine terminals has also been 
reported (Stuber et al., 2010).  
 
1.5.3 Dopamine receptors 
 
Once released, dopamine can act on five different types of dopamine receptor 
(D1-D5), all of them being G-protein coupled metabotropic receptors. Dopamine 
receptors are classified into two groups, which differ in structure and biochemical 
properties: D1-like receptors (D1 and D5) and D2-like receptors (D2, D3, D4). All 
dopamine receptors can be located post-synaptically; D2 and D4 receptors can also be 
located presynaptically and act as autoreceptors, downregulating dopamine release. 
 
Dopamine receptors are heterogeneously distributed in the brain, which leads to 
regional differences in dopamine effects. In the cortex, the D1 receptor is the most 
ubiquitous receptor, followed by D2, D4 and D5 receptors, which are all expressed at low 
levels (Tritsch and Sabatini, 2012). In rat, cortical expression of D4 receptors is higher 
than expression of D2 and D3 receptors (Ariano et al., 1997). Similar results have been 
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obtained in monkey PFC, where D4 receptor expression is particularly high in PV+ cells 
(~60% of PV+ cells express D4 receptors, as opposed to ~20% of PV+ cells express D2 
receptors) (de Almeida and Mengod, 2010). D1 receptors are expressed in 30-60% of 
layer II to VI interneurons, in 20-40% of layer V/VI pyramidal cells, and in less that 
20% of layer II/III pyramidal cells (Tritsch and Sabatini, 2012). D2 receptors are 
expressed in 25% of layer V/VI pyramidal cells, in 20% of layer II to VI interneurons, 
and in less than 10% of layer II/III pyramidal neurons (Tritsch and Sabatini, 2012). 
 
1.5.4 Effects of dopamine in the brain 
 
Dopamine initiates intracellular signalling cascades 
Activation of dopamine receptors triggers a wide range of different intracellular 
signalling cascades (described in great detail in Missale et al., 1998). The D1 and D2 
family of receptors activate different G-proteins. 
D1-like receptors activate Gαs and Gαolf, which activate the enzyme adenylyl cyclase, 
leading to cyclic adenosine monophosphate (cAMP) production, and activation of 
protein kinase A (PKA). PKA in turn exerts effects on ionotropic glutamate and GABA 
receptors, as well as on K+, Na+ and Ca2+ channels (Tritsch and Sabatini, 2012). 
 
D2-like receptors, once activated, activate Gαi and Gαo. These G-proteins inhibit 
adenylyl cyclase, hence reducing cAMP and PKA. There are, however, also 
cAMP/PKA-independent pathways, through which dopamine can act on Ca2+ and K+ 
channels, which will not be described here (for a description see Tritsch and Sabatini 
(2012).  
 
Through these intracellular signalling cascades, dopamine affects synaptic 
communication at different stages. Firstly, dopamine can alter the probability of 
neurotransmitter release from the pre-synaptic terminal (Figure 1.7). Second, dopamine 
can control number and properties of several post-synaptic receptors, hence influence 
the response strength in the post-synaptic neuron (Figure 1.7). Third, dopamine can 
affect excitability of the pre-and post-synaptic membranes (Figure 1.7).  	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Figure 1.7. Modulation of synaptic transmission by dopamine. 
Dopamine affects neurotransmitter release by regulating the excitability of the 
presynaptic terminal (a), Ca2+ influx (b), and effects on the vesicular release machinery 
(c). This can be mediated via presynaptic as well as postsynaptic receptors as 
postsynaptic receptors can induce release of retrograde signaling molecules (d). 
Dopamine also affects neurotransmitter action at the postsynaptic membrane. This can 
be achieved by modulation of receptor insertion into the membrane (e), recruitment of 
receptors to the synapse (f), or through effects on the properties of receptors that are 
already located in the synaptic membrane (g). Dopamine also affects the excitability of 
pre- and post-synaptic membranes by its effects on ion channels that control resting 
potential, Ca2+ influx, and action potential properties (h). Figure and legend adapted 
from Tritsch and Sabatini (2012). 
D1# D2# D3# D4# D5#
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Modulation of neurotransmitter release 
 Dopamine receptors can be expressed in pyramidal cells and fast-spiking 
interneurons (Tritsch and Sabatini, 2012). Dopamine’s effects on neurotransmitter 
release have been investigated at synapses between these cells, and so far dopamine has 
been found to decrease release of other neurotransmitters at the investigated cortical 
synapses, mediated by D1-like and D2-like receptors (Tritsch and Sabatini, 2012). 
Modulation of synaptic responses  
Through its various effects on the receptor composition at the post-synaptic 
membrane, dopamine is a powerful modulator of post-synaptic responses. In vitro, 
dopamine increases NMDA receptor-mediated excitatory post-synaptic currents 
(EPSCs) and GABA inhibitory post-synaptic currents (IPSCs), when applied at low 
concentrations, via D1-like receptors. Conversely, dopamine reduces these currents, 
when applied at high concentrations, via D2,3 receptors (Seamans and Yang, 2004). D4 
receptor agonist application decreases NMDA receptor-mediated EPSC amplitude 
(Wang et al., 2003), and GABAA currents in isolated and cultured PFC pyramidal cells 
(Wang et al., 2002). D4 receptor activation decreases AMPA-mediated EPSCs in PFC 
interneurons (Yuen and Yan, 2009). 
Modulation of neuronal excitability 
Dopamine affects neuronal excitability via several ionic mechanisms, including a  
slowly inactivating/persistent Na+ current (INaP), a slowly inactivating (outward) K+ 
current, which regulates the firing threshold of PFC neurons, and various Ca2+ currents 
(Seamans and Yang, 2004). In most studies, dopamine enhances excitability of 
pyramidal cells and fast spiking interneurons (Tritsch and Sabatini, 2012).  
Modulation of firing rates 
Dopamine’s effects can also be observed as changes in neuronal firing rates. In vivo, 
iontophoretic dopamine application into the mPFC as well as stimulation of the VTA, 
inhibits firing in the PFC. Both effects could be blocked by a D2,3 receptor antagonist as 
well as a GABAA antagonist (Pirot et al., 1992) in most cases, suggesting involvement 
of local inhibitory interneurons, as well as GABAergic VTA neurons (Pirot et al., 
1992). However, it is thought that the VTA stimulation-induced decrease in firing is not 
dopamine D2 receptor-mediated, but is due to GABA release. The D2 receptor block, 
however, might increase excitability and in turn obstruct the inhibitory effect of 
GABAergic inputs (Seamans and Yang, 2004).  
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 The interaction between these various effects of dopamine on the synapse can lead to 
the plethora of effects that dopamine can induce. For example, D1,5 receptor activation 
on fast spiking interneurons leads to suppression of a K+ leak current (Gorelova et al., 
2002) which depolarised the membrane potential of these cells and thus increases their 
excitability. The increased excitability of fast spiking interneurons might explain the 
increase in IPSPs observed in pyramidal cells and finally the decrease pyramidal cell 
firing rate (Gorelova et al., 2002). 
 
 Dopamine can also affect local field potential oscillations, which will be discussed in 
more detail in the introduction of Chapter 5. Finally, it is worth noting that dopamine 
receptors exist not only in the brain and dopamine has a number of peripheral effects, 
for example on the peripheral vascular system (Missale et al., 1998). 
1.5.5 PFC functions regulated by dopamine 
 
In the PFC, dopamine regulates executive functions (spatial working memory 
(Sawaguchi and Goldman-Rakic, 1991; 1994), behavioral flexibility (Floresco et al., 
2006), decision making (Floresco and Magyar, 2006), feeding behaviour (Land et al., 
2014), learning (Puig and Miller, 2012) and attention (Kennerley and Wallis, 2009). 
Several studies have clarified differential receptor involvement in executive 
functions. It has been suggested that working memory is mainly D1 receptor-mediated; 
behavioural flexibility is mediated by interactions between D1 and D2 receptors; and 
decision making is mediated by D2, D3 and D4 receptors (Floresco and Magyar, 2006).  
Stimulus-response learning involves D1 and D2 receptors (Puig and Miller, 2012; 
2014), whereas emotional associative learning involves activation of D4 receptors 
(Laviolette, 2005). However, although dopamine signalling controls attention during 
working memory, it is not thought to transmit any actual information about the memory 
content (e.g prediction error) – rather this is thought to be glutamate-dependent 
(Seamans and Yang, 2004).  
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1.5.6 Features of dopamine action 
 
 Dopaminergic modulation has got many interesting features, which are described in 
detail in (Seamans and Yang, 2004). The most important features are briefly 
summarised here: 
1.) The dependence of performance on D1 receptor activation is described by an 
‘inverted U function’, with an intermediate level of stimulation being beneficial 
for performance, but not enough or too much stimulation having adverse effects 
on performance (Goldman-Rakic et al., 2000; Chen and Yang, 2002).  
2.) Dopamine can have biphasic effects, for example an initial decrease in a 
response measure, followed by an increase in the same measure. 
3.) Dopamine can exert opposing effects, via a single receptor and different cell 
types, but also via different receptors on the same cell type. 
4.) Dopamine can have different effects depending on the ‘dopaminergic tone’ 
(background level of endogenous dopamine). 
 
Dopamine’s effects on sleep as well as on oscillatory activity will be discussed in the 
introductions to chapters 4 and 5, respectively. 
 
1.5.7 Dopamine disorders and sleep disturbances 
 
Dopamine dysfunction is implicated in many disorders, such as Parkinson’s disease 
(PD), attention deficit-hyperactivity disorder (ADHD), schizophrenia (SCZ), and 
Tourette’s syndrome. All of these disorders are associated with sleep deficits (Rye, 
2004; Adler, 2005; De Cock et al., 2008; Suzuki et al., 2011; Krystal, 2012; Ganelin-
Cohen and Ashkenasi, 2013; Ghosh et al., 2014). Most commonly these consist of 
difficulties in initiating and maintaining sleep (insomnia), with excessive daytime 
sleepiness. Often (in PD and SCZ), sleep disturbances precede the onset of ‘classical’ 
symptoms (Adler, 2005; Krystal, 2012). 
 
In SCZ, specific sleep abnormalities have been linked to specific symptoms. 
‘Positive symptoms’, such as hallucinations and delusions are associated with shorter 
REM latency, longer sleep onset latency, and decreased sleep efficiency (time 
asleep/time in bed), whereas ‘negative symptoms’, such as emotional flattening, poverty 
of speech and attention problems, have been linked to lower slow wave EEG amplitude 
during NREM sleep. 
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1.6 Thesis overview 
 
 In Chapter 2, I describe the animal preparation for electrophysiological experiments 
performed in urethane anaesthetised rats, the histological procedures used to verify 
electrode position, and data analysis methods used for this thesis. 
 
 The rat mPFC is a heterogeneous region, with four sub-regions that have different 
structure, projections and serve different functions. However, few studies account for 
these sub-regional differences. In Chapter 3, I present a detailed characterisation of 
SWA in the mPFC of urethane-anaesthetised rats and compare the mPFC sub-regions 
with respect to their slow and fast oscillations during SWA. 
 
 Recently, it has been shown in rats that neuronal activity in the VTA increases at the 
transition from SWS to REM sleep (Dahan et al., 2006), and that tonic dopamine levels 
are increased during REM sleep in the PFC (Léna et al., 2005). In chapter 4 I investigate 
how electrical VTA stimulation affects mPFC SWS. I will show that electrical 
stimulation of the VTA can evoke a transition from SWA to REM sleep-like forebrain 
activity in anaesthetised rats. 
 
 Dopamine modulates fast mPFC oscillations during wakefulness, however, few 
studies have investigated how dopamine might affect nested fast oscillation during 
SWA. In chapter 5 I present my results from experiments, in which amphetamine and 
dopaminergic agonists were injected systemically to investigate their effects on the fast 
nested oscillations occurring during SWA.  
 
 I will discuss details regarding dopaminergic modulation of sleep-wake states and 
dopaminergic modulation of fast network oscillations in the introductions to Chapter 4 
and 5, respectively. 	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Chapter 2. Methods 
 
 Data presented in this thesis stem from in vivo experiments in anaesthetised rats. All 
surgical procedures were performed according to the UK [Animals (Scientific 
Procedures) Act, 1986, and revised European Directive 2010/63/EU]. All experiments 
presented in this thesis were performed by myself, initially being trained by my 
supervisors Sasha Gartside, Adrian Rees and Fiona LeBeau, and later supported when 
necessary. 
2.1 Animals 
 
 Male Hooded Lister rats were supplied by Charles River laboratories (Margate, Kent, 
UK), and housed at Newcastle University’s Comparative Biology Centre in a 
temperature- and humidity-controlled environment. Rats were kept in an enriched 
environment under a 12 hour light:dark cycle and had access to food and water ad 
libitum. Experiments were performed during daytime hours (the light phase in the 
animal facility, which the rats spent mostly sleeping). Rats were housed in cages of two 
to four and were usually allowed a week of acclimatisation before the experiment.  
2.2 Electrophysiological recordings under anaesthesia 
2.2.1 Anaesthesia 
 
 Rats weighing 250-330 g were anesthetised with urethane (Sigma-Aldrich). An 
initial dose of 1.5-1.9 g/kg was administered by intraperitoneal injection (i.p.). A top-up 
dose of 0.5 g/kg i.p. was given every half an hour until a deep anaesthesia level 
(confirmed by absence of the pedal withdrawal reflex) was achieved. This anaesthesia 
level induced continuous slow wave sleep-like activity without sleep state changes. 
However, if state changes occurred spontaneously, or in response to a pedal pinch or an 
injection, during the experiment, an additional dose of urethane was administered 
(0.25 mg/kg urethane i.p.). 
2.2.2 Surgery 
 
 After induction of anaesthesia and confirmation of sufficient depth of the 
anaesthesia, the animal was fixed in a stereotaxic frame (Kopf, Tujunga, CA, USA). A 
heating pad with a feedback temperature controller (Harvard apparatus, Holliston, MA, 
USA) maintained the core temperature of the rat at 36.8°C. In later experiments, a pulse 
oximeter was attached to the animal’s foot and blood oxygen saturation was monitored 
(Physiosuite, Kent Scientific, Torrington, CT, USA). To achieve an oxygen saturation 
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of above 90%, medical oxygen (BOC Industrial Gases, UK) was supplied through a 
tube mounted to the nosebar of the stereotactic frame. 
 
A skin incision was made above the skull using a scalpel. Lidocaine was then applied 
to the area of incision and fibrous tissue and the periosteum were scraped off the skull 
to expose bregma. Coordinates were taken and a small circular craniotomy was drilled 
(RS precision PCB drill/World Precision Instruments IDEAL micro drill) over the area 
of interest (coordinates given below).  
 
Initial experiments were performed using a single-channel glass-coated tungsten 
electrode (technical details are given below). Before insertion of this fine electrode, the 
dura mater was cut with a hypodermic needle. The electrode was lowered with a 
remote-controlled custom made stepper-motor microdrive. 
 
In the majority of experiments, 16-channel silicon probes (Atlas Neuroengineering, 
Leuven, Belgium) were used (technical details are given below). These electrodes were 
able to penetrate the dura. Before insertion, the silicon probes were covered with a 
fluorescent dye, DiI (DiIC18(3), Molecular Probes, Eugene, Oregon, USA), which was 
dissolved (1.5-2.5 mg/ml in dimethyl sulfoxide [DMSO]) and dripped on the back side 
of the silicon probes using a pipette. The electrode was covered with the dye twice, with 
ten minutes in between for drying, and at least ten minutes drying before insertion into 
the brain. The electrode was carefully lowered using a one-axis oil-filled hydraulic 
micromanipulator (Narishige, Japan). 
2.2.3 Recording electrodes and coordinates 
Medial prefrontal cortex recordings 
• For single-channel recordings, borosilicate glass-coated tungsten electrodes 
(Baldwin et al., 1965; Merrill and Ainsworth, 1972) were used with the 
following coordinates: AP +2.4-2.7, ML 0.6, DV 3-4 mm.  
• For unilateral multichannel recordings a single-shank 16-channel silicon probe 
(part number E16-250-S01-L8.0, Atlas Neuroengineering, Leuven, Belgium) 
was implanted using the coordinates AP +2.4-2.7, ML 0.6, DV 5.4-5.5 mm. The 
inter-site spacing of these electrodes is 250 µm, so that 16 electrodes cover a 
distance of 3.75 mm. 
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• For bilateral multichannel recordings a dual shank 16 channel silicon probe (part 
number E16-500-S02-1000-L7.5, Atlas Neuroengineering, Leuven, Belgium) 
was implanted into the medial prefrontal cortex (coordinates: AP +2.3-2.5, 
ML +/-0.5, DV 5.3 mm). The inter-site spacing of these electrodes is 500 µm, so 
that 8 electrodes cover a distance of 3.5 mm. 
 
The Atlas silicon probes used in this thesis are shown in Figure 2.1. 
 
Initially, the coordinates used were based on those in the literature. The exact 
location used was refined (as described above) based on actual electrode locations seen 
on histological samples processed as the experiments proceeded. 
 
 All data for Chapters 3 and 5 were obtained using the Atlas dual-shank silicon 
probe. The probe was lowered to a depth of 5.3 mm, so that recording sites covered 
depths from DV 1.8 mm to 5.3 mm, hence the entire mPFC (Figure 2.2 C, D).  
 
The electrodes were cleaned after each experiment with a solution of an enzymatic 
detergent in distilled water.  
 
2.2.4 Data acquisition 
Single channel recording system 
The signal was amplified (×1000) and filtered (0.1 Hz-10 kHz) using a preamplifier 
(Dam-8, World Precision Instruments). The signal was filtered for the local field 
potential (LFP; low pass 500 Hz), using a TDT system 2 (Tucker Davis Technologies) 
and digitised by a Micro-1401 (Cambridge Electronic Design, Cambridge, UK) at a 
sampling rate of 2000 Hz (LFP), and monitored and stored using Spike2 software 
(Cambridge Electronic Design, Cambridge, UK).  
Multi-channel recording system 
The 16-channel extracellular signal passed through two 8-channel unity-gain 
headstages (Plexon, Texas, USA), then was amplified (×1000) and filtered 
(0.07-300 Hz for LFP) by a Plexon preamplifier (Plexon, Texas, USA). The LFP was 
digitised at 1000 Hz and recorded on a PC (DELL Intel 4-core) running Plexon software 
(Sort Client).  	    
10 mm
3.5 mm
0.5 mm
3.75 mm
0.25 mm
A
B
C
Atlas E16-250-S01-L8.0: Single shank electrode with 16 contacts.
Atlas E16-500-S02-L7.5: Dual shank electrode with 16 contacts, 8 contacts per shank.
1 
m
m
Figure 2.1. Silicon probes used to aquire most of the data presented in this thesis. (A) 
Silicon probe  assembly with PCB providing the 16 channel single and dual shank probes 
and dual in-line (DIL) header. (B) Single 16-channel silicon probe. (C) Dual shank 
16-channel silicon probe.
contact diameter: 15 µm
contact material: platinum
contact diameter: 35 µm
contact material: iridium oxide
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In addition, some analogue channels were extracted from the Plexon break-out box 
and monitored during the experiment. These signals were passed through a Hum Bug 
50 Hz noise eliminator (Quest Scientific Instruments Inc., BC, Canada) and digitised 
using a Micro-1401 (Cambridge Electronic Design, Cambridge, UK). Traces were 
monitored and recorded using Spike2 software (Cambridge Electronic Design, 
Cambridge, UK).  
2.2.5 Histological verification of recording site position 
 
Sectioning and staining of the brains from all experiments carried out for this thesis 
was performed by me. 
After the recording session, the rat was sacrificed with Euthatal (dose: ~0.5 ml, 
pentobarbitone 200 mg/ml). The brain was removed from the skull and stored in 4% 
paraformaldehyde (PFA) 0.1M phosphate buffer solution (PBS). Two different 
sectioning and staining protocols were used for prefrontal cortex sections: 
1.) Verification of the position of the tungsten electrode in the mPFC 
Brains were transferred from PFA to sucrose and left in sucrose until they sank 
(~2 days) and then stored in a -80°C freezer. Sections (60 µm thick) were cut on a 
cryostat (Microm HM560, MICROM Int., Walldorf, Germany), and mounted onto 
gelatine-coated microscope slides (Fisher Scientific UK Ltd., Loughborough, UK) and 
then stained with cresyl violet.  
 
Cresyl violet staining protocol: 
• 5 min distilled water 
• 20 min Cresyl violet 
• dip in 70% ethanol 
• dip in 95% ethanol 
• dip in 100% ethanol 
• 2 min in 100% ethanol 
• 2 min in Histoclear1 (National diagnostics, Atlanta, GA, USA) 
• 2 min in Histoclear 2 (National diagnostics, Atlanta, GA, USA) 
 
 The slides, still wet, were cover-slipped using Entellan (Merck KGaA, Darmstadt, 
Germany) mounting medium and left to dry.  
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Photographs of cresyl violet-stained sections were taken using a monochrome 
camera (model XC-75CE, Sony), mounted on a MZ6 microscope (Leica) above a light 
source. Photos were captured using Scion image software (Scion corporation, Frederick, 
Maryland, USA). 
2.) Verification of the multichannel silicon probe position in the mPFC 
After the recording session, the rat was sacrificed with Euthatal and the brain was 
removed from the skull and stored in 4% paraformaldehyde 0.1M PBS in the fridge for 
a minimum of 12 hours. The brain was then transferred to a 30% sucrose solution for a 
maximum of 24 hours. Coronal sections (60-100 µm) were cut on a cooled vibratome 
(vibratome: Zeiss hyrax V50, cooling: Zeiss Hyrax CU65, Zeiss, Oberkochen, 
Germany) and collected in 0.1M PBS. Sections were then stained in the well using 
either of the following fluorescent stains to visualise the cytoarchitecture.  
• NeuroTrace 500/525 green fluorescent Nissl stain (Molecular probes by life 
technologies, Eugene, Oregon, USA) at a concentration of 1:300-1:150 (the 
staining quality seemed to deteriorate over time, so the concentration was 
increased).  
• bisBenzimide H33258 (Sigma) at a concentration of 2.5 µg/ml PBS 
• Vectashield HardSet mounting medium with DAPI (Vector Labs LTD., 
Peterborough, UK) 
 
The following short and long staining protocols were used for bisBenzimide H33258 
and the NeuroTrace 500/525 staining: 
 
Short staining protocol used for bisBenzimide H33258  and NeuroTrace 500/525: 
• 5 min wash PBS 
• 20 min – 2 h fluorescent counterstain (the staining quality seemed to deteriorate 
over time, so that the duration of staining was increased) 
• 5 min wash PBS 
 
Long staining protocol used for bisBenzimide H33258  and NeuroTrace 500/525: 
• 40 min PBS 
• 10 min PBS + 0.1% Triton X-100 
• 5 min wash PBS 
• 5 min wash PBS 
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• 20 min – 2 h fluorescent counterstain (the staining quality seemed to deteriorate 
over time, so that the duration of staining was increased) 
• 10 min PBS + 0.1% Triton X-100 
• 5 min wash PBS 
• 5 min wash PBS 
• leave 2 h at room temperature or overnight at 4 degrees (fridge) in PBS 
 
After staining with either of the fluorescent counterstains, sections were mounted and 
left to dry. The sections were then coverslipped using Vectashield HardSet mounting 
medium (Vector Labs Ltd., Peterborough, UK) and stored in the fridge.  
 
Photographs were taken using an Axio Imager Z2 microscope (Zeiss, Oberkochen, 
Germany) and AxioVision 4.8 software (Zeiss). Tiled pictures were taken using the 
mosaic setting, with 2.5× magnification. The Rhodamine filter was used for the DiI 
staining of the electrode tract, and the fluorescein isothiocyanate (FITC) filter was used 
for the green fluorescent Nissl background stain. An overlay image was produced by the 
microscope software. 
 
Example sections of mPFC with three different stains are shown in Figure 2.2 A, C 
and D. 	    
A B
C D
Figure 2.2. Stainings used for the verification of the positions of recording and 
stimulating electrodes. (A) Cresyl violet staining of mPFC coronal section with lesion 
indicating the position (arrow) of the glass-coated single channel tungsten electrode. (B) 
TH staining for visualisation of dopaminergic neurons in the VTA, to verify position of 
stimulation electrode (arrow). (C) bisBenzimide H33258 staining of coronal section 
through mPFC to verify position of the dual shank silicon probe (visualised by DiI stain). 
(D) Coronal mPFC section stained with green fluorescent Nissl stain NeuroTrace 
500/525 to verify the position of the dual shank silicon probe (visualised by DiI stain). 
The black lines in (C) and (D) indicate the DV coordinates covered with recording sites 
(DV 1.8 to 5.3 mm)
1 mm
1 mm 1 mm
1 mm
1.8 mm
5.3 mm
1.8 mm
5.3 mm
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2.3 Experimental interventions 
 
2.3.1 Electrical stimulation of the ventral tegmental area 
 
Electrical stimulation 
A concentric bipolar stimulating electrode (NE-100 concentric bipolar electrode 50 
mm, Rhodes Medical Instruments, Carpinteria, CA, USA) was attached to the 
manipulator of the stereotaxic frame and inserted into the brain (surgery as described 
above). The coordinates used for the stimulation electrode were AP -5.8, ML 0.6, 
DV 8 mm (left hemisphere). The dura was cut for the electrode insertion. Stimulation 
patterns were programmed on a Master-8 stimulator (A.M.P.I, Jerusalem, Israel) and 
delivered via an Iso-Flex stimulus isolator (A.M.P.I, Jerusalem, Israel). The stimulation 
protocols are described in the methods section of Chapter 4. The given stimulation 
pulses were recorded for subsequent data alignment. 
Verification of stimulation site 
The caudal part of the brain (containing the VTA) was sectioned and stained using 
either cresyl violet (as described above) or tyrosine hydroxylase immunocytochemistry, 
as described below. Tyrosine hydroxylase is the enzyme that catalyses the conversion of 
tyrosine to L-tyrosine to L-dopa, which is itself the precursor of dopamine. After a 
maximum of eight hours in PFA, brains were cryoprotected in 30% sucrose until they 
sank and then frozen rapidly in the -80°C freezer. 40 µm thick sections were cut on a 
freezing microtome (Leitz, Wetzlar, Germany), collected into PBS and tyrosine 
hydroxylase antibody staining was performed  
 
Tyrosine hydroxylase (TH) immunohistochemistry: 
 
• Wash once in PBS 
• Rocking platform (on intensity setting 35).  
• Incubate in 0.3% H2O2 for 30 min (1:100 dilution of 30% stock in PBS)  
• Permeabilise with 1 % Triton (100 µl/10ml) for 20 min 
• Incubate with TH antibody (mouse α TH-16, Sigma Aldrich) at 1: 10,000 in 
‘diluent’ solution 
o  ‘diluent’ solution: 3% BSA (Albumin bovine BSA cohn fraction V 
(Sigma), 1.8% L-lysine in PBS  
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o α-TH is stored diluted 1/10 in -20 °C freezer, further dilute 10 ul aliquot 
to 10 ml diluent solution for 1:10,000 
• Leave on rocking platform in cold room (4 °C) overnight  
• The following morning, leave sections out of fridge for an hour to bring to room 
temperature (on rocking platform on 35) 
• Wash 3x in PBS for 10 min  
• Incubate in the secondary antibody (biotinylated conjugated horse α mouse IgG, 
Vector laboratories) at 1:100 in diluent solution at room temperature for 2 h, on 
rocking platform 
• Wash 3× in PBS for 10 min 
• Incubate in horse radish peroxidase (HRP) strepatavidin  (1:300 in PBS) or HRP 
avidin D (1:100 in PBS) at room temperature  
• Wash 3× in PBS for 10 min 
• Incubate at room temperature for 5-10 min in Diaminobenzidine (DAB) solution 
made from gold/silver tablets (Sigma, freezer) 
• Wash 3× in PBS for 10 min 
• Mount sections on gelatin-subbed slides and allow to dry for 1-2 days 
• Dehydrate in ethanol (70%, 95%, 95%, 100%, 100%) 
• Defat in Histoclear (National diagnostics, Atlanta, GA, USA) 
• Coverslip with Entellan 
 
Photos of TH-stained sections were obtained using an AxioCamHRC (Zeiss, 
Oberkochen, Germany) mounted on a microscope (model NX60F, Olympus, Tokio, 
Japan). 
 
An example section of VTA with TH staining is shown in Figure 2.2 B. 
 
2.3.2 Systemic drug application 
 
Pharmacological agents were purchased from Tocris/Sigma and dissolved in either 
saline or DMSO (Table 2.1). All drugs were administered by i.p. injection. 
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Drug Action Dose Solvent Supplier 
SCH23390 
hydrochloride 
Selective 
dopamine D1-like 
antagonist 
(D1,D5) 
0.3 mg/kg Saline Tocris 
(S)-(-)-Sulpiride Selective 
dopamine D2-like 
dopamine 
antagonist 
(D2,D3) 
10 mg/kg DMSO Tocris 
SKF38393 
hydrobromide 
D1-like dopamine 
receptor selective 
partial agonist 
(D1,D5) 
15 mg/kg 
DMSO Tocris 
A412997 
dihdrochloride 
Selective agonist 
for the dopamine 
D4 receptor 
10 mg/kg Saline Tocris 
L745,870 Selective 
antagonist for the 
dopamine D4 
receptor 
0.5-1 mg/kg Saline Tocris 
d-Amphetamine 
sulfate 
Induces 
catecholamine 
release and 
blocks 
catecholamine 
reuptake 
2 mg/kg Saline Sigma 
Table 2.1. Pharmacological agents used in the experiments in this thesis. 
 
 
2.3.3 Data pre-processing 
 
Filtering for line noise 
The raw LFP signal contained 50 Hz noise as well as it’s multiples. Hence, prior to 
any data analysis the LFP signal was notch filtered around 50 Hz, 100 Hz, 150 Hz, 
200 Hz, 250 Hz, and 300 Hz. A linear-phase finite impulse response filter (FIR) was 
used in combination with the MATLAB (Mathworks, Nantick, MA, USA) ‘filtfilt.m’ 
function, to prevent phase distortion.  
The use of an equiripple FIR filtered ensured minimal amplitude distortion. The 
filters were created using the MATLAB ‘fdatool.m’. Frequency settings were: 49-51 Hz 
stop band, 48-52 Hz pass band, to reduce noise in the 50Hz band. 
Data exporting 
Date was recorded in the Plexon “.plx” format and exported to MATLAB “.mat” 
format using a custom-written script that made use of functions offered in the Plexon 
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software development kit. During this procedure, the channel numbering was remapped 
so that channel 1 was the most ventral channel in the right hemisphere, and channel 9 
the most ventral channel in the left hemisphere. 
 
2.3.4 Data analysis 
 
All data analysis was performed offline using custom scripts I developed.  
 
Spectrograms 
Spectrograms (time-frequency representations of the LFP power) were used for 
visualisation and created either in MATLAB (for example in Figure 3.4) based on the 
short-time Fourier transform, using the ‘spectrogram.m’ function with a 0.25 s window 
with 50% overlap, or exported from Spike2 (512 point fast Fourier transform (FFT) 
with Hanning window).  
 
During SWA, high-frequency oscillations occur transiently during the Up state, and 
are absent during the Down state. To investigate these nested oscillations in more detail 
(as presented in Chapters 3 and 5) it was first necessary to detect Up and Down states, 
which was achieved as follows. 
 
Up and Down state detection 
Up-Down state detection was performed using the phase of the slow oscillation, as 
described in (Massi et al., 2012). However, with the difference that I used the Hilbert 
transform to calculate the phase of the slow oscillation, rather than the wavelet 
transform. The data processing for the Up Down state detection is illustrated in Figure 
2.3.  
 	    
1 mV
LFP 
LFP bandpass filtered (0.1-0.9 Hz)
Phase
Cos(Phase) 
Up-down state assignment
1 mV
π
-π
1
-1
10 s
Figure 2.3. Up Down state detection. LFP was filtered for the slow oscillation band 
(0.1-0.9 Hz). A threshold was set on the cosine of the slow oscillation phase to 
differentiate Up and Down states. The LFP is shown again, divided into Up states (red) 
and Down states (blue). 
Cos(Phase) = 0
Up state
Down state
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The LFP was first band-pass filtered at 0.1-0.9 Hz (2nd-order Butterworth filter using 
the MATLAB ‘filtfilt.m’ function). The analytical signal, !(!),was then calculated 
using the Hilbert transform, and the slow oscillation phase angle in radians, !(!), was 
calculated as 
 ! ! = atan2 !Im ! ! !, Re ! ! ! .     (Equation 2.1) 
 
Where atan2 is an arctangent function with two arguments, Im(! ! ) and Re(!(!)), 
the imaginary and real parts, respectively, of the analytical signal. 
A threshold was set at cos ! ! = 0, assigning time points with cos ! ! < 0 as 
Up states, and time points with cos ! ! > 0 as Down states. Up states shorter than 
300 ms were not accepted as such and assigned to Down state. Thus, each time point 
was either assigned to Up or Down state.  
 
As the analysis methods were further developed during the time course of this work, 
an additional criterion was added in chapter 5. In chapter 5, Up states also had to fulfil 
an additional amplitude threshold, as it was observed that some Up states occurred only 
on approximately half of the recorded channels. The average amplitude over all 
channels had to be larger than 0.5 mV. Cycles containing Up states with cross-channel 
average amplitude <0.5 mV were removed from the analysis (Figure 2.4). Cycles 
following such a cycle were also removed from analysis, as it is not clear where the 
Down state of the next cycle starts. !  
Figure 2.4. Determination of full Down state - Up state cycles for further analysis.  
(A) Example LFP recording (from all 16 recording sites in both hemispheres) from an 
experiment in which all Up states occured on all channels. (B) Example LFP recording 
(from all 16 recording sites in both hemispheres) from an experiment during which 
some detected Up states occured on all channels, but others only on some channels in 
the dorsal mPFC. Cycles containing these Up states have been removed from the 
analysis in chapter 5 together with the following cycle, by using an amplitude threshold.
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Calculation of instantaneous power for higher frequencies 
The high-frequency components (6-150 Hz) in the LFP during SWA occur as 
transient increases in LFP power, with a rapid onset and offset. As fast oscillations have 
got shorter cycle lengths, the onset of faster oscillations is expected to occur more 
rapidly then slower oscillations. Hence, the use of classical short-time FFT, with its 
fixed window size would lead to a low time-resolution in the higher frequencies within 
the band. In contrast, wavelet analysis uses shorter time windows for higher-frequencies 
and longer windows for lower frequencies, enabling optimal time-frequency resolution. 
The basic principle of wavelet transform is that scaled versions of a ‘mother wavelet’ (a 
waxing and waning oscillation with limited duration with certain properties) are shifted 
along the signal and similarity with the signal is assessed. Large scales (creating 
stretched wavelets) correspond to low frequencies, and small scales correspond to high 
frequencies. 
 
For the spindle, gamma and high gamma band, an instantaneous band power was 
calculated using the wavelet transform. Again, the procedure was adapted from Massi 
and colleagues (2012). For each frequency band, a continuous wavelet transform 
(MATLAB function ‘cwt.m’) was performed on the LFP data using a complex Morlet 
wavelet with band width parameter 1 and center frequency 1.5 Hz (MATLAB wavelet 
‘cmor1-1.5’) and linearly spaced wavelet scales, which could subsequently be converted 
to equivalent (logarithmically spaced) ‘pseudofrequencies’ (using MATLAB function 
‘scal2frq.m’). 
 
The continuous wavelet transform of a signal 𝑥(𝑡) is defined as  
 
𝐶𝑊𝑇 𝑎, 𝑏 =    𝑥 𝑡 𝜓!,!∗∞!∞ 𝑡 𝑑𝑡 
                        (Equation 2.2) 
where                       𝜓!,! = !(!!!! )√!     
                        (Equation 2.3) 
 
is the scaled and shifted version of the ‘mother wavelet’  𝜓 𝑡 , and ∗ denotes the 
complex conjugate. The parameters 𝑎 ∈ ℝ! and 𝑏 ∈   ℝ  define the scale and the time 
shift, respectively.  
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The power at scale i and time j, 𝑝!", was calculated from the wavelet coefficient 𝑐!" 
as 𝑅𝑒(𝑐!"𝑐!")! +   𝐼𝑚(𝑐!"𝑐!")!, and was then normalized by dividing by the scale. The 
normalization step ensured that two sine waves with the same amplitude, but different 
frequency, had the same power (Liu et al., 2007). The resulting time-frequency 
representation is shown in Figure 2.5 A (“wavelet scalogram”). 
 
The instantaneous area power was then calculated using trapezoidal numerical 
integration (MATLAB function ‘trapz.m’) over all frequencies in the band (Figure 
2.5 A, green trace). Note that because of the non-linear spacing of the frequencies in the 
wavelet transform, this equated to integrating over the frequency dimension of the time-
frequency matrix, with non-uniform spacing.  
 
To assess the oscillatory power with respect to the UDS, where the UDS cycles have 
got different lengths, the instantaneous power was aligned to a ‘normalised’ Down 
state- Up state cycle, as in (Massi et al., 2012). The procedure used is described below. 
 
Calculation of the UDS phase vector 
Time points of state transitions were calculated from the UDS detection logical 
vector. A cycle always consisted of a Down state and an Up state and contained three 
transitions: transition 1: Up-to-Down; transition 2: Down-to-Up; transition 3: Up-to-
Down (see Figure 2.4 for indication of a full cycle). A phase vector was calculated that 
assigned -100 to the time point of transition 1, 0 to the time point of transition 2, and 
100 to the time point of transition 3. The time points in between were filled with 
linearly spaced intermediate values, so that a phase vector was achieved with linear 
phase progression during the Down state, and linear phase progression during the Up 
state (Figure 2.5 B). As the Up state was shorter than the Down state, but the same 
range of values was applied to Up and Down state, the phase progression was faster 
during the Up state (Figure 2.5 B). Up and Down state were then divided into 40 bins 
per state. Because of the faster phase progression during the Up states, bins were 
smaller during the Up state (Figure 2.5 B). 	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Figure 2.5. Calculation of Down state-Up state cycle aligned mean gamma power. 
(A) Calculation of instantaneous gamma area power using wavelet transform. LFP trace 
(black) and the time-frequency representation of gamma power calculated using wavelet 
transform. (B) Calculation of mean gamma power aligned to the normalised Down state- 
Up state cycle. To align the instantaneous gamma power to the normalised cycle, an UDS 
phase vector is calculated from the UDS detection. This vector is then binned into 40 
phase bins per state which is then used to calculate gamma power for each cycle. (C) 
Alignment of the instantaneous gamma power to the normalised cycle. 
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extreme values (Chapter 3, Chapter 5), or the most extreme value that was not 
considered an outlier (Chapter 4). In Chapter 4, outliers were values more extreme than 
1.5× the IQR.  
 
 As a box plot can be difficult to interpret when showing repeated-measures data, I 
additionally plot the mean ranks showing the comparison intervals used in the multiple 
comparison test. 
 
 A Wilcoxon signed rank test was used to compare two related samples regarding one 
factor. A Friedman’s test was used to compare >2 related samples with respect to one 
factor (a non-parametric alternative to the one-way non-parametric analysis of variance 
[ANOVA]), and reported as chi-squared values with degrees of freedom, i.e. χ2 (df). 
Tukey post-hoc tests at 0.05 overall significance level were used for post-hoc 
comparisons. The Wilcoxon signed rank test and Friedman’s test were performed in 
MATLAB (MathWorks Inc. Natick, MA, USA).  
 
 Two-and three- way non-parametric ANOVAs were used when several factors and 
their interactions were investigated. These were performed using the ‘aligned rank 
transform’ (ART) tool provided by Wobbrock and colleagues (2011). This was 
necessary because multi-factorial ANOVA performed on simply ranked data leads to 
inaccurate results for interaction effects (Richter, 1999). This can be avoided by using 
the aligned rank transform which reports accurate main and interaction effects (Salter 
and Fawcett, 1993; Richter, 1999). The ART tool aligns and ranks multifactorial data, 
resulting in a ranking for each effect (main effects and interaction effects). The output 
can then be subjected to a standard ANOVA, including all factors. Only the results of 
the effect for which the data was aligned before ranking are extracted. In the case of a 
two-way ANOVA, that means that three full-factorial ANOVAs would be performed to 
receive F-ratios for the two main effects, and the interaction effect. The ANOVAs were 
performed in Sigmaplot 11.0 (Systat Software Inc., San Jose, California, USA). Two-
way ANOVA results were reported as F-values with degrees of freedom, i.e. 
F(df factor, df residual). Holm-Sidak tests at overall significance level 0.05 were used for post-
hoc comparison, either to perform all pairwise comparisons, or the baseline was 
compared with all other values. 	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Chapter 3. Characterisation of medial prefrontal cortex slow wave 
activity under urethane anaesthesia 
3.1 Introduction 
3.1.1 Sub-regional differences in sleep oscillations within mPFC 
 
 As discussed in Chapter 1, SWA is highly synchronous across a distance of up to 
12 mm apart in cats (Volgushev et al., 2006), although across the whole cortex, a 
travelling wave occurs in anterior-posterior direction (Massimini, 2004; Ruiz-Mejias et 
al., 2011; Sheroziya and Timofeev, 2014). The fast oscillations on the Up state, 
however, are only locally synchronised (Destexhe et al., 1999), hence might differ 
between cortical areas or even between mPFC subareas.  
 
 Indeed, large-scale differences in nested fast oscillations during SWA have been 
observed between different cortices in mice and humans. Differences in fast beta and 
gamma oscillations have been observed during SWA in anaesthetised mice between 
brain regions, with the mPFC showing higher Up state gamma power than visual, 
somato-sensory and motor cortices (Ruiz-Mejias et al., 2011). Several human studies 
using either EEG or intracranial depth electrodes have confirmed large-scale regional 
differences in slow (Riedner et al., 2007) and fast spindle (Andrillon et al., 2011) and 
gamma (Le Van Quyen et al., 2010) oscillations during sleep. 
 
 Small-scale sub-regional differences in persistent fast oscillations have been 
observed between the mPFC sub-regions in vitro. Differences between mPFC sub-
regions in beta band oscillations have been observed between PrL and IL (van Aerde et 
al., 2008). And in vitro data from our lab have also confirmed a gradual change in fast 
oscillation power along the dorsal-ventral gradient (Glykos, 2013). Whether the mPFC 
sub-regions differ with regard to their oscillations in vivo, however, is not known. 
 
 As described in section 1.2, the four sub-regions of the mPFC differ significantly in 
their laminar structure, and possess differential afferent and efferent connections with 
other brain regions. Hence, mPFC sub-regions might also differ with respect to the 
oscillatory activity they can produce. As discussed in section 1.4.8, the rat PFC is highly 
active during SWS and engages in coordinated activity with the hippocampus. Hence, 
sleep-like activity (such as the SWA seen under urethane anaesthesia) in the rat 
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represents an interesting in vivo model to study differences between the mPFC sub-
regions. 
3.1.2 Laminar differences within the mPFC 
 
As well as having dorso-ventral sub-regions, the mPFC also shows laminar variation in 
cell type and density. Moreover, each layer has different and characteristic connections 
with particular brain areas (section 1.2.3). Hence, laminar variation in oscillatory 
properties is likely. 
 
 Deep cortical layers seem to be where SWA originates in cats and rodents (Sanchez-
Vives and McCormick, 2000; Chauvette et al., 2010; Beltramo et al., 2013). Deep and 
superficial layers of rodent mPFC can produce similar continuous fast oscillations when 
isolated in vitro (van Aerde et al., 2009). However, results from our lab have shown that 
in an in vitro cortical slice preparation containing all mPFC layers, the power of induced 
fast network oscillations is highest in layers V/VI in PrL as well as in IL (Glykos, 
2013). 
 
To our knowledge, a detailed analysis of laminar differences of slow and fast sleep 
oscillations in the rat mPFC has not been undertaken. 
3.2 Aims  
The aims of this chapter were thus to:  
1.) determine the basic properties of UDS in the rat mPFC under urethane, 
2.) investigate sub-regional differences of UDS in the rat mPFC under urethane, 
3.) investigate laminar differences of UDS in the rat mPFC under urethane. 
 
3.3 Methods 
3.3.1 Dataset 
 
The animals were anaesthetised and prepared as described in section 2.2 and mPFC 
LFP activity was recorded using a dual-shank 16-channel silicon probe, implanted with 
one shank (8 channels) in each hemisphere (for details on electrode specifications and 
coordinates, see section 2.2.3). The data included in this chapter had to fulfil the 
following requirement on electrode placement: 
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(1) The placement of the tip of the dual shank 16-channel silicon probe was 
confirmed to be at a depth of 5.5 mm in both hemispheres (so that the deepest 
recording site was at a depth of 5.3 mm which corresponded to the ventral DP, above 
the dTT). 
For the analysis of basic UDS properties and the sub-regional profiles, a second 
requirement needed to be fulfilled: 
(2) The shanks were equidistant from the midline, so that the laminar position of the 
shank was the same in both hemispheres. With this positioning both shanks were 
located in layer III of the mPFC (see Figure 3.1). 
 
 In nine experiments, the electrode placement fulfilled these criteria, but in one of 
these experiments the Up state amplitude was too small to reliably detect Up Down 
states. Thus, eight experiments were used for the analysis of the basic UDS properties 
and the sub-regional comparison in this chapter. The left hemisphere was analysed for 
the sub-regional profiles. Plots are provided to show that there was no difference 
between left and right hemisphere.  
 
 In ten other animals, (1) was fulfilled, but the laminar position differed between the 
two hemispheres of the mPFC. Data from these ten experiments were used to perform a 
laminar comparison of mPFC UDS activity, using data from both hemispheres. These 
ten experiments were divided into two groups: In the first group (n=5), the electrode 
placement was such that the shank in the left hemisphere was in the superficial layers 
(layers I and II) and the shank in the right hemisphere in the deep layers (layers III and 
V), see Figure 3.2 A. This dataset was called ‘RdeeperL’. In the other group (n=5), the 
shank in the left hemisphere was in the deep layers (layers III and V) and the shank in 
the right hemisphere in the superficial layers (layers I and II), see Figure 3.2 B. This 
dataset was called ‘LdeeperR’.  
 
For each experiment, a single 120 s data segment without artefacts was selected from 
the first 30 minutes of the experiment during which no intervention occurred. This data 
segment was selected so that it did not include an episode of broadband increased LFP 
power that occurred regularly during our recordings under urethane anaesthesia. We are 
not aware of a description of this phenomenon in the literature, thus we call it the ‘very 
slow modulation of broadband LFP power’ (VSMP), and it will be discussed in more 
detail in the results section of this chapter.  
Figure 3.1. Coronal section through the rat mPFC indicating an electrode 
placement with both shanks equidistant from the midline (as used for the regional 
comparison). The white dots indicate the approximate position of the recording sites on 
the two shanks of the 16-channel silicon probe. The yellow stain is the fluorescent dye 
DiI which was applied to both shanks of the silicon probe before insertion into the brain. 
The cytoarchitecture is visualised with a green fluorescent Nissl stain. Note that the 
position of the the two shanks of the silicon probe is equidistant from the midline and 
both shanks are located in layer III. The light green lines indicate the borders of the mPFC 
subregions, cingulate cortex (Cg), prelimbic cortex (PrL), infralimbic cortex (IL) and 
dorsal peduncular cortex (DP). Part of the right hemisphere was trimmed  during the slice 
preparation process for subsequent identification. 
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Figure 3.2. Coronal sections through the rat mPFC indicating electrode placements 
with the two shanks differing in distance from the midline (as used for the the 
laminar comparison). (A) ‘RdeeperL’ electrode placement: The dual shank 16 channel 
multichannel silicon probe was positioned so that the left shank was in the superficial 
layers (layers I-II) and the right shank in the deep layers (layers III-VI) of the mPFC. (B) 
‘LdeeperR’ electrode placement: The dual shank 16 channel multichannel silicon probe 
was positioned so that the left shank was mainly in the deep layers (layers III-VI) and the 
right shank in the superficial layers (layers I-II ). The yellow stain is the fluorescent dye 
DiI which was applied to both shanks of the silicon probe before insertion into the brain. 
The cytoarchitecture is visualised with a green fluorescent Nissl stain. The right 
hemisphere was trimmed during the preparation of the sections for subsequent 
identification. 
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Alignment of instantaneous power the normalised UDS cycle 
For each cycle, the mean power per bin was calculated, leading to the alignment of 
the band power to a normalized cycle. This compensated for the variable lengths of 
UDS cycles within a particular data segment, and thus allowed a mean instantaneous 
power and standard error (e.g. Figure 2.5 C) to be calculated for each recording channel 
in a particular animal. 
 
 Chapter-specific analysis methods will be explained in the method sections of 
Chapters 3-5. 
 
2.4 Data grouping 
 
For the results in this thesis, different features of Up states were analysed. Segments 
of analysed data contained either ~ 48 or ~ 240 Up states per animal for each recording 
site, depending on the length of data analysed (120 second segments in Chapter 3 and 
10 min segments in Chapter 5, respectively).  
 
Up states recorded in the same animal are likely to be more similar to each other than 
Up states recorded in different animals (due to differences in anaesthesia depth, 
electrode positioning, and variation between animals). This is a classic case of a nested 
design, where ignoring this interdependency of certain observations would lead to 
clusters of observations that are not independent from each other, which can then lead to 
false-positive results. See (Aarts et al., 2014) for an elaboration on the problem of 
dependency in nested experimental designs.  
 One strategy to avoid violating statistical independence assumptions is to average 
within the cluster. Thus, in our case, all parameters were averaged within animal, 
yielding a mean value for each animal and each recording site, and each experimental 
condition (or time point). Statistical analysis was then performed on these mean values. 
 
2.5 Statistical analysis 
 
Because of small sample numbers (n<10 animals) for all experimental procedures, 
normality could not be reliably assessed (and could not be assumed). Hence, non-
parametric statistical methods were used throughout this thesis. In figures, group data 
was typically presented using box plots, in which the median is plotted as a line, the box 
constitutes the inter-quartile-range (IQR), and the whiskers represented either the most 
!60!
3.3.2 Analysis methods 
Cross-correlation  
 Synchrony between two signals can be measured using cross-correlation. One of the 
signals is shifted relative to the other, and for each shift, or ‘lag’, the similarity between 
the signals is calculated. Cross-correlation values can be between -1 (the signals are 
perfectly anticorrelated) and 1 (the signals are perfectly correlated, i.e. identical). If 
there is a correlation peak that does not occur at a lag of zero seconds, the time lag to 
that peak gives a measure of time lag between the two signals. 
 For the slow oscillation cross-correlation analysis, the two signals to compare were 
band-pass filtered for the slow oscillation range (0.1-0.9 Hz), using a 2nd order 
Butterworth filter. The cross-correlation between the two time series was calculated 
(using MATLAB function ‘xcorr.m’) and normalised (so that autocorrelations at zero 
lag are 1). The time lag between the two signals was calculated as the time lag at the 
peak of the cross-correlation. 
  
Coherence 
 Another measure for synchrony is spectral coherence, which is a normalised cross-
power spectral density. It is a linear measure of correlation in the frequency domain as 
opposed to cross-correlation, which assesses similarity in the time domain. Coherence 
measures consistency of phase relationships between two signals. Coherence values are 
bounded between 0 and 1, where 1 indicates that any phase differences that exist 
between the frequency components of two signals are fixed for the entire duration of the 
analysed signals, and a value of 0 indicates that these phase differences between the two 
signals are entirely random. 
 To calculate the slow oscillation coherence, the magnitude squared coherence 
(MATLAB function ‘mscohere’) between two LFP signals was computed, and the mean 
coherence in the slow oscillation band (0.1-0.9 Hz) was calculated.  
 
Alignment of SO amplitude and nested fast oscillation power 
 For the results in section 3.4.2 and in section 3.4.3, UDSs were detected on the most 
dorsal recording site (Cg) in the left hemisphere, and all data are then reported relative 
to the timing of UDS from this ‘reference’ electrode. In all cases, time zero 
corresponded to the start of the Up state on this ‘reference’ electrode, but data were 
aligned in one of two ways: 
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i) For UDS amplitude analysis, and analysis of the power of nested fast oscillations, I 
compensated for the variable lengths of Up and Down states, by mapping the time 
points of each cycle (consisting of a Down state followed by an Up state) to a 
normalised time scale with the following correspondences: –100, beginning of the 
Down state; 0, transition from Down state to Up state; 100, end of the Up state. This 
alignment method was adapted from Massi and colleagues (2012). 
ii) For analysis of latencies of LFP features during the UDS, I simply aligned the 
data to the start of the Up state (as defined on the ‘reference’ electrode), retaining the 
absolute time scale. For this analysis, which was performed on the nested fast 
oscillations, the UDS-aligned oscillation power was additionally smoothed with a 
400 ms rectangular window.  
 
Amplitude 
The slow oscillation amplitude was calculated by filtering the LFP for the slow 
oscillation range (0.1-0.9 Hz), and aligning the slow oscillation trace to the normalised 
Down-Up state cycle (as described in section 2.3.4). The average (mean) of this ‘UDS 
cycle state-triggered slow oscillation’ was calculated, and the slow oscillation amplitude 
was defined as the peak-to-peak amplitude of this average waveform. 
 
3.4 Results 	  
3.4.1 Basic properties of medial prefrontal cortex slow wave activity under urethane 
anaesthesia  
Different frequency components of SWA 
 The LFP during SWA consisted of several frequency components (see Figure 3.3). 
Its main characteristic was a large amplitude (~1-3 mV) slow oscillation at frequencies 
between 0.1 and 0.9 Hz (corresponding to UDS). It also contained spindle activity in the 
range of 6 to 15 Hz as well as wide-band gamma activity (30-80 Hz). High gamma 
activity (80-150 Hz) was also observed. In accordance with the literature, the fast 
oscillatory activity was modulated by the slow oscillation (see example in Figure 3.4). 
Thereby, the high frequency activity occurred nested within the slow oscillation trough 
– the Up state – as is typical for such recordings. Note that the Up state, recorded 
intracellularly is a depolarization (positive deflection), whereas in the LFP, which is 
recorded in the extracellular space, the Up state typically is a negative deflection. We 
	  62	  
have, however, noticed a polarity inversion above the mPFC, where the polarity can be 
as seen in the EEG (Up state as a positive deflection). 
Sleep-like state changes during urethane anaesthesia  
 As already discussed in section 1.4.1, rodent sleep is subdivided into two sleep states 
(REM sleep and SWS) and, in contrast to humans, is more fragmented. Sleep-state 
changes (between a REM-like and a SWS-like state) can be observed under urethane 
anaesthesia in rats (Clement et al., 2008) and mice (Pagliardini et al., 2013). These 
sleep-state changes have been reported to occur with a period of approximately 11 
minutes (range 7-14 minutes), and are thought to resemble the sleep state transitions 
between REM sleep and SWS during natural sleep (Clement et al., 2008), which occur 
with a similar period (Clement et al., 2008). 
 
 I observed similar sleep-state transitions in my experiments. A REM-like state was 
observed, during which the LFP was characterised by a low amplitude (<1 mV) activity 
with no obvious changes in the frequency components over time in the spectrogram 
(Figure 3.5 A). The SWA LFP on the other hand, was characterised by large amplitude 
(1-3 mV) fluctuations, occurring at frequencies below 1 Hz.  The spectrograms show 
that high-frequency activity was modulated by the amplitude fluctuations, with high-
frequency activity transiently occurring during the negative deflection of the LFP 
(Figure 3.5 B). During SWA, the large-amplitude fluctuations and, to an even greater 
extent, the transient high-frequency activity periods, occurred synchronously in Cg and 
DP, indicating strong synchrony within the mPFC (Figure 3.5 B, red dotted lines). 
 In this study, state transitions were avoided by applying high does of urethane. If a 
REM-like state was observed at the beginning of the recording, or if state transitions 
occurred, a urethane top-up dose was administered to achieve stable SWA, which then 
lasted for several hours. 	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Figure 3.3. Frequency components of the slow oscillation LFP. (A) Power spectrum of 
the 120 s unfiltered LFP trace in (B), showing the frequency components of the slow 
oscillation. (B) Unfiltered (no 50 Hz line-noise filter) 120 s LFP trace (recorded in the 
Cg) used to calculate the power spectrum in (A). 
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Figure 3.4. High frequency activity occured within the slow oscillation trough. 
Example spectrogram shows a time-frequency representation of a 40 s LFP segment 
recorded in the cingulate cortex (Cg). The corresponding (line-noise filtered) LFP trace is 
shown beneath. The main components of the slow wave signal are shown by bandpass 
filtering of the LFP for the slow oscillation, spindle, gamma and high gamma activity. 
Note that the high frequency activity occurs during the negative deflection (i.e. the Up 
state) of the extracellularly recorded slow oscillation. The insets (blue) show the fast 
oscillations during one Up state (indicated with a blue line above the black trace) on a 
different scale.
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Figure 3.5. REM-like state and SWA could be observed during urethane 
anaesthesia. LFP (black) and spectrograms of LFP recorded in dorsal mPFC (Cg) and 
ventral mPFC (DP) simultaneously. (A) The REM-like state under urethane anaesthesia 
was characterised by low amplitude fast fluctuations in dorsal and ventral mPFC. (B) 
SWA was characerised by large amplitude fluctuations occuring with a frequency of < 1 
Hz. Dotted red lines are plotted to emphasise the synchrony of the Up state during SWA, 
especially of the high-frequency content in the spectrogram. Data in (A) and (B) are from 
the same animal, during different brain states. SWA in (B) was achieved by 
administration of an additional dose of urethane (the LFP trace starts 90 seconds after 
injection). 
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The ‘very slow modulation’ of LFP power (VSMP) 
 Although I observed state changes between a REM-like state and SWA occasionally, 
they were never as regular as described previously in rats (Clement et al., 2008). Instead 
of the 7-14 minute periods observed in cortex and hippocampus in (Clement et al., 
2008), state changes from SWA to the REM-like state would spontaneously occur after 
several hours of SWA, and could last for >20 minutes. As I was mainly interested in 
SWA, in these cases a urethane top-up was administered to achieve the return to SWA. 
After administration of the urethane top-up dose, SWA would continue for several 
hours. However, we observed another phenomenon that occurred with the periodicity 
described by (Clement et al., 2008). A broad increase in LFP power occurred 
spontaneously with a period of 4-11 minutes, during the REM-like state (Figure 3.6 A) 
as well as during SWA (Figure 3.6 B). This ‘very slow modulation’ of LFP power 
(VSMP) was observed during all experiments performed for this thesis, and was 
stronger in the ventral mPFC compared to the dorsal mPFC, during both the REM-like 
state and during SWA (Figure 3.6 A, B). The VSMP was very regular in some 
experiments (as in Figure 3.6 A), less regular in others. Usually, the ‘high power state’ 
of the VSMP was shorter than the ‘low power state’ (Figure 3.6 A, B). The ‘high power 
state’ of the VSMP lasted ~1-2 minutes, whereas the ‘low power state’ lasted ~2-9 
minutes. The onset of the ‘high power state’ seemed to be sharp, often accompanied by 
a marked increase in the spindle/beta band (~14-16 Hz) power (Figure 3.6 A, B). A 
magnification of the SWA LFP including a high-power state is shown in Figure 3.7. 
The ‘high power state’ was usually detectable by eye in the spectrograms from Cg and 
DP (Figure 3.7), but could not be observed in the Cg LFP trace (Figure 3.7). 
Conversely, the transition to the ‘high power state’ could clearly be detected by eye 
from LFP recordings from the DP (Figure 3.7). 	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Figure 3.6. The very slow modulation of LFP power (VSMP) during the 
spontaneous REM sleep-like state  and during SWA .  LFPs (black) and spectrograms 
of LFP recorded in Cg and DP under baseline conditions. (A) The very slow modulation 
of LFP power (VSMP) during the desynchronised, REM sleep-like state. The VSMP 
period in this example was  4 min 30 s. (B) The very slow modulation of LFP power 
(VSMP) during SWA. The VSMP period in this example was 10 min and 12 s. Data in 
(A) and (B) are from the same animal, during different brain states, SWA in (B) was 
achieved by administration of an additional dose of urethane.      
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Figure 3.7. The very slow modulation of LFP power (VSMP) during SWA - high 
power state and low power state.  LFPs (black) and spectrograms of LFPs recorded in 
Cg and DP under baseline conditions (data from the same animal as Figure 3.6). The 
rapid onset of the high power state was accompanied by a marked increase in power at 16 
Hz (spindle/beta band). After ~30 s, the LFP changed from ‘high power state’ of the 
VSMP back to ‘low power state’ of the VSMP. Note that in the Cg recording, the ‘high 
power state’ of the VSM can can be identified from the spectrogram, but is not visible in 
the LFP. Conversely, in the DP recording, the ‘high-power state’ of the VSM is 
characterised by marked changes in the spectrogram as well as in the LFP.
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 In this chapter, as fast oscillations on the Up state appeared to be affected by the 
VSMP, and to avoid biasing the analysis towards one of the states, short segments that 
did not contain any increased power state of the VSMP were chosen (length of data 
segments: 120 s). In Chapters 4 and 5, where the analysis needed to be performed with 
regard to a reference time point (drug injection or electrical stimulation), very long data 
segments (10 minutes) were analysed, so that each data segment contained both states 
of the VSMP. 
 
Synchrony of the slow oscillation 
 The rat mPFC is unique in that it is a piece of cortex that extends from the dorsal 
cortical surface in a ventral direction along the medial wall, almost to the ventral surface 
of the brain. Hence, we first sought to find out how synchronous the slow oscillation 
was in the rat mPFC. First, the intra- and inter-hemispheric synchrony of the slow 
oscillation (0.1-0.9 Hz) was investigated using coherence and cross-correlation analysis.  
 
Data from the eight animals with electrode placement equidistant to the midline were 
used to analyse the synchrony of the slow oscillation. 
Synchrony of the slow oscillation – Coherence 
 The slow oscillation coherence was calculated between the most dorsal channel in 
the left hemisphere (reference channel) and all other recording sites. Coherence 
decreased with increasing distance from the site used as a reference, but was high in the 
entire mPFC (0.86 on the most distant channel on the ipsilateral side, Figure 3.9 A). The 
coherence between the two hemispheres was calculated at each depth (D-V), and was 
slightly lower in the most dorsal and most ventral parts of the mPFC (dorsal: 093; 
ventral: 0.95; in between: 0.96-0.99; Figure 3.9 B). Hence, the slow oscillation is 
characterised by a consistent phase-relationship in the mPFC. 	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Dorsal
Ventral
right
left
0.7 0.8 0.9 1
Coherence 
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Figure 3.8. Synchrony of the mPFC slow oscillation - coherence.
(A) Coherence in the slow oscillation band between the most dorsal site (Cg) in the left 
hemisphere and all other recording sites (median with IQR-error bars, n=8). (B) 
Inter-hemispheric coherence in the slow oscillation band (median with IQR-error bars, 
n=8).
A B
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Synchrony of the slow oscillation – Cross-correlation 
 Cross-correlation was calculated to calculate the time delay between dorsal and 
ventral mPFC. An example of a slow oscillation cross-correlation between the most 
dorsal and most ventral channel from one animal is shown in Figure 3.9 A.i,ii. The time 
lag between the slow wave signal on the most dorsal channel (located in Cg) and the 
most ventral channel (located in DP) was calculated as the time lag at the peak of the 
cross-correlation. This dorsal-to-ventral time lag (reference: dorsal) was not different 
from zero (p>0.05, Wilcoxon signed-rank test, median: 19 ms, IQR: -0.5 – 80.5, n=8, 
Figure 3.9 A.iii). The same cross-correlation analysis was performed on the most dorsal 
channel of the left and right hemisphere (example in Figure 3.9 B.i,ii). The inter-
hemispheric cross-correlation (reference: left) of the most dorsal recording site was not 
different from zero (p>0.05, Wilcoxon signed rank test, median: -0.5 ms, IQR: -24.5 – 
3.5, n=8, Figure 3.9 B.iii). Hence, neither the lag between the most dorsal and the most 
ventral channel in the left hemisphere, nor the lag between the right and left hemisphere 
was significant, which means that the slow oscillation occurred rather synchronous in 
both hemispheres and along the entire dorsal-to-ventral axis within the mPFC. Note, 
however, that for the dorsal-to-ventral comparison there was a high between-animal 
variability, with some animals showing a positive, others a negative lag.  	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Figure 3.9. Synchrony of the mPFC slow oscillation - cross-correlation. 
(A) Slow oscillation cross-correlation between the most dorsal and most ventral 
recording sites. (A.i) Example of 60 s LFP traces from the most dorsal (Cg) and most 
ventral (DP) recording sites filtered for the slow oscillation. (A.ii) Cross-correlation of 
the two traces in (A.i.) (A.iii) Box plot showing peak lag of cross-correlation, grey circles 
show peak lags from all experiments. Peak lags were not different from zero (p>0.05, 
Wilcoxon signed-rank test, n=8) (B) Cross-correlation between left and right hemisphere. 
(B.i) Example of 60 s LFP traces from left and right most dorsal recording site (Cg), 
filtered for the slow oscillation. (B.ii) Cross-correlation of the traces in (B.i.) (B.iii) Box 
plot showing peak lag of inter-hemispheric cross-correlation, grey circles show peak lags 
from all experiments. Peak lags were not different from zero (p>0.05, Wilcoxon 
signed-rank test, n=8).
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Up-Down state parameters 
 Data from the eight animals with electrode placements equidistant to the midline 
were used to determine the basic features of the slow oscillation, characterized as Up-
Down states. Because of the strong inter- and intra- hemispheric synchrony of the slow 
oscillation, meaning that UDS frequency and state lengths are the same for all channels, 
data from one channel were analysed (which was from the Cg region in the left 
hemisphere). Up-Down states were detected as described in section 2.3.4 and their basic 
parameters (Up state length, Down state length and Up-Down cycle frequency) 
calculated (Figure 3.10 A). These UDS parameters for all experiments are shown in 
Figure 3.10 B. Up-Down states occurred with a median frequency of 0.26 Hz (IQR: 
0.21-0.29 Hz, n=8). The median Up state duration was 1.56 s (IQR: 1.32-1.64 s, n=8). 
Down states had a median duration of 2.51 s, which was longer than Up states (IQR: 
1.94-3.26 s, n=8). 
 
 Having found that UDS occurred highly synchronously in the entire mPFC, in both 
hemispheres, I sought to investigate the hypothesis that there might be fine differences 
in the characteristics of the UDS – and associated fast oscillations – between the mPFC 
sub-regions, owing to local variations in architecture and connectivity.  
It is first worth pointing out that, because the slow oscillation occurred in synchrony 
across the entire mPFC and I define UDS using the phase of the slow oscillation, no 
differences in UDS frequency, or length of Up or Down states could occur, by 
definition. However, I was able to study differences in UDS amplitude and, more 
importantly, in the characteristics of the nested fast oscillations. 	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Figure 3.10. Medial prefrontal cortex Up-down state parameters. (A) Example LFP 
trace (recorded in Cg) with indication of detected Up- and Down states and illustration of 
the parameters Up state length and Down state length. (B) Box plots showing the basic 
Up-Down state parameters (n=8), with individual data points shown as grey dots. (B.i) 
Up-Down cycle frequency, (B.ii) Up state duration, (B.iii) Down state duration, n=8.
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Figure 3.11. Amplitude of mPFC Up-Down states. (A) Example of the slow oscillation 
(LFP, band-pass filtered 0.1-0.9 Hz) aligned to the normalised Down state-Up state cycle.  
Data from one experiment (mean +/- SEM over all Up states in the data segment) shown 
for four mPFC subregions. (B) Box plot showing the UDS amplitude, i.e. slow oscillation 
peak-to-peak amplitude |Min SO Up state - Max SO Down state|, grey dots represent 
individual data points. Coloured shading indicates the recording sites the example data in 
(A) is from. There was no amplitude difference between the sub-regions (Ȥ2(7)=6.25, 
p>0.05, Friedman’s test, n=8). (C) Schema of mPFC indicating the recording sites (grey) 
in the left hemisphere used to calculate peak-to-peak amplitudes in (B). The mPFC 
sub-regions are colour-coded. 
0.2
0.4
0.6
-100 0 100
-0.8
-0.6
-0.4
-0.2
0
 
Normalised cycle time
S
lo
w
 o
sc
ill
at
io
n 
(m
V
)
Cg 
PrL
IL
DP
Down 
state
Up 
state
0 1 2
UDS amplitude (mV)
8
7
6
5
4
3
2
1
16
15
14
13
12
11
10
9
Cg 
PrL
IL
DP
A B C
B.ii B.iii
5.3
4.8
4.3
3.8
3.3
2.8
2.3
1.8
D
ep
th
 (m
m
)
74
	  75	  
3.4.2 Sub-regional profile of Up-Down state amplitude 
  
The UDS amplitude was measured as the peak-to-peak amplitude of the slow 
oscillation, aligned to the normalised Down-Up state cycle. An example for the 
alignment of the slow oscillation is shown in Figure 3.11 A. Figure 3.11 B shows the 
group data of UDS amplitude for different depths in the mPFC. Figure 3.11 C shows the 
corresponding recording sites in the left hemisphere of the mPFC. Two recording sites 
covered each mPFC sub-region (Figure 3.11 C). Depths of 1.8 and 2.3 mm (in Figure 
3.11 B) corresponded to Cg, 2.8 and 3.3 mm to PrL, 3.8 and 4.3 mm to IL, and 4.8 and 
5.3 mm to DP. Across all animals, the UDS amplitude was not dependent on the mPFC 
sub-region (χ2(7)=6.25, p>0.05, Friedman’s test, n=8, Figure 3.11 B). 
 
3.4.3 Sub-regional profile of nested fast oscillation power 
 Next, the nested fast oscillations within the Up states were investigated for sub-
regional differences. For the spindle, gamma and high gamma band, an instantaneous 
band power was calculated for the selected 120 s LFP trace (detailed explanation in 
Chapter 2. Methods) and each UDS was aligned to a normalised Down-Up state cycle. 
Taking the mean across UDSs during this period gave mean power as a function of 
normalised cycle time for each frequency band, at each recording site in each animal. 
To get a single value representative of a particular recording site in a particular 
animal, the mean power across normalised time during the Up state was then calculated. 
Thus a sub-regional profile of mean Up state power was calculated for each animal. 
Sub-regional profile of mean Up state gamma power 
 Up state gamma power varied depending on the sub-region. A schema of the mPFC 
indicating the recording sites in the left hemisphere and the corresponding mPFC sub-
regions is shown inFigure 3.12 A. The cycle-aligned gamma power for four recording 
sites (one from each sub-region, Figure 3.12B) illustrates how there are clear 
differences between the four mPFC sub-regions. 
Group analysis of the mean Up-state power across recording sites (Figure 3.12 C.i) 
showed that there was a sub-regional difference in gamma power (χ2(7)=52.04, 
p<0.001, Friedman’s test, n=8). Note that I use the term ‘sub-regional difference’ to 
report the results in this section, although the statistical analysis was performed on all 8 
recording sites (i.e. depths, Figure 3.12 C.i), and two recording sites were always in the 
same sub-region (as indicated inFigure 3.12 A).   
Figure 3.12. Sub-regional profile of Up state gamma (30-80 Hz) power. 
(A) mPFC schema indicating the subregions with recording sites in the left hemisphere.
(B) Example of mean gamma power from four channels aligned to the normalised 
Down-Up state cycle (mean over all Up states during 120 s recording from one animal).  
(C.i) Boxplot showing sub-regional profile of mean Up state gamma power, n=8; grey 
dots show individual data points. There were sub-regional differences in mean Up state 
gamma power (Ȥ2(7)=52.04, p<0.001, Friedman’s test, n=8). * indicates significance in a 
Tukey post-hoc test. (C.ii) Mean ranks (circles) for data in (C.i) with whiskers showing 
comparison intervals for Tukey post-hoc tests. 
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Figure 3.13. Latencies to peak gamma (30-80 Hz) power. 
(A) mPFC schema indicating the subregions with recording sites in the left hemisphere. 
(B) Typical subarea profile of Up state onset-aligned smoothed gamma power  (data from 
one animal). (C.i) Boxplot showing latencies from Up state onset to maximal gamma 
power across the mPFC, n=8; individual data points shown as grey dots. There were 
sub-regional differences in the latency to peak gamma power (Ȥ2(7)=32.42, p<0.01, 
Friedman’s test, n=8). * indicates significance in a Tukey post-hoc test. (C.ii) Mean ranks 
for data in (C.i) and comparison intervals for Tukey post-hoc test. 
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The dorsal Cg differed from IL and DP; the ventral Cg differed from vPrL and DP; 
and the dorsal PrL differed from the dorsal DP (Tukey post-hoc test). A box plot can be 
difficult to interpret when showing repeated-measures data, hence a plot of the mean 
ranks is shown to visualise how the Up state gamma power changes along the dorsal-to-
ventral gradient. The plot of the mean ranks showed that there was a smooth, gradual 
decrease in gamma power from dorsal to ventral sites, with a slight increase again on 
the most ventral recording site (Figure 3.12 C.ii). 
 
Sub-regional profile of latency to peak gamma power 
Figure 3.13 B is based on the same example data as Figure 3.12 B, but this time, gamma 
power is smoothed and plotted on an absolute time scale. Gamma power from all 8 
recording sites is shown, indicating a marked decrease in gamma power on ventral sites, 
as well as an apparent increase in peak latency, particularly on the most ventral site. 
Group analysis revealed that the gamma peak latency varied significantly with sub-
region (χ2 (7)=32.42, p<0.01, Friedman’s test, n=8, see Figure 3.13 C.i). The median 
latency was 0.35 s (IQR: 0.29-0.41) at the most dorsal recording site (dorsal Cg), 
increasing to 0.68 s (IQR: 0.54-0.82) in DP. The latency differed between the dCg and 
the ventral regions (vIL, DP) as well as between the vCg and DP (Tukey post-hoc tests). 
The mean rank plot indicates a gradual increase in latency from dorsal to ventral mPFC 
(Figure 3.13). 
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Sub-regional profile of mean Up state high gamma power 
 Up state high gamma power also varied depending on recording depth. An example 
high gamma profile for all recording channels shows a clear dorsal-to-ventral difference 
in Up state high gamma power (Figure 3.14 B). In this example, Cg and PrL show 
similar Up state power levels, whereas in IL and DP the Up-state associated increase in 
high gamma power is very small, and occurs later during the Up state.  
 The group data confirmed a sub-regional difference in Up state high gamma power 
(χ2 (7)=47.5, p<0.01, Friedman’s test, n=8, Figure 3.14 C.i). Cg and dorsal PrL differed 
from ventral IL and DP, and ventral PrL differed from dorsal DP (Tukey post-hoc test). 
The statistical results revealed that, for high gamma power, there was mainly a strong 
dorsal-to-ventral difference, rather than a gradual transition in high gamma power 
(mean ranks plot in Figure 3.14 C.ii), with higher power in the dorsal regions (Cg, PrL) 
than in the ventral regions (vIL, DP), and an intermediate value in the dorsal IL (Figure 
3.14 C.ii).   
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Figure 3.14. Sub-regional profile of Up state high gamma (80-150 Hz) power. 
(A) mPFC schema indicating the subregions with recording sites in the left hemisphere.
(B) Example of mean high gamma power from four channels aligned to normalised 
Down state-Up state cycle (mean over all Up states during 120 s recording from one 
animal). (C.i) Boxplot showing sub-regional profile of mean Up state high gamma 
power, n=8; grey dots show individual data points. There were sub-regional differences 
in mean Up state high gamma power (Ȥ2(7)=47.5, p<0.01, Friedman’s test, n=8). * indi-
cates significance in a Tukey post-hoc test. (C.ii) Mean ranks for data in (C.i) and com-
parison intervals for Tukey post-hoc tests. 
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Figure 3.15. Latencies to peak high gamma (80-150 Hz) power. 
(A) mPFC schema indicating the subregions with recording sites in the left hemisphere. 
(B) Typical subarea profile of Up state onset aligned smoothed high gamma power  (data 
from one animal). (C.i) Boxplot showing latencies from Up state onset to maximal high 
gamma power across the mPFC (n=8); individual data points shown in grey. There was 
no sub-regional difference in the latency to the peak high gamma power (Ȥ2(7)=3.87, 
p=0.79, Friedman’s test, n=8). (C.ii) Mean ranks for data in (C.i).
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Sub-regional profile of latency to peak high gamma power 
Figure 3.15 B shows an example profile of Up state onset-aligned high gamma power 
on an absolute time scale for latency analysis. 
Group analysis showed that the high gamma peak latency did not vary significantly 
with sub-region (χ2 (7)=3.87, p>0.05, Friedman’s test, n=8, Figure 3.15 C.i). The 
median latency was 0.33 s (IQR: 0.30-0.38) in the CG and 0.41 s (IQR: 0.33-0.63) in 
the DP.  
 
Sub-regional profile of mean Up state spindle power 
 A sub-regional difference was also found for spindle power. The example spindle 
power profile over the normalised Down-state-Up-state cycle shows higher spindle 
power dorsally compared to ventrally, with the highest power in ventral Cg and dorsal 
PrL (Figure 3.16 B). Spindle power seemed to peak at different times during the Up 
state, with sub-regional differences. In the example in Figure 3.16 B, the peaks in Cg 
became smaller with progression of the Up state, but in DP, the spindle peaks became 
larger with progression of the Up state. Group analysis (Figure 3.16 C.i) confirmed a 
sub-regional difference in mean Up state spindle power (χ2 (7)= 32.21, p<0.001, 
Friedman’s test, n=8). The Cg and ventral PrL differed from the ventral IL, and the 
ventral Cg differed from the dorsal IL (Tukey post-hoc test). The mean rank plot 
(Figure 3.16 C.iii) shows high spindle power in the three most dorsal regions (Cg and 
ventral PrL), then a decrease from dPrL to vIL, and an increase again in DP, nearly 
reaching the level of the dorsal mPFC.  
 
Sub-regional profile of latency to peak spindle power 
 
A clear latency difference in spindle power was found between the dorsal and ventral 
mPFC. Figure 3.17 B shows an example sub-regional profile of Up state-onset aligned 
spindle power. The group data plot (Figure 3.17 C.i) shows that in all experiments, the 
latency to spindle power peak was increased on the most ventral channel. The latency 
was constant from depth -1.8 mm (which corresponded to Cg) to -3.8 mm 
(corresponding to the dorsal IL), with a median latency of 0.25 s (IQR: 0.22-0.26) in the 
Cg and 0.27 s (IQR: 0.25-0.29) in the dorsal IL. A higher latency was found in the DP 
with a median latency of 0.34 s (IQR: 0.28-0.87 s) in the dorsal DP (depth 4.8 mm), and 
a median latency of 0.82 s (IQR: 0.64-1.03 s) in the ventral DP (depth 5.3 mm). 	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Figure 3.16. Sub-regional profile of Up state spindle (6-15 Hz) power. 
(A) mPFC schema indicating the subregions with recording sites in the left hemisphere.
(B) Example of mean spindle power from four channels aligned to normalised Down-Up 
state cycle (mean over all Up states during 120 s recording from one animal). (C.i) 
Boxplot showing sub-regional profile of mean Up state spindle power (n=8); grey dots 
show individual data points. There were sub-regional differences in mean Up state 
spindle power (Ȥ2(7)=32.21, p<0.001, Friedman’s test, n=8). * indicates significance in a 
Tukey post-hoc test. (C.ii) Mean ranks for data in (C.i) and comparison intervals for 
Tukey post-hoc tests. 
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Figure 3.17. Latencies to peak spindle (6-15 Hz) power. 
(A) mPFC schema indicating the sub-regions with recording sites in the left hemisphere. 
(B) Typical subarea profile of Up state onset aligned smoothed spindle power  (data fom 
one animal). (C.i) Boxplot showing latencies from Up state onset to maximal spindle 
power across the mPFC (n=8); individual data points shown in grey. There were 
sub-regional differences in latency (Ȥ2(7)=33.34, p<0.001, Friedman’s test, n=8). 
* indicates significance in a Tukey post-hoc test. (C.ii) Mean ranks for data in (C.i) and 
comparison intervals for Tukey post-hoc test. (D) Box plot showing the spindle ratio 
(n=8), which is the spindle power in the 1st Up state half divided by the spindle power in 
the 2nd Up state half. There was a sub-regional difference in spindle ratio 
(Ȥ2(7)=39.7, p<0.001, Friedman’s  test, n=8). * indicates significance in a Tukey post-hoc 
test.
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Statistical analysis revealed that the latency to the spindle power peak was dependent 
on the sub-region (χ2 (7)= 33.34, p<0.001, Friedman’s test, n=8). The latency in dCg 
differed from the latency in dDP. And the latencies in Cg and PrL differed from the 
latencies observed in vDP (Tukey post-hoc tests). The mean rank plot shows the sub-
regional profile (Figure 3.17 C.ii.). 
 
 As mentioned above, spindle power seemed to increase several times during the Up 
states, forming distinct peaks, reaching a maximum early during the Up state in Cg, but 
late in DP (Figure 3.16 A). Hence, an additional analysis was performed to compare 
spindle power in the first Up state half, to spindle power in the second Up state half. 
Figure 3.17 D shows a box plot of the ratio of mean Up state power in the first half of 
the Up state over mean Up state power in the second half. Values > 1 indicate that the 
power is higher in the first half of the Up state, whereas values < 1 indicate that the 
power is higher in the second half of the Up state. Looking at the dorsal-to-ventral 
profile, it becomes clear that in the dorsal regions the spindle power is higher in the first 
half of the Up state in all experiments, then going into ventral direction, the spindle 
power ratio gets closer to one, meaning the spindle power is the same in the first and 
second half of the Up state, whereas at the most ventral site it is higher in the second 
half of the Up state in nearly all experiments. Indeed, the spindle ratio was dependent on 
dorso-ventral depth (p<0.001, χ2 (7)= 39.7, Friedman’s test, n=8).  
 
3.4.4 Sub-regional SWA profile: additional analysis and figures  
 
 In the previous sections, analysis was performed on data from the left hemisphere. In 
this section I am showing data for the left and right hemisphere, to confirm that there 
was no difference in the amplitude and nested fast oscillation profiles between the 
hemispheres. In addition, some additional analyses were performed to further 
demonstrate robustness of the results.   
Up-Down state amplitude in right and left hemisphere 
 As expected, the sub-regional profile of Up-Down state amplitude did not differ 
between the left and the right hemisphere (Figure 3.18).  	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Figure 3.19. Sub-regional profile of Up state low gamma (30-48 Hz) and medium 
gamma (52-80 Hz) power in the left hemisphere.
(A) Sub-regional profile of mean Up state low gamma power. There were sub-regional 
differences in mean Up state low gamma power (Ȥ2(7)=50.08, p<0.001, Friedman’s test, 
n=8). (B) Sub-regional profile of mean Up state medium gamma power. There were 
sub-regional differences in mean Up state medium gamma power (Ȥ2(7)=50.67, p<0.001, 
Friedman’s test, n=8). In both ranges, the sub-regional distribution shows the same shape 
as the distribution of the gamma (30-80 Hz) power. * indicates significance in a Tukey 
post-hoc test.
Figure 3.18. Sub-regional profile of Up-Down state amplitude in left and right 
hemisphere.  No obvious difference in Up Down state amplitude between right and left 
hemisphere was observed when comparing data that was obtained from layer III in right 
and left hemisphere.
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Up state mean low and high gamma power  
 In the literature, the gamma band is sometimes divided into two bands (Belluscio et 
al., 2012; Bieri et al., 2014), with varying limits, usually around 50 Hz or 60 Hz (which 
has the advantage of avoiding mains noise, but also has functional implications (Bieri et 
al., 2014). Hence I performed the regional comparison again, for the ‘low gamma 
(30-48 Hz) and ‘medium gamma’ (52-80 Hz) bands, to see if the observed differences 
were driven by a more specific frequency band. However, mean Up state power in these 
sub-bands showed a similar profile over the sub-areas to the gamma band (Figure 3.19 
A and B). For both frequency bands, there was a significant difference between the 
subareas (low gamma: χ2 (7)=50.08, p<0.001, medium gamma: χ2 (7)=50.67, p<0.001, 
Friedman’s test, n=8).  
 
Up state maximum power 
 To determine whether the observed sub-regional differences in the mean Up state 
power did not occur simply because of a shorter duration of the gamma rhythm during 
the Up state, the sub-regional comparison was also performed on the maximum power 
during the Up state, for all three frequency bands. 
The maximal Up state gamma power differed between the sub-regions (χ2(7)=53.25, 
p<0.01, Friedman’s test, n=8, Figure 3.20 A). The maximal Up state high gamma power 
also depended on the sub-regions (χ2 (7)=49.96, p<0.001, Friedman’s test, n=8, Figure 
3.20 B), as did the maximal Up state spindle power (χ2 (7)=27.96, p<0.001, Friedman’s 
test, n=8, Figure 3.20 C). In all cases, the power was larger in dorsal compared to 
ventral regions. These results are in agreement with the previous analyses on Up state 
mean power.   
 
Up state mean gamma power – local referencing 
 As I did not use local referencing during the experiments, it could be argued that the 
observed activity in the high-frequency bands might be global rather than local activity. 
To underpin the local source of this activity, post-hoc local referencing was performed 
by subtracting the LFP on channel 9 from the other LFPs. Figure 3.21 shows the sub-
regional Up state gamma profile for the locally-referenced LFP. After subtraction, 
gamma activity is left on the channels dorsal to the reference channel, and the sub-
regional distribution of gamma power is comparable to the one in Figure 3.12. Hence, 
local referencing yields similar results indicating local differences in gamma activity.  
0 1 2 3 4
1 2 3 4 5
Max Up state gamma
power (104 ȝV2)
Max Up state high gamma 
power (103 ȝV2)
Max Up state
spindle power (104 ȝV2)
0 1.20.4 0.8 1.6
Figure 3.20. Sub-regional profile of  maximum Up state power in the gamma, high 
gamma and spindle ranges. (A) Sub-regional profile of maximum Up state gamma 
power. There were sub-regional differences in maximal Up state gamma power 
(Ȥ2(7)=53.25, p<0.01, Friedman’s test, n=8). (B) Sub-regional profile of maximum Up 
state high gamma power. There were sub-regional differences in maximum Up state high 
gamma power (Ȥ2(7)=49.96, p<0.001, Friedman’s test, n=8). (C) Sub-regional profile of 
maximum Up state spindle power. There were sub-regional differences in maximal Up 
state spindle power (Ȥ2(7)=17.96, p<0.001, Friedman’s test, n=8). In (A), (B), and (C), 
* indicates significance in a Tukey post-hoc test.
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Figure 3.21. Sub-regional profile of Up state gamma (30-80 Hz) power of 
locally-referenced LFP data (channel 9 as reference). (A) mPFC schema indicating the 
sub-regions with recording sites in the left hemisphere.(B) Example of mean gamma 
power from four channels aligned to the normalised Down-Up state cycle (mean over all 
Up states during 120 s recording from one animal).  (C.i) Boxplot showing sub-regional 
profile of mean Up state gamma power, n=8; grey dots show individual data points. There 
were sub-regional differences in mean Up state gamma power (Ȥ2(6)=47.62, p<0.001, 
Friedman’s test, n=8). * indicates significance in a Tukey post-hoc test. (C.ii) Mean ranks 
for data in (C.i) and comparison intervals for Tukey post-hoc tests. 
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Figure 3.22. Sub-regional profile of mean Up state power in right and left 
hemisphere. (A) Mean Up state gamma power profile in the right and left hemisphere. 
(B) Mean Up state high gamma power profile in the right and left hemisphere. (C) Mean 
Up state spindle power profile in the right and left hemisphere. No differences were 
observed in Up state gamma, high gamma, or spindle power between the right and left 
hemisphere when data was obtained from layer III in both hemispheres.
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Nested fast oscillation mean power during the Up state in right and left hemisphere 
 The analysis of the mean Up state fast oscillation power was performed in the left 
hemisphere. Here, I show the data for both hemispheres to show that the right and left 
hemisphere did not differ in these experiments, where the laminar position was the same 
in both hemispheres. 
 Mean Up state gamma power (Figure 3.22 A), mean Up state high gamma power 
(Figure 3.22 B) and mean Up state spindle power (Figure 3.22 C) showed very similar 
profiles between the hemispheres. 
 
3.4.5 Laminar profile of SWA – introductory remarks 
 
 In this section, I report differences between cortical laminae within the mPFC. 
Several studies in rats (Sanchez-Vives and McCormick, 2000), mice (Beltramo et al., 
2013) and cats (Chauvette et al., 2010) have found that the slow oscillation originates in 
deep cortical layers. However, a study in naturally sleeping humans has found that the 
slow oscillation, as well as the high frequency activity during the Up state, originates in 
the superficial layers (Csercsa et al., 2010). 
 
 Here, I sought to investigate laminar differences in the UDS amplitude as well as 
high-frequency oscillation power during the Up state, as this might give a clue 
regarding the origin of the UDS and nested fast network activity. Note however, that for 
the data used in this chapter, the superficial layer data are recorded in one hemisphere, 
and the deep layer data in the other hemisphere, within the same animal. To account for 
possible differences between the left and the right hemisphere, analysis was performed 
on two different datasets. The ‘RdeeperL’ dataset consisted of experiments in which one 
electrode shank was placed in the superficial layers of the left hemisphere, and the other 
in the deep layers of the right hemisphere (Figure 3.23 A). The ‘LdeeperR’ dataset, on 
the other hand, consisted of experiments in which one electrode shank was placed in the 
superficial layers of the right hemisphere, and the other in the in deep layers of the left 
hemisphere (Figure 3.23 B). Factors investigated in the statistical analysis are ‘Laminar 
depth’ and depth in dorso-ventral direction (‘D-V depth’). 	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Figure 3.23. Electrode positioning in the mPFC for the ‘RdeeperL’ and ‘LdeeperR’ 
datasets with  indication of the ANOVA  factors ‘Laminar depth’ and ‘D-V depth’. 
(A) mPFC schema indicating the electrode site location in the ‘RdeeperL’ dataset. (B) 
mPFC schema indicating the electrode site location in the ‘LdeeperR’ dataset. The 
ANOVA-factors ‘Laminar depth’ and ‘D-V depth’ are indicated with arrows.
‘RdeeperL’ dataset ‘LdeeperR’ dataset
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3.4.6 Laminar profile of Up-Down state amplitude 
 
 My results showed that the UDS amplitude was dependent on the cortical lamina 
from which the LFP was recorded. In addition, within layer I/II and within layer III-VI 
data, there was a sub-regional difference in UDS amplitude across the dorso-ventral axis 
of the mPFC. This contrasts with my results from the layer III dataset (Section 3.4.2), 
where no sub-regional difference in amplitude was seen. 
 
 ‘RdeeperL’ dataset: The UDS amplitude was significantly larger in deep layers 
compared to superficial layers (main effect of Laminar depth, F(1,28)=22.07, p<0.01, two 
way RM ANOVA (two factor repetition), n=5, Figure 3.24 A). In contrast to the results 
obtained for layer III (section 3.4.2), the UDS amplitude was also dependent on D-V 
depth (F(7,28)=4.72, p<0.01, n=5). There was an interaction between laminar depth and 
D-V depth (Laminar depth*D-V depth F(7,28)=7.00, p<0.001, n=5), but no individually 
significant differences were found between laminar depths at specific D-V depth 
(Holm-Sidak post-hoc test). Conversely, the sub-regional amplitude difference was 
significant for three comparisons in the superficial layers, but only one comparison in 
the deep layers (Figure 3.24 A). This indicates that in both, superficial and deep layers, 
there was a sub-regional difference in UDS amplitude, and that this sub-regional 
difference might be more pronounced in superficial layers. 
 
 ‘LdeeperR’ dataset: In this dataset, the finding of a sub-regional difference in UDS 
amplitude was confirmed. The UDS amplitude was significantly larger in deep 
compared to superficial layers (Laminar depth (F(1,28)=30.46, p<0.01, two way RM 
ANOVA (two factor repetition), n=5, Figure 3.24 B). And again, the UDS amplitude 
was dependent on the D-V depth (F(7,28)=3.66, p<0.01, n=5). There was no interaction 
between laminar depth and D-V depth (Laminar depth*D-V depth F(7,28)=0.45, p>0.05), 
indicating that the difference in UDS amplitude between deep and superficial layers was 
not dependent on the position in D-V direction in the mPFC. 	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Figure 3.24. Laminar profile of Up-Down state amplitude. 
(A) Box plot showing the UDS amplitude in deep laminar position (in the right 
hemisphere) and superficial laminar position (in the left hemisphere). (B) Box plot 
showing the UDS amplitude of the slow oscillation in deep laminar position (in the left 
hemisphere) and superficial laminar position (in the right hemisphere). * in A and B 
indicates significance in Holm-Sidak post-hoc test after a significant main effect of 
Laminar depth in two-way RM ANOVA, n=5. * in A indicates significance of D-V depth 
difference within the deep layers in Holm-Sidak post-hoc test. * in A indicates 
significance of D-V depth difference within the superficial layers in Holm-Sidak post hoc 
test. 
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3.4.7 Laminar profile of nested fast oscillation power 
 
Laminar comparison of mean Up state gamma power 
 A laminar difference in mean Up state gamma power was found in both datasets, 
with higher power in the deeper laminar position. In addition, the sub-regional 
difference in mean Up state gamma power observed in layer III (section 3.4.3) was 
confirmed for layers I/II and III-VI. 
 
 ‘RdeeperL’ dataset: In this dataset, mean Up state gamma power was significantly 
higher in deep compared to superficial layers (main effect of Laminar depth: 
F(1,28)=74.77, p<0.001, two way RM ANOVA (two factor repetition), n=5, Figure 
3.25 A). Consistent with the results for the layer III dataset used in the previous sub-
section for the sub-regional comparison (section 3.4.3), mean Up state gamma power 
was higher in the dorsal compared to the ventral mPFC (main effect of factor D-V depth 
F(7, 28)=36.68, p<0.001, n=5). The interaction between laminar depth and D-V depth was 
also significant (Laminar depth*D-V depth F(7,28)=22.50, p<0.001, n=5). Post-hoc tests 
revealed that the mean Up state gamma power was higher in the deep than in the 
superficial layers in most of the mPFC (vCg, PrL, vIL, and DP, Holm-Sidak, Figure 
3.25 A). 
 
 ‘LdeeperR’ dataset: In this dataset, the above observation was confirmed. Again, 
mean Up state gamma power was dependent on Laminar depth (F(1,28)=37.01, p<0.01, 
two way ANOVA (two factor repetition), n=5, Figure 3.25 B) and again, sub-regional 
differences could be confirmed (F(7,28)=70.22, p<0.001, n=5). There was an interaction 
between laminar depth and D-V depth (Laminar depth*D-V depth F(7,28)= 9.09, 
p<0.001, n=5), hence a post-hoc test was performed to see, which sub-regions exhibited 
a laminar difference. Again, the laminar difference was significant in most of the mPFC 
(vCg, dPrL, vIL and DP, Holm-Sidak test, Figure 3.25 B). 	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Figure 3.25. Laminar profile of mean Up state gamma (30-80 Hz) power. 
(A) Box plot showing the mean Up state gamma power in deep laminar position (in the 
right hemisphere) and superficial laminar position (in the left hemisphere). (A) Box plot 
showing the mean Up state gamma power in deep laminar position (in the left 
hemisphere) and superficial laminar position (in the right hemisphere). * in (A) and (B)   
indicates significance in Holm-Sidak post-hoc test (Laminar depth within D-V depth) 
after a significant Laminar depth*D-V depth interaction in a two-way RM ANOVA, n=5.  
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Laminar comparison of mean Up state high gamma power 
 Mean Up state high gamma power was higher in the deep layers in both datasets. In 
addition, the sub-regional difference in Up state high gamma power observed in layer 
III (section 3.4.3) was confirmed for layers I/II and III-VI. 
 ‘RdeeperL’ dataset: The mean Up state high gamma power was significantly higher 
in the deep layers compared to superficial layers (main effect of Laminar depth 
(F(1,28)=46.94, p<0.01, two way RM ANOVA (two factor repetition), n=5, Figure 
3.26 A). The mean Up state high gamma power was also significantly higher in dorsal 
compared to ventral mPFC (main effect of D-V depth (F(7,28)=24.60, p<0.001, n=5). 
There was also a significant interaction between laminar depth and D-V depth (Laminar 
depth*D-V depth F(7,28)=9.56, p<0.001, n=5), and the laminar difference was significant 
in most of the mPFC (PrL, vIL, DP, Holm-Sidak post-hoc test, Figure 3.26 A). 
 
 ‘LdeeperR’ dataset: Again, the mean Up state high gamma power was significantly 
larger in deep compared to superficial layers (main effect of Laminar depth 
(F(1,28)=8.46, p<0.05, two way RM ANOVA (two factor repetition), n=5, Figure 
3.26 B). The mean Up state high gamma power was also dependent on D-V depth 
(F(7,28)=53.96, p<0.001). The interaction between laminar depth and D-V depth was 
significant (Laminar depth*D-V depth F(7,28)= 12.61, p<0.001), and the laminar 
difference was significant in half of the recording sites (associated with the regions 
dPrL, vIL, DP, Holm-Sidak post-hoc test, Figure 3.26 B).  
 
Laminar comparison of mean Up state spindle power 
 Mean Up state spindle power was dependent on laminar depth in both data sets. In 
addition, the sub-regional difference in mean Up state spindle power observed in layer 
III (section 3.4.3) was confirmed here for layers I/II and III-VI in both data sets. 
 
 ‘RdeeperL’ dataset: The mean Up state spindle power was significantly larger in 
deep compared to superficial layers (main effect of Laminar depth (F(2,28)=30.24, 
p<0.01, two way RM ANOVA (two factor repetition), n=5, Figure 3.27 A). In addition, 
mean Up state spindle power was dependent on D-V depth (F(7,28)=9.59, p<0.001, n=5). 
However, for spindle power, the difference in laminar depth was not dependent on D-V 
depth (Laminar depth*D-V depth F(7,28)=1.95, p>0.05). 	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Figure 3.26. Laminar profile of mean Up state high gamma (80-150 Hz) power. 
(A) Box plot showing the mean Up state high gamma power in deep laminar position (in 
the right hemisphere) and superficial laminar position (in the left hemisphere). (B) Box 
plot showing the mean Up state high gamma power in deep laminar position (in the left 
hemisphere) and superficial laminar position (in the right hemisphere). * in (A) and (B) 
indicates significance in Holm-Sidak post-hoc test (Laminar depth within D-V depth) 
after a significant interaction of Laminar depth*D-V depth in two-way RM ANOVA, 
n=5.  
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Figure 3.27. Laminar profile of mean Up state spindle (6-15 Hz) power.
(A) Box plot showing the mean Up state spindle power in deep laminar position (in the 
right hemisphere) and superficial laminar position (in the left hemisphere). (B) Box plot 
showing the mean Up state spindle power in deep laminar position (in the left 
hemisphere) and superficial laminar position (in the right hemisphere). None of the 
post-hoc tests were significant.
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 ‘LdeeperR’ dataset: Mean Up state spindle power was dependent on Laminar depth 
(F(1,28)=30.45, p<0.01, two way RM ANOVA (two factor repetition), n=5, Figure 3.27 
B) and D-V depth (F(7,28)=5.35, p<0.001, n=5). The interaction between laminar depth 
and D-V depth was significant (Laminar depth*D-V depth F(7,28)=2.37, p<0.05, n=5). 
However, none of the post-hoc comparisons were significant (Holm-Sidak).  
 
 Hence, in contrast to the laminar difference in mean Up state gamma and high 
gamma power, the laminar difference in mean Up state spindle power was less 
dependent on the D-V position in the mPFC. 
 
 Analysis of latencies to peak power was not performed on this data. As the data used 
for the laminar comparison stems from two different hemispheres, an analysis of 
latencies would not be meaningful as the latencies would not be between neighbouring 
deep and superficial layers, but between deep and superficial layers in different 
hemispheres, separated by the medial wall. 
  
3.5 Discussion 
3.5.1 Summary of results 
 
Investigating SWA in the mPFC of urethane-anaesthetised rats, we found the following 
properties of SWA:  
 
Up-Down states 
• The slow oscillation (< 1 Hz) was characterized by a high degree of synchrony 
across the entire mPFC (dorsal-to-ventral) within each hemisphere, and also 
between the two hemispheres. 
• Up-Down states could be detected from the slow oscillations and occurred at a 
median frequency of 0.26 Hz, with a median Up state duration of 1.56 s and a 
median Down state duration of 2.51 s. 
• The UDS amplitude did not differ between the mPFC sub-regions in layer III. 
• The UDS amplitude showed some sub-regional variation in layers I/II and 
III-VI. 
• UDS amplitude was larger in deep (III-VI) compared to superficial layers (I/II). 
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Nested fast activity  
• Up state gamma power gradually decreased in the dorsal to ventral direction in 
the mPFC. 
• Up state high gamma power was higher in the dorsal mPFC than in the ventral 
mPFC. 
• Up state spindle power was highest in Cg, decreases gradually in PrL and IL, 
and was very variable in the ventral DP. 
• Latencies between Up state onset and peak power were sub-region-dependent 
for gamma and spindle oscillations, with longer latencies in the ventral mPFC. 
• Peak spindle activity occurred at the beginning of the Up state in the dorsal 
mPFC, and towards the end of the Up state in the ventral mPFC. 
• For all frequency bands, Up-state nested fast oscillations had higher power in 
the deep layers of mPFC.  
 
 The results in this thesis were obtained in rats under urethane anaesthesia, a widely 
used model to investigate SWA. However, it is not clear how far the features of SWA 
observed in this thesis apply to SWA during natural SWS, especially as SWA during 
natural SWS is associated with memory-related processes, which might not necessarily 
occur during anaesthesia. In Chapter 6, I discuss the similarity between SWA in 
anaesthetised animals and naturally sleeping humans, and discuss the applicability of 
the results to SWA during human SWS. 
 
3.5.2 SWA was synchronous across the entire mPFC in both hemispheres  
  
 SWA has been previously shown to be highly synchronous across the dorsal cortical 
surface. The mPFC in rats does not extend along the dorsal brain surface, but extends 
along the medial wall, almost from the dorsal to the ventral surface of the brain. Our 
findings show that, despite this obvious anatomical difference, the slow oscillation in 
the mPFC is very synchronous, as in the rest of the cortex (Volgushev et al., 2006; 
Sheroziya and Timofeev, 2014). This result is perhaps to be expected, given that mPFC 
regions are all highly interconnected (Heidbreder and Groenewegen, 2003), and also 
that they all receive strong thalamic inputs (Berendse and Groenewegen, 1991). 
 
 In addition, I found the slow oscillation to be very synchronous between the two 
hemispheres. This is in agreement with the literature as, using voltage sensitive dye 
recordings of the entire cortex in anaesthetised and quiet awake mice, strong inter-
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hemispheric activity correlation of SWA has been shown (Mohajerani et al., 2010). In 
the same study, the experiments were repeated in a genetic mouse model lacking 
callosal connections, which showed SWA was no longer coordinated between the two 
hemispheres. Hence, the strong inter-hemispheric synchrony we observed may be 
mediated partly by trans-callosal mPFC connection, but also because of common 
thalamic inputs. 
 
3.5.3 The parameters of the detected Up-Down state were similar to those in the 
literature 
 
 The UDS we observed under urethane anaesthesia occurred with a median frequency 
of 0.26 Hz, with a median Up state duration of 1.56 s and a median Down state duration 
of 2.51 Hz. These values are similar to what has been observed in urethane-
anaesthetised cats by (Steriade et al., 1993d), who found frequencies between 0.3 and 
0.4 Hz, Up states lasting 0.8-1.5 s and longer Down states. In the hippocampus of 
urethane anaesthetised rats the slow oscillation occurred at 0.17 Hz (Sharma et al., 
2010). Both of these studies found that the slow oscillation frequency is lower under 
urethane compared to other anaesthetics. 
 
3.5.4 The very slow modulation of LFP power 
 
 During all recordings performed for this thesis, the very slow modulation of 
broadband LFP power was observed under baseline, and after drug application. The 
‘high power state’ of the VSMP lasted ~1-2 minutes, whereas the ‘low power state’ 
lasted ~2-9 minutes. The complete cycle, consisting of a ‘low power state’ and a ‘high 
power state’ lasted ~ 3-11 minutes. A comparison with similar findings in the literature 
was attempted in the following: 
Cyclic brain state alternations (REM sleep-NREM sleep) 
 Cyclic brain state alternations, between REM sleep and NREM sleep-like states, with 
a similar cycle length have been observed in mice (Pagliardini et al., 2013) and rats 
(Clement et al., 2008) under urethane anaesthesia. In rats, these cyclic alternations occur 
with a cycle length of ~11 min (Clement et al., 2008). The characterising feature of 
these REM sleep-NREM sleep alternations is a fluctuation of power in the slow 
oscillation range, which is ~1 Hz (Figure 3.28 B and C, adapted from (Clement et al., 
2008).  
Figure 3.28. Sleep state-like transitions between REM sleep and NREM sleep under 
urethane anaesthesia as observerved in (Clement et al., 2008) show cyclic 
fluctuations in slow oscillation power. (A) Neocortical and hippocampal LFP recorded 
under urethane anaesthesia, showing cyclic brain state alternations. (B) The most 
prominent power fluctuation in the cortical LFP occured at 1 Hz. (C) Cortical power at 1 
Hz from spectrogram in (B). The cortical power at 1 Hz shows cyclic amplitude 
fluctuations with a ~9 minute period. Figure adapted from (Clement et al., 2008). 
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Figure 3.29. The very slow modulation of LFP power did not exhibit changes in the 
power of the slow oscillation. (A) Spectrogram showing high frequencies, of a 15 min 
DP LFP shown in (B), including two ‘high power states’ of the VSMP. (B) 15 min LFP 
recorded in ventral mPFC (DP). (C) Spectrogram showing power in the low frequencies 
of LFP in (B). The slow oscillation frequency occurs as a band of increased power in 
0.2-0.8 Hz range. (D) Slow oscillation ( 1 Hz) power calculated from the spectrogram in 
(C). Grey, dashed lines indicate the onset of the ‘high power states’ of the VSMP 
(detected by eye from the spectrogram in (A). The power in the SO range does not 
fluctuate between the ‘high power state’ and the ‘low power state’ of the VSMP.
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 The ‘high power state’ of the VSMP in my experiments, however, still exhibited the 
slow oscillation (SO), as can be seen from the LFP traces in Figure 3.7.  To confirm 
that the VSMP was not characterised by changes in SWA power, I repeated the analysis 
performed in (Clement et al., 2008) on a 15 minute LFP recording from the DP region 
(Figure 3.29), where the VSMP was strongest. There was no clear variation in SO 
amplitude visible in the LFP (Figure 3.29 B), which is in contrast to the cortical 
recording of (Clement et al., 2008), shown in Figure 3.28 A, where there are marked 
fluctuations in SO power. Thus, to be able to identify the ‘high power states’ of the 
VSMP, a spectrogram showing the high-frequency (>5 Hz) components of the LFP is 
shown Figure 3.29 A. Two ‘high power states’ can be seen in the spectrogram (Figure 
3.29 A). In this example, a spectrogram using longer time windows showed the low 
frequency components (<5 Hz) of the signal, and the slow oscillation (SO) could be 
seen as a continuous band at ~0.2-0.8 Hz. The sum of the LFP power in the SO range 
(≤1 Hz) in Figure 3.10 D showed no fluctuations in the SO power. Hence, the VSMP 
reported here was different from REM sleep-NREM sleep transitions observed under 
anaesthesia by Clement et al. (2008).  
 
 However, the anaesthesia level chosen for this thesis was very deep, to ensure stable 
SWA activity without spontaneous switching to the REM-like state. Hence, it might be 
that the VSMP is a different expression of the REM sleep-SWA cycling observed in 
(Clement et al., 2008). Note, however, that the VSMP in my experiments was observed 
during both the REM-like state and during SWA (Figure 3.6), indicating that the VSMP 
is a background-rhythm present during both main sleep stages. 
 
Cyclic alternating pattern of human NREM sleep 
 Another phenomenon that shows some similarity with the VSMP observed in my 
experiments is the occurrence of periodic micro-arousal states that have been observed 
in human EEG during NREM sleep, which have been termed ‘cyclic alternating pattern’ 
(CAP) (Terzano et al., 1985; Terzano and Parrino, 1993; 2000; Terzano et al., 2002; 
Parrino et al., 2006). CAP consists of a less activated state (state B) and a more 
activated state (state A) (Figure 3.30). Each state is 2-60 s long (Terzano et al., 2002), 
and the two states alternate at a frequency of ~0.047 Hz (Terzano and Parrino, 
2000)(i.e. cycle length 21 s). In healthy humans, CAP occurs only during NREM sleep 
(Terzano et al., 2002), however in patients with periodic, REM-selective sleep apnoea, 
CAP can occur during REM sleep (Terzano et al., 2002). Abnormal sleep behavior, 
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such as periodic limb movements (PLM), sleep bruxism (excessive teeth grinding), 
sleep walking and disordered breathing, occur selectively during the activated phase A 
(Parrino et al., 2006).  
 
 Interestingly, in PD patients who suffer from REM sleep behavior disorder (RBD), 
which means that they show abnormal movements during REM sleep, these REM-
associated movements do not have the PD features (De Cock et al., 2007). However, 
movements occurring during NREM sleep, during the A phase of CAP, are 
parkinsonian in nature. (Parrino et al., 2006).  
 
 Although the cycle length of CAP in humans is different to the cycle length of the 
VSMP, similarity exists between the ‘high power state’ of the VSMP in this study and 
the A phase of CAP, especially when it occurs in the form of an increased high-
frequency content (Figure 3.30, phase A3). 
 
Ultra-slow (0.025 Hz) modulation of 16 Hz LFP power in hippocampus of 
anaesthetised and awake rats 
 Another type of activity that is similar to the VSMP observed in my experiments are 
rhythmically occurring oscillations at 16 Hz in the hippocampus in rats anaesthetized 
with urethane (Penttonen et al., 1999). These oscillations occur every 40 seconds, and 
do not abolish the underlying slow oscillation (Figure 3.31). Although the frequency of 
this modulation (cycle length 40 s) is faster than the VSMP (cycle length 3-11 min), the 
pattern observed by (Penttonen et al., 1999) is strikingly similar to the VSMP in two 
ways: first, the fast oscillation frequency observed is the same as the frequency 
observed during the ‘high power state’ in the DP; second, the slow oscillation is 
consistently present (Figure 3.31.), as it is during both states of the VSMP (Figure 
3.29). Hence, the VSMP is most similar to the ultra-slow modulation observed by 
(Penttonen et al., 1999). The frequency difference could be explained by the fact that a 
different rat strain was used, or differences in anaesthesia depth (my recordings are 
performed under very deep urethane anaesthesia). Interestingly, (Penttonen et al., 1999) 
found the slow oscillation also in behaving rats, as a rhythmic increase in interneuron 
firing every 25-45 s, indicating preservation across brain states.  	    
Figure 3.30. The cyclic alternating pattern (CAP) of human NREM sleep. Human 
sleep recording consisting of EEG, EOG (electro-oculogram) and EMG 
(electro-myogram) and ECG (electro-cardiogram) recording containing several activated 
(A-phases) and less activated periods (B-phases) of CAP. A1 is an active phase with 
mainly low frequency content (<2.5 Hz), A2 is an active phase with a mixture of low and 
high (>5 Hz) frequencies, A3 has more high-frequency content (see inset spectrograms). 
Figure adapted from (Parrino et al., 2012).
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Figure 3.31. Ultra-slow oscillation (0.025 Hz) in rat hippocampus. (A) Wide-band LFP 
from pyramidal layer of CA1 showing the LFP activation that occurred every 40 s. (B) 
Power spectrum of the LFP in (A) showing the strong 16 Hz component of the LFP signal 
(32 and 48 Hz peaks are harmonics). Figure adapted from (Penttonen et al., 1999).
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 Note that while very slow oscillations (< 0.1 Hz) have also been observed directly in 
LFP recordings (Aladjalova, 1957; Filippov, 2005; Filippov et al., 2008), most people’s 
filter setting cut off frequencies below 0.1 Hz, so that activity at frequencies below 
0.1 Hz can only be observed when it modulates firing rates or faster oscillations. Slow 
modulations of this kind might be difficult to spot during the recording, unless an 
online-spectrogram is monitored. 
 
The very slow modulation of LFP power occurred during NREM sleep and REM sleep 
 The human CAP is associated with NREM sleep only, and the hippocampal ultra-
slow oscillation (0.025 Hz) has been observed during SWA under urethane. The VSMP, 
however, could be observed during REM sleep and NREM sleep, suggesting that it is 
entrained by a pace-maker that is conserved across sleep stages. Periodic occurrence of 
EEG arousal during NREM sleep as well as REM sleep (McNamara et al., 2002), has 
been observed in infants (2-10 weeks old). The periodicity was again in the minute 
range, and faster during REM sleep  (one arousal every 1.9 min) than during NREM 
sleep (one arousal every 3.5 min) (McNamara et al., 2002). Slow (0.1 Hz) fluctuations 
in brain activity, that are retained during REM sleep and NREM sleep oscillations have 
also been observed using reflected light imaging of neural activity (Mayhew et al., 
1996), hence might represent changes in cerebral blood flow. This is in line with human 
studies, consistently finding oscillations <0.1 Hz in the resting state BOLD signal (for a 
review see Fox and Raichle, 2007). These resting state BOLD oscillations have recently 
been shown to correlate with EEG fluctuations (Hiltunen et al., 2014). Hence, the 
underlying mechanism might be conserved not only during NREM sleep-REM sleep 
transition, but even in wakefulness, as also suggested by the data in (Penttonen et al., 
1999). 
 
3.5.5 Sub-regional differences in UDS amplitude were layer-dependent 
 
 When analysing data from layer III (section 3.4.2), the UDS amplitude was 
consistent across mPFC sub-regions. However, when analysing data from layers I/II and 
layer III-VI (section 3.4.6), the UDS amplitude differed between mPFC sub-regions, 
with higher amplitude in the medial (D-V depth-wise) part of the mPFC (PrL, IL). The 
fact that a sub-regional difference in amplitude was found in superficial and deep layers, 
but not in layer III might be due to the fact that the laminar structure of mPFC 
undergoes the most changes on the outer parts of the mPFC (layers I/II and V/VI). At 
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least in one dataset, the sub-regional amplitude difference seemed to be driven by the 
superficial layers, which is plausible as the superficial layers I/II undergo marked 
changes along the D-V axis of the mPFC, moving in the medial-lateral direction, as can 
be seen from the electrode positioning in Figure 3.2 A. The linear electrode array might 
cross layers when positioned in superficial layers, and be partly located in layer I, partly 
in layer II. This might explain why a sub-regional amplitude difference was found when 
data from layers I/II was included (‘RdeeperL’ and ‘LdeeperR’ datasets), but not when 
data from layer III was analysed (as for the sub-regional comparison). 
 
3.5.6 Sub-regional differences in nested fast oscillations 
 
Nested fast oscillations in all three investigated frequency bands were stronger in the 
dorsal mPFC, and the latency to the peak power decreased in the dorsal-to-ventral 
direction.  
Contrast to in vitro results 
In contrast to the in vitro results of (van Aerde et al., 2008) and the results obtained in 
our lab by Vasileios Glykos (Glykos, 2013), who found higher oscillatory power in 
ventral compared to dorsal mPFC sub-regions, we found the opposite sub-regional 
pattern for fast oscillations during Up states during urethane-induced SWA: higher 
power in the dorsal compared to ventral regions. This sub-regional pattern occurred for 
all investigated frequency bands. 
 
 What might explain these opposite findings? The  main difference between the in 
vivo and the in vitro preparation is that the in vitro preparation lacks input from other 
brain regions, hence in vitro oscillations may not be truly representative of in vivo 
oscillations in the intact animal. Another possible explanation for the difference 
between my in vivo results and the previous in vitro results might be that the in vitro 
results are based on persistent (Glykos, 2013) or non-persistent (van Aerde et al., 2008) 
(beta band) oscillations, whereas I have been looking at transient oscillations in the 
spindle, gamma and high gamma range. In addition, the in vitro oscillations were 
induced by pharmacological activation of cholinergic receptors (van Aerde et al., 2008) 
or kainate plus cholinergic receptors (Glykos, 2013), thus could represent a different 
sensitivity to these agents (van Aerde et al., 2008). Although urethane also has some 
receptor-mediated pharmacological effects in the brain, it has small affects on multiple 
receptors, rather than a strong effect on one receptor (Hara and Harris, 2002). Hence, 
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sub-regional differences observed under urethane anaesthesia are most likely not related 
to different sensitivities to receptor activation. 
 
 In addition, persistent fast network oscillations lasting for several hours, as observed 
in vitro, might be generated through different mechanism than the transient fast 
oscillations during SWA. Hence, a comparison of my results for SWA during 
anaesthesia to SWA during natural sleep would be desirable. 
 
Possible explanation for the observed sub-regional differences in fast oscillations 
 To further discuss my finding that nested fast oscillations have higher power in the 
dorsal mPFC, it is worth comparing this trend to the histological features of the mPFC. 
Differences in oscillatory power might be related to differences in laminar structure, cell 
type profile or connectivity might also explain the sub-regional differences. 
 
 Any oscillation observed in the LFP will, to some extent, depend on the laminar 
structure of the brain region that produces it. Fast LFP oscillations, particularly in the 
gamma and high gamma range are local network phenomena caused by mutual 
interactions between spatially well-arranged pyramidal cell and interneuron networks, 
possibly also involving gap junction coupling. Hence, the reflection of fast oscillations 
in the LFP is heavily dependent on a clear laminar structure, with large populations of 
regularly-arranged neurons producing large, synchronous extracellular dipoles, and 
hence large LFP oscillations (van Aerde et al., 2008). In this way, the dorsal mPFC may 
produce higher power LFP oscillations because of its more organised laminar 
arrangement and higher cell number per layer. Hence, my results might reflect the 
laminar structure of mPFC. 
 
 Differences in the cell type profile might also explain the sub-regional differences. 
My results clearly show that gamma power was very low particularly in the ventral part 
of IL and the dorsal part of DP. This could be explained by a lack of parvalbumin-
positive (PV+) interneurons in this region, which is indicated by reduced PV+ labelling 
(Paxinos et al., 1999; Jones et al., 2005). As already discussed in section 1.4.7, PV+ 
interneurons are strongly implicated in the generation of cortical gamma rhythms 
(Fuchs et al., 2007; Middleton et al., 2008; Cardin et al., 2009; Sohal et al., 2009; 
Carlen et al., 2012).  
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 Spindles occurred later, with lower power, during the Up state in the ventral mPFC 
compared to the dorsal mPFC. My results of spindle activity occurring at the beginning 
and the end of the Up state are consistent with findings that the likelihood of spindle 
occurrence is increased twice during the slow oscillation cycle (Valencia et al., 2013). 
In addition, two kinds of fast-spiking interneurons have been distinguished in PFC, 
either firing early or later during the Up state (Puig et al., 2008), with the early-firing 
ones being coupled more strongly to the spindles than the late-ones. Mölle and 
colleagues (2011) found that the time of occurrence of spindles during the Up state was 
linked to its frequency content: fast spindles (12-15 Hz) occurred at the beginning of the 
Up state, whereas slow spindles (9-12 Hz) occurred towards the end of the Up state. I 
have not analysed the frequency content of early and late spindles in this thesis, but this 
is something that can be explored. In humans, the source of slow spindle activity seems 
to be the frontal cortex, and the source of the fast spindle activity, which spreads across 
the parietal cortex, the precuneus (Anderer et al., 2001). Because the two spindle 
patterns occur in sequence, it has been suggested that they might be linked to 
succeeding steps in sleep-dependent memory processing, e.g. cortico-hippocampal 
versus cortico-cortical information transfer (Mölle et al., 2011). I am the first to link the 
spindle timing difference in the mPFC between the beginning and the end of the Up 
state to different sub-regions of the mPFC. 
 
 Differences in thalamic connectivity might also explain the observed differences in 
spindle timing between the mPFC sub-regions. As explained in section 1.4.7, spindle 
oscillations are induced in the cortex by thalamo-cortical neurons which fire a rebound 
burst following the release from inhibitory input from the TRN. The entire mPFC 
receives thalamic inputs, but with different thalamic nuclei targeting different mPFC 
sub-regions (Berendse and Groenewegen, 1991). 
 
 The central medial nucleus (CMN) of the thalamus projects to layers I and III of the 
dorsal mPFC (Berendse and Groenewegen, 1991), which is where I observed the 
highest spindle power in mPFC. The CMN might be important for goal-directed 
behaviour, as it could integrate the activity of PFC, striatum and amygdala (Vertes et 
al., 2012). More specifically, it has been suggested that the CMN “may promote the 
temporary storage of information (working memory) at the PFC, its evaluation at the 
amygdala and nucleus accumbens, and preparation for actions at the striatum” (Vertes et 
al., 2012). The nucleus reuniens targets layer VI of the entire mPFC, layer I of Cg and 
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PrL, and all layers in DP, with a particularly dense innervation into layer I (Vertes, 
2006). The nucleus reuniens has been described as the link between mPFC and 
hippocampus (Vertes et al., 2007), and it has been suggested that limbic information 
might primarily reach mPFC and hippocampus through the nucleus reuniens (Vertes, 
2006). The rhomboid nucleus targets selectively layer I in the DP (Berendse and 
Groenewegen, 1991), with dense innervation in the superficial layers. The reuniens and 
rhomboid nuclei (i.e. the ventral midline thalamus) have been linked to long-term 
memory consolidation of spatial working memory (Loureiro et al., 2012).  
 
 Spindle activity could thus be induced in different sub-regions of the mPFC, 
depending on the projection target of the spindle-inducing nucleus. I have shown that 
for spindles in the dorsal mPFC, spindle power is highest during the first half of the Up 
state, whereas in the ventral mPFC, spindle power is highest during the second half of 
the Up state. Hence, it could be that the CMN may induce the mPFC spindles that occur 
early during the Up state, in the dorsal mPFC, possibly synchronised between mPFC 
and striatum or amygdala. On the other hand, the ventral midline thalamic nuclei may 
trigger mPFC spindles that occur late during the Up state in the ventral mPFC, possibly 
synchronised with the hippocampal ripples. Indeed, some hippocampal ripples take 
place at the end of the Up state (Peyrache et al., 2011). Thus, I suggest that the spindles 
at the beginning of the Up state, with the highest power in the dorsal mPFC, might serve 
a different function to the spindles occurring at the end of the Up state in the ventral 
mPFC. 
 
 The early and late spindles could also originate in different laminae and reflect a 
thalamo-cortico-thalamic feedback loop. It has been reported that some cells in the TRN 
and in the ventral anterior (VA) and ventral medial (VM) nuclei of the thalamus 
(projecting to middle layers of the cortex) preferentially fire at the beginning of the 
cortical Up state, whereas some deep layer frontal cortico-thalamic cells fire at the end 
of the cortical Up state (Ushimaru et al., 2012). 
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3.5.7 Laminar differences in slow and nested fast oscillations 
 
 In addition to the sub-regional differences, laminar differences of mPFC SWA were 
revealed. 
 
 My results show that the amplitude of UDS was higher in deep mPFC layers than in 
superficial layers, which is in agreement with the previous animal literature, which 
indicated layer V as the origin of cortical UDS activity (Sanchez-Vives and 
McCormick, 2000; Chauvette et al., 2010; Beltramo et al., 2013). 
 
 Gamma and high gamma power were greater in deeper layers compared to 
superficial layers and the same holds for spindle power, which gives some indication 
that the origin of the fast activity during the Up state might be in deep cortical layers. 
 Conversely, human depth recordings show that during natural sleep, Up state 
gamma power is highest in cortical layers II and III and that slow, as well as fast, 
oscillations originate from these ‘supra-granular’ layers (Csercsa et al., 2010).  
 
In summary, it seems that during natural sleep in humans, the slow oscillation as well 
as fast nested activity might originate in superficial layers, whereas in urethane-
anaesthetised rats, SWA as well as fast nested activity might originate in deep layers. 
This difference in laminar origin might be due to differences between human and 
animal (rat/cat) cytoarchitecture (Csercsa et al., 2010) or connectivity, or differences 
between anaesthesia and natural sleep (Csercsa et al., 2010). 
 
3.6 Conclusions and future research 
 
 The results presented in this chapter provide a detailed characterisation of UDS in 
the mPFC. We could confirm our hypothesis of laminar differences in UDS and nested 
fast oscillations. Deep layers were identified as the likely driver of UDS as well as the 
fast oscillatory activity occurring on the Up states. Strong-sub-regional differences were 
found between the mPFC subareas, which could serve as an orientation for future 
studies.  
 
 More direct evidence for layer V as the originator of UDS and nested fast activity 
could be supplied by CSD analysis of within-hemisphere recording from deep and 
superficial layers with closely-spaced shanks. 
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 It would be interesting to further clarify the link between nested fast oscillations, and 
the profile of certain cell types, e.g. PV+ interneurons, in the mPFC, for example by 
targeting these neurons with a toxin. 
 
 Parallel recordings from mPFC and different thalamic nuclei, or mPFC and 
hippocampus and amygdala/striatum could be performed to confirm the hypothesis that 
early and late Up state spindles might represent different connectivity of the mPFC with 
other brain regions. 
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Chapter 4. The effects of stimulation of VTA afferents to the mPFC on 
slow wave activity under urethane anaesthesia 
 
 As discussed in section 1.5.5, dopamine is a powerful modulator of PFC function 
during wakefulness. In addition, disorders associated with a dysfunction of the 
dopaminergic system, such as PD, SCZ, and ADHD, are accompanied by sleep deficits 
(section 1.5.7). Hence, an aim of this thesis was to investigate how dopamine might 
affect SWA in the mPFC. In this chapter, I describe my results regarding the effect of 
electrical stimulation of the VTA and subsequent dopamine release on mPFC SWA in 
urethane anaesthetised rats. In the following, I will give a brief overview of the role of 
dopamine in the modulation of sleep and wake states. 
 
4.1 Introduction: Dopamine and sleep-wake states 
 
Dopamine was originally assumed to be the only monoamine not involved in sleep-
wake state regulation, because early studies of VTA dopamine neurons in rats and cats 
during the sleep-wake cycle did not detect any state-dependent changes in firing rate 
(Miller et al., 1983; Trulson and Preussler, 1984). Since these early studies, a role for 
dopamine in arousal and wakefulness has been established and a role for dopamine in 
the modulation of sleep stages (REM sleep versus SWS) has been suggested.  
 
4.1.1 Dopaminergic modulation of wakefulness (wake vs sleep) 	  
Genetic knockout and toxin studies suggest wake-promoting effect of dopamine 
Dopamine transporter (DAT) knockout mice, which have chronically increased 
synaptic dopamine levels, develop an altered sleep architecture, showing a 20% increase 
in wakefulness (Giros et al., 1996; Wisor et al., 2001). Drugs that enhance dopamine 
levels such as amphetamine and cocaine also increase wakefulness, and decrease sleep 
(REM sleep and NREM sleep) (Giros et al., 1996; Wisor et al., 2001). In Parkinson’s 
disease, loss of dopaminergic neurons leads to various sleep-related symptoms such as 
excessive daytime sleepiness, insomnia and REM sleep behaviour (Lima, 2013). D2 
receptor knockout mice also spent more time asleep (REM sleep and NREM sleep) at 
the expense of wakefulness (Qu et al., 2010). 
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Systemic application of dopaminergic agents affect wakefulness 
Modulation of sleep-wake states in rats mediated by the dopamine receptors D1R and 
D2R have been summarised by Monti and Monti (2007). This body of work suggests 
that, in rats, systemic application of agents acting at D1 and D2 receptors modulates 
wakefulness (wake versus sleep), but does not differentially affect the time spent in 
REM sleep versus time spent in SWS (Monti and Monti, 2007). Specifically, D1R 
agonists increase wakefulness, and decrease SWS as well as REM sleep, whereas D1R 
antagonists have the opposite effect. In contrast, small doses of D2R agonists, 
systemically administered, increase sleep (SWS and REM sleep) and decrease 
wakefulness through D2 autoreceptor action. Finally, systemic administration of large 
doses of D2R agonists have the opposite effect, they decrease sleep and increase 
wakefulness through postsynaptic dopamine receptors. 
The VTA is probably not the source of the wake-promoting effect of dopamine 
 Two lines of evidence point against the VTA as a mediator of dopamine’s waking 
influence. First, neurotoxic lesion of the VTA does not decrease wakefulness, in fact it 
does the opposite (Lai et al., 1999). Second, VTA burst firing does not increase during 
wakefulness compared to sleep (Dahan et al., 2006). 
 
Wake-promoting influence of dopamine might originate in the ventral periaqueductal 
grey 
As neurotoxic lesion of the VTA does not decrease wakefulness (Lai et al., 1999), 
the effect of dopamine on wakefulness has been suggested to be mediated by a 
population of wake-active dopamine neurons in the ventral periaqueductal grey matter 
(vPAG) (Lu, 2006). Killing most of these neurons by injection of 6-hydroxydopamine 
increases daily sleep by ~20% (Lu, 2006).  
 
 It is thought that the dopamine neurons in the vPAG exert their waking influence via 
their inhibitory projections to the ventrolateral preoptic area (VLPO), which is an 
important sleep-promoting center. Dopamine inhibits VLPO neurons in vitro, however, 
this effect might be mediated by an adrenergic, not a dopamine receptor. Loss of 
dopaminergic neurons in the vPAG (Jellinger, 1999) has been linked to the excessive 
daytime sleepiness in PD (Matheson and Saper, 2003). 
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A subpopulation of VTA neurons show circadian rhythmicity  
 Although the VTA seems not to be the major driver of dopamine’s waking effect, a 
subpopulation of VTA neurons is selectively active during the active phase of the 
circadian rhythm (Luo et al., 2008). Anatomical confirmation was provided a year later 
by the same group, showing that the suprachiasmatic nucleus (SCN), which is a 
circadian pacemaker, projects to the VTA via the medial preoptic nucleus (MPON) 
(Luo and Aston-Jones, 2009), a center of sleep-active neurons. As neurons in the 
MPON are sleep active, it has been suggested that VTA neurons are inhibited by the 
MPON neurons during the rest phase (Luo and Aston-Jones, 2009). 
 
 In summary, although dopamine has a potent waking effect, the VTA is not a 
waking-center. Instead, a number of studies have indicated that dopamine from the 
VTA might play a role during REM sleep. 
 
4.1.2 Dopaminergic modulation of sleep architecture (REM sleep vs SWS balance) 
 
In contrast to selective dopamine agonists/antagonists, which do not influence the 
REM sleep-SWS balance, evidence suggests that dopamine itself does affect sleep 
architecture. Reduced dopamine function leads to a reduction in REM sleep activity, 
and a corresponding facilitation of SWS. ‘Dopamine active transporter’ (DAT)-
knockout mice, which have chronically increased synaptic dopamine levels, develop an 
altered sleep architecture with increase in wakefulness and a decrease in SWS, leaving 
REM sleep unaffected (Wisor et al., 2001). On the contrary, a selective decrease in the 
time in REM sleep was found in WT mice after treatment with alpha-methyl-para-
tyrosine (αMT) (Dzirasa et al., 2006), an irreversible inhibitor of TH that impedes 
dopamine production (Watanabe et al., 2005). Moreover, complete depletion of 
dopamine achieved by treating DAT-knockout mice with αMT leads to complete 
abolishment of REM sleep such that animals display slow large amplitude activity even 
during wakefulness (Dzirasa et al., 2006). Furthermore, opposing effects of dopamine 
neuron loss on the two sleep stages have been observed in cats, where treatment with 
the Parkinson-inducing dopaminergic neurotoxin 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridin (MPTP) (Javitch et al., 1985) has been shown to selectively decrease 
REM sleep and increase SWS (Pungor et al., 1990). All of these results point towards a 
REM-facilitatory role of dopamine. 
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4.2 Aims of this chapter 
 
Whereas the VTA does not seem to play a major role in dopamine’s waking effect, it 
might play a role in dopamine’s effects on sleep architecture. 
Two studies investigating dopamine neuron activity and dopamine levels during the 
sleep-wake cycle indicate a role for the VTA in REM sleep. First, VTA dopamine 
neurons are most active during REM sleep (compared to SWS and wakefulness) (Dahan 
et al., 2006). Second, a microdialysis study found increased dopamine levels during 
REM sleep compared to SWS in the mPFC and nucleus accumbens (which are the main 
target regions of the VTA) of unanaesthetised rats (Léna et al., 2005). What might be 
the role of the increase in VTA activity and subsequent dopamine release in PFC and 
nucleus accumbens at the transition from NREM sleep to REM sleep? 
Some evidence suggests that the VTA might be able to induce REM sleep. Firstly, 
tonic high-frequency electrical stimulation of the VTA induces hippocampal theta 
(Orzeł-Gryglewska et al., 2012) in anaesthetised rats, which is a marker of REM sleep 
(Pace-Schott and Hobson, 2002). Unfortunately, no neocortical activity was recorded in 
that study. Secondly, electrical stimulation of the VTA with a burst pattern during SWA 
in anaesthetized rats was shown to induce a prolonged membrane potential 
depolarization in prefrontal cortex pyramidal cells (Lewis and O'Donnell, 2000), which 
might, if happening in many cells, support a REM-like forebrain activation as 
characteristic for REM sleep (see section 1.4.1). However, whether VTA stimulation 
can induce a REM-like activated LFP state in the mPFC has not been investigated. 
 
Hence, the aim of this chapter was to investigate the effect of electrical stimulation 
of the VTA on the SWA LFP in the mPFC of anaesthetised rats. 
 
4.3 Methods 
 
4.3.1 Electrical stimulation and electrophysiological recording  
 
Electrophysiological experiments in rats were performed under urethane anaesthesia. 
A stimulation electrode was implanted into the VTA, and a recording electrode (either a 
single-channel tungsten electrode or a 16-channel silicon probe), into the mPFC. A 
more detailed description of animal preparation, as well as electrode specifications and 
coordinates are given in Chapter 2. 
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Group data presented in this chapter were recorded from the ventral mPFC (ventral 
PrL, IL and DP), predominantly from layers III-V, which are the areas with most dense 
dopaminergic innervation (section 1.5.2). Data recorded with single-channel tungsten 
electrodes was combined with data recorded with silicon probes, by choosing one 
recording site that was located in the ventral mPFC. Some examples are shown of 
multichannel data from the entire mPFC obtained using silicon probes. 
 
The stimulation parameters were chosen as in Orzeł-Gryglewska and colleagues 
(2012), where tonic electrical stimulation of the VTA at 50 Hz for 30 s was shown to 
induce hippocampal theta. Each stimulus consisted of a continuous train of 1500 
biphasic pulses delivered at 50 Hz (equating to a 30 s period). At the start of each 
experiment, the current was slowly increased from 0.18 mA in 0.2-0.5 mV steps, until a 
repeatable response to the stimulation was observed (usually that was between 0.2 and 
0.6 mA). The response was a change from the high amplitude-slow wave rhythm to a 
low amplitude-fast rhythm (LAF) rhythm, which usually began a few seconds after 
stimulation onset (Figure 4.1). In some cases this rhythm was interrupted by short 
periods of large amplitude fluctuations (e.g. Figure 4.3 B). Electrical stimulation of the 
VTA was applied at ten-minute intervals to assess the effects of dopaminergic 
antagonists. 
 
Electrical stimulation of the VTA was also performed with a range of protocols that 
more closely mimicked physiological firing patterns produced by VTA dopamine 
neurons. These burst pattern stimulation protocols also had a duration of 30 s, and 
consisted of five biphasic pulses per burst, at a frequency of 25 Hz, and an inter-burst-
interval of either 0.5 or 1 s. An inter-burst-interval of 0.5 s corresponds to one burst per 
0.7 s, similar to that reported for VTA dopamine neurons during REM sleep (Dahan et 
al., 2006) (n=3). I also tested the effects of tonic stimulation at 10 Hz and 25 Hz with a 
duration of 30 s (n=3). 
 
4.3.2 Drug application 
 
To investigate the receptors mediating the observed stimulation response, the 
response to the stimulation was assessed during baseline conditions and after systemic 
(i.p.) administration of dopamine antagonists. The effects of two doses of the D1,5 
receptor antagonist SCH23390 (0.3 mg/kg, n=7 and 0.6 mg/kg, n=6) were assessed, as 
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well as the effect of the D2 receptor antagonist sulpiride (10 mg/kg, n=7). Finally, I tried 
to mimic the VTA stimulation effect by systemic application of the D1,5R agonist 
SKF38393 (15 mg/kg, n=7), as well as amphetamine (2 mg/kg, n=4) and the D4R 
agonist A412996 (10 mg/kg, n=5). 
4.3.3 Verification of recording sites 
 
At the end of the experiment, the rat was sacrificed by an overdose of Euthatal, and 
the brain was collected for sectioning and staining to verify the position of the recording 
site. Briefly, for verification of the stimulation electrode in the VTA, either a cresyl 
violet staining protocol or a TH immunohistochemistry protocol was used, as described 
in section 2.2.5. For the verification of the PFC recording electrode, cresyl violet 
staining was used to verify the position of single channel tungsten electrodes, and DiI 
with green fluorescent Nissl was used to verify the position of the silicon probe.  
4.3.4 Analysis 
 
LFP segments were aligned to the stimulation period and the LAF rhythm induced 
by VTA-stimulation was detected from the amplitude of the slow oscillation as follows: 
LFP segments were filtered using a 0.1-2 Hz 2nd order Butterworth band pass filter. 
The analytical signal of the filtered LFP was calculated using the Hilbert transform, and 
an amplitude envelope was calculated as the complex modulus (magnitude) of the 
analytical signal. The amplitude envelope was smoothed using a moving average filter 
with a 3 s window. The mean of a one-minute period starting just before the stimulation 
onset was calculated and the amplitude threshold was set to 50% of that mean so that an 
LAF rhythm was detected when the amplitude decreased by at least 50% of the mean.  
Three parameters were derived from the amplitude envelope using this threshold 
(Figure 4.1): 
1. The time over the stimulation period during which the amplitude was below 
threshold was used as a measure of the ‘time during stimulation spent in LAF 
rhythm’. 
2. The ‘onset latency’: the time interval from the start of the stimulation period to 
the first time when the LAF rhythm was detected for at least 3 s continuously.  
3. The ‘time to return of SWA’ was calculated as the time interval between offset 
of the stimulation period to the first time point in the LFP with an above-
threshold amplitude lasting for at least 5 s.  	    
10 s
1 mV
VTA stimulation 
LFP   
Detection of LAF rhythm 
Onset latency of LAF rhythm 
Time during stimulation spent in LAF rhythm 
Theshold for low amplitude fast (LAF) rhythm 
Slow oscillation (SO) amplitude
Figure 4.1. Detection of low amplitude fast (LAF) rhythm. LFP response (black trace) 
to VTA stimulation (grey box) with slow oscillation (SO) amplitude (light blue) and 
amplitude threshold (red) used for the detection of the LAF rhythm. The output of the 
detection is shown as a logic level trace in dark blue. High level corresponds to slow wave 
activity (SWA), low level corresponds to LAF rhythm. The parameters calculated from 
the LAF rhythm detection are indicated above: the ‘onset latency’ is the latency from start 
of stimulation to onset of the LAF rhythm, the total LAF rhythm time is divided into ‘time 
during stimulation in LAF rhythm’ and ‘time to return of SWA’ (time from the end of the 
stimulation period until the re-appearance of SWA). 
LAF rhythm
SWA
Time to return of SWA
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Note also that the increase in ‘onset latency’ and the decrease in the ‘time during 
stimulation in the LAF rhythm’ are describing the same effect: namely a shorter LAF 
rhythm that occurs at longer latency, or block of the LAF rhythm. The ‘time in LAF’ 
parameter was chosen because of the interruptions that sometimes occurred during the 
LAF rhythm, which indicate a weaker response, as does a later onset. However, just the 
onset latency would not be sensitive to this effect. 
 
4.3.5 Statistics 
 
Because of the small sample sizes (less than 10 animals per group), the normality of 
the data could not be reliably assessed. Hence, non-parametric statistical methods were 
used in this chapter. 
Using the three parameters described above, the baseline condition was compared to 
the drug condition. For statistical analysis, the third stimulation (the point at which the 
drug had been applied for 30 min) of each condition was chosen, as this was the time 
point when the D1 R antagonist was deemed to have the most consistent effect.  
To determine whether the LAF rhythm occurred synchronously in the entire mPFC 
and occurred with consistent latencies when VTA stimulation was performed 
repeatedly, the onset latency to the LAF rhythm in three successive stimulations in the 
most dorsal to the most ventral region in both hemispheres was subjected to a three-way 
ANOVA with factors Hemi (cortical hemisphere), Depth, and Time. 
 To determine the effects of the drug application, two-way ANOVAs were run, with 
factors Condition (baseline vs drug) and Treatment Group (active drug(s) vs vehicle), 
after transforming the data using the ART tool as described in section 2.5. 
 
4.4 Results 
 
 I first describe the LFP response that was induced by electrical VTA stimulation and 
then present how the response was affected by dopamine D1,5R and D2,3R antagonism.  
4.4.1 Tonic high-frequency VTA stimulation induced a low amplitude fast (LAF) 
rhythm that occurred synchronously across the mPFC and could be repeatedly 
induced 
 
 Under baseline conditions, tonic stimulation of the left VTA at 50 Hz for 30 s 
induced a change from high amplitude SWA to a low amplitude fast (LAF) rhythm in 
the mPFC, similar to previously observed ‘activated’ or ‘desynchronised’ cortical states, 
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induced by stimulation of reticular formation (Moruzzi and Magoun, 1949), locus 
coeruleus (LC) (Marzo et al., 2014) or pedunculopontine nucleus (PPN) (Steriade et al., 
1991; 1996). This stimulation response was observed bilaterally, in the entire mPFC 
(Figure 4.2). This response could be induced repeatedly with consistent onset latency, 
time in LAF rhythm and time to return to SWA (Figure 4.3), although in some cases the 
LAF rhythm was interrupted by a brief slow wave episode (as in Figure 4.3 B). 
The onset latency to the LAF rhythm in response to three successive stimulations 
(given at 10-minute time intervals) in the most dorsal and most ventral region (Cg and 
DP, respectively), in both hemispheres, was subjected to a three-way ANOVA with 
factors Hemi (cortical hemisphere), Depth, and Time (Figure 4.4). There was no 
significant difference in onset latency between the ipsi- and the contra-lateral 
hemisphere to the stimulation (main effect Hemi F(1,60)=0.61, p>0.05), nor was the onset 
latency dependent on depth (main effect Depth F(1,60)=0.07, p>0.05). The onset latency 
was stable with repeated stimulation (main effect Time F(2,60)=0.01, p>0.05). None of 
the interactions were significant (Hemi*Depth: F(1,60)=0.01, p>0.05, Hemi*Time: 
F(2,60)=0.03, p>0.05, Depth*Time: F(2,60)=0.01, p>0.05, Hemi*Depth*Time: F(2,60)=0.04, 
p>0.05). 
 	    
hemisphere ipsilateral to the stimulation site
hemisphere contralateral to the stimulation site
Figure 4.2. The LAF rhythm evoked by VTA stimulation occurred synchronously 
across the entire mPFC in both hemispheres. (A) The LAF rhythm evoked by VTA 
stimulation occured synchronously across the entire mPFC in the hemisphere ipsilateral 
to the stimulation site. LFP traces from different depths within the mPFC are shown. (B) 
The LAF rhythm evoked by VTA stimulation occured synchronously across the entire 
mPFC in the hemisphere contra-lateral to the stimulation site, with the same latency. LFP 
traces from different depths within the mPFC are shown.
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Figure 4.3 The VTA stimulation induced LAF rhythm could be induced repeatedly.
Three successive LFP responses to VTA stimulation at 10 minute intervals (black) with 
the detection of the LAF rhythm (dark blue). The three parameters ‘time during 
stimulation spent in LAF rhythm’, ‘onset latency’ and ‘time to return of SWA’ are 
indicated for each response (green, turquoise and purple, respectively).
Stim. 1 (50 Hz, 1500 stimuli, 0.61 mA) 
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LAF
SWA
LAF
SWA
LAF
SWA
VTA Stimulation 
LFP   
Detection of low amplitude fast (LAF) rhythm 
Onset latency of LAF rhythm 
Time during stimulation spent in LAF rhythm 
Time to return of SWA 
A
B
C
125
Figure 4.4 The onset of the LAF rhythm was synchronous and the onset latency 
consistent over repeated stimulations. Box plot shows onset latency for the most dorsal 
mPFC region (Cg) and most ventral mPFC region (DP), for both hemispheres, for three 
successive VTA stimulations that were given during baseline conditions, at 10-minute 
intervals (n=6); + represents outliers. p-values on the right of the figure represent results 
from a three-way RM ANOVA (three-factor repetition).
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The VTA stimulation-induced LAF rhythm was similar to the spontaneous LAF rhythm  
The induced LAF rhythm was qualitatively similar to the spontaneous 
‘desynchronised’, or ‘REM-like’ state that was sometimes observed under lighter 
(overall dose: 2.4 g/kg) urethane anaesthesia (Figure 4.5). The spectral power of the 
induced LAF rhythm was similar to the power of the spontaneous LAF rhythm (Figure 
4.6), with a dominant peak in the delta (1-4 Hz) range (at 1.1 Hz for the spontaneous 
activation and 1.6 Hz for the induced activation). Both power spectra showed a second 
peak in the theta (4-10 Hz) range (8.3 Hz for the spontaneous activation and 4.6 Hz for 
the induced LAF rhythm).  
Induction of the LAF rhythm is dependent on stimulation electrode position in the VTA 
The ability to induce the LAF rhythm was dependent on the location of the 
stimulating electrode in the midbrain: stimulation at the same AP and ML coordinates, 
but in two other brainstem regions outside the VTA did not induce a LAF rhythm in the 
mPFC (Figure 4.7). Note that the LAF rhythm induced by VTA stimulation in this 
example started shortly after stimulation onset (Figure 4.7). Typically, such a rapid-
onset LAF rhythm was usually interrupted by at least one slow wave episode. 
  
1 mV
1 mV
50 s
1 mV
50 s
VTA stim 50 Hz 30 s
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C
Figure 4.5. The evoked LAF rhythm was similar to the spontaneous LAF rhythm 
observed during urethane anaesthesia. (A) LAF rhythm evoked by VTA stimulation 
(black: LFP trace, grey box: stimulation period). (B) Spontaneous LFP transition from 
SWA to LAF rhythm (black), Insets: coloured traces show magnification of respective 
10-second periods indicated by the coloured bar above the main trace. The scale of the 
magnified traces in (B) is the same as the scale of the trace in A. (C) Spontaneous LFP 
transition from LAF to SWA rhythm (black), Insets: coloured traces show magnification 
of respective 10-second periods indicated by the coloured bar above the main trace. The 
scale of the magnified traces in (C) is the same as the scale of the trace in (A).
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128
0 2 4 6 8 10 12 14 16 18 200 2 4 6 8 10 12 14 16 18 20
0
1 s
0.5 mV
VTA stimulation induced LAF rhythmspontaneous LAF rhythm
Frequency (Hz)Frequency (Hz)
no
rm
. p
ow
er
Figure 4.6. Frequency content of the spontaneous LAF rhythm and the induced 
LAF rhythm. (A.i) LFP recording of spontaneous LAF rhythm. (A.ii) Power spectrum of 
the trace in (A.i) (B.i) LFP recording of VTA stimulation-evoked LAF rhythm. (B.ii) 
Power spectrum of the trace in (B.i). Both signals contain delta (1-4 Hz) and theta 
(4-10 Hz) band activity. 
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el. stim. 50 Hz 30 s (0.22 mA) 
Figure 4.7. Dependency of the induced LAF rhythm on the position of the 
stimulation electrode in the VTA. (A) Coronal section of the rat brain stained with TH 
hydroxylase immunohistochemistry (as described in Chapter 2) to visualise dopamine 
neurons. VTA stimulation using the same current was applied to three stimulation sites 
(indicated with red dots). LPAG: lateral periaqueductal grey, red nulc.: red nucleus, SNc: 
substantia nigra pars compacta, SNr: substantia nigra pars reticulata, VTA: ventral 
tegmental area, ml: medial lemniscus. (B) LFP responses, recorded in mPFC, to a tonic 
50 Hz stimulation are shown for different depths (DV coordinates) in the same animal. 
Responses to stimlation in the LPAG (lateral periaqueductal grey), the red nucleus and 
the VTA are shown. Only the stimulation in the VTA induced an LAF rhythm.
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The induced LAF rhythm could be reproduced using a burst pattern of stimulation with 
parameters in the physiological firing range of dopamine neurons 
Burst patterns of stimulation were applied in three animals to show that an artificial 
VTA activation that resembles more closely the natural firing patterns of dopamine 
neurons could induce a similar response in the mPFC to the one induced with the tonic 
50 Hz stimulation pattern. VTA dopamine neurons fire in bursts during REM sleep, 
with one burst per 0.7 s, ~3.5 spikes per bursts, and a within-burst firing rate of 22 Hz 
(Dahan et al., 2006). A burst pattern with an overall duration of 30 seconds, five 
biphasic pulses per burst, at a frequency of 25 Hz, and an inter-burst-interval (IBI) of 
either 0.5 or 1 s was used. Tonic stimulation of the VTA at a lower frequency (25 Hz), 
as well as stimulation using a burst pattern, induced an LAF rhythm in the mPFC 
(Figure 4.8): Tonic stimulation at the lower frequency (25 Hz) induced a LAF rhythm 
(Figure 4.8 B) with a latency comparable to the latency of the response to the tonic 50 
Hz stimulation pattern (Figure 4.8 A). A similar response was also induced with the 
burst pattern with a within-burst-frequency of 25 Hz and an IBI of 0.5 s (Figure 4.8 C). 
The interrupted LAF rhythm that was sometimes observed in response to the tonic 
50 Hz stimulation was also observed with a bursting pattern stimulation (Figure 4.8 D). 
Tonic stimulation at 10 Hz never induce an LAF rhythm (n=3, data not shown). 
 
Burst pattern stimulation could entrain UDS 
 Interestingly, one burst stimulation pattern tested (within-burst frequency 25 Hz, IBI: 
1 s) seemed to be able to entrain single Down states followed by Up states (Figure 4.9). 
This was observed in all three animals in which burst stimulation patterns were tested, 
and entrainment always occurred with the same (25 Hz; 1 s) stimulation pattern. The 
amplitude of these entrained Down states was larger in the dorsal mPFC (Cg and PrL) 
compared to the ventral mPFC (IL and DP). 	  	   	  
Figure 4.8. VTA stimulation with burst patterns induced similar responses to the 
tonic 50 Hz pattern. For each LFP response to VTA stimulation, data from the most 
dorsal and most ventral recording site (which were located in Cg and DP, respectively) are 
shown (black). The grey bar above indicates the stimulation period which was always ~30 
seconds. (A) LFP response to continuous stimulation at 50 Hz with 1500 stimuli, at  0.24 
mA. (B) LFP response to continuous stimulation at 25 Hz, 750 stimuli, 0.38 mA. (C) LFP 
response to burst pattern stimulation, 5 stimuli per burst, at 40 ms intervals (within-burst 
frequency 25 Hz), inter-burst interval (IBI) 0.5 s (thus burst frequency 2 Hz), at 0.5 mA. 
(D) LFP response to burst pattern stimulation, 5 stimuli per burst, at 40 ms intervals 
(within-burst frequency 25 Hz), IBI: 1 s (thus, burst frequency 1 Hz), 0.5 mA.
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 Figure 4.9. VTA stimulation with burst pattern could entrain short Down states 
(A) mPFC LFP response to burst pattern stimulation, with 5 stimuli per burst, at 40 ms 
intervals (within-burst frequency 25 Hz), inter burst interval (IBI): 1 s (burst freqency 1 
Hz), at 0.5 mA. Light blue bar below the traces indicates location of magnified traces in 
(C). (B) Coronal section through mPFC showing electrode position (grey schematic); red 
staining (DiI) indicates the positioning of the silicon probe, turquoise stain is DAPI 
background stain. Grey lines indicate borders between mPFC sub-regions. (C) Magnified 
LFP (light blue) during the second half of the stimulation period, with indication of the 
burst pattern of the stimulation (grey blocks). Bursts that entrained Down states are 
marked with black arrows. 
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4.4.2 Dopamine receptor involvement in the VTA stimulation-induced LAF rhythm  
 
In this subsection I describe the involvement of dopamine receptors in the control of 
LAF rhythm assessed by systemic application of dopamine antagonists. I record the 
effects of the antagonists on the LAF rhythm, in particular the three parameters ‘onset 
latency’, ‘time during stimulation in the fast rhythm’, and ‘time to return to SWA’. The 
stimulation pattern used was the 50 Hz tonic stimulation. 
The dopamine D1,5 antagonist SCH23390 reliably blocked the LAF rhythm 
 Because of the inverted U-shaped response curve of D1R mediated effects (section 
1.5.6), the effect of two doses, 0.3 mg/kg i.p., n=7 and 0.6 mg/kg i.p., n=6) of the D1,5R 
antagonist SCH23390 were tested and compared to a vehicle control group (saline, 
n=8). Two of the animals which received the 0.3 mg/kg dose of SCH23390 group were 
removed from the analysis. One was removed because – although there was an increase 
in frequency of the LFP – there was no amplitude reduction in the baseline VTA 
stimulation response, so the latencies could not be calculated. Another experiment was 
removed because the single-channel tungsten electrode was histologically verified to be 
outside the mPFC. Thus, there were five animals included in the 0.3 mg/kg SCH23390 
group.  
Both doses of SCH23390 blocked the induction of the LAF rhythm (Figure 4.10 B, 
C). Block of the LAF rhythm 30 minutes after injection was observed in 4/5 animals 
with 0.3 mg/kg and in 5/6 animals with 0.6 mg/kg. In comparison, in the vehicle 
(saline) control experiments, only 1/8 VTA stimulation responses were abolished 30 
minutes after injection. 
The dopamine D2,3R antagonist sulpiride did not reliably block the LAF rhythm 
The D2,3 antagonist sulpiride was applied in seven experiments at a dose of 10 mg/kg 
i.p. (n=7) and compared to the effect of a vehicle control (DMSO) injection (n=4). 
After sulpiride application, the LAF rhythm was blocked in 3/7 cases after 30 
minutes. Thus, in the majority of cases the D2,3R antagonist sulpiride did not abolish the 
LAF rhythm (example shown in Figure 4.10. D). In comparison, 30 minutes after 
DMSO injection, the VTA stimulation was abolished in 0/4 animals (no example 
shown). 	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A
VTA Stimulation 
LFP during stimulation  
Low Amplitude Fast rhythm detection 
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Time to return of SWA
Figure 4.10. Example traces illustrating the effects of the D1,5R antagonist 
SCH23390 and the D2,3R antagonist sulpiride on the LAF rhythm. LFP traces from 
four experiments are shown under baseline and drug condition, illustrating the responses 
to VTA stimulation in the four treatment groups. (A) VTA stimulation response to the 
third baseline stimulation (left) and to a stimulation applied 30 minutes after saline 
injection (right). (B) VTA stimulation response to the third baseline stimulation (left) and 
to a stimulation applied 30 minutes after SCH23390low dose injection (right). (C) VTA 
stimulation response to the third baseline stimulation (left) and to a stimulation applied 
30 minutes after SCH23390high dose injection (right). (D) VTA stimulation response to the 
third baseline stimulation (left) and to a stimulation applied 30 minutes after sulpiride 
injection (right). 
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To analyse these data quantitatively, three parameters were assessed, the ‘onset 
latency to the LAF rhythm’, the ‘time during stimulation spent in the LAF rhythm’ and 
the ‘time to return of SWA’. Note that the former two of these parameters are limited by 
the duration of the VTA stimulation period, which was 30 s.  
In cases where no LAF rhythm was induced, values (‘onset latency to the LAF 
rhythm’ and ‘time to return of SWA’) were excluded. For the statistical analysis, which 
was based on time points ‘baseline stimulation 3’ or ‘drug stimulation 3’, any 
experiment in which no LAF rhythm occurred at one or both of these time points was 
excluded from the statistical analysis. 
4.4.3 Modulation of the latency to the onset of the fast rhythm by dopamine 
antagonists 	  
 In the experimental groups in which the SCH23390 was applied, the VTA-
stimulation induced LAF rhythm was blocked at 20 and 30 minutes after drug injection 
in most cases (SCH23390 0.3 mg/kg: at 20 min: block in 3/5 experiments, at 30 min: 
block in 4/5 experiment; SCH23390 0.6 mg/kg: at 20 min: block in 6/6 experiments, at 
30 min: block in 5/6 experiments). Hence, the onset latency to the LAF rhythm was not 
investigated. 
The effect of the D2,3R antagonist sulpiride on the onset latency to the LAF rhythm was 
not different from the effect of the vehicle DMSO. 
 There was an apparent decrease in onset latency after sulpiride as well as DMSO 
injection (Figure 4.11 A). The third stimulation during baseline and drug condition were 
compared statistically (Figure 4.11 B). A two-way ANOVA revealed that there was a 
difference between the groups (main effect Treatment Group F(1,9)=11.11, p<0.05), a 
drug effect (main effect Condition F(1,9)=6.085, p<0.05), but no interaction between 
treatment group and condition (Treatment Group*Condition F(1,9)=0.0219, p>0.05).  
 Median onset latency as well as IQRs are presented in Table 4.1. 
 
 
Group 
Time during stimulation in LAF (s) 
   Baseline condition                Drug condition 
DMSO 16.50 (13.07 – 22.14) 9.53 (4.76 – 14.49) 
Sulpiride (10 mg/kg) 11.40 (9.29 – 20.48 ) 1.43 (0.84 – 5.05) 
Table 4.1: Onset latency (Median and IQR) for DMSO and Sulpiride groups. 
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Figure 4.11. The effect of the D2,3R antagonist sulpiride on the onset latency was not 
different from the effect of the vehicle DMSO. (A) Line plot showing the median onset 
latency with IQR-errorbars for three baseline VTA stimulations and three VTA 
stimulations after drug injection (10, 20 and 30 minutes) for the two treatment groups 
(DMSO n=4, sulpiride group n=7).  (B) Box plot showing onset latency for the third 
stimulation during baseline and drug conditions for the two treatment groups (DMSO 
group n=4, sulpiride group n=4). p-values on the right indicate results from two-way RM 
ANOVA  (one-factor repetition). 
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4.4.4 Modulation of the time during the stimulation spent in LAF rhythm by 
dopamine antagonists 
 
 Some LFP responses to the VTA stimulation started immediately with the onset of 
the stimulation, but the LAF rhythm did not last during the whole stimulation period- 
but was interrupted by short slow-wave sequences. This could not be detected by the 
parameter ‘onset latency to the LAF rhythm’, thus an additional parameter was 
investigated, the ‘time during the VTA stimulation spent in the LAF rhythm’. Again, 
this parameter is limited by the stimulation duration of 30 s. Generally, an increase in 
onset latency corresponds to a decrease in time spent in the LAF rhythm. 
The D1,5R antagonist SCH23390 decreased the time in the LAF rhythm 
 The time in the LAF rhythm was relatively stable for the three (baseline) 
stimulations. The two doses of SCH23390 decreased the median time in the fast rhythm 
dose-dependently (Figure 4.12). The 0.3 mg/kg dose of SCH23390 lead to a sharp 
decrease in time in LAF rhythm 20 minutes after injection, whereas the 0.6 mg/kg dose 
decreased the time in LAF rhythm 10 minutes after the drug injection.  
A two-way ANOVA revealed no difference in the time spent in the LAF rhythm 
between the groups (main effect of Treatment Group F(2,16)=0.85, p>0.05). There was a 
difference between the baseline period and the drug period (main effect of Condition 
F(1,16)=34.26, p<0.001) and the effect differed between the treatment groups (Treatment 
Group*Condition F(2,16)=11.50, p<0.001). Post-hoc analysis revealed that the time in the 
LAF rhythm was significantly decreased in the saline group and in the 0.6 mg/kg 
SCH23390 group, but not in the 0.3 mg/kg SCH23390 group (post-hoc Holm-Sidak test 
after significant interaction). As for the ‘onset latency’, for the median time during 
stimulation in the LAF rhythm, the drug effect was larger than the saline effect. The 
median time in LAF rhythm and IQRs are shown in Table 4.2. 
 
  
Group 
Time during stimulation in LAF (s) 
   Baseline condition                Drug condition 
Saline 16.37 (6.44 – 18.72) 12.07 (9.30 -14.66) 
SCH23390 (0.3 mg/kg) 16.93 (11.28 – 21.54) 1.91 (0 – 7.19) 
SCH23390 (0.6 mg/kg) 20.47 (17.18 – 28.72) 0 (0-0.09) 
Table 4.2: Time in LAF rhythm (Median and IQR) for Saline and SCh23390 
groups. 
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Figure 4.12. The D1,5 receptor antagonist SCH23390 and saline decreased the time in 
the LAF rhythm. (A) Line plot showing the median time during stimulation in LAF 
rhythm with IQR-errorbars for three baseline VTA stimulations and three VTA 
stimulations after drug injection (10, 20 and 30 minutes) for the three treatment groups 
(Saline group n=8, 0.3 mg/kg SCH23390 group n=5, 0.6 mg/kg SCH23390 group n=6 ). 
(B) Box plot showing the time in the LAF rhythm for the third stimulation during baseline 
and drug conditions for the three treatment groups. + indicates outliers, p-values on the 
right indicate results from two-way RM ANOVA (one-factor repetition). * indicates 
significance in post-hoc Holm-Sidak test after significant interaction Treatment 
group*Condition.
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Figure 4.13. The D2,3 receptor antagonist sulpiride and the vehicle DMSO increased 
the time in the LAF rhythm. (A) Line plot showing the median time during stimulation 
in LAF rhythm with IQR-errorbars for three baseline VTA stimulations and three VTA 
stimulations after drug injection (10, 20 and 30 minutes) for the two treatment groups 
(DMSO n=4, sulpiride group n=7). (B) Box plot showing the time in the LAF rhythm for 
the third stimulation during baseline and drug conditions for the three treatment groups. 
+ indicates outliers. p-values on the right indicate results from two-way RM ANOVA  
(one-factor repetition). 
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The D2,3 R antagonist sulpiride but also the vehicle increased the time in the LAF 
rhythm 
Intraperitoneal injection of vehicle (DMSO) and sulpiride both led to an increase in the 
time spent in the LAF rhythm (Figure 4.13 A). The group data used in the statistical 
comparison is shown in Figure 4.13 B. A two-way ANOVA revealed that there was no 
difference between the two groups (main effect of Treament Group F(1,9)=2.62, p>0.05). 
The baseline condition differed from the drug condition (main effect of Condition 
F(1,9)=8.93, p<0.05). However the effect was not dependent on the group (interaction 
Treament Group*Condition F(1,9)=0.00, p>0.05). Thus, sulpiride did not have an effect 
that was different from the effect of the vehicle. The median time in the LAF rhythm 
and IQRs are shown in Table 4.3. 
 
  
Group 
Time during stimulation in LAF (s) 
  Baseline condition                  Drug condition 
DMSO 11.10 (8.30 – 14.35) 19.79 (15.48 – 24.56) 
Sulpiride (10 mg/kg) 17.71 (9.44 – 21.23) 28.16 (21.49 – 29.23) 
Table 4.3: Time in LAF rhythm (Median and IQR) for DMSO and sulpiride 
groups. 
 
4.4.5 Modulation of the time to the return of SWA by dopamine antagonists 
 
The third parameter used to describe the response was the ‘time to return to SWA’ 
after the VTA stimulation-induced LAF rhythm. The ‘time to return to SWA’ ranged 
between 0 and 46 seconds under baseline conditions.  
As described in section 4.4.3, the SCH23390 blocked the VTA stimulation induced 
LAF rhythm in nearly all cases, hence the effect of SCH23390 on the time to return to 
SWA was not investigated. 
The effect of the D2,3R antagonist sulpiride on the time to the return of SWA was not 
different from the effect of the vehicle DMSO. 
 The time to the return of the SWA was variable, but seemed to increase after drug 
injection in both groups (Figure 4.14 A). The third baseline stimulation was compared 
to the third drug stimulation (Figure 4.14 B). 
 There was no difference between the groups (main effect Treatment group 
F(1,9)=0.03, p<0.05). There was a treatment effect (main effect Condition F(1,9)=6.4, 
p<0.05) which was not dependent on the treatment group (interaction Treatment 
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Group*Condition F(1,9)=0.617, p>0.05). Hence, although the ‘time to return of SWA’ 
was longer during drug compared to baseline conditions, there was no difference in this 
effect between the DMSO and the sulpiride group. The median time to return of SWA 
and IQRs are listed in Table 4.4. 
 
  
Group 
Time to return of SWA (s) 
  Baseline condition                  Drug condition 
DMSO 1.07 (0.28 – 5.72) 7.06 (1.06 – 29.79) 
Sulpiride (10 mg/kg) 0.56 (0.09 – 1.44) 5.80 (1.88 – 35.99) 
Table 4.4: Time to SWA return (Median and IQR) in DMSO and sulpiride groups. 
  
 To gain further insight into dopamine receptor involvement in the generation of the 
LAF rhythm, an attempt was made to mimic the VTA stimulation with pharmacological 
activation of dopamine receptors and induce an LAF rhythm in the mPFC.  	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Figure 4.14. The effect of the D2,3R antagonist sulpiride on the time to the return of 
SWA was not different from the effect of the vehicle DMSO. (A) Line plot showing the 
median time to return of SWA with IQR-errorbars for three baseline VTA stimulations 
and three VTA stimulations after drug injection (10, 20 and 30 minutes) for the two 
treatment groups (DMSO group n=4, sulpiride group n=7). (B) Box plot showing the time 
to the return of SWA of the third stimulation during baseline and drug conditions for the 
two treatment groups DMSO group n=4, sulpiride group n=4). p-values on the right 
indicate results from two-way ANOVA  (one-factor repetition). 
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4.4.6 The Dopamine D1,5R agonist SKF38393 did not mimic the effect of the VTA 
stimulation 
 
As the D1,5 receptor antagonist SCH23390 blocked the ability of VTA stimulation to 
induce the LAF rhythm in the mPFC, a likely candidate for mimicking the VTA 
stimulation effect was a D1,5 receptor agonist. However, administration of the dopamine 
D1,5 R agonist SKF38393 (15 mg/kg i.p.) failed to reliably induce LAF. A brief LFP 
desynchronisation similar to the LAF rhythm was seen in two out of seven rats. 
However, there was no change in SWA in the other five animals up to ~40 minutes post 
injection (data not shown). 
4.4.7 Increase of dopamine levels by amphetamine application did not mimic the 
effect of the VTA stimulation 
 
Amphetamine increases dopamine release and inhibits its reuptake, and therefore 
might be more likely to be effective than specific agonists. However, amphetamine 
(2 mg/kg i.p.) only induced a brief LAF-like rhythm in one out of four animals, with a 
very short latency of 160 seconds after injection.  
 
In summary, neither dopamine D1,5R activation, nor increased dopamine levels 
induced by amphetamine administration, could reliably induce an LAF rhythm as seen 
after VTA stimulation. 
4.4.8 D4R activation could induce an LAF rhythm 
 
Systemic application of the D4 receptor agonist A412997 (10 mg/kg) could induce an 
LAF rhythm in all sub-regions of the mPFC. Figure 4.15 A shows data from the most 
dorsal region, cingulate cortex (Cg), and the most ventral region, dorsal peduncular 
(DP). This change to the LAF rhythm occurred during the ‘high power state’ of the 
VSMP. As described in section 3.4.1, the VSMP could be observed in the spectrogram 
during baseline conditions and occurred with a period of several minutes and was most 
pronounced in the DP region of the mPFC (Figure 4.15 A). During baseline conditions, 
the LFP during the ‘high power state’ of the VSMP was still characterised by a large 
amplitude SWS-like rhythm (Figure 4.15 B.i and B.iii).  However, after A412997 
injection, the LFP during ‘high power state’ of the VSMP was a low amplitude fast 
LAF rhythm (Figure 4.15 B.ii and B.iv), similar to the LAF rhythm observed in 
response to the VTA stimulation. This change to an LAF rhythm during the ‘increased 
power state’ of the VSMP, occurred in four out of five animals following injection of 
	  145	  
A412997. This drug-induced LAF rhythm was present during the ‘high power state’ of 
the VSMP for 30-40 minutes in three experiments, and up to 80 minutes after A412997 
injection in one experiment. Figure 4.16 shows data from the same experiment as 
Figure 4.15, but over a longer time period to show the regular occurrence of the LAF 
rhythm before and after A412997 injection, which was accompanied by a decrease in 
amplitude, or rather a shift in the LFP towards a more positive level. 
More generally A412997 reduced the LFP amplitude (Figure 4.15 A), as can also be 
seen by comparing LFP segments of the ‘low power state’ of the VSMP from before 
and after A412997 (Figure 4.15, pre injection: C.i, C.iii, post injection: C.ii, C.iv). 
 
In two out of five experiments the response to A412997 was biphasic: Initially, the 
regularly occurring periods of increased power were abolished for 15-18 minutes 
(Figure 4.17), after which, in one experiment, the VSMP re-occurred with a LAF 
rhythm, for up to 40 minutes after drug injection. In the other experiment, the slow 
modulation was abolished for 18 minutes and a permanent (as opposed to nested in the 
‘high power state’ of the VSM) REM-like rhythm occurred lasting for 30 minutes, still 
interrupted by a few slow wave cycles (data not shown).  
 
 In light of the fact that the D4R agonist A421997 induced a transient LAF rhythm, 
similar to the LAF rhythm induced by the VTA stimulation, a block of the VTA 
stimulation-induced LAF rhythm with the D4R antagonist L745,870 (0.5 and 1 mg/kg 
i.p.) was attempted (n=2). In one experiment, L745,870 seemed to strengthen the 
response to the VTA stimulation, in the other L745,870 seemed to weaken it. So the 
role of the D4R was not further investigated, because of the strict time limit of this 
study. 	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Figure 4.15. The D4 receptor agonist A412997 induced a change in the LFP similar 
to the LAF rhythm during the ‘high power state’ of the VSMP. (A) LFP (black) and 
spectrogram of LFP recorded from cingulate cortex and dorsal peduncular cortex 
showing time around the injection of the D4 agonist A412997. High power states of the 
VSMP occured before and after drug injection (highlighted in dashed, light grey line). 
Only after the injection of A412997, an LAF rhythm could be observed during the high 
power state. (B) Magnified LFP traces showing the LFP during the ‘high power state’ of 
the VSMP before (B.i: Cg, B.iii: DP) and after (B.ii: Cg, B.iv: DP) injection of the D4 
agonist A412997, where an LAF rhythm occurred. (C) Magnified LFP traces showing the 
‘low power state’ of the VSMP before (C.i: Cg, C.iii: DP) and after injection of the D4 
agonist A412997 (C.ii: Cg, C.iv: DP), where the LFP amplitude was also reduced, but not 
as much as during the ‘high power state’.
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Figure 4.16. The LAF rhythm-induced by the D4 receptor agonist A412997 occurred 
repeatedly during the high power state of the very slow modulation of LFP power 
(VSMP). LFP (black) and spectrogram of LFP recorded from Cg and DP (from the same 
experiment as Figure 4.17) showing time interval around the injection of the D4R agonist 
A412997. After application of A412997, the high power states of the VSMP (green 
arrows) are accompanied by either an LAF rhythm (red arrows; visible in the LFP trace 
from the ventral mPFC as an amplitude reduction), or as a shift in the LFP level (orange 
arrows) to a more positive level.
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Figure 4.17. Transient suppression of the ‘high power’ state of the very slow 
modulation of LFP power (VSMP) by the D4 receptor agonist A412997. LFP (black) 
and spectrogram of LFP recorded from Cg and DP from a different animal than the data 
shown in Figures 4.17 and 4.18. A time interval around the injection of the vehicle and the 
D4 agonist A412997 is shown. In this experiment, the VSMP was abolished for ~ 15 
minutes after the injection of A412997, but not after vehicle injection.
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4.5 Discussion 
 
4.5.1 Summary of results 
 
In this chapter I have shown that: 
• High-frequency electrical VTA stimulation induces a transition from SWA 
to a LAF rhythm within mPFC, an LFP pattern similar to the spontaneous 
REM-like state observed under urethane anaesthesia. The latency between 
onset of the stimulation and the onset of the LAF rhythm was several 
seconds. 
• This transition to this LAF rhythm was unaffected by a D2R antagonist but 
was completely blocked by a dopamine D1R antagonist in a dose- and time-
dependent manner.  
• The VTA stimulation effect could not be mimicked by systemic injection of 
a D1R agonist.  
• A D4R agonist could induce repeated transitions to an LAF rhythm during 
the VSMP. 
• Electrical stimulation of the VTA with a burst pattern can also induce a LAF 
rhythm, but can induce Down state transitions, when a  burst pattern with a 
within-burst-frequency of 25 Hz and IBI 1 s is applied.  
 
4.5.2 VTA-stimulation induced LAF rhythm and D1,5R involement 
 
I have shown that VTA activation consistently induced a REM-like mPFC activation 
pattern (LAF rhythm) with a latency of ~10 s. The latencies I observed were similar to 
the time period by which increased VTA bursting precedes REM sleep (10-20 s) (Dahan 
et al., 2006), indicating the physiological relevance of the effect observed in this thesis. 
In the study by Dahan and colleagues (2006), REM sleep onset was detected as muscle 
atonia and increased cortical theta rhythm synchronisation in the EEG. It has already 
been shown that VTA stimulation induces theta activity in the hippocampus (Orzeł-
Gryglewska et al., 2012). As I used the same stimulation pattern as Orzeł-Gryglewska 
and colleagues (2012), I can compare our results to theirs regarding the observed 
latencies. Interestingly, VTA stimulation induces hippocampal theta immediately 
(Orzeł-Gryglewska et al., 2012). Together, these findings suggests that increased VTA 
bursting might immediately induce hippocampal theta, but produce muscle atonia and 
cortical (including mPFC) activation 10-20 seconds later.  
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However my results differ from (Lewis and O'Donnell, 2000), who induced an 
immediate prolonged Up state in PFC pyramidal cells with a short burst of electrical 
VTA stimulation. In my experiments, however, mPFC LFP responses occurred with a 
delay in the range of several seconds. Another difference is that, in (Lewis and 
O'Donnell, 2000), the VTA stimulation-induced depolarisation could not be blocked by 
SCH23390 at a similar dose to the one used in this thesis, only decreased in duration. 
However, in my study, the VTA stimulation did not induce an LAF rhythm when 
SCH23390 was administered. These differences between the results might be explained 
by the different methodology, i.e. intracellular versus LFP recordings. Another 
explanation might be that (Lewis and O'Donnell, 2000) used higher currents (up to 
1 mA), in contrast to ~0.18-0.6 mA used in my study. Indeed, the long latency to the 
LAF rhythm observed in my experiments could be decreased and an almost immediate 
response could be observed if the stimulation was applied using a higher current (data 
not shown).  
 
Support for D1 receptor involvement in the VTA stimulation response can be found 
by combining the following findings. VTA stimulation failed to induce a hippocampal 
theta rhythm after septum inactivation (Orzeł-Gryglewska et al., 2012), indicating that 
indirect pathways from the VTA to the HPC via the septum are mediating this effect. 
Interesingly, VTA stimulation can induce theta burst firing in medial septal neurons 
(Fitch, 2006) and it has been suggested that a tonic level of D1 receptor activation is 
necessary to enable medial septal neurons to fire in the theta burst mode (Fitch, 2006).  
 
 The VTA stimulation induced LAF rhythm occurred bilaterally in the entire mPFC. 
The VTA sends dopaminergic projections to the entire mPFC (Descarries et al., 1987; 
Van Eden et al., 1987), explaining the extent of the response within the mPFC in one 
hemisphere. However, VTA projections mainly target the ipsi-lateral side (Oades and 
Halliday, 1987). So for most structures, only 1-10% of connections cross to the 
contralateral hemisphere (Oades and Halliday, 1987). In rats, only 11-12% of VTA 
projections target frontal cortical areas in the contralateral side (Swanson, 1982). 
However, despite this, strong bilateral responses to unilateral VTA manipulation have 
been observed elsewhere (Orzeł-Gryglewska et al., 2010; Kunori et al., 2014). It is 
possible that the bilateral effect is induced through a polysynaptic pathway via another 
brain region. 
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 In primary motor cortex (M1), where electrical VTA stimulation induces a bilateral 
response, it has been shown that the bilateral response was mediated by parallel fibres 
from the VTA, more specifically, via glutamate co-release from dopaminergic VTA 
neurons (Kunori et al., 2014). The authors ruled out that the bilateral response was 
mediated via connections between the two motor cortices (Kunori et al., 2014) or via 
activation transmitted to the contralateral side near the stimulation site (Kunori et al., 
2014), as it was shown for bilateral effects produced by locus coeruleus stimulation 
(Marzo et al., 2014). As ~12% of VTA-M1 connections are contralateral (Hosp et al., 
2011), which is the same percentage as contralateral VTA-frontal cortex connections 
(Swanson, 1982), the bilateral mPFC response observed in this thesis is likely also 
mediated via parallel VTA-PFC projections.  
 
Most likely, the effect we observed is not restricted to the mPFC. The site of 
stimulation in the VTA used in this thesis contains projections not only to the mPFC, 
but also to the ventral striatum, amygdala, septum (which mediates effect on 
hippocampal theta), and perirhinal cortex (Björklund and Dunnett, 2007). Electrical 
stimulation might also spread to neighbouring areas such as the substantia nigra, which 
projects mainly to the dorsal striatum. Bypassing fibres will be stimulated as well. In 
view of the many projection targets of VTA and SN neurons, the fact that only a few 
VTA-PFC projections project to the contralateral side, is of minor importance. In 
addition, it has been shown that strong activation is not needed to induce a global brain 
state change. To the contrary, burst spiking of a single cortical neuron is sufficient to 
induce a global transition from SWS to REM sleep (Li et al., 2009). 
 
It should also be noted that because an effect can be blocked by a dopaminergic 
antagonist, does not mean that the effect is mediated by activation of that specific 
receptor. Dopamine is a particularly complicated neurotransmitter in this regard, as it 
has many interactions with other neurotransmitters (Tseng, 2004), and the dopaminergic 
‘tone’ affects the physiology of PFC neurons (Seamans and Yang, 2004). Thus, a 
change in dopaminergic tone can uncover or cover the action of another 
neurotransmitter.  
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4.5.3  D2,3 receptor involvement in the VTA-stimulation induce LAF rhythm 
 
 Systemic administration of the D2,3R antagonist did not have an effect on the LAF 
rhythm that was different from the vehicle (DMSO). The dose used in this thesis 
(10 mg/kg i.p.) was twice as high as the 5 mg/kg i.v. dose that has been found to be 
effective under anaesthesia (Floresco et al., 2001; Belujon and Grace, 2008). Note that 
the i.p. route is less direct, thus higher doses need to be chosen. Thus, D2-like receptors 
seem not to be involved in the VTA-stimulation induced PFC activation.  
 
 Our findings are in contrast to the findings of (Dzirasa et al., 2006), which suggest a 
role for D2-like receptors in REM generation. However their study was performed in 
animals “completely depleted” of dopamine (DAT-knockout treated with αMT), in 
which REM sleep could be recovered with a D2,3R agonist. Chronic alteration of the 
dopamine system, as in genetic DAT-knockout models, might induce adaptive changes 
leading to different dopamine system function than in naïve animals. These animals 
could, for example, have supersensitive D2 receptors, possibly inducing an effect that 
might not be related to REM mechanisms in healthy animals.  
 
 My findings suggest that D2,3 receptors are not involved in the induction of the REM-
like rhythm in the mPFC, which is consistent with data showing that pharmacological 
agents targeting the D2 receptors in rodents have no selective effect on REM vs SWS 
(reviewed in Monti and Monti (2007)). 
 
 
4.5.4 Amphetamine and the D1,5 R agonist SKF38393 did not mimic the VTA 
stimulation response 
 
 The D1,5R agonist SKF38393 was unable to induce a LAF rhythm as observed after 
VTA stimulation. The D1,5 R agonist dose used (15 mg/kg) was three-times the dose that 
is behaviourally effective in vivo (de Lima et al., 2011; Lejeune et al., 2013). In one 
experiment an additional dose of 30 mg/kg was administered at the end of the 
experiment, which was also not effective.  
 
The fact that systemic application of a D1,5 receptor agonist did not mimic the VTA 
stimulation effect is surprising, as antagonism of D1,5 receptors was able to block it. 
However, this failure of the D1,5 receptor agonist is consistent with the failure of D1,5 
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receptor agents to selectively modulate sleep states (SWS/REM) in rodents (Trampus 
and Ongini, 1990; Trampus et al., 1991; 1993). 
 
Amphetamine also failed to mimic the VTA stimulation response. The dose of 
amphetamine used in this thesis (2 mg/kg) has been shown to be effective in 
anaesthetized rats in the prefrontal cortex (it decreases firing rate) (Mora et al., 1976). 
 
 The VTA-stimulation induced LAF rhythm might involve activation of several 
dopamine receptors, possibly D1 and D2-like receptors. Hence activation of just one 
receptor type might not be sufficient to change PFC activity from SWA to the LAF 
rhythm. Using systemic injection, it also cannot be predicted how much of the drug will 
arrive in the mPFC. Effects in other brain regions might counteract and occlude possible 
mPFC effects. It is also possible, that the LAF rhythm induction is not only mediated by 
dopamine neurons. Using electrical stimulation, all neurons in the vicinity of the 
electrode will be stimulated. As the VTA contains different populations of neurons, 
namely dopamine neurons, GABA neurons as well as glutamate neurons (Yamaguchi et 
al., 2007; Gorelova et al., 2012), electrical stimulation activates all these neuron types. 
It is also possible that glutamate co-release from dopaminergic terminals in the mPFC 
plays a part in the response, as it does in the M1 response to VTA stimulation neurons 
(Kunori et al., 2014). Hence it is likely, that the observed effect contains a dopaminergic 
and a glutamatergic component.  
 
 
4.5.5 D4 R agonist-induced LAF rhythm 
 
 The D4 receptor agonist could induce regular transitions to an activated REM-like 
state that occurred with a similar frequency as REM-SWS transitions that have been 
observed under urethane anaesthesia (Clement et al., 2008). The ability of the D4R 
agonist to induce spontaneous re-occurring REM-like states under deep urethane 
anaesthesia has not been previously described. This finding is consistent with the 
literature in that a D4 antagonist has been shown to have a differential influence on 
REM and SWS (Cavas and Navarro, 2006). The natural rhythmicity of these transitions 
suggests that a tonic activation of D4 receptors might be necessary for REM transitions 
to break through deep SWS, during which REM phases are usually abolished. The 
transitions from SWS activity to LAF rhythm observed after D4 receptor activation were 
	  154	  
similar to the spontaneous transitions from SWS activity to REM-like 
desynchronisation observed in rats under urethane aneasthesia (Clement et al., 2008). 
 
I observed the strongest D4R agonist-induced LAF rhythm near the dorsal tenia tecta 
(dTT). Moreover, in one experiment the D4R agonist-induced LAF rhythm occurred 
only in one hemisphere. In this experiment the laminar position of the two shanks 
differed between the hemispheres, with the LAF rhythm occurring in the superficial 
layer II, but not in the deep layers (V/VI) in the other hemisphere. There are no specific 
studies addressing D4 receptor expression in the dTT; but in a study of cortical and 
striatal expression a section containing the tenia tecta was densely stained using 
polyclonal antibody against D4 receptors (Wedzony et al., 2000). 
 
 Note that the slow modulation of the LFP power (VSMP) was also most pronounced 
in the ventral mPFC (e.g. Figure 4.15) indicating a link between the slow modulation of 
the LFP power and the D4R agonist induced LAF-like rhythm.  
 
4.5.6 Entrainment of Down states by VTA burst pattern stimulation 
 
Using a burst pattern with an inter-burst-interval of 1 s we saw an entrainment of a 
Down state followed by an Up state in response to each stimulation burst. Previously, 
VTA stimulation has been shown to induce Up states with short latencies, via a non-
dopaminergic mechanism (Lewis and O'Donnell, 2000). Sixty percent of VTA neurons 
contain dopamine (Gu, 2010), but there are also glutamate neurons in the VTA which 
project to the PFC, with layers V and VI of infralimbic and prelimbic cortex as their 
main targets (Yamaguchi et al., 2007; Gorelova et al., 2012). Glutamate can also be co-
released from dopamine terminals, which has been shown for the shell of the nucleus 
accumbens (Stuber et al., 2010). Glutamate release might mediate the Up state 
transitions induced by VTA stimulation, either through release from non-dopaminergic 
glutamate VTA neurons, or through co-release from dopaminergic neurons. 
An Up-to-Down transition induced by VTA stimulation has, to the best of my 
knowledge, not been reported. However, brief VTA stimulation has been shown to 
evoke hyperpolarized postsynaptic potentials lasting ~20-30 ms (Lewis and O'Donnell, 
2000), indicating an inhibitory component of the VTA stimulation response. This 
inhibitory component could partly explain the VTA stimulation induce Down states 
observed in this study.  
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4.5.7 Methodological considerations 
 
Considerations regarding the study of sleep rhythms and the dopaminergic system 
under urethane anaesthesia are discussed in Chapter 6. 
 
It has also to be noted that the tonic 50 Hz stimulation pattern we have employed for 
most of this chapter is not in the physiological range of VTA dopamine neuron firing. 
However, it has been suggested that dopamine release induced by electrical stimulation 
is mainly due to increased overall activity in dopamine neurons rather than increased 
bursting (Floresco et al., 2003). Thus, the fact that we used a tonic stimulation, not a 
burst-pattern stimulation should not be important. To support this argument, we have 
confirmed that VTA burst pattern stimulation with parameters in the physiological 
range of dopamine neurons can also induce similar LFP responses. 
 
The strength of the VTA stimulation effect was quantified with three measures, 
which were ‘onset latency’, ‘time in LA’ rhythm, and ‘latency to return to SWA’. Note, 
however, that two of the measures, the increase in ‘onset latency’ and the decrease in 
the ‘time during stimulation in the LAF rhythm’ are describing the same effect: namely 
a shorter LAF rhythm that occurs at longer latency, or block of the LAF rhythm. The 
‘time during stimulation in LAF’ rhythm parameter was chosen because of the 
interruptions that sometimes occurred during the LAF rhythm, which indicated a 
weaker response, as did a later onset. However, just the onset latency would not be 
sensitive to this effect. An alternative measure would be the absolute duration of the 
response, which would equate the sum of ‘time during stimulation in the LAF rhythm’ 
and ‘latency to return of SWA’. This measure would then not be limited to a maximum 
of 30 s. However, different mechanisms might be involved in initiating and terminating 
a response like the one observed, which is an argument for using measures to separate 
these mechanisms. 
 
4.6 Conclusions and future research  
 
The result of the experiments in this Chapter provide further evidence for the role of 
the mesocortical dopamine pathway in sleep state modulation and indicate the possible 
involvement of mechanisms mediated by D1,5 receptors. However, as drugs were 
	  156	  
applied systemically (i.p.), we do not know if the D1,5R block of the VTA stimulation 
effect is mediated by prefrontal receptors. Local drug application by iontophoresis 
would give more specific data about the source of the effects observed. 
 
In this study, a D2,3R antagonist could not block the VTA stimulation induced LAF 
rhythm. Future experiments could also investigate if other D2-like receptors are 
involved in the VTA stimulation induce LAF rhythm induction, for example the D4 
receptor. This seems likely as an LAF-like rhythm similar to that induced by the VTA 
stimulation was observed after systemic administration of a D4R agonist.  
 
Interestingly, VTA stimulation could induce varied responses. In contrast to the 
strong ‘activated’ LAF rhythm, one of the employed burst stimulation patterns could 
entrain UDS, seemingly by induction of a Down state by each burst. Hence, it would 
also be interesting to investigate how VTA stimulation can have such different effects 
on mPFC UDS. Are the LAF rhythm and the Down state induction mediated by 
different dopamine receptors, or even by different neurotransmitters?  
 
With electrical stimulation we cannot select for neurons projecting to a specific 
target regions, thus we stimulate neurons that send axons to many parts of the brain – 
not only to the mPFC – so dopamine will be released in many other brain regions. 
Employing techniques such as optogenetics or ‘designer receptors exclusively activated 
by designer drugs’ (DREADD), it would be possible to stimulate neurons of a certain 
type (e.g. dopamine neurons) projecting to a certain brain region (e.g. projecting to the 
mPFC). After revealing the neuron type involved in these responses using optogenetics 
or DREADD, local application of specific receptor antagonists could then determine if 
the effect is induced by the primary neurotransmitter released by that neuron type, or via 
co-release of another transmitter, as is the case for the VTA-stimulation induced M1 
response (Kunori et al., 2014). 
 
Future studies on interactions between PPN and VTA during SWA-REM sleep 
transitions as well as during SWA could advance our knowledge on sleep-state and Up-
Down state generation. Specifically, the interactions between the PPN and VTA neuron 
subpopulations would be of interest.  
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I provided further evidence for a latency difference between REM-activity onset in 
mPFC and hippocampus. An interesting question to investigate would be how the 
hippocampal theta onset occurred several seconds before the change in cortical 
(including mPFC) and muscle atonia and what role it could play. 
 
Findings regarding sleep rhythms obtained in anaesthetised animals should be 
combined with findings in naturally sleeping animals to confirm that similar 
mechanisms are involved in sleep-state switching during anaesthesia and natural sleep. 	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Chapter 5. The effects of dopaminergic agents on medial prefrontal 
cortex slow wave activity under urethane anaesthesia 
 
5.1 Introduction 
 
In chapter 4, I have shown that activation of the intrinsic dopamine release 
machinery by electrical VTA stimulation leads to a termination of SWA in the mPFC 
and a transition to a LAF rhythm, similar to the REM-like state. This effect seemed to 
be predominantly dependent on a high level of D1 receptor activation, but we cannot 
exclude the possibility that glutamate also plays a role, as neither pharmacological D1R 
activation nor elevation of extracellular dopamine by amphetamine could replicate the 
effect.  
 
The VTA and dopamine might not only play a role in REM rhythm generation, but 
also modulate SWA. This seems likely, as the LFP recorded from the VTA exhibits the 
slow oscillations, synchronized with PFC pyramidal cells, and blocking VTA activity 
desynchronizes PFC Up states (Peters et al., 2004). In addition, VTA stimulation can 
induce Up states in the prefrontal cortex (Lewis and O'Donnell, 2000). Indeed, D1,5 
receptors have been shown to be involved in the modulation of Up state amplitude in 
vivo (West and Grace, 2001) and Up state occurrence in vitro (Mayne et al., 2013). 
Dopamine has also been shown to modulate fast (beta and gamma) LFP oscillations in 
vitro (Weiss et al., 2003; Wójtowicz et al., 2009; Steullet et al., 2014), and amphetamine 
(Wood et al., 2012) and D4R activation (Kocsis et al., 2013) modulate gamma activity 
in vivo. Hence, it is likely that tonic dopamine levels might shape the nested fast LFP 
oscillations occurring on the slow oscillation Up state.  
 
Mechanisms and suggested functions of nested fast oscillations are described in 
section 1.4.7 and section 1.4.9, respectively. A detailed characterization of Up state 
spindle, gamma and high gamma range activity during baseline conditions is provided 
in Chapter 3.  
This chapter studies the effects of amphetamine and dopamine receptor agonists on 
these nested Up state fast oscillations. In the following sections, I briefly review how 
dopamine modulates persistent fast oscillations, and which receptors have been 
implicated, as the same receptors might also modulate nested Up state oscillations.  
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5.1.1 Dopamine and fast oscillations 
 
 To date, studies on dopaminergic modulation of oscillations have mainly 
investigated beta- and gamma-band oscillations.  
 
In vivo animal studies using acute application of dopaminergic agents or chronically 
elevated dopamine levels consistently report increases in gamma power. Systemic 
amphetamine application increases prefrontal gamma power in freely moving rats 
(Wood et al., 2012). Acute D4 receptor activation leads to a rapid onset, long-lasting (~ 
2 h) elevation of gamma power in prefrontal cortex and hippocampus (Kocsis et al., 
2013). DAT-knockout mice, which have chronic hyper-dopaminergia, exhibit increased 
hippocampal gamma oscillations when they explore a novel environment (Dzirasa et al., 
2006). 
 
In vitro animal studies, however, provide contradictory results about the effect of 
dopamine on gamma oscillations. Two studies show that application of dopamine 
decreases the power of carbachol- and kainate-induced gamma oscillations in rat 
hippocampal slices (Weiss et al., 2003; Wójtowicz et al., 2009), via D1 receptor 
activation (Weiss et al., 2003). D3 receptor activation also decreases gamma power in 
hippocampal slices (Schulz et al., 2012). However, in another study, neither dopamine 
(at the same concentration) nor D1,5 or D2,3 receptor activation had an effect on kainate-
induced hippocampal gamma oscillations (Andersson et al., 2012b). However, in the 
presence of a D1 receptor antagonist, dopamine induced an increase in gamma power, as 
did bath application of a D4R agonist. The authors conclude that dopamine’s effect on 
D4 receptors was counteracted by simultaneous D1R activation (Andersson et al., 
2012b). Recently, it has been shown that dopamine as well as D1-like and D2-like 
receptor activation increases carbachol- and kainate-induced beta band (13-28 Hz) 
oscillation power in slices of mouse anterior cingulate cortex (Steullet et al., 2014). 
 
Human studies investigating genetic polymorphisms of the dopamine D4 receptor 
gene (DRD4) and the dopamine transporter gene that are associated with increased 
dopamine levels, suggest a facilitatory effect of dopamine on gamma activity (Demiralp 
et al., 2007). In line with these results, the antipsychotic haloperidol, a D2-like 
antagonist with similarly high affinity for D2 and D4 receptors (Roth et al., 1995), 
reduces the gamma response to an auditory stimulus (Ahveninen et al., 2000).   
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5.2 Aims of this chapter 
 
As reviewed above, D1-like receptors have been shown to modulate UDS occurrence 
and amplitude, and D1-like receptors, as well as D2-like receptors (particularly D4 
receptors) modulate persistent gamma activity. However, whether dopamine also 
modulates fast oscillatory activity that occurs during the Up state in the mPFC, is not 
known. 
 
This is of relevance, as it is possible that the slow wave Up state reflects a 
communication time window, during which memory traces can be transferred between 
hippocampus and neocortex (Destexhe et al., 2007). It has been suggested that the 
information transfer during the Up state might be aided by neuromodulators (Destexhe 
et al., 2007), and that neuronal interactions can be modulated by LFP high-frequency 
synchronisation (Womelsdorf et al., 2007). Differential actions of D1 and D4 receptors 
in the mPFC have already been shown to be behaviourally relevant for information 
encoding (Lauzon et al., 2009). Hence, dopaminergic modulation of fast oscillations 
during the Up state might influence information transfer during sleep and thus possibly 
also support memory consolidation.  
 
Thus, the aim of this chapter was to investigate the role of dopamine and D1 and D4 
receptors in the modulation of slow and nested fast oscillations during SWA.  
5.3 Methods 
 
5.3.1 Dataset 
 
LFP data from both hemispheres of the mPFC of 19 animals were acquired and 
analysed for this chapter. In three animals, slow wave activity was recorded for three 
hours to see if the parameters of interest (introduced in Chapter 3) were stable over 
time. In 16 experiments the effect of dopaminergic agents were tested. All drugs were 
administered intraperitoneally. Thirty to forty minutes before the drug injection, the 
vehicle (saline/DMSO) was injected via the same route as a within-animal-control.  
The following drugs were used:  
• d-Amphetamine was administered at a dose of 2 mg/kg i.p. (n=4),  
• the D1-like receptor agonist SKF38393 was administered at a dose of 
15 mg/kg (n=7), and  
• the D4R agonist A412997 was administered at a dose of 10 mg/kg (n=5).  
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As shown in section 3.4.4, Up state mean gamma, high gamma and spindle power 
did not differ between the left and the right hemisphere. However, the power of the 
nested oscillations did depend on the laminar position of the electrode (section 3.4.7). 
Hence, in this chapter, the hemisphere with better targeting of layers III and V was 
identified (using histological verification of the recording sites) and used for subsequent 
analysis. Data from four LFP channels were used (one channel from each region).  
 
5.3.2 Data analysis  
 
Up-Down states were detected as described in section 2.3.4. The Up-Down state 
parameters as well as the Up state gamma, high gamma and spindle power were 
calculated as described in section 2.3.4. 
Parameters were assessed using ten-minute LFP data segments. This duration was 
chosen because of the VSMP, which is described in Chapter 3. The cycle lengths of the 
VSMP was 3-11 minutes, hence a data segment with a length of 10 minutes was 
considered long enough to contain periods of data both with, and without, a period of 
increased power.  
The point of drug injection was called time 0. The first segment, the pre-injection 
segment, was from -11 to -1 minutes (and called “-5 min”). A 1-minute distance from 
the injection time was chosen to avoid artefacts (caused by experimenter manipulation 
during the injection) appearing in the data segment. The first post-injection segment was 
from 5 to 15 minutes (and called “10 min”). After that, segments were taken at 10-
minute intervals. 
5.3.3 Statistics 
 
Because of the small sample sizes (less than 10 animals in each group), the normality 
of the data could not be reliably assumed. Hence, non-parametric statistical methods 
were used in this chapter, as in the rest of this thesis.  
 
Stability of parameters 
 The stability of the parameters over time, and with saline injection, were only 
assessed qualitatively as only three experiments were performed hence not enough to 
perform a statistical test. 
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Drug effects on UDS parameters 
 Up state frequency, Up state duration and Down state duration were assessed using a 
Wilcoxon signed rank test to compare the percentage change of baseline, 10 minutes 
after injection, between vehicle and active drug. 
 
Drug effects on nested fast oscillations 
Two statistical analyses were performed: 
1.) Time course analysis  
To see if the drug induced a deviation from the baseline, a two-way RM ANOVA 
(on aligned ranks) was used on all time points from -5 min drug to the last time point 
measured after drug injection. The two factors were (sub-)Region and Time.  
 
2.) Comparison with vehicle 
At least 30 minutes separated vehicle from drug injection, making +20 minutes  
the last possible time point to use for the vehicle effect (+20 denotes the time interval 
from 15 to 25 minutes after injection). To see if the drug effect was different from 
the vehicle effect at 20 minutes, a two-way RM ANOVA (on aligned ranks) was 
performed on the percentage changes 20 minutes after injection of vehicle or drug, 
with factor Treatment (two levels: vehicle or drug) and factor Region (four levels: 
Cg, PrL, IL, DP).  
 
5.4 Results 
 
In three experiments, the parameters Up Down state frequency, Up state duration, 
Down state duration, as well as the Up state power in the spindle, gamma and high 
gamma bands (introduced in Chapter 3) were assessed for their stability over time and 
the effect of an intraperitoneal saline injection. In these three experiments, slow wave 
activity was recorded for three hours, with a saline injection at 30 minutes.  	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Figure 5.1. Stability of parameters with saline injection. (A) Up Down state 
parameters immediately before and 10 minutes after saline injection (individual 
experiments shown, n=3). (A.i) Up state frequency was not affected by saline, (A.ii) Up 
state duration was not affected by saline injection. (A.iii) Down state duration was not 
affected by saline injection in two out of three experiments. (B) Nested oscillation 
parameters immediately before and after saline injection (individual experiments shown, 
n=3; one recording channel from each subregion). (B.i) Up state gamma power was not 
affected by the saline injection. (B.ii) Up state high gamma was not affected by saline 
injection (B.iii) Up state spindle power showed some changes with the injection, 
however not in a systematic way.    
A.i A.ii A.iii
B.ii B.iii
0
1
2
3
4
5
 
Cg
PrL
IL
DP
U
p 
st
. p
ow
er
 (1
03
 µ
V
)
U
p 
st
. p
ow
er
 (1
03
 µ
V
)
Gamma High gamma Spindle
individual
experiments
individual
experiments
163
	  164	  
5.4.1 Stability of parameters with saline injection 
 
Figure 5.1 shows how a saline injection 30 minutes after the start of the recording 
affected the parameters. Up state frequency, Up state duration and Down state duration 
did not change systematically with the i.p. saline injection (Figure 5.1A.i-A.iii). Up 
state gamma and high gamma power appeared stable (Figure 5.1 B.i, B.ii), whereas Up 
state spindle power seemed more variable, however, not in a consistent way (Figure 5.1 
B.iii).  
5.4.2 Stability of parameters over time 
 
Figure 5.2 shows the parameters over the time course of three hours (the saline 
injection for the above comparison was given at 30 minutes). Up state frequency 
appeared stable for an hour, but increased considerably over the time course of the next 
two hours (Figure 5.2 A.i). However, Up state duration was relatively stable over this 
long time course (Figure 5.2 A.ii). Thus it appears that the change in Up state frequency 
was predominantly explained by a change in Down state duration, which was highly 
variable already in the first hour of the experiments, then strongly decreased over the 
time course of the following two hours (Figure 5.2 A.iii).  
Up state gamma, high gamma and spindle power did not systematically change over 
a three hour time period (Figure 5.2 B.i-iii).  
 
In summary, Up state gamma, high gamma and spindle power were not affected by a 
saline injection and were stable over the time course of three hours. Thus, the effect of 
pharmacological manipulations on these parameters could be investigated. However, as 
the stability of the Up-Down state parameters over the time scale of hours was a 
concern, effects on these parameters were only analysed if they occurred within ten 
minutes after injection. 
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power was variable, but did not change in a systematic way over time. (B.ii) Up state high 
gamma power was stable. (B.iii) Up state spindle power showed some variability, 
however not in a systematic way.
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5.4.3 Effect of systemic administration of the dopamine releasing agent amphetamine 
on UDS 
 
Dopamine does not cross the blood-brain barrier, hence cannot be used to investigate 
effects on the brain when systemic injection is used. Hence, to investigate the effect of 
non-specific dopamine receptor activation, amphetamine was injected systemically, 
which increases extracellular dopamine levels (Calipari and Ferris, 2013). 
 
 Amphetamine seemed to affect the Up Down state parameters within ten minutes 
following injection. Thus, the effects on these parameters are shown (Figure 5.3, Figure 
5.4). The percentage change induced by amphetamine or the vehicle 10 minutes after 
injection is shown in Figure 5.3 and Figure 5.4). However, because only four 
experiments were performed, no statistical test (Wilcoxon signed-rank test) could be 
performed. 
 
Effect of amphetamine on Up state frequency 
 There was a trend for amphetamine to increase Up state frequency within 10 minutes 
after injection (Figure 5.3 A; median change vehicle: -1.11% [IQR: -4.77 – 14.03], 
amphetamine: 66.77% [IQR: 40.08 – 82.40]). Figure 5.3 B shows that amphetamine 
strongly increased Up state frequency in three out of four experiments. In one 
experiment, the increase was slightly less pronounced and there was also an increase 
following the vehicle. In this experiment, the Up state frequency was already high at the 
beginning of the experiment (~0.4 Hz), compared to 0.15-0.2 Hz in the other 
experiments. Amphetamine might have affected this faster Up-down state activity less, 
as it was possibly already at the upper limit of Up-Down state frequencies that can be 
generated under urethane anaesthesia.  
 
Effect of amphetamine on Up state duration 
Up state duration seemed not to be affected by amphetamine (Figure 5.4 A; median 
change vehicle: 2.50% [IQR: -5.72 – 3.74], amphetamine: -1.35% [IQR: -4.24 –3.68]). 
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Figure 5.3. Effect of amphetamine on Up state frequency. (A) Line plot showing 
median Up state frequency (error bars represent IQRs) over the time course of the 
experiment, n=4. Inset: Box plot showing percentage change in Up state frequency (10 
min post injection compared to pre-injection period) for vehicle and amphetamine 
injections (n=4). (B) Time course of amphetamine action on Up state frequency for all 
experminents. 
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Figure 5.4. Effect of amphetamine on Up and Down state duration. (A) Line plot 
showing median Up state duration (error bars represent IQRs) over the time course of the 
experiment. Inset: Box plot showing percentage change in Up state duration (10 min post 
injection compared to pre-injection period) for vehicle and amphetamine injections 
(n=4). (B) Line plot showing median Down state duration (with error bars indicating 
IQRs) over the time course of the experiment. Inset: Box plot showing percentage change 
in Down state duration (10 min post injection compared to pre-injection period) for 
vehicle and amphetamine injections (n=4).
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Effect of amphetamine on Down state duration 
In line with the apparent increase in Up-Down state frequency seen in Figure 5.3, 
there was a trend for the Down state duration to decrease within ten minutes after the 
amphetamine injection (Figure 5.4 B; median change vehicle: -0.13% (IQR: -13.92 – 
4.58), amphetamine: -57.85% (IQR: -60.74 – -42.61)).  
 
5.4.4 Effect of systemic administration of amphetamine on Up state gamma power 
 
Figure 5.5 A shows the Up state gamma power in the four mPFC sub-regions 
(median and IQR) over the time course of the experiment. In agreement with the results 
in section 3.4.3, the Up state gamma power was higher in dorsal compared to ventral 
mPFC regions and the decrease in mean Up state gamma power along the dorsal-to-
ventral gradient was a gradual change. The vehicle injection at the beginning of the 
experiment did not notably affect Up state gamma power. Amphetamine, however, 
decreased Up state gamma power within ten minutes after injection (Figure 5.5 A).  
 
Time course  
A two-way RM ANOVA on all time points around the amphetamine injection, from 
-5 to 90 minutes (with respect to amphetamine injection) was run and revealed an effect 
of amphetamine on Up state gamma power (main effect of Time F(9,81)=14.98, p<0.001, 
n=4, Figure 5.5 A) as well as a sub-regional difference (main effect of Region 
F(3,81)=38.72, p<0.001). The amphetamine effect on Up state gamma power differed 
between the sub-regions (interaction Time*Region F(27,81)=19.40, p<0.001).  Post-hoc 
tests revealed that the overall effect of amphetamine lasted until 60 minutes after 
injection (Holm-Sidak test). Post-hoc tests within the specific sub-regions revealed that 
the amphetamine-induced reduction in Up state gamma power lasted up to 50 minutes 
after injection in the Cg, 60 minutes in the IL and 80 minutes after injection in the DP. 
No time point was significantly different from the baseline in PrL.  	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Figure 5.5. Amphetamine decreased Up state gamma power. (A) Line plot showing 
median Up state gamma power (error bars represent IQRs) over the time course of the 
experiment, for the four mPFC subregions (n=4). p-values are from a two-way RM 
ANOVA on aligned ranks, using the time points indicated by the black bracket. * 
indicates time points that were significantly different from the amphetamine baseline 
(Holm-Sidak post-hoc test after significant main effect of Time), * * * indicate time points 
that were significantly different from the baseline in Cg, IL, and DP, respectively 
(Holm-Sidak post-hoc test after significant Time*Region interaction). Grey brackets 
under graph mark the time points used for vehicle comparison in (B). (B) Box plot 
showing percentage change in Up state gamma power 20 minutes after vehicle and 
amphetamine injections (expressed as percent of baseline) for four mPFC sub-regions 
(n=4 rats). p-values from two-way RM ANOVA on aligned ranks; no post-hoc test was 
significant. (C) Example from one experiment showing gamma power aligned to the 
normalised Down-Up state cycle (mean +/-SEM over all Up states occurring within the 
10 minute data segment). Left plot shows aligned gamma power at 5 minutes before 
amphetamine injection, right plot shows aligned gamma power at 20 minutes after 
amphetamine injection.   
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Comparison with vehicle 
The percentage change (from baseline) in Up state gamma power after 20 minutes 
induced by amphetamine was compared to the percentage change induced after 
20 minutes by the vehicle (Figure 5.5 B). The change in Up state gamma power 
following amphetamine injection differed from the change following vehicle injection 
(main effect of Treatment, F(1,9)=27.04, p<0.05, n=4). Up state gamma power differed 
between the sub-regions (main effect of factor Region, F(3,9)=4.89, p<0.05), with a 
difference between Cg and DP (post-hoc Holm-Sidak test). The percentage change in 
Up state gamma power was not sub-region-dependent (interaction Treatment*Region 
F(3,9) = 0.06, p >0.05, for percentage change; medians and IQR values are reported in 
Table 5.1).  
 
Example data 
Figure 5.5 C shows the gamma power for one experiment aligned to the normalised 
Down-Up state cycle. In all sub-regions, gamma power increases sharply at the start of 
the Up state (Figure 5.5 C). Following amphetamine injection, the rise in gamma power 
at the beginning of the Up state occurs with a similar steepness, however does not reach 
the same peak value. 
 
5.4.5 Effect of systemic administration amphetamine on Up state high gamma power 
 
Figure 5.6 A shows the Up state high gamma power in the four mPFC sub-regions 
(median and IQR) over the time course of the experiment. In agreement with the results 
in section 3.4.3, the Up state high gamma power was higher in dorsal compared to 
ventral mPFC regions, with the main difference being between Cg/PrL and IL/DP. 
Neither the vehicle injection at the beginning of the experiment, nor the amphetamine 
injection seemed to affect the Up state high gamma power (Figure 5.6). 
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Figure 5.6. Amphetamine did not affect Up state high gamma power. (A) Line plot 
showing median Up state high gamma power (error bars represent IQRs) over the time 
course of the experiment, for the four mPFC subregions (n=4). p-values are from a 
two-way RM ANOVA on aligned ranks, using the time points indicated by the black 
bracket. Grey brackets underneath the figure mark the time points for the comparison 
with the vehicle. (B) Box plot showing percentage change in Up state high gamma power 
20 minutes after vehicle and amphetamine injections for four mPFC sub-regions (n=4 
rats). p-values are  from two-way RM ANOVA on aligned ranks. (C) Example from one 
experiment showing high gamma power aligned to the normalised Down-Up state cycle 
(mean +/-SEM over all Up states occurring within the 10 minute data segment). Left plot 
shows aligned high gamma power at 5 minutes before amphetamine injection, Right plot 
shows aligned high gamma power at 20 minutes after amphetamine injection.  
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Time course 
The analysis of the time course around the amphetamine injection from (-5 to 90 
minutes) revealed no effect of amphetamine (main effect of factor Time, F(3,81)=1.44, 
p>0.05, n=4, Figure 5.6). There was a sub-regional difference (main effect of factor 
Region, F(3,81)=20.95, p<0.001). There was a Region*Time interaction (F(27,81)=1.86, 
p<0.05). However, the effect of amphetamine was not significant in any individual sub-
region (post-hoc Holm-Sidak test). 
 
Comparison with vehicle 
The percentage changes 20 minute after injection for vehicle and amphetamine are 
shown in Figure 5.6 B. Medians and IQR values of the percentage change are given in 
Table 5.1. The percentage change following amphetamine injection was not different 
from the percentage change following the vehicle injection  (main effect of Treatment 
F(1,9)=1.25, p>0.05, n=4). There was no regional difference (main effect of Region 
F(3,9)=1.27, p>0.05) and no interaction between treatment and region (interaction 
Treatment*Region: F(3,9)=0.64, p>0.05). 
 
Example 
Figure 5.6 C shows an example of high gamma power from a single experiment 
aligned to the normalised Down-Up state cycle. Although it looks like the Up state 
gamma peak appears sharper in the Cg and PrL after the amphetamine injection, the 
mean Up state gamma power (as reported above) was not changed. 
 
5.4.6 Effect of systemic administration of amphetamine on Up state spindle power 
 
Figure 5.7 A shows the Up state spindle power in the four mPFC sub-regions 
(median and IQR) over the time course of the experiment. In agreement with the results 
in section 3.4.3, the Up state spindle power showed variation between the sub-regions, 
which was less pronounced than for Up state gamma and high gamma power. Neither 
the vehicle injection at the beginning of the experiment, nor the amphetamine injection 
seemed to affect the Up state spindle power (Figure 5.7 A). 	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Figure 5.7. Amphetamine decreased Up state spindle power. (A) Line plot showing 
median Up state spindle power (error bars represent IQRs) over the time course of the 
experiment, for the four mPFC subregions (n=4); p-values are from a two-way RM 
ANOVA on aligned ranks, using the time points indicated by the black bracket. * indicates 
time points that were significantly different from the baseline (Holm-Sidak post-hoc test 
after main effect of factor Time). Grey brackets mark the time points for the vehicle 
comparison. (B) Box plot showing percentage change in Up state spindle power 20 
minutes after vehicle and amphetamine injection for the four mPFC subregions (n=4). 
p-values are from a two-way RM ANOVA on aligned ranks. (C) Example from one 
animal showing spindle power aligned to the normalised Down-Up state cycle (mean 
+/-SEM over all Up states occurring within the 10 minute  data segment). Left: aligned 
spindle power 5 minutes before amphetamine injection. Middle: aligned spindle power 
10 minutes after amphetamine injection. Right: aligned spindle power 20 minutes after 
amphetamine injection.
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Time course  
 Up state spindle power during the time course of the experiment is shown in Figure 
5.7 A. An investigation of the time course around the amphetamine injection from -5 to 
90 minutes revealed that the amphetamine effect was significant (main effect of factor 
Time F(9,81)=4.72, p<0.001, n=4). Post-hoc tests revealed that data points at 10 minutes, 
30 and 40 minutes after amphetamine injection were significantly different from the 
baseline (Holm-Sidak test). There was a main effect of Region (F(3,81)=8.80, p<0.01), 
but no interaction Time*Region (F(27,81)=0.87 p>0.05).  
 
Comparison with vehicle 
 Looking at the percentage change after 20 minutes (Figure 5.7 B), the amphetamine 
effect was significantly different from the vehicle effect (main effect of Treatment: 
F(2,9)=16.59, p<0.05, n=4). There was no sub-regional difference (main effect of Region: 
F(3,9)=2.71, p >0.05). And the amphetamine did not differ between the sub-regions 
(interaction Treatment*Region F(3,9)=1.52, p>0.05). For the medians and IQR values of 
the percentage change see Table 5.2.  
 
Example data 
Figure 5.7 C (left panel) shows a representative example of the finer-scale changes in 
spindle power over the course of the normalised Down-Up state cycle during the 
baseline condition in an individual animal. Interestingly, the spindle power showed two 
peaks, one at the beginning, the other at the end of the Up state.  
Ten minutes after amphetamine injection Figure 5.7 C (middle panel), there was a 
decrease in Up state spindle power in all four sub-regions. In the dorsal mPFC regions 
(Cg and PrL), the timing of the spindle peak at the Up state onset was retained, but in 
the ventral mPFC regions (IL, DP) both spindle peaks during the Up state were 
completely abolished. In particular, the spindle power in the DP no longer seemed to be 
modulated by the Down state- Up state cycle.  
 
Twenty minutes after amphetamine injection we saw an overall increase in spindle 
power in DP during both the Up state and Down state (Figure 5.7 C, right panel). This 
was reflected as an increase in the mean Up-state power, and was seen consistently 
across subjects (as observed in Figure 5.7 A, +20 mins). However, despite this broad 
increase in spindle power in DP, there was no return of the characteristic double-peaked 
Up state activity seen in the baseline period. So the increase in spindle power in the DP 
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observed at 20 minutes in the group data (Figure 5.7 A) does not appear to represent a 
recovery of Up-state time locked spindle activity. 
 
 
  
Gamma % change 20 min post inj. 
Vehicle                    Amphetamine 
High gamma % change 20 min post inj. 
Vehicle                    Amphetamine 
Cg -8.73  
(-15.90 – 0.60) 
-66.37 
(-69.88 – 53.31) 
4.40 
(1.24 – 6.04) 
-7.09 
(-21.77 – 10.73) 
PrL -8.84  
(-15.78 – 7.37) 
-58.20  
(-68.46 – -48.50) 
8.10 
(1.55 – 14.23) 
8.50 
(-22.24 – 18.08) 
IL  -0.10  
(-9.77 – 1.45) 
-51.94  
(-63.79 – -43.29) 
-0.05 
(-4.67 – 5.18) 
-0.53 
(-20.16 – 9.98) 
DP 3.32  
(0.91 – 4.09) 
-54.40 
(-55.47 – -44.23) 
6.64 
(3.54 – 8.96) 
-16.53 
(-36.62 – 3.73) 
Table 5.1. Percentage change (median with IQR in brackets) in Up state gamma 
and high gamma power 20 minutes after vehicle or amphetamine injection. 
 
 
 
  
Spindle % change 20 min post inj. 
Vehicle                     Amphetamine 
Cg -3.85 
(-10.79 – -0.20) 
-19.94 
(-23.45 – -19.09) 
PrL -3.55 
(-6.76 – 1.09) 
-23.20 
(-27.60 – -21.75) 
IL 4.78 
(-0.37 – 8.33) 
-25.45 
(-35.05 – -13.79) 
DP 8.72 
(0.33 – 27.50) 
1.82 
(-29.78 – 29.33) 
Table 5.2. Percentage change (median with IQR in brackets) in Up state spindle 
power 20 minutes after vehicle or amphetamine injection. 	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5.4.7 Effects of systemic administration of the D1,5R agonist SKF38393 on Up Down 
state parameters 
 
The D1,5R agonist SKF38393 did not have an immediate effect on the Up-Down state 
parameters. There was a slow increase in Up-Down state frequency as well as a 
decrease in Up state duration (data not shown). However, these changes were small 
compared to the changes that occurred over time (section 5.4.1), so were not further 
analysed.  
5.4.8 Effects of systemic administration of the D1,5R agonist SKF38393 on Up state 
gamma power 
Time course 
  Up state gamma power over the time course of the experiment is shown in Figure 
5.8 A. Analysis of the time course from -5 to 60 minutes showed that SKF38393 
decreased Up state gamma power (main effect of factor Time F(6,72)=2.81, p<0.05, n=5). 
There was a difference between the sub-regions  (main effect of factor Region 
F(3,72)=66.65, p<0.001), with Cg being different from IL and DP, PrL being different 
from IL and DP, and IL from DP. There was also an interaction between region and 
time (Time*Region: F(18,72)=5.27, p<0.001). The decrease in Up state gamma power was 
significant at 10, 20 and 60 minutes after injection. Post-hoc tests (baseline vs all) 
revealed that in DP, the same time points were significantly different from the baseline. 
 
Comparison with vehicle 
The percentage change (after 20 minutes) in Up state gamma power induced by 
SKF38393 was different from the vehicle response (main effect of factor Treatment 
F(1,18)=40.45, p<0.001, n=7, Figure 5.8 B). There was a sub-regional difference in Up 
state gamma power (main effect of factor Region F(3,18)=3.98, p<0.05), but no 
significant interaction between treatment and region (Treatment*Region: F(3,18)=1.12, 
p>0.05). Median and IQR values are shown in Table 5.3. 
 
Example data 
 Figure 5.8 B shows an example of gamma power from a single experiment aligned to 
the normalised Down-Up state cycle, showing a decrease in mean Up state gamma 
power in all sub-regions. 	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Figure 5.8. The dopamine D1,5R agonist SKF38393 decreased Up state gamma 
power. (A) Line plot showing median Up state gamma power (error bars represent IQRs) 
over the time course of the experiment, for the four mPFC subregions (n=5); p-values are 
from a two-way RM ANOVA on aligned ranks, using the time points indicated by the 
black bracket. * indicates time points that were significantly different from the baseline 
(Holm-Sidak post-hoc test after main effect of factor Time. * indicates time points that 
were significantly different from the baseline within DP (Holm-Sidak post-hoc test after 
significant Time*Region interaction). Grey brackets mark the vehicle comparison in (B). 
(B) Percentage change in Up state gamma power 20 minutes after vehicle and SKF38393 
injection for the four mPFC subregions (n=7 animals). p-values are from a two-way RM 
ANOVA on aligned ranks. (C) Example from one experiment showing gamma power 
aligned to the normalised Down-Up state cycle (mean +/-SEM over all Up states 
occurring within the 10-minute data segment). Left: aligned gamma power at 5 minutes 
before SKF38393 injection, right: aligned gamma power at 10 minutes after SKF38393 
injection.
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5.4.9 Effects of systemic administration of the D1,5R agonist SKF38393 on Up state 
high gamma power 
 
Time course  
 Mean Up state high gamma power over the time course of the experiment is shown 
in Figure 5.9 A. Analysis of the time course from -5 to 60 minutes showed that there 
was no effect of SKF38393 on Up state high gamma power (main effect of factor Time 
F(6,72)=2.12, p>0.05, n=5). There was a sub-regional difference (F(3,72)=24.91, p<0.001), 
with Cg being different from IL and DP, and PrL being different from IL and DP. There 
was an interaction between region and time (Time*Region F(18,72)=4.81, p<0.001). 
However, no post-hoc comparison of time within any of the regions were significant 
(Holm-Sidak test). 
 
Comparison with vehicle 
 Comparing percentage change 20 min after SKF38393 injection with the percentage 
change 20 min after vehicle injection, there was a difference between SKF38393 and 
vehicle condition in Up state high gamma power (main effect of factor Time 
F(1,18)=6.98, p<0.01, n=7, Figure 5.9 B). There was no sub-regional difference (main 
effect of factor Region (F(3,18)=2.14, p>0.05). The effect of SKF38393 was sub-region-
dependent (interaction Time*Region F(3,18)=4.06, p<0.05). However, none of the post-
hoc test were significant (Holm-Sidak test). Median and IQR values are shown in Table 
5.3. 
 
Example data 
 Figure 5.9 B C shows an example of high gamma power from a single experiment 
aligned to the normalised Down-Up state cycle. A decrease in Up state high gamma 
power is apparent 20 minutes after SKF38393, without loss of the timing with respect to 
the UDS cycle. 	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Figure 5.9. The dopamine D1,5 receptor agonist SKF38393 decreased Up state high 
gamma power. (A) Line plot showing median Up state high gamma power (error bars 
represent IQRs) over the time course of the experiment, for the four mPFC subregions 
(n=5); p-values are from a two-way RM ANOVA on aligned ranks, performed on the time 
points indicated by the black bracket. Grey brackets mark the timepoints used for the 
comparison with the vehicle in (B). (B) Box plot showing percentage change in Up state 
high gamma power 20 minutes after vehicle and SKF38393 injection for the four mPFC 
subregions (n=7); p-values are from a two-way RM ANOVA on aligned ranks. (C) 
Example from one animal showing high gamma power aligned to the normalised 
Down-Up state cycle (mean +/-SEM over all Up states occurring within the 10-minute 
data segment). Left: aligned gamma power at 5 minutes before SKF38393 injection, 
right: aligned gamma power at 20 minutes after SKF38393 injection.
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5.4.10 Effects of systemic administration of the D1,5R agonist SKF38393 on Up state 
spindle power 
 
Time course  
 The time course of the effect of SKF38393 on Up state spindle power is shown in 
Figure 5.10 A. Analysis of the time course from -5 to 60 minutes revealed that 
SKF38393 did not have a significant effect (main effect of Time F(6,72)=1.06, p>0.05., 
n=5). There was a sub-regional difference (main effect of factor Region F(3,72)=5.02, 
p<0.05) and the interaction Time*Region was significant (F(18,72)=3.13, p<0.001). 
However, none of the post-hoc comparisons were significant within the regions. 
 
Comparison with vehicle 
 The percentage change in Up state spindle power 20 minutes following vehicle 
(DMSO) and SKF38393 injection is shown in Figure 5.10. There was no difference in 
percentage change at 20 minutes between SKF38393 and the vehicle (DMSO) (main 
effect of factor Time F(1,18)=0.19, p>0.05). There was no regional difference in 
percentage change at 20 minutes between SKF38393 and the vehicle (main effect of 
Region F(3,18)=2.86, p>0.05, n=7). There was no interaction between sub-region and 
treatment (Treatment*Region F(3,18)=0.03, p>0.05). Median and IQR values are shown 
in Table 5.4. 
 
Example data 
  Two illustrative examples of spindle power (aligned to the normalised Down-Up 
state cycle) before and after SKF38393 injection are shown in Figure 5.10 C.i and C.ii, 
respectively. Figure 5.10 C.i shows an example in which the timing of spindle peaks 
relative to the UDS cycle is retained, however spindle peaks are smaller and wider after 
SKF38393 injection. Figure 5.10 C.ii shows an example in which the spindle timing 
with respect to UDS cycle seems to be abolished. In both these examples, the mean Up 
state spindle power appears unchanged.  	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Figure 5.10. The D1,5 receptor agonist SKF38393 did not affect Up state spindle 
power. (A) Line graph showing showing median Up state spindle power (error barrs 
represent IQRs) over the time course of the experiment, for the four mPFC subregions 
(n=5);   p-values are from a two-way RM ANOVA on aligned ranks. (B) Box plot showing 
percentage change in Up state gamma power 20 minutes after injection of vehicle and   
SKF38393 for the four sub-regions; p-values are from a two-way RM ANOVA on aligned 
ranks. (C.i) Example of cycle-aligned gamma power from one experiment, before and 20 
minutes after SKF38393 injection. Although the mean Up state spindle power was 
comparable for each sub-region, the peak during the Up state appeared wider in this 
experiment. (C.ii) Another example for cycle-aligned spindle power before and 20 
minutes after SKF38393 injection. Again, the mean Up state spindle power was 
comparable, but the timing of spindle power with regard to the UDS cycle was abolished.
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Gamma % change 20 min post inj. 
 
       Vehicle                  SKF38393 
High Gamma % change 20 min post 
inj. 
       Vehicle                      SKF38393 
Cg -13.67 
(-28.89 – -11.47) 
-33.71 
(-36.70 – -16.24) 
-0.82 
(-6.72 – 5.77) 
-12.59 
(-23.86 – -8.00) 
PrL -11.41 
(-23.19 – 3.63) 
-31.05 
(-41.56 – -25.10) 
6.78 
(-2.40 – 11.27) 
-12.36 
(-17.73 – -7.89) 
IL  -15.82 
(-23.83 – -6.93) 
-24.10 
(-38.77 – -17.70) 
3.81 
(-8.52 – 9.26) 
-6.94 
(-14.43 – 1.27) 
DP -10.61 
(-22.41 – 1.24) 
-22.00 
(-37.00 – -18.01) 
-6.32 
(-9.30 – 7.51) 
-7.61 
(-24.28 – 2.12) 
Table 5.3 Percentage change (median and IQR in brackets) in Up state gamma and 
high gamma 20 minutes after vehicle and SKF38393 injection. 
 	  	  	  
  
Spindle  % change 20 min post inj.  
     Vehicle                  SKF38393 
Cg -9.68 
(-12.17 – -4.29) 
-7.39 
(-11.26 – 6.72) 
PrL -9.17 
(-20.99 – -2.33) 
-6.81 
(-15.96 – 6.26) 
IL   -5.82 
(-7.93 – 2.58) 
7.32 
(-15.10 – 12.21) 
DP 3.56 
(-5.63 – 31.10) 
24.71 
(-26.86 – 38.54) 
Table 5.4 Percentage change (median with IQR in brackets) in Up state spindle 
power 20 minutes after Vehicle and SKF38393 injection. 
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5.4.11 Effects of systemic administration of the dopamine D4R agonist A412997 on 
Up Down state parameters 
 
The D4R agonist A412997 did not have a strong, immediate effect on the Up-Down 
state parameters (data not shown). There was an increase in Up-Down state frequency 
as well as a decrease in Up state duration. However, these changes were small 
compared to the changes that occurred over time (section 5.4.1), so were not further 
investigated.  
 
5.4.12 Effects of systemic administration of the dopamine D4R agonist A412997 on 
Up state gamma power 
 
Time course  
 The mean Up state gamma power over the time course of the experiment is shown in 
Figure 5.11. Analysing all time points from -5 to 70 minutes around A412997 injection 
revealed a significant effect of the drug (main effect of Time: F(7,84)=8.28, p<0.001, 
n=5), and all time points from 10 to 40 minutes after injection were significantly 
different from the baseline (Holm-Sidak post-hoc test). There was a sub-regional 
difference in Up state gamma power (main effect of Region (F(3,12)=55.01, p<0.001). 
The drug effect was region-specific (interaction Time*Region F(21,84)=5.98, p<0.001), 
with the 10 to 40 minutes time points being significant for the DP only (Holm-Sidak 
post-hoc test).  
 
Comparison with vehicle 
 The percentage changes after 20 minutes that occurred with the vehicle and with 
A412997 for the four sub-regions are shown in Figure 5.11 B. There was a significant 
difference between the effect of A412997 and the effect of the vehicle (main effect of 
Treatment: F(1,12)=159.872, p<0.001, n=5). There was no sub-regional difference in Up 
state gamma power (main effect of Region F(3,12)=2.64, p>0.05). Although there was a 
regional component to the A412997 effect (interaction Treatment*Region F(3,12)=6.434, 
p<0.01), none of the post-hoc comparisons were significant (Holm-Sidak test). The 
median percentage change and IQR values are shown in table Table 5.5. 
 	    
00.5
1
1.5
2
2.5
0 100-1000 100-100
0
0.5
1
1.5
2
2.5
G
am
m
a 
po
w
er
 (1
04
 ȝ
V
2 )
A412997
(20 min)
B C
Cg
PrL
IL
DP
Mean 
+/- SEM
Figure 5.11. The dopamine D4 receptor agonist A412997 decreased Up state gamma 
power. (A) Line plot showing median Up state gamma power (error bars represent IQRs) 
over the time course of the experiment, for the four mPFC subregions (n=5); p-values are 
from a two-way RM ANOVA on aligned ranks, performed on the time points indicated by 
the black bracket. * indicates time points that were significantly different from baseline, 
* indicates time points that were significantly different from baseline in DP; grey brackets 
mark the timepoints used for vehicle comparison. (B) Box plot showing percentage 
change in Up state gamma power 20 minutes after vehicle and A412997 injection for the 
four mPFC subregions (n=5); p-values are from a two-way RM ANOVA on aligned 
ranks. (C) Example from one experiment showing gamma power aligned to the 
normalised Down-Up  state cycle (mean +/-SEM over all Up states occurring within the 
10-minute  data segment). Left: aligned gamma power at 5 minutes before A412997 
injection, right: aligned gamma power 20 minutes after A412997 injection.
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Example data 
 Figure 5.11 C shows an example of gamma power from a single experiment, aligned to 
the normalised Down-Up state cycle, exhibiting a marked decrease in Up state gamma 
power 20 minutes after D4R activation with A412997 injection.  
 
5.4.13 Effects of systemic administration of the dopamine D4 R agonist A412997 on 
Up state high gamma power 
 
Time course 
 Up state high gamma power over the time course of the experiment is shown in 
Figure 5.12 A. Analysing over all time points from -5 to 70 minutes, A412997 did have 
an effect (main effect of Time F(7,84)=3.90, p<0.01, n=5). However, no single time point 
was different from the baseline in a post-hoc comparison (Holm-Sidak test). There was 
a sub-regional difference in Up state high gamma power (main effect of Region: 
F(3,84)=22.217, p<0.001), as well as a significant interaction (Time*Region: F(21,84)=2.62, 
p<0.001). However, none of the post-hoc comparisons were significant (Holm-Sidak 
test). 
 
Comparison with vehicle 
 The percentage change 20 minutes after injection of A412997 was different from the 
vehicle injection (main effect of Treatment: F(1,12)=44.10, p<0.01, n=5). Figure 5.12 B 
shows the percentage change for the four sub-regions. There was no sub-regional 
difference in Up state high gamma power (main effect of Region: F(3,12)=3.02, p>0.05). 
There was no sub-regional difference in the D4R agonist effect (interaction 
Treatment*Region: F(3,12)=0.11, p>0.05). Hence, the D4R agonist decreased Up state 
high gamma power equally in all mPFC sub-regions. The median percentage change 
and IQR values are shown in table Table 5.5. 
 
Example data 
 Figure 5.12 C shows an example of high gamma power from a single experiment, 
aligned to the normalised Down-Up state cycle, before and 20 minute after A412997 
injection. A decrease in high gamma power is clearly visible in all sub-regions, the 
timing of the peak at the beginning of the Up state seems retained. 	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Figure 5.12. The dopamine D4 receptor agonist A412997 decreased Up state high 
gamma power. (A) Line plot showing median Up state high gamma power (error bars 
represent IQRs) for the four mPFC subregions (n=5); p-values are from a two-way RM 
ANOVA on aligned ranks, performed on the time points indicated by the black bracket. 
Grey brackets mark the timepoints for the vehicle comparison. (B) Boxplot showing 
percentage change in Up state high gamma power 20 minutes after vehicle and A412997 
injection for the four mPFC subregions (n=5 animals); p-values are from a two-way RM 
ANOVA on aligned ranks. (C) Example from one animal showing high gamma power  
aligned to the normalised Down-Up state cycle (mean +/-SEM over all Up states 
occurring within the 10-minute data segment). Left: aligned gamma power at 5 minutes 
before A412997 injection, right: aligned gamma power 20 minutes after A412997 
injection (mean +/-SEM).    
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5.4.14 Effects of systemic administration of the dopamine D4 R agonist A412997 on 
Up state spindle power 
 
Time course 
Up state spindle power over the time course of the experiment is shown in Figure 
5.13 A. The analysis of the full A412997-related time course from -5 to 70 minutes 
revealed a late increase in spindle power (main effect of Time: (F(7,84)=8.22, p<0.001, 
n=5), with time points 50, 60 and 70 minutes significantly different from the baseline 
(Holm-Sidak post-hoc test, Figure 5.13 A). There was no sub-regional difference in Up 
state spindle power (no main effect of factor Region: F(3,84)=0.90, p>0.05). The increase 
in spindle power was not sub-region dependent (interaction Time*Region: F(21,84)=0.668 
p>0.05).  
 
Comparison with vehicle 
 There was a trend for A412997 to briefly decrease Up state spindle power (Figure 
5.13 A). However, the percentage change, 20 min after injection, induced by A412997, 
did not differ from the effect of the vehicle (main effect of factor Treatment 
F(1,12)=0.017, p>0.05, n=5, Figure 5.13 B). There was neither a sub-regional difference 
in Up state spindle power (main effect of factor Region F(3,12)=0.07, p>0.05), nor an 
interaction between sub-region and treatment (Treatment*Region F(3,12)=1.84, p>0.05). 
Median and IQR values are shown in Table 5.6. 
 
Example 
Figure 5.13 C shows spindle power from one animal (aligned to the normalised 
Down state-Up state cycle) over the time course of the experiment. As can be seen from 
this example, the increase in spindle power (50-70 min afer injection) was time-locked 
to the Up state, and more specifically, showed the typical temporal pattern with time-
locking to the start and end of the Up state.  	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Figure 5.13. The dopamine D4 receptor agonist A412997 increased Up state spindle 
power. (A) Line graph showing median Up state spindle power (error bars indicate IQR 
error bars for the four mP FC subregions (n=5); p-values are from a two-way RM 
ANOVA on aligned ranks; * indicates time points that were significantly different from 
the baseline (Holm-Sidak post hoc test at overall significance level 0.05). Grey brackets 
indicate time points used in vehicle comparison in (B). (B) Box plot showing percentage 
change in Up state spindle power 20 minutes after vehicle and A412997 injection for the 
four mPFC subregions (n=5 animals); p-values are from a two-way RM ANOVA on 
aligned ranks. (C) Example from one animal showing spindle power aligned to the 
normalised Down-Up  state cycle (mean +/-SEM over all Up states occurring within the 
10-minute data segment) at baseline, 20, 50 and 70 minutes after A412997 injection 
showing a late increase in spindle power. 
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Gamma % change 20 min post inj. 
 
       Vehicle                  A412997 
High Gamma % change 20 min post 
inj. 
       Vehicle                      SKF38393 
Cg 3.56 
(-2.86 – 10.79) 
-63.49 
(-67.82 – 34.81) 
5.60 
(-2.84 – 9.53) 
-20.16 
(-31.96 - -3.57) 
PrL 5.66 
(0.26 – 7.12) 
-58.60 
(-68.57 - -31.21) 
4.26 
(2.38 – 7.43) 
-18.37 
(-31.76 - -2.36) 
IL  -0.89 
(-5.81 – 0.73) 
-57.98 
(-67.63 - -26.76) 
1.47 
(-0.75 – 2.87) 
-18.85 
(-34.91 - -8.13) 
DP -4.00 
(-7.26 – 0.85) 
-45.12 
(-49.58 - -21.06) 
4.35 
(0.91 – 6.21) 
-18.24 
(-26.66 - -12.46) 
Table 5.5. Percentage change (median and IQR values in brackets) in Up state 
gamma and high gamma  power 20 minutes after vehicle and A412997 injection. 
 
 
  
Spindle  % change 20 min post inj.  
     Vehicle                  A412997 
Cg -4.98 
(-8.80 – 10.94) 
-0.15 
(-12.75 – 1.97) 
PrL -3.46 
(-5.83 – 14.85) 
-0.29 
(-21.51 – 23.56) 
IL   1.22 
-7.05 – 18.04) 
-4.48 
(-33.13 – 21.06) 
DP 12.31 
(-4.30 – 20.65) 
-6.29 
(-27.57 – 8.28) 
Table 5.6. Percentage change (median and IQR values) in Up state spindle power 
20 minutes after Vehicle and A412997 injection 
 
 A412997 decreased Up state gamma and high gamma power (for up to 40 minutes 
after injection) and increased Up state spindle power from 50-70 minutes after injection. 
Although these effects were observed in the same data set, it might not mean that they 
occur to the same extend in one individual animal. It might be that in some animals, the 
early decrease in the gamma bands was the dominant effect, whereas in others, the late 
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increase in spindle power was the dominant effect. In addition, the suppression of the 
VSMP observed after administration of A412997 in two out of five experiments (see 
also section 4.4.8) could influence the Up state power (Figure 5.14 C). Indeed, Up state 
power in the gamma and high gamma power seemed reduced during the suppression of 
the VSMP. Figure 5.14 A shows an LPF segment containing a ‘high power state’ of the 
VSMP (under baseline condition). Figure 5.14 B shows the LFP eight minutes after 
injection of A412997, when the VSMP was supressed. A marked reduction of Up state 
gamma and high power can be observed in the DP but not in the Cg (Figure 5.14 B). 
Seventy minutes after A412997 injection, the ‘high power states’ of the VSMP had re-
occurred and, in particular, Up states occurring during or just prior to the ‘high power 
state’ of the VSMP were characterised by strong spindle oscillations at ~13 Hz (Figure 
5.14 C). Hence, this example indicates that the suppressive effect of A412997 on the 
VSMP might be related to the early reduction in gamma and spindle power. 
 
 To see if the early decrease in gamma and high gamma power and the late increase in 
spindle power occurred in a single experiment, and if the suppression of the VSMP 
played a role in the initial decrease in Up state gamma and high gamma power in the 
DP, data from the DP region from all experiments was plotted (Figure 5.15), indicating 
experiments with and without suppression of the VSMP. A decrease in Up state gamma 
power occurred in all experiments (n=5, Figure 5.15 A), whereas the temporary 
suppression of the VSMP occurred only in two out of five experiments. No obvious 
difference between experiments with and without the VSMP was apparent for the Up 
state high gamma power (Figure 5.15 B). The late increase in Up state spindle power 
also occurred in all experiments (Figure 5.15 C). Hence, the effects of A412997 on the 
nested fast oscillation power occur independently of its effect on the VSMP. 	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Figure 5.14. Example recordings showing early decrease in Up state gamma and 
high gamma power and late increase in Up state spindle power. (A) LFPs (black) and 
spectrograms of LFP recorded from Cg and DP during baseline conditions. (B) LFPs and 
spectrograms of LFP recorded from Cg and DP 8 minutes after A412997 injection. In this 
example, the high power state of the VSMP was abolished and the Up state gamma and 
high gamma power was reduced. (C) LFPs  and spectrograms of LFP recorded in Cg and 
DP during baseline conditions 70 minutes after A412997 injection.The VSMP had 
returned and was accompanied by strong spindle activity. This biphasic effect was 
observed in two out of five experiments.
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5.5 Discussion 
5.5.1 Summary of results  
 
 Here I summarise the results of this section. As a quantitative overview, I also show 
a summary of my results in Figure 5.16 (except the delayed A412997 effect on Up state 
spindle power).  
 
• The UDS parameters were not stable over time, hence effects of the dopamine-
modulating drugs could not be reliably assessed. 
• The parameters of the nested fast oscillations were stable over several hours, 
hence effects of the dopamine-modulating drugs could be assessed. 
• Amphetamine markedly decreased Up state gamma power as well as Up state 
spindle power within 20 minutes, but did not affect high gamma power. 
• The D1.5R agonist SKF38393 decreased Up state gamma power as well as Up 
state high gamma power within 20 minutes, but did not affect spindle power.  
• The D4R agonist A412997 decreased Up state gamma power as well as Up state 
high gamma power within 20 minutes. A412996 additionally had a delayed 
effect, in that it increased spindle power after 50 minutes (the increase was 
significant from 50-70 minutes). 
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Figure 5.16. Summary of the results regarding application of dopaminergic agents. 
Boxplots showing percentage change following 20 minutes of vehicle and drug 
(within-animal control) for amphetamine (n=4), the D1,5R agonist SKF38393 (n=7), and 
the D4R agonist A412997 (n=5), for the four mPFC subregions. 
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 The results in this chapter were obtained from urethane-anaesthetised rats and drugs 
were applied systemically. These methodological caveats will be discussed in detail in 
Chapter 6. 
5.5.2 Long-term stability of UDS parameters during urethane anaesthesia 
 
 When recording mPFC UDS activity for the duration of three hours, the Up state 
frequency consistently increases from hour 1 to hour 3, whereas the Down state 
duration consistently decreased from hour 1 to hour 3, making the interpretation of any 
results difficult. The change observed for both parameters was gradual rather than 
fluctuating, which matches the constant decline of urethane concentration in the blood 
(Nomeir et al., 1989; Sotomayor and Collins, 1990). There was a trend for amphetamine 
to increase UDS frequency and decrease Down state length within 10 minutes after 
injection, which would be in line with the fact that dopamine-enhancing drugs have can 
speed up emergence from general anaesthesia (Benveniste and Volkow, 2013). This 
trend could only be further investigated by testing against a time-control group. 
 
5.5.3 Effects of dopaminergic agents on Up state gamma oscillations in the mPFC 
 
My results suggest that amphetamine, the D1,5R agonist SKF38393, and the D4R 
agonist A412997, all decrease Up state gamma power in urethane anaesthetised rats. 
 
Amphetamine and D1,5  receptor activation decreased Up state gamma oscillations 
In line with the amphetamine-induced decrease in Up state gamma observed in the 
mPFC in my experiments, in vitro experiments in hippocampal sliced have revealed a 
reduction of gamma power following dopamine application (Weiss et al., 2003; 
Wójtowicz et al., 2009). In line with the D1,5R agonist-induced decrease in Up state 
gamma observed in the mPFC in my experiments, a reduction of gamma power after 
D1R activation has also been reported in the hippocampus (Weiss et al., 2003). Another 
study, however, failed to confirm the effect of dopamine or D1R activation on gamma 
oscillations (Andersson et al., 2012b).  
 
One could speculate that these differences in dopamine/D1R-agonist effects are 
related to the differences in the pharmacological agents used for the induction of 
oscillations in slice preparations. These agents were either kainate or carbachol, and 
interestingly kainate alters glutamatergic function and glutamate-dopamine interactions 
	  197	  
have been observed (Tseng, 2004). Surprisingly, however, another in vitro study found 
that dopamine did decrease hippocampal oscillations induced by bath application of 
kainate (Wójtowicz et al., 2009). Both studies investigated effects in CA3 of the 
hippocampus, and the kainate dose to induce oscillations is comparable between the two 
studies. (Wójtowicz et al., 2009) found a 20%-70% reduction of gamma power after 
application of 30 µM-100 µM of dopamine. (Andersson et al., 2012b), however,  found 
no effect at 10µM and 200 µM of dopamine. Hence, it is not clear what causes these 
differences. 
 
Amphetamine and D4 receptor activation decreased Up state gamma oscillations – 
comparison with PFC in vivo study  
In contrast to my findings, previous studies have shown that systemic injection of 
amphetamine or direct D4R activation, increase gamma oscillations in the prefrontal 
cortex in awake rats (Wood et al., 2012; Kocsis et al., 2013). Kocsis and Colleagues 
(2013) used the same D4R agonist, A412997, at the same dose (10 mg/kg) as I have 
reported in this thesis. Hence, this difference is likely due to the difference between 
anaesthesia and wakefulness, and indeed it has previously been reported that 
dopaminergic effects can be the opposite under anaesthesia from those seen during 
wakefulness (Seamans and Yang, 2004).  
 
Seamans and Yang (2004) have performed a meta-analysis of rat and monkey studies 
of the effects of dopamine on PFC firing rates and came to the conclusion that 
background activity determines the dopamine response, with dopamine having 
inhibitory effects on PFC firing rates under anaesthesia, but excitatory effects on PFC 
firing rates in awake rats and monkeys (Seamans and Yang, 2004). Seamans and Yang 
(2004) suggest that these opposing effects occur because dopamine modulates both 
inhibitory GABAA-mediated responses as well as NMDA receptor-mediated responses. 
Specifically, they suggest that, in in vitro slice preparations, as well as in anaesthetized 
animals, low-level background NMDA receptor activity leads to inhibitory responses 
outweighing excitatory responses, whereas in awake animals, high-level background 
NMDA receptor activity means that dopamine exerts a strong excitatory effect 
(Seamans and Yang, 2004). It is plausible that such reduced background NMDA 
receptor activity under urethane anaesthesia (Hara and Harris, 2002) is the cause of the 
contrast between my findings, and those previously reported in awake rodents. Results 
obtained under urethane anaesthesia might thus be more comparable to in vitro results.  
	  198	  
 
 The difference between the effect observed in (Kocsis et al., 2013) and my study 
could also be due to difference between awake gamma activity and nested gamma 
activity as it occurs during SWA. Results obtained in anaesthetised animals might be 
more applicable to natural SWS than to awake state. 
D4 receptor activation decreased Up state gamma oscillations – comparison with 
hippocampus in vitro study  
Again in contrast to my findings of a D4R agonist induced decrease in mPFC Up 
state gamma oscillations, a hippocampal slice study (Andersson et al., 2012a) has found 
that D4R activation induces an increase in kainate-induced gamma oscillation. There are 
a number of possible explanations for the differences seen between hippocampal in 
vitro studies and my PFC in vivo findings.  
 
Firstly, it is important to note that the kainate-induced hippocampal gamma 
oscillations are persistent, whereas the periods of gamma activity investigated in this 
thesis are transient. It is also worth noting that the frequency band definition of the 
gamma band used by (Andersson et al., 2012b) (20-50 Hz and therefore in the beta/low-
gamma range) differs greatly from the definition used by me in this thesis (30-80 Hz, 
which is a more typical consensus definition in the literature). 
 
Given the opposite effects of D4R activation seen in the two areas (mPFC and 
hippocampus), the mechanistic basis of these effects must clearly be different. 
(Andersson et al., 2012a) found that their D4R agonist-induced increase in gamma 
oscillations was due to increased coupling of fast-spiking interneuron activity with the 
ongoing gamma rhythm, and could be blocked by the selective NMDA receptor 
antagonist (2R)-amino-5-phosphonovaleric acid (AP5). They therefore suggest a role 
for NMDA receptors on fast-spiking interneurons in this response (although this is not 
directly proven).  
 
In contrast, in the PFC, D4R activation has been shown to alter glutamate and GABA 
signalling: Specifically, D4R activation can decrease surface clusters of AMPA 
receptors on inhibitory GABAergic interneurons, leading to a decrease in glutamate 
transmission (Yuen and Yan, 2009). D4R activation has also been shown to decrease 
GABAA signaling in PFC pyramidal cells (Wang et al., 2002). In addition D4R 
activation can lead to internalisation of NMDA receptors (Wang et al., 2003).  
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 As D1R activation has the opposite effect in that it increases expression of AMPA 
receptors (Sun, 2005) and NMDA receptors (Gao and Wolf, 2008), the observed 
decrease in gamma after D1R activation and D4R activation are unlikely modulated by 
these receptors, as opposing effects on gamma would be expected with D1R and D4R 
activation.  
 
 Given the above, GABAA receptors seem to be a likely candidate to be involved in 
the mechanisms of dopaminergic modulation of Up state gamma described in this 
chapter. In the PFC, D4R activation decreases post-synaptic GABAA receptor-mediated 
currents in pyramidal neurons. D1R activation inhibits interneuron-interneuron GABAA 
receptor-mediated transmission (Towers and Hestrin, 2008) and pyramidal cell IPSPs 
(Gonzalez-Islas and Hablitz, 2001). Gamma oscillations are generated by synchronous 
firing of inhibitory interneurons, which impose well-timed inhibition on large numbers 
of pyramidal cells. Hence disruption of interneuron-interneuron communication as well 
as decreased responses of pyramidal cells to interneuron-mediated inhibition could 
disrupt gamma oscillations and result in a decreased power of these oscillations. 
 
 To summarise, the literature suggests that the increase in gamma activity observed 
after D4R activation in hippocampal slices seems likely to be NMDAR-mediated, 
whereas the decrease in Up state gamma observed in this thesis in the PFC may be 
GABAA receptor-mediated. Indeed, (Andersson et al., 2012a) show that in the 
hippocampus, D4R activation does not affect GABAergic currents in hippocampal 
pyramidal cells (Andersson et al., 2012b). 
 
 It is finally worth noting that there is some controversy regarding D4R expression. In 
some studies, D4R expression is suggested to be similar in PFC and hippocampus 
(Defagot et al., 2003; Andersson et al., 2012b), although another study finds PFC 
expression to be higher (Ariano et al., 1997), and in both regions, D4 receptors are 
located in pyramidal cells and interneurons (Mrzljak et al., 1996), with stronger 
expression in interneurons (Mrzljak et al., 1996). (Andersson et al., 2012b) find D4 
receptors to be mainly expressed in hippocampal interneurons, and very low in 
pyramidal cells. And yet another study finds the D4 receptor to be expressed in the 
prefrontal cortex, but not in the hippocampus (Noaín et al., 2006). 
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 To conclude, whereas the D1,5R agonist-induced decrease in Up state gamma power 
observed in the mPFC in this thesis is in agreement with several hippocampal slice 
studies, the D4 receptor agonist-induced decrease in Up state gamma power in the 
mPFC is in contrast with another in vivo study in the PFC, as well as an in vitro study in 
the hippocampus. As discussed, these discrepancies are likely due to brain state 
(anaesthesia versus awake) and regional differences in D4R modulation (PFC versus 
hippocampus). 
 
5.5.4 Effect of dopaminergic agents on Up state high gamma oscillations in the 
mPFC 
 
Both the D1,5R agonist and the D4R agonist moderately decreased high gamma 
power. Amphetamine, however, did not affect high gamma power.  
Given that amphetamine leads to dopamine release and thus, a non-specific receptor 
activation, which will also activate D2,3 receptors, the effect of the amphetamine-
induced activation of D1,5 and D4 receptors might be counteracted by simultaneous D2,3 
receptor activation. Indeed, in mPFC cells, D1,5R and D2,3R activation have been 
reported to have opposing effects on GABAA-mediated IPSCs (Trantham-Davidson et 
al., 2004) as well as NMDA currents (Zheng et al., 1999). Hence, a co-activation of D1,5 
receptors and D2,3 receptors could possibly lead to a masking of any receptor-specific 
effects. Masking of a D4 receptor-mediated effect due to background of D1,5R activity 
has been observed for hippocampal gamma in vitro (Andersson et al., 2012b). 
 
 As amphetamine increases not only dopamine, but also noradrenaline levels, 
noradrenaline could also counter-act the effects of dopamine D1,5R and D4R activation 
and mask an effect. 
 
Another possible explanation for the lack of an effect with amphetamine involves 
gap junction coupling. As discussed in section 1.4.7, gap junctions are likely involved 
in the mechanisms of generation of high gamma oscillations and the results might also 
be explained by dopaminergic modulation of gap junction coupling. Non-selective 
stimulation of dopamine receptors by exogenous dopamine seems not to affect gap 
junction coupling, whereas D1R and D4R activation decreases gap junction coupling 
(Furth et al., 2013). This could explain why SKF38393 and A412997 decrease high 
gamma oscillations, but amphetamine does not. 
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5.5.5 Effect of dopaminergic agents on Up state spindle oscillations in the mPFC 
 
 Of the dopaminergic agents, only amphetamine significantly affected mean Up state 
spindle power after 20 minutes, exerting an inhibitory effect. The timing of the first 
spindle peak was retained in Cg and IL. SKF3839, despite not changing the mean Up 
state spindle power, had some effects on the width of the spindle peak, and on the 
timing of spindles relative to the normalized UDS cycle.  
 
 The D4R agonist A412997 changed neither the mean Up state spindle power, nor the 
timing of the two spindle peaks relative to the UDS cycle. Interestingly, the D4R agonist 
lead to a late increase in Up state spindle power with a long latency of 50 minutes after 
injection. This effect lasted at least up to 70 minutes after the injection. This increased 
spindle power was still well-timed with respect to the UDS cycle, indicating that it does 
not constitute aberrant activity. 
 
In awake rats, systemic block of D2-like receptors with raclopride or haloperidol 
(which also has a high affinity for the D4R), increases power of high voltage spindles 
(5-13 Hz) in globus pallidus and motor cortex in freely moving rats (Yang et al., 2013). 
However, differences between this study and my study might be ascribed to differences 
between awake behaving and anaesthetized rats. Specifically, spindles observed during 
SWA under urethane anaesthesia might be very different to high voltage spindles 
observed in awake rats. In addition, it is likely that D2R activation might play a part in 
the spindle increase observed by (Yang et al., 2013). The D4R agonist we used 
(A412997) is highly selective for D4 receptors (binding affinity Ki=12.1 for D4 
receptors), and has negligible affinity for other known receptors (Ki>1000nM). A third 
difference is the brain area, these spindles were observed in globus pallidus and motor 
cortex, whereas I recorded in the prefrontal cortex. 
 
 In humans, the D1R antagonist NNC-687 has been shown to increase spindle density 
and spindle burst duration (Eder et al., 2003) during NREM sleep, suggesting a 
facilitatory role of low-level D1R activation for spindles. This indicates that either active 
D1R activation inhibits spindle activity, or that block of D1 receptors unmasks the 
facilitating effect of dopamine on spindles of another dopamine receptor, possibly the 
D4R. Unmasking of a D4 receptor effect by blocking D1 receptors has been observed 
previously (Andersson et al., 2012b). However, there is no evidence from the original 
study that this is the case. Both of these possibilities would be in agreement with my 
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results, as 1.) SKF38393, while it did not change the mean Up state spindle power, 
seemed to alter the spindle timing, and 2.) D4R activation with A412997 increased 
spindle power (with a long latency). 
 
Possible mechanisms for D4 receptor mediated late increase in spindle power 
The thalamic reticular nucleus (TRN) can generate cortical spindles (Halassa et al., 
2011) and expresses dopamine D4 receptors (Mrzljak et al., 1996). Dopamine D4R 
activation suppresses TRN IPSCs induced by globus pallidus stimulation in vitro 
(Govindaiah et al., 2010). This might result in disinhibition of TRN neurons, which, 
through its effects on thalamocortical neurons, could increase cortical spindle activity. 
(Govindaiah et al., 2010)  
As described previously, D4R activation elevates hippocampal gamma in vitro, 
possibly via activation of NMDA receptors on inhibitory interneurons (Andersson et al., 
2012a). PV+ interneurons might also play a role in the manifestation of cortical spindles, 
as a possible coupling of PV+ basket cell firing to Up state spindles has been observed 
(Massi et al., 2012). Hence, another possibility is that the late increase in spindle power 
after D4R agonist application might be mediated by NMDA receptors on GABAergic 
interneurons. 
 
 In my results, I observed a phenomenon of increased Up state spindle power at 50 
minutes after the administration of the D4R agonist A412997.  
 Dopamine can have long-lasting effects (up to hours after release), even after it has 
been washed out. For D1 receptor activation it has been shown that these long-lasting 
effects may be mediated by Ca2+-dependent kinases and phosphatases, which are 
themselves activated by Ca2+ influx via NMDA receptors and voltage-dependent Ca2+ 
channels (Seamans and Yang, 2004).  
 
 A recent study finds biphasic, long-lasting effects of the D4R agonist PD168077 on 
PV+ interneurons in vitro (Zhong and Yan, 2014). From five to eleven minutes after 
PD168007 application, PV+ interneuron firing rate was strongly increased, and then 
significantly decreased, remaining below baseline at least until 30 minutes after drug 
application. This effect might be related to my results, as D4Rs are predominantly 
expressed on PV+ interneurons in the mPFC (section 1.5.3), fast spiking interneurons 
are involved in gamma rhythm generation (section 1.4.7).  
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 In summary, long-lasting dopamine effects have previously been observed, but to 
my knowledge, I am the first to show a 50-minutes delayed increase in Up state spindle 
power after D4R activation. 
 
5.5.6 Susceptibility of spindle temporal pattern to disruption by dopaminergic agents 
 
 In my experiments, gamma and high gamma power seemed to retain their temporal 
pattern during the Down-Up state cycle, even when the mean power varied. However, 
spindle activity seemed to be more susceptible to changes in its fine temporal pattern 
during the Up state. Specifically, it was disrupted in the ventral sub-regions of the 
mPFC in response to amphetamine, and in all sub-regions of the mPFC in response to 
SKF38393. So far this is just an observation. Further analysis of the phase locking of 
the spindle peak to the UDS cycle would shed light on these possible changes.  
 
5.5.7 Sub-regional differences 
 
Only very small differences were found in the dopamine-mediated responses 
between the sub-regions. The effect seen in my experiments had the same direction of 
effect across the different sub-regions, except in the case of SKF38393 on spindle 
power, where the median change in Cg and PrL was negative, but the median change in 
IL and DP was positive. 
 
A statistically significant difference between the sub-regions was found for the 
decrease in gamma power induced by A412997 application and the decrease in high 
gamma power induced by SKF38393 application. However, no post-hoc test was 
significant, so which region was different could not be identified. Comparing the 
percentage changes in high gamma after SKF38393 application for the four sub-regions, 
there was only a small difference in median change. However, the percentage change in 
gamma power induced by the D4R agonist A412997 seemed to be less strong in the DP 
region compared to the other three mPFC sub-regions. This seems surprising, given that 
the ventral mPFC shows stronger dopaminergic innervation, and a recent study showed 
an increasing density of tyrosine hydroxylase positive fibres from dorsal to ventral 
mPFC (Cg<PrL<IL) (Zhang et al., 2010). There is also an indication of higher D4R 
expression in the ventral mPFC (Wedzony et al., 2000). Hence, the smaller percentage 
change in gamma power in the DP region compared to the rest of the mPFC after D4R 
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agonist application might not be due to lower dopamine innervation, or lower receptor 
expression, but rather related to the fact that baseline gamma activity was already very 
low in the DP. 
 
5.6 Conclusions and future research 
 
 In this chapter, I have revealed previously unreported dopaminergic modulation of 
Up state-nested gamma, high gamma and spindle oscillations during mPFC SWA.  
 
The three dopaminergic agents used had distinct effects on spindle activity, either 
affecting mean spindle power or the timing of spindle oscillations, with different time 
courses. Both the magnitude of spindle activity as well as the timing are likely to be 
crucial for memory processes during sleep. Hence, studies in chronically implanted rats, 
which perform a memory task and then receive dopaminergic stimulation in a sub-
sequent sleep period in the attempt to enhance spindle power or disrupt spindle timing, 
would shed light on whether dopamine plays a role in sleep-dependent memory 
consolidation via its action on Up state fast oscillations.  
 
The effect of the dopaminergic agents on spindle timing with respect to the UDS 
cycle should be further investigated by applying different analysis techniques to the 
obtained data and investigate phase-locking of spindle activity to the slow oscillation or 
the Down-Up state cycle comparing phase-locking before and after application of the 
dopaminergic agents. Interestingly, it seems that spindle activity timing (compared to 
gamma and high gamma) with respect to the UDS cycle seems to be more susceptible to 
disruption by dopaminergic agents than gamma and high gamma timing. Possibly this is 
due to the fact that spindles are generated in the thalamus, whereas gamma and high 
gamma activity are generated in local networks.  
 
Future work could localise the observed effect, by applying D1,5R agonists directly 
into the mPFC and D4R agonists into the mPFC and to the TRN (for example by using 
iontophoresis) to localise the observed effects. 	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Chapter 6. General discussion 
 
SWA is observed during SWS and anaesthesia in many species, and consists of a 
slow (<1 Hz) rhythm, that is characterised by long-range synchrony (Volgushev et al., 
2006; Sheroziya and Timofeev, 2014) and is associated with faster (>6 Hz) rhythms on 
the Up state that are more locally synchronised (Le Van Quyen et al., 2010; Nir et al., 
2011). The physiological role of these oscillations is debated, although many human 
studies have found that aspects of learning and memory are associated with SWA 
(Huber et al., 2004; Marshall et al., 2006), including spindle (Gais et al., 2002; Mölle et 
al., 2011) and gamma frequency (Mölle et al., 2004) rhythms. 
 
The mPFC, supported by the hippocampus, is implicated in learning and memory 
(Euston et al., 2012). The mPFC and hippocampus are synchronously activated during 
SWA, displaying fast oscillations at different frequencies simultaneously (Siapas and 
Wilson, 1998; Sirota et al., 2003; Mölle et al., 2006), which have been associated with 
memory replay (Peyrache et al., 2009; Johnson et al., 2010). Hippocampal fast sleep 
rhythms have been extensively studied. However, a detailed study of SWA and these 
nested fast oscillations in the mPFC, along with consideration of its heterogeneous 
structure, has not been undertaken. 
 
Dopamine is important for PFC function during wakefulness, and dopamine has been 
shown to modulate fast oscillations that are associated with a variety of cognitive 
functions. Dopamine is also implicated in sleep. However, if dopamine is involved in 
sleep stage regulation and whether dopamine modulates slow and nested fast mPFC 
rhythms during sleep is unknown. I have attempted to address these issues in my 
experiments. 
 
In this thesis, SWA induced by urethane anaesthesia in rats was used as a model of 
sleep SWA. The aim of this thesis was to investigate SWA with respect to the mPFC 
sub-regions (Chapter 3); to investigate if the VTA plays a role in the induction of REM 
sleep-like fast forebrain activity observed under urethane anaesthesia (Chapter 4); and 
finally, to investigate whether dopamine modulates mPFC fast rhythms during the slow 
wave Up state (Chapter 5). 
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6.1 Sub-regional and laminar characteristics of mPFC SWA (Chapter 3) 
 
The rat mPFC is a brain region consisting of four sub-regions with different laminar 
structure, connectivity, and function; the strongest regional differences being between 
dorsal (Cg, PrL) versus ventral sub-regions (IL, DP) (Heidbreder and Groenewegen, 
2003). However, many studies do not acknowledge this heterogeneity and do not even 
identify the mPFC sub-region they investigated. Hence, I first set out to investigate if 
the mPFC sub-regions differ in the properties of the slow and fast oscillations during 
SWA. 
 
In Chapter 3, I characterised the mPFC with regard to sub-regional and laminar 
differences in the SWA observed during urethane anaesthesia. As expected, SWA 
occurred with high synchrony in the entire mPFC bilaterally. SWA amplitude in layer 
III was consistent across the entire dorso-ventral axis, however differences along the 
dorsal-to-ventral axis were observed in layers I/II and III-VI. Interestingly, strong 
dorsal-to-ventral differences were observed in Up-state associated gamma, high gamma, 
and spindle power. Laminar differences in oscillation power were also observed for all 
fast frequency bands. 
 
 In addition, a very slow modulation of LFP power (VSMP) with a cycle length of 
several minutes was observed in the mPFC. This VSMP could be observed under 
urethane anaesthesia during the REM-like state as well as during SWA and was most 
evident in the ventral mPFC. 
 
6.1.1 Dorsal-to-ventral versus sub-regional division of mPFC? 
 
 I have already discussed the regional differences in gamma, high gamma and spindle 
oscillations with respect to the existing literature on differences in laminar structure, cell 
types and connectivity. My results add to the body of evidence on the heterogeneity of 
the mPFC, supporting both the sub-regional division as well as the dorsal-to-ventral 
division. The gradual change in gamma power, with gamma power decreasing in the 
dorsal-to-ventral direction, indicates differences between the four sub-regions. In 
addition, an abrupt change in high gamma power at the border between dorsal and 
ventral mPFC supports the hypothesis that the main mPFC distinction is between the 
dorsal and the ventral mPFC.  
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6.1.2 Do nested fast oscillations support communication with the hippocampus? 
 
 As discussed before, fast oscillations during the SWA Up state are thought to be 
important for memory consolidation, as they might support communication between 
distant brain regions. Many studies have reported that coordinated activity has been 
observed between mPFC and hippocampus.  
 
 My findings show that the oscillatory power for all investigated frequency bands was 
higher in dorsal mPFC compared to ventral mPFC, with the strongest differences for 
gamma and high gamma activity. This seems surprising, as the ventral mPFC is highly 
connected with the hippocampus, whereas the dorsal mPFC has connections to the 
dorsal striatum and sensory-motor areas. Possibly, gamma and high gamma oscillations 
in mPFC are not related to communication with the hippocampus, but related to 
communication with other cortical areas the mPFC is connected to. 
 
6.1.3  How applicable are these results obtained in rats under urethane anaesthesia 
to SWA in humans during natural sleep?  
 
 Although the basic cell types and neurotransmitters are similar between rat and 
human, one might question the comparability between these two species. Obvious 
differences are the larger size of the human brain, and the cortical folding, which is 
absent in rats. Although rats can perform some PFC-dependent tasks in similar ways to 
humans, human cognitive performance far surpasses the cognitive abilities of rats. In 
addition, a direct comparison between rat and human is made difficult because of the 
difficulty establishing homologies between regions. The mPFC is considered the 
equivalent of the human dorsolateral PFC, but also shares function with the medial PFC 
in humans. Another difference is that in contrast to human PFC areas, the rat mPFC 
lacks layer IV, which is the layer receiving thalamic inputs. Hence, whereas in human 
PFC thalamic inputs arrive in layer IV, in rat mPFC, thalamic inputs arrive mostly in 
layer III. As the thalamus is crucially involved in the generation of SWA, this difference 
could hinder the applicability of data obtained in rat mPFC to human PFC. However, 
there are several key similarities that make the use of rodent models useful to 
understand human SWA. 
 
 In rodents and cats, SWA under urethane anaesthesia occurs at frequencies of 0.3-
0.4 Hz, which is slower than that seen under ketamine anaesthesia, where SWA occurs 
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at 0.6-1 Hz (see (Steriade et al., 1993d) for a direct comparison in cats). In naturally 
sleeping humans, SWA has been shown to occur at a mean frequency of 0.3 Hz and a 
range 0.2-0.3 Hz (Csercsa et al., 2010). Hence, the frequency of SWA during SWS in 
humans is the same as the frequency of SWA observed in anaesthetised cats (Steriade et 
al., 1993d) and the frequency seen in urethane-anaesthetised rats in this thesis, 
suggesting similarity between urethane-generated SWA in animals with human SWA 
during natural sleep. 
 
 In addition, both human SWA during natural sleep, and rat SWA during urethane 
anaesthesia are characterised by fast oscillatory activity that occurs nested within the 
SWA Up state. Many studies recording EEG and LFP in human cortex have now 
reported that high-frequency activity in the spindle band (Fell et al., 2002) as well as in 
the gamma and high gamma bands (Csercsa et al., 2010; Le Van Quyen et al., 2010; 
Valderrama et al., 2012) occurs on the slow wave Up state (surface-positive, depth-
negative state). Csercsa and colleagues (2010) find an Up state-associated broadband 
increase in activity, which is consistent with the animal literature, whereas Valderrama 
and colleagues (2012) as well as Le Van Quyen and colleagues (2010) find events with 
distinct peaks either in the low gamma (defined as 30-50 Hz or 40-80 Hz) or high 
gamma (defined as 60-120 Hz or 80-120 Hz) bands. Interestingly, although occurring 
simultaneously most of the times, low and high gamma peaks can occur independently 
(Le Van Quyen et al., 2010), on different Up states, suggesting that different 
mechanisms might be involved in the generation of gamma and high gamma 
oscillations. The sub-regional comparison of fast oscillations, performed in Chapter 3, 
indicates that gamma power decreased gradually in the dorsal to ventral direction in the 
mPFC, whereas high gamma power was greater in the dorsal mPFC and lower in the 
ventral mPFC, with an abrupt transition at the border. The different spatial patterns of 
gamma and high gamma power in the mPFC support the hypothesis that different 
mechanisms underlie the generation of gamma and high gamma frequency activity. 
 
As already discussed in 3.4.3 two kinds of spindles, differing in frequency and 
location in the cortex, occur in sequence in humans. Fast parietal spindles occur at the 
beginning of the Up state and slow frontal spindles occur at the end of the Up state 
(Mölle et al., 2011). It has been suggested that the early spindles might be related to 
cortico-hippocampal information transfer, whereas the late spindles might be related to 
cortico-cortical information transfer (Mölle et al., 2011). Within mPFC, I have 
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discovered a dorsal-to-ventral distinction in the timing of spindles relative to the slow 
wave Up state. In the dorsal mPFC, spindles occur at the beginning of the Up state, 
whereas in the ventral mPFC, spindles occur at then end of the Up state. The fact that 
the early spindles occur in the dorsal mPFC, which is connected to the striatum and 
sensorimotor areas, whereas the late spindles occur in the ventral mPFC, which is 
strongly connected to hippocampus and amygdala, suggests a possible role for early 
mPFC spindles in cortico-cortical processing, and a role for late mPFC spindles in 
cortico-hippocampal processing. This would, however, be the opposite association to 
the one that has been suggested for human parietal and frontal spindles. Again, this 
highlights the differences between dorsal and ventral mPFC. 
 
With respect to laminar differences, I found that the amplitude of the slow 
oscillation, as well as the power of nested fast oscillations, were higher in deep layers 
(V-VI) compared to superficial layers (I-II). Hence, my results also further support the 
finding that in anaesthetised animals SWA is generated in the deep cortical layers. 
However, SWA and nested fast activity during human SWS is likely generated in 
superficial layers (Csercsa et al., 2010). It is not clear if these differences are due to 
species-differences, possibly related to the lack of layer IV, or if they are due to 
differences between anaesthesia and natural sleep. 
 
 To conclude, despite obvious differences between rat and human brain, sleep is 
highly conserved across mammals, and the similarity between rodent and human SWA 
might indicate that similar processes occur during sleep. Sleep-dependent memory 
consolidation might also be based on similar mechanisms in rats and humans, 
supporting the case for further study of SWA in rats. 
 
6.2 Effects of VTA stimulation on mPFC SWA (Chapter 4) 
 
 VTA dopamine neuron activity (Dahan et al., 2006) as well as PFC dopamine 
levels (Léna et al., 2005) increase during REM sleep compared to SWS. However, 
whether dopamine or the VTA play a causal role in generation of the REM-associated 
fast forebrain activity is unclear. In Chapter 4, I addressed the question of whether VTA 
stimulation could induce a transition to a REM-like forebrain activity state. I examined 
this question by investigating the effect of electrical stimulation of the VTA on mPFC 
SWA. I found that electrical stimulation of the VTA can indeed induce a transition to a 
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LAF rhythm in the mPFC. This rhythm was similar to the spontaneous REM-like state 
under urethane anaesthesia, in that it contained delta-and theta-frequency activity. The 
transition to the LAF rhythm occurred with a latency of several seconds, which is 
similar to the time interval between increased VTA dopamine neuron burst firing and 
the onset of REM sleep in naturally sleeping rats (Dahan et al., 2006). My results 
indicate a possible D1,5 receptor involvement in this transition to the LAF rhyhm, but 
not a D2 receptor involvement.  
  
As presumed VTA dopamine neurons (identified by their electrophysiological 
properties) fire time-locked to the cortical Down state (Gao et al., 2007), they might 
play a role in SWA. Note, that the VTA LFP, however, is in phase with the PFC Up 
state (Gao et al., 2007), indicating that the VTA LFP may be reflecting mainly activity 
of non-dopaminergic neurons. Using a burst pattern stimulation, with bursts occurring 
at a frequency near the SWA band (1 Hz), electrical stimulation of the VTA could 
entrain Down states. Again, this effect occurred with a latency of several seconds after 
stimulation onset. 
 
 The results obtained in Chapter 4 suggest firstly, a possible role for the VTA in the 
generation of fast forebrain activity as observed during REM sleep, and secondly, a 
possible involvement of the VTA in Down state generation. These two points are 
discussed in more detail in the following sections. 
6.2.1 Does the VTA have a role in REM sleep? 
 
In rats, increased bursting of VTA neurons during REM sleep (Dahan et al., 2006) 
and increased dopamine levels in mPFC and nucleus accumbens during REM sleep 
(Léna et al., 2005) suggest a role of the VTA in REM sleep. I have shown that electrical 
stimulation of the VTA can indeed induce a REM-like activation pattern in the mPFC 
under urethane anaesthesia. 
 
However, the VTA is not thought to be an originator of REM sleep transitions or the 
associated rhythms in hippocampus and cortex. Several mesopontine nuclei that are 
active during REM sleep project to the VTA and thus might trigger activation of 
neurons in the VTA. Likely candidates for the initiation of VTA neuronal burst firing 
during REM sleep are the PPN and laterodorsal tegmental nuclei (LDT). Neurons in 
these areas increase their activity one minute before the REM sleep-associated EEG 
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synchronisation in cats (Steriade et al., 1990; Boucetta and Jones, 2009). Dahan and 
colleagues (2006) suggested the PPN as the likely initiator of VTA neuron bursting 
during REM sleep and suggested a role of the PPN-VTA-septum-hippocampus pathway 
in modulating hippocampal theta. This is likely to be mediated by D1,5 receptors in the 
septum, as activation of these receptors in the septum increases theta in the 
hippocampus (Miura et al., 1987; Fitch, 2006). Note, however, that there are also direct 
projections from the VTA to the hippocampus (Scatton et al., 1980). 
 
My results indicate that during REM sleep, the PPN–VTA pathway might not only 
modulate hippocampal theta via the mesolimbic dopamine system, but also induce a 
LAF rhythm in the mPFC via the mesocortical system, and this might also be mediated 
by D1,5 receptors. 
 
The PPN-induced activation of the VTA might be mediated by glutamate or 
acetylcholine, as glutamate-immunoreactive (Parent et al., 1999), as well as choline 
acetyl transferase (ChAT)-immunoreactive fibres (Kasa, 1986) innervate VTA and 
substantia nigra. Iontophoretic application of NMDA (Chergui et al., 1993), or a 
muscarinic agonist (Gronier and Rasmussen, 1998) into the VTA induces burst firing in 
midbrain dopamine neurons. Iontophoretic application of a nicotinic agonist increases 
VTA dopamine neuron firing rate, also through an interaction with muscarinic receptors 
(Gronier and Rasmussen, 1998). Hence, cholinergic and non-cholinergic PPN neurons 
could induce VTA burst firing. Indeed, an increase in firing during the spontaneous 
REM-like state under anaesthesia, as well as during the activated state induced by 
sensory stimulation has been shown to occur in immunohistochemically identified 
cholinergic PPN neurons in rats (Mena-Segovia et al., 2008). However, non-cholinergic 
neurons can also increase their firing at transitions from SWA to an induced activated 
state under anaesthesia (Roš et al., 2010). 
The pathways via which PPN-induced VTA bursting could induce hippocampal theta 
and PFC activation are shown in Figure 6.1. Note that the projections to PFC and 
septum originate from different neurons in the VTA (Deniau et al., 1980; Fallon, 1981). 
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Figure 6.1. Pathways for hippocampal theta induction and mPFC LAF rhythm 
induction during REM sleep. 
 
Two models for REM sleep generation are the ‘reciprocal interaction model’ and the 
‘flip-flop model’ of REM generation. 
According to the ‘reciprocal interaction model’, REM sleep is generated by 
interactions between the LDT/PPN and the reticular formation (Brown et al., 2012), and 
hippocampal theta and cortical activation are induced through acetylcholine release 
from the septum and basal forebrain. 
However, according to the ‘flip-flop model’ of REM generation, although the PPN is 
established as a REM ‘modulator’, neither VTA nor PPN are part of the ‘flip-flop 
switch’ of REM generation (Lu et al., 2006; Fuller et al., 2007). According to this 
model, REM-NREM switching is thought to rely on mutual inhibitory interactions of 
“REM-on” areas (namely sublaterodorsal nucleus [SLD], precoeruleus [PC] and 
parabrachial nucleus [PB]) and “REM-off” areas (namely venterolateral periaqueductal 
grey [vlPAG] and lateral pontine tegmentum [LPT]) and an inhibitory influence from 
the extended part of the VLPO. According to this model, hippocampal theta and cortical 
activation are induced through excitatory connections from the PC/PB to the septum 
and the basal forebrain (Fuller et al., 2007). 
 
My results indicate that in addition to acetylcholine released from septum and basal 
forebrain, dopamine and D1,5 receptors might, in addition to playing a role in 
hippocampal theta induction, also play a role in the cortical LAF rhythms associated 
with REM. 
 
6.2.2 Possible role for the VTA in Down state synchrony 
 
It is widely accepted that the cortical Up state is terminated by the inability of the 
network to sustain activity, rather than an external influence. However, this does not 
explain the high degree of synchrony of the Down state onset. Down state onset 
amongst cortical cells is even more synchronized than the Up state onset (Volgushev et 
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al., 2006; Sheroziya and Timofeev, 2014). It has been suggested that cortical 
recruitment of the thalamus might play a role in this tight synchrony of the Down state 
(Volgushev et al., 2006). In the light of my findings, I will discuss a possible role for 
the VTA in synchronizing Down state onset. 
 
 In Chapter 4 I have shown that VTA stimulation using a burst pattern, with an inter-
burst-interval of 1 s can entrain Down states in the mPFC. In these experiments, I did 
not attempt to block the Down state transition driven by VTA burst-stimulation, so I can 
only speculate which neurons and receptors might be involved. It has to be noted, 
however, that the Down state entrainment was not a stable response, in that it was 
observed in each animal (n=3), but not every time this stimulation pattern was applied, 
so repeatability would need to be ensured before investigating the receptor involvement. 
Glutamate released from VTA glutamatergic neurons is likely to induce Up states, as it 
has been suggested by Lewis and O'Donnell (2000). Hence, either VTA GABAergic 
neurons or VTA dopamine neurons might mediate the Down state entrainment.  
 
It has been shown that there are GABA neurons in the VTA that project to the mPFC 
(Carr and Sesack, 2000), hence GABA release from their terminals could lead to 
synchronous inhibition of pyramidal cell firing, thus initiating synchronous Down states 
in pyramidal cells. However, it is not known when, during the mPFC slow oscillation 
cycle, VTA GABAergic neurons fire. 
 
The Down states induced by VTA-stimulation with bursts occurring at low 
frequency, could also be dopamine neuron-mediated, as it has been shown that VTA 
dopamine neurons fire during PFC Down states, indicating an inhibitory relationship 
between dopamine neuron firing and PFC neuron firing (Gao et al., 2007). However, 
this action is likely not mediated by D1-like receptors, as two lines of evidence suggest 
that D1,5R activation supports the Up state. Firstly, I have shown that the VTA-
stimulation induced LAF rhythms, can be blocked by a D1,5R antagonist. Hence, when 
dopamine levels are high (due to high-frequency tonic stimulation), and D1,5 receptors 
activated, no Down state can be generated. However, when dopamine levels are high 
and D1,5 receptors blocked, Down states can occur again. Secondly, Lewis and 
O’Donnel (2000) have shown that D1,5R block decreases the duration of an Up state 
induced by VTA-stimulation and suggest an involvement of D1,5 receptors in Up state 
maintenance. However, because of the ‘inverted U’ response function of D1R action, it 
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is possible, that both effects might be D1,5R mediated. Alternatively, other dopamine 
receptors might be involved, or co-release of other neurotransmitters from dopamine 
neuron terminals. 
 
 In summary, synchronous cortical pyramidal cell Down states could be achieved 
through VTA activation, either by GABA release from terminals of VTA GABAergic 
neurons or by inhibition imposed on pyramidal cells by activation of mPFC inhibitory 
interneurons via D4 receptors. Either way, the effect might be mediated by GABAB 
receptors, as cortical GABAB receptors have been suggested to play a role in initiation 
of cortical Down states (Mann et al., 2009). It is also possible that both VTA 
GABAergic as well as VTA dopamine neurons are involved in inhibiting PFC activity 
during the Down state as both a GABAergic component as well as a dopaminergic 
component are implicated in inhibitory PFC responses to VTA stimulation (Pirot et al., 
1992). 
 
6.2.3 PPN neuron firing and VTA neuron firing during the slow oscillation 
 
As previously mentioned, the PPN is likely to induce VTA burst firing, which in turn 
might initiate REM-associated forebrain activation. The connectivity between PPN and 
VTA during SWA might also be of relevance as indicated by the timing of firing of 
VTA and PPN neurons. As already mentioned, VTA dopamine neurons fire during the 
PFC Down state, whereas VTA non-dopaminergic neurons fire during the PFC Up state 
(Gao et al., 2007). Interestingly, PPN cholinergic neurons fire during the cortical Up 
state, whereas PPN non-cholinergic neurons fire during the cortical Down state (Mena-
Segovia et al., 2008). This means that PPN cholinergic neurons and VTA non-
dopaminergic neurons fire during the same phase of the UDS cycle, as do PPN non-
cholinergic neurons and VTA dopaminergic neurons. 
Activation of NMDA receptors increases firing of midbrain dopamine neurons 
(Chergui et al., 1993). Hence, PPN glutamatergic neurons, firing during the cortical 
Down state, might induce Down state firing of VTA dopamine neurons. 
Muscarinic receptor activation, however, can depolarise or hyperpolarise VTA 
dopamine neurons, depending on the amount and duration of release (Fiorillo and 
Williams, 2000). Hence, PPN cholinergic neurons, firing during the cortical Up state, 
might inhibit dopamine neuron firing during the Up state.  
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6.3 Dopaminergic modulation of nested fast oscillations during the Up state 
(Chapter 5) 
 
Dopamine modulates PFC function during wakefulness. Many PFC functions have 
been associated with oscillations in specific frequency bands. Dopamine has been 
shown to modulate fast (>15 Hz) PFC oscillations in vitro and in vivo in awake animals, 
however, it is not known if dopamine also modulates fast sleep oscillations that occur 
during SWA on the Up state. 
 
In Chapter 5, I investigated the effect of systemic application of dopaminergic agents 
on SWA, focusing on nested fast oscillations. I found that amphetamine, as well as 
D1,5R activation, and D4R activation, modulated Up state nested fast oscillations. Most 
effects occurred within 10-20 minutes after injection. Amphetamine decreased Up state 
gamma and spindle oscillation power. The D1,5R agonist SKF3839 as well as the D4R 
agonist A412997 decreased the power of Up state gamma and high gamma oscillations. 
Interestingly, the D4R agonist A412997 had an additional effect with a very long 
latency (50 minutes after injection), namely that A412997 increased Up state spindle 
power, whilst seemingly retaining the time-locking of the spindle activity to the start 
and end of the Up state. 
 
6.3.1 Relevance of dopaminergic modulation of Up state fast oscillations 
 
The results presented in Chapter 5 show that tonic D1,5R activation as well as tonic 
D4R activation with agonists can modulate Up state-associated fast oscillations. 
However, as stated before, it has been shown that VTA dopamine neurons fire during 
the cortical Down state (Gao et al., 2007). Can the dopaminergic modulation of nested 
fast Up state oscillations observed in my experiments still be relevant? 
 
It is possible that the amount of dopamine released during a Down state (which 
might, for example, be dependent on the length of the Down state), sets the 
dopaminergic tone for the following Up state. A lower dopaminergic tone might allow 
for higher oscillatory power in the following Up state, whereas a higher dopaminergic 
tone might lead to lower oscillatory power in the following Up state. This hypothesis 
could be tested by correlating Down state length with Up state oscillation power for 
each cycle.  
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Another possibility is that the reduction of dopamine release during the Up state is 
what allows the Up state oscillations to occur at all. It might even be that the PFC, via 
inhibitory relay neurons, inhibits VTA dopamine neurons during the Up state (Gao et 
al., 2007), so that the Up state-associated oscillations can be generated. 
 
6.3.2 Implications of dopaminergic modulation of fast oscillations for memory 
function in health and disease 
 
My results indicate that dopamine seems to mainly have inhibitory effects on Up 
state associated oscillations.  
 
In the case that dopamine release during the Down state sets the tone for the 
following Up state, thereby regulating the strength of Up state oscillations, then 
dopamine could have an impact on the strength of memory reactivation during these 
oscillations. However, even if this is not the case, a disruption of precise VTA 
dopamine neuron firing could have negative impact on SWA. If VTA dopamine neuron 
activity is disrupted (for example if the timing of these neurons in relation to the slow 
oscillation were less precise, which could lead to abnormal dopamine neuron firing 
during the Up state) this could have a detrimental effect on the Up state associated fast 
oscillations. Assuming dopamine’s inhibitory effect on the mPFC is important for the 
generation of synchronous Down state onset in the mPFC, then a deficit in VTA 
dopamine neuron firing during the Down state could alter synchrony of SWA in the 
mPFC.  
 
I have found a previously unreported enhancing effect of D4R activation on mPFC 
spindle oscillations. Spindles are strongly implicated in memory consolidation. Hence, 
if the facilitatory effect of tonic D4R activation could be confirmed in naturally sleeping 
humans, this effect could possibly be exploited to enhance spindle activity in diseases 
with spindle deficits, such as schizophrenia, to improve sleep-dependent memory 
consolidation. 
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6.4 Summary 
 
Taken together, my results show, firstly, that the heterogeneity of the rat mPFC is 
reflected in sub-regional and laminar differences in SWA-associated oscillations. 
Secondly, my findings also indicate a role for dopamine and D1,5 receptors in the 
generation of fast activity during REM sleep, and possibly a role for the VTA in the 
strong synchrony of the onset of cortical Down states. Finally, I have shown a role for 
dopamine in the modulation of fast oscillatory activity in the spindle, gamma and high 
gamma bands during SWA, with D1,5R and D4R involvement.  
However, these results need to be considered in the context of a number of 
methodological caveats. In the following I will discuss the advantages and 
disadvantages of the approach chosen for the investigation in this thesis. 
 
6.5 Methodological considerations 
 
6.5.1 Animal model 
 
This study was performed in rats, which are a well-established animal model in 
neuroscience research. Rat brain anatomy, as well as receptor profiles, are well studied 
and documented. The rat medial prefrontal cortex is characterised by similar function 
and connectivity to the human dorsolateral prefrontal cortex, but also shares function 
with the human medial prefrontal cortex.  
 
Male rats were used as they do not undergo the hormonal changes associated with 
ovulation. Experiments were performed when rats weighed ~ 290 g, which is the weight 
that most brain atlases use. At this time, the rats were ~ 9 weeks old, which corresponds 
to young adulthood, so had been through the hormonal changes associated with puberty. 
Experiments were always performed at the same time of day, which was during the 
light-phase, and thus the time the rats would normally spent sleeping. 
 
Rats are mammals, and as such express the two main sleep stages observed in 
humans - REM sleep and SWS - although sleep state alternations occur with different 
frequencies.  
It was noted during the course of my experiments that the oxygen saturation in the 
animals deeply anaesthetized was sometimes very low (< 70%), hence in the majority of 
the experiments performed, oxygen was provided to achieve higher saturations (>90%). 
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6.5.2 Local field potential recordings (LFP) in the study of sleep 
 
Sleep studies in healthy humans have to be non-invasive, and thus mostly investigate 
oscillations that can be observed in the EEG. SWS is characterised the EEG by brain 
oscillations in various frequency bands, with the slow oscillation (<1 Hz) grouping 
faster rhythms. These activity patterns are very similar to the activity observed in cats, 
rats and mice during natural sleep and anaesthesia. By using LFP recordings, the 
recorded activity can be compared to human brain activity during sleep.  
 
 The LFP recording is an extracellular recording, usually low-pass filtered at around 
300 Hz. The LFP is thought to represent mainly the summation of excitatory and 
inhibitory post-synaptic potentials, but also synchronous spiking activity, as well as 
intrinsic membrane oscillations and synchronous after-hyperpolarisations. 
SWA is characterised by very synchronous fluctuations of the cellular membrane 
potential, and maintained by strong excitatory and inhibitory synaptic barrages during 
the Up state, and their absence during the Down state. Hence, LFP recordings seem 
suitable to investigate SWA.  
 
6.5.3  Anaesthesia 
 
Care has to be taken, however, when interpreting the results presented in this thesis 
in relation to sleep, as the VTA stimulation experiments were performed under 
anaesthesia. Urethane in this study was chosen for a number of reasons. Firstly, because 
it has been used in many studies to investigate SWA (Steriade et al., 1993a; 1993d; 
Sharma et al., 2010; Bragin et al., 2012; Pagliardini et al., 2012; 2013). Secondly, it 
produces only minor effects on the respiration and cardiovascular function (Hara and 
Harris, 2002). Finally, in contrast to other anaesthetics commonly used in animal 
studies (e.g. isoflurane, ketamine, barbiturates), urethane has only moderate effects on 
excitatory and inhibitory neural transmission (Hara and Harris, 2002). Urethane 
anaesthesia is commonly used for electrophysiological studies as it only minimally 
affects sensory evoked responses and signal transmission in EEG recordings (Maggi 
and Meli, 1986; Albrecht and Davidowa, 1989; Dringenberg and Vanderwolf, 1995).  
 
The mechanisms by which urethane induces general anaesthesia are still unknown. 
Its main effect is that it decreases intrinsic pyramidal cell excitability through a K+ leak 
conductance (Sceniak and Maciver, 2006).  
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Urethane anaesthesia in the study of sleep state transitions 
Spontaneous brain state alternations, with properties similar to those transitions seen 
in natural sleep, can be observed under urethane anaesthesia in rats (Clement et al., 
2008) and mice (Pagliardini et al., 2013). This suggests that the mechanisms generating 
sleep state transitions are still active in animals during general anaesthesia induced by 
urethane injection, making it possible to study SWS-REM transitions under urethane 
anaesthesia. 
 
Urethane anaesthesia in the study of sleep rhythms 
Urethane anaesthesia is commonly used to study SWA and it has been shown that 
both sleep states -the REM-like state and SWA - have a similar frequency profile to that 
observed during natural REM sleep and SWS in rats (Clement et al., 2008). 
 
Study of memory-related systems under urethane anaesthesia 
 In section 1.4.8 and section 1.4.9 I have highlighted the possible role of UDS and 
associated nested oscillations in sleep-dependent memory consolidation. The 
association of SWA features with memory has been established by investigating SWA 
during natural SWS. However, how far memory-related processing occurs during SWA 
under urethane anaesthesia is not known. Promising results come from a recent study by 
(Xu et al., 2012). The authors exposed awake, head-fixed as well as urethane-
anaesthetised rats repeatedly to a moving spot, which evoked sequential firing in an 
ensemble of primary visual cortex neurons. Briefly flashing the starting point of the 
moving spot induced replay of the previously conditioned ensemble firing, during quiet 
wakefulness as well as during urethane anaesthesia (Xu et al., 2012). It has also been 
shown that exposure to odours during anaesthesia improves pirifom cortex cell’s ability 
to discriminate between odours, suggesting that odour memory on the cellular level can 
be induced under urethane anaesthesia (Wilson, 2003). 
 
Study of dopaminergic systems under urethane anaesthesia 
 In contrast to other anaesthetics, such as chloral hydrate and ketamine, urethane 
seems to have little effect on dopamine function. Urethane does not alter amphetamine’s 
electrophysiological effects on striatal neurons (Warenycia and McKenzie, 1988), and, 
at anaesthetic doses, does not affect dopamine clearance by DAT (Sabeti et al., 2003). 
	  220	  
It has to be noted, however, that results regarding effects of dopamine obtained under 
anaesthesia are often the opposite from studies in awake subjects, which is thought to be 
because of differences in the excitation-inhibition balance between wakefulness and 
anaesthesia. Hence, results obtained during anaesthesia are not necessarily applicable to 
awake conditions. However, they might still be relevant to natural sleep conditions. 
 
6.5.4 Route of application and specificity of pharmacological agents 
 
 Drugs used in Chapters 4 and 5 were administered systemically, via i.p. injection. 
Hence, it is difficult to draw conclusions regarding the exact site of action of the agent 
in question. 
It has also be noted, that most of the drugs were not very specific, as it is difficult to 
produce drugs that selectively target a certain dopamine receptor. Sulpiride has got 
similar selectivity for D2 and D3 receptors. SCH23390 and SKF have got similar 
selectivity for D1 and D5 receptors. SCH23390 also affects serotonin (5-
hydroxytryptamine) 5-HT2C receptors. Only the D4R agonist used, A412997, is highly 
selective. 
 
6.6 Conclusions and impact 
 
 Taking into account these limitations and caveats, I am able to present the following 
final conclusions to this thesis. 
 
 I found strong regional differences in Up state-associated mPFC oscillations under 
urethane anaesthesia (Chapter 3). Future studies on mPFC oscillations should always 
report the sub-region that was investigated, and take care when averaging data across 
different mPFC recording sites. I also reported a very slow spontaneous modulation of 
LFP power (VSMP) that seemed to originate near the ventral mPFC, possibly from the 
dTT.  
 
In Chapter 4, I have shown show that VTA stimulation can induce a low amplitude 
fast (LAF) rhythm in the mPFC of anaesthetised rodents, similar to the LAF activity 
observed in the forebrain during REM sleep, which is D1,5R-dependent.  
In addition, I have shown a possible role for the VTA in synchronising Down state 
onset. Assuming dopamine’s inhibitory effect on the mPFC is important for the 
generation of synchronous Down state onset in the mPFC, then a deficit in VTA 
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dopamine neuron firing during the Down state could alter synchrony of SWA in the 
mPFC.  
 
In Chapter 5, I have shown that dopamine receptor activation seems to have mainly 
inhibitory effects on Up state associated oscillations. If dopamine release during the 
Down state sets the tone for the following Up state, thereby regulating the strength of 
Up state oscillations, then dopamine could have an impact on the strength of memory 
reactivation during these oscillations.  
In addition, I have found an enhancing effect of D4 receptor activation on mPFC 
spindle oscillations (Chapter 5). Spindles are highly implicated in memory 
consolidation. Hence, if the facilitatory effect of tonic D4R activation could be 
confirmed in naturally sleeping humans, this could be exploited to enhance spindle 
activity in diseases with spindle deficits, such as SCZ, to improve sleep-dependent 
memory consolidation. 
 
The results obtained in this thesis shed light on dopamine function during sleep, 
which is relevant for a number of neuro-psychiatric disorders. Disorders in which a 
major part of the pathology is dopamine dysfunction, such as SCZ, PD and ADHD, are 
often accompanied by sleep disruptions and abnormalities in slow and fast sleep 
rhythms, which might be related to some of the cognitive deficits that are also observed 
in these disorders. The experiments presented in this thesis suggest that dopamine can 
modulate fast sleep rhythms during REM and SWA, and hence might contribute to the 
sleep abnormalities in these disorders. 
 
For example, it is thought that in schizophrenia, prefrontal hypo-dopaminergia leads 
to a compensatory increased D1R expression (Abi-Dargham et al., 2002). Assuming that 
dopamine release during sleep in schizophrenia were normal, dopamine would be 
released onto a PFC with a pathological increase of D1 receptors. My results, and other 
studies indicate that that would be likely to reduce SWA, as it has been observed in 
schizophrenia (Wulff et al., 2010). 
 
My results also show that D1,5R activation might disrupt spindle timing and 
amphetamine decreased spindle power. On the other hand, I have shown that D4R 
activation increased spindle power, while retaining the strong time-locking to SWA. 
Hence, the increase in D4 receptors observed in schizophrenia (Seeman et al., 1993) 
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might also be compensatory to counter-act the negative impact (decrease in 
power/disruption of timing) of activation of other dopamine receptors (e.g. D1,5R or 
D2,3R) on spindles. 
 
6.7 Outlook and future work 
 
I have discovered that early and late spindles in the mPFC have a different profile 
along the D-V axis. The occurrence of early and late spindles is consistent with the 
human literature. In humans, these two kinds of spindles occur at different frequencies 
(Mölle et al., 2011), which still needs to confirmed for rats. It has been suggested that 
the two spindle types are involved in different stages of memory consolidation, possibly 
supported by cortico-cortical versus cortico-hippocampal communication.  
Parallel recordings from mPFC and projection areas could show if early spindles in 
dorsal mPFC occur in synchrony with spindles in sensory-motor areas, and if late 
spindles, in ventral mPFC, occur in synchrony with spindles in the amygdala, or 
hippocampal ripples. This would give further evidence for the theory that the mPFC can 
communicate with different brain regions through coordinated oscillatory activity 
during SWA. 
 
I have shown that VTA stimulation can induce a REM-like LAF rhythm in the 
mPFC. Although VTA stimulation can also induce hippocampal theta activity, another 
hallmark of REM sleep, the literature suggests that the VTA is not the originator of this 
activity, but likely the PPN. The ‘reciprocal interaction model’, however, suggests that 
the PPN-basal forebrain pathway induces hippocampal theta and forebrain activation. 
Hence, the role of the VTA in the generation of hippocampal theta and LAF activity in 
the PFC could be further investigated, by stimulating the PPN to induce cortical 
activation, while blocking VTA activity, to see if VTA activation is necessary, or if the 
PPN-basal forebrain pathway is sufficient to generate hippocampal and cortical REM-
like states.  
However, the fact that cortical arousal can be induced by stimulation of a brain area 
during anaesthesia does not prove its involvement in REM sleep. Electrical stimulation 
of the LC in anaesthetised rats for example induces a REM-like LAF rhythm (Marzo et 
al., 2014). However, the noradrenaline levels are low during REM sleep (Hobson and 
Pace-Schott, 2002), and optogenetic stimulation of LC neurons during natural sleep 
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always induces sleep-to-wake transitions (Carter et al., 2010), indicating a role for LC 
in wakefulness, but not REM sleep.  
Hence, I suggest to investigate if stimulation of the VTA during natural SWS can 
induce REM transitions, as is the case for the basal forebrain: optogenetic stimulation of 
cholinergic basal forebrain neurons can induce transitions from sleep to wake as well as 
SWS to REM (Han et al., 2014). Using optogenetic techniques, selective stimulation of 
either VTA dopamine neurons or VTA glutamatergic neurons would show if dopamine 
neurons or glutamate neurons are involved in the induction of the LAF rhythm. 
Assuming that VTA dopamine neurons would be involved, local application of 
dopamine antagonists and glutamate antagonists in the PFC could then answer the 
question whether glutamate co-release from dopaminergic terminals is involved. 
 
I have shown that D1,5R and D4R activation can modulate Up state associated 
oscillations under urethane anaesthesia. However, it remains to be seen if the observed 
effects of D1,5R and D4R activation on gamma, high gamma and spindle power during 
the Up state can also be observed during natural sleep, and if dopaminergic modulation 
of these rhythms might have implications for memory consolidation.  
 
I have found a very slow modulation of LFP power (VSMP) that has not previously 
been reported. There are similarities to very slow phenomena reported in both human 
and rat literature, which I have discussed in detail in section 3.5.4. Briefly, very slow 
oscillations (< 0.1 Hz) have been observed in the EEG and BOLD signal in awake 
humans, and recently they have been shown to be correlated with each other (Hiltunen 
et al., 2014). Very slow fluctuations between activated and non-activated states have 
also been observed during NREM sleep in humans (cyclic alternating pattern [CAP]), 
however not during REM sleep. However, the comparison between different recording 
methods and different species and brain states is complex. Hence, it remains to be 
investigated whether the VSMP is related to very slow phenomena observed in human 
EEG or BOLD signal, and if the VSMP is present during wake, and SWS and REM.  
It also remains to be investigated what implications these slow modulations have, for 
example whether they affect other oscillatory parameters. Studies in humans and 
animals could investigate if the very slow background activity is retained during all 
brain states and what implications this might have for behaviour (e.g CAP and abnormal 
breathing and movements during sleep). Thereby, activity should be recorded with the 
same method during SWS, REM sleep and wakefulness. 
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The observed enhancing effect on cortical arousal levels of D4R activation has, to the 
best of my knowledge, not been reported before. It would be crucial to locate the 
receptors mediating this effect. D4 receptors are expressed in the PFC as well as in the 
thalamus, which is where spindle activity originates. Iontophoretic administration of a 
D4R agonist to these areas would give further insights. This might be of relevance for 
schizophrenia, as in this disorder, PFC as well as the thalamus are implicated, D4R 
expression is altered, and reduced spindle activity and coordination have been reported 
in schizophrenia patients (Ferrarelli et al., 2010; Keshavan et al., 2011; Wamsley et al., 
2012) as  well as in animal models (Phillips et al., 2012) of this disease.  	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