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Brainwave signals are read through Electroencephalogram (EEG) devices. These signals are 
generated from an active brain based on brain activities and thoughts. The classification of 
brainwave signals is a challenging task due to its non-stationary nature. To address the issue, 
this paper proposes a Convolutional Neural Network (CNN) model to classify brainwave 
signals. In order to evaluate the performance of the proposed model a dataset is developed 
by recording brainwave signals for two conditions, which are visible and invisible. In the 
visible mode, the human subjects focus on the color and shape presented. Meanwhile, in the 
invisible mode, the subjects think about specific colors or shapes with closed eyes. A 
comparison has been provided between the original CNN and the proposed CNN 
architecture on the same dataset. The results show that the proposed CNN model achieves 
higher classification accuracy as compared to the standard CNN. The best accuracy rate 
achieved when the proposed CNN is applied on the visible color mode is 92%.  In the future, 
improvements on the proposed CNN will be able to classify raw EEG signals in an efficient 
way. 
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Introduction 
     Human brain produces a lot of signals, these signals are non-stationary, and they can be measured via 
different devices, i.e. functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), and 
electroencephalogram (EEG). The brain signal has five waves alpha, beta, delta, gamma and theta. 
Nowadays, EEG is used in many scientific fields such as neurology (for diagnosing many neurological 
disorders), education, computer games, and natural language processing. EEG is an easy and an inexpensive 
way compared to other methods [1]. 
     There are two different kinds of EEG sensor: dry electrodes and gel-based. Previously, EEG sensors were 
costly; hence their use was limited to laboratories and hospitals [2]. 
     To achieve successful classification, studies mainly focus on pre-processing and feature extraction 
techniques, because the nature of brain signals is complex and have nonlinearity. Therefore, advanced 
analysis methods are required for classifying brainwave signals. Deep learning and EAs are among 
successful techniques that are used in image processing and computer games [3], Natural Language 
Processing (NLP) [4], and mental state detection [5]. Genetic algorithms (GA) are optimization techniques, 
or can be classified as a heuristic search technique to find the optimal solution(s). GAs belongs to the 
Evolutionary Algorithms (EA) that use techniques inspired by evolutionary biology such as: inheritance, 
mutation, selection, and crossover [6].  
     Zulkifley et al (2019) [7], proposed a model for classifying brainwave signal, the signals are classified 
into two groups which are: new task, or routine task. The CNN has been used to achieve the correct 
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classification. The presented CNN architecture is made up of four layers of CNN and three layers of fully 
connected layers, and RecLU is used as an activation function in each layer. Adam optimizer with a cross 
entropy loss function is used to train the network. As a result the model achieved accuracy 79.56%. 
     Rajendra et al (2018) [8], presented a model for detection and diagnosis of seizure using EEG signals 
based on deep CNN. The dataset used in the study is collected by Andrzejak et al [9]. Before the data is fed 
to a (1D-CNN) one-dimensional convolutional neural network the signal is normalized, then the normalized 
data is fed to a 13-layer deep CNN to detect normal, preictal, and seizure classes. The first 10 layers consist 
of a pair of convolution and Max-pooling layer with different size, consecutively. The final 3 layers are 
dense layers. The accuracy achieved with proposed model is 88.67%. 
     Yıldırım et al (2018) [1], proposed a model to identify abnormal EEG signals based on deep 
convolutional neural network, researchers in [1] used the TUH EEG abnormal corpus (v2.0.0) and they have 
proposed a new 1D-CNN model to build automated identification of abnormal EEG signals. Eventually, the 
model is able to detect the abnormal EEG signals with rate of 79.34% and 79.64% accuracy and precision, 
respectively. 
     Tang et al (2017) [10], have shown a method that depends on deep CNN for single trail motor imagery 
EEG. To classify MI tasks (left hand and right hand movement) a model is designed that consists of five-
layer CNN, and then the experimental dataset are fed to the CNN. The dataset is prepared by recording data 
from 28 active electrodes. A comparison has been done between the result obtained from this model and 
other conventional classification methods such as (power + Support Vector Machine (SVM), Common 
Spatial Pattern (CSP) + SVM, and Auto-Regressive (AR) + SVM). They conclude that the CNN can 
improve classification performance; the average accuracy reached using CNN is 86.41 ± 0.77. 
     Furthermore, Uktveris and et al (2017) [11], have proposed a model based on CNN for classifying four-
class motor imagery problem. Eleven different CNN architectures are investigated, starting from the simplest 
architecture and ending with more complex one. A CNN with learning rate 0.01, momentum 0.1, batch size 
128, epoch 200, input tensor (22x22x1), and convolution filters (4x4, 16) was trained and tested for final 
evaluation on all subjects. This architecture achieves best accuracy, which is 70% for training and 68% for 
testing. 
     The above mentioned models are all derived from CNN architecture, all of them follow the same basic 
layers of CNN, i.e. convolution, pooling, and fully connected layers. However, many of the models have 
used several pooling layers to get the most interesting features. Some of the models have used multiple fully 
connected layers to achieve better accuracy. Nevertheless, the accuracy results are below 90%. 
     The main goal of the present study is obtain the best classification results with the highest accuracy rate 
by combining a deep learning approach (CNN) with evolutionary algorithm (EA) to classify brainwave 
signals. Instead of using several pooling layers, a single Discrete Wavelet Transform (DWT) Coiflet filter 
have been used for feature extraction. The model is tested for color and shape identification. In order to 
achieve this, a dataset is developed by recording EEG signals sourced from six participants and it is used to 
test the proposed CNN model. 
  
Materials and Methods 
A. Age-Layered Population Structure (ALPS) Genetic Algorithm (GA) 
        ALPS is a method that is used to reduce a common problem which occurs during running an 
EA known as premature convergence when numbers of evolutions the population has done converge 
to local optima, and no improvements occur regardless of how many times the EA is run. The 
difference between ALPS and any other EA is that it uses multiple layers for each population. ALPS 
measures how long the genetic materials have been evolving in the population: offspring age starts 
from 1 plus age of their oldest parent instead of starting from 0 as in the traditional measurement of 
age. This helps to randomly generate individuals in the youngest layer [12] [13]. 
         An ALPS-EA works as follows. The algorithm starts by configuring the age layers and then 
creating, and evaluating, an initial, random population. Once the initial population is created and 
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evaluated, ALPS-EA enters its main loop which consists of cycling through the layers, from Ln−1 to 
L0, (Fig.1) and then evolving the EA in that layer for one generation.  
 
Fig. 1. The layout of an ALPS system with n layers (L0 to Ln−1) and m individuals in each 
layer (Ii,0 to Ii,m−1) [13]. 
B. Convolutional Neural Network 
One of the common deep artificial networks is convolutional neural network (CNN). This 
model takes a major role, especially within image classification. It can identify and classify objects 
reliably. There are three main layers available with standard CNN architecture which are: 
convolution layer, pooling layer, and fully connected layers (dense layers). The CNN architecture 
receives input data with a volume (tensor) form which has width, height, and depth. Filtering and 
feature extraction have been done in both convolutional and pooling layers, and a fully connected 
layer (dense layer) is used for classification [14]. The convolution process occurs between the input 
data and filter(s) (kernel(s)), then an active function is applied on each convolved volume commonly 
rectified linear unit (RecLU) which is used as an activation function. The pooling layer acts as a 
feature extractor applied on the results received from the convolution layer. Finally, flatten is a 
process applied on the extracted feature then these features are fed to the fully connected layer to 
perform a classification process [15] (Fig. 2). 
  
Fig. 2. An overview of a convolutional neural network (CNN) architecture [16]. 
Data Collection and Preparation 
     In this study the latest version of NeuroSky mind wave which is mindwave mobile 2 has been chosen. 
The device transfers different EEG signals, i.e. raw signals or raw data which are the main source of 
information received at 512 Hz, power spectrum (alpha, beta, delta, theta and gamma), attention and 
meditation level, and eye blink detection [17].  Collecting brainwave signals from six health subjects has 
created a dataset, each has normal color vision, with a normal mental state and age ranging from 30 ± 5. To 
provide a good interface for establishing communication with the EEG device, and recording EEG signals 
according to the requirements, a complete program has been developed. The application can successfully 
communicate with the EEG device, and then receive the signals transmitted from the EEG device. The brain 
activities can also be monitored through the application. The raw EEG data, all brainwave bands (alpha, beta, 
delta, gamma, and theta), attention, meditation, signal quality, and blinking strength are plotted. All the data 
have been received once a second except the raw EEG data that was received with rate 512 Hz [18].  
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     Each participant was seated on a comfortable chair in a dark room faced with a 43 inch screen. The 
distance between the subjects and the screen was 125 centimeters. The screen was set to a normal mode, 
which has a normal brightness with normal color mode, and contrast. 
     There are two main categories of brainwaves available in the dataset which are colors and shapes. Each 
category contains two sub-categories (visible and invisible mode). Five sessions of recording data were 
available in each sub-category, and each session had two sub-sessions, the duration of each sub-session was 
25 seconds. Red and green colors used for both visible and invisible mode dataset creation, and forward and 
right arrow were used for shape dataset creation. These two figures below (Fig. 3, and 4) show two samples 
of the raw EEG of 100 records, for invisible color green, and visible shape forward. 
  
Fig. 3. Raw EEG (Invisible - Green) 
 
Fig.  4. Raw EEG (Visible - Forward) 
The total duration was calculated for all sub-sessions in each mode (visible and invisible) 
individually. Number of sessions are 5 and duration is 25 seconds. Since this is, also total time duration in 
each mode are calculated.  As a result, the dataset contains 6000 seconds of brainwave signals, which are 
equal to 100 minutes. Each sub-session duration is 750 seconds. In each mode there are two (colors or 
shapes) available, total duration for each mode for both colors and shapes is 1500 seconds individually. 
Thus, the duration of each mode is 3000 seconds. 
The common format used for storing data in the dataset is Comma-separated values (CSV). In this 
study, a separate (CSV) file has been created for each sub-session within individual subjects. Twenty five 
(25) seconds of raw data have been recorded in each sub-session. Thus, each file contains approximately 506 
records per second [18]. To record the real and accurate brainwave signals, the subject’s concentration is 
compulsory. The data preparation in this study involves three main steps: first, from each sub-session, only 
10 seconds have been fetched, based on the maximum attention with respect to the order of recording data. 
Second, within each second only 500 records have been fetched. In rare cases there have been less than 5000 
records per 10 seconds. To overcome this problem, a neighbor interpolation has been done until the required 
size is reached. Finally, the fetched data was merged into a single CSV file according to their categories with 
respect to their mode.    
The number of subjects is 6, the number of records per 10 seconds is 5000, and the number of 
session is 5, these values are required to calculate the total sub-session records in each mode. The total sub-
session records in each mode is 150,000 records. The algorithm for preparing this data is shown below: 
Begin 
Declare path of csv file to read,  attention_list, Maximum_attention_list_time, result_list 
attention_list   read 10 maximum attention value  from csv file  
        For i in  attention_list do: 
Maximum_attention_list_time   Fetch and map the maximum 10 attention values with   their 
time 
        End For 
       For data in Maximum_attention_list_time do: 
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 read RAWEEG from .CSV file 
 if Length of RAWEEG >= 500  
       result_list  fetch top 500 records  
           else if Length of RAWEEG < 500 
      result_list  do neighbor Interpolation for RAWEEG until = 500 
      End For  
Write result_list in(.csv) file 
End. 
Proposed Model Architecture 
For classifying brainwave signals with high accuracy rate, this study proposed a new CNN model, 
the proposed model contains three main steps which are: convolution, discrete wavelet transform (DWT) 
coiflet, and classification. In this model two main changes have been applied to the standard CNN.  
The first modification has been done in the second layer (pooling layer) , DWT coiflet 1 has been 
applied in this layer instead of max or average pooling. DWT Coiflet is derived from daubechies wavelet and 
member of the discrete wavelet transform families. The wavelet families are used for feature extraction [19], 
see equation 1, 2 for discrete wavelet transform (DWT) function [20]. 
∅,  = 	

√
	∑ ∅, 	 	 	 1	
,  = 	

√
	∑ , 		 	 	 2	
The second modification was replacing the fully connected (dense) layer with ALPS-GA [12] and 
symbolic discriminant analysis (SDA). SDA can determine optimal functional form and coefficients of the 
discriminate function whether linear or nonlinear [21]. SDA originally was inspired by symbolic regression. 
The aim of SDA is to overcome limitations of linear discriminate analysis (LDA) which is used for signal 
classification [22].  
In the convolution layer, convolution process has been applied between the input data (raw EEG) 
and kernels (filters), then RecLU active function has been applied on each convolved feature. The output 
generated from this layer has been used as input to the DWT coiflet layer. In the DWT coiflet layer the most 
interesting features are extracted and the size of received features is reduced by 2. Finally, extracted features 
have been fed to the ALPS with the SDA to predict the output. 
A standard CNN accepts input data in the form of volume (tensor), in this study the input data is raw 
EEG, and the raw EEG consists of single raw data. Thus, the input data for the proposed model is set to 1, 
5000, 1 for width, height, and depth respectively. The number of kernels used with this model is set to 3 
kernels, each kernel size is set to 1, 10 based on the best result achieved. The architecture of the proposed 
model presented in Fig. 3, all modifications in the model are marked with orange color. 
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Fig.  5. Proposed model architecture 
The following pseudo code explains the algorithm of proposed model which is applied on the 
dataset. 
Start 
Declare variables RawEEGData, Kernels, Convolved, Rectified, Coiflet, MaxGeneration and 
Counter 
 Initialize Kernels randomly between (0 and 1); Counter  0 
   For all RawEEGData list ∈ dataset do 
          Convolved  Calculate convolution between (kernels and list) 
   End for 
  For all Convolved features ∈ Convolved do 
          Rectified   Math.Max(0, features) 
  End for 
 For all Rectified row ∈ Rectified do 
           Coiflet  Apply coiflet of order 1 on each row. 
End for 
While (Counter < MaxGeneration) do 
       For all Coiflet row ∈ Coiflet do 
                  Fed each row of the Coiflet use ALPS-GA, and SDA as classifier 
                 Compute Mean Square Error 
      End for  
      Counter  Counter + 1 
End While 
End 
Result and Discussion 
All results and experiments with a comparison between standard CNN and the proposed model have 
been provided in this section. The experiments show that the proposed model achieves the highest accuracy. 
The best result achieved in the visible color mode for accuracy is 92%, precision is 100%, recall is 83%, and 
F-Measure is 90%. 
Both standard CNN and proposed CNN have been applied on the dataset, the input volume for each 
model is set to 10 seconds. The dataset has been divided to a training part and a testing part. In order to 
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achieve the best result, different ratios (percentages) have been used, i.e. %70 - %30, %75-%25, and 80%-
%20 for training and testing, respectively. The best result in both models reached in case of %80-%20. 
Kernels have been tested with different sizes and different number of kernels. The structure of kernel 
size is written in this format: width, height and count (number of kernels), both models have been trained 
using the kernel architectures such as (1x10, 3), (1x8, 3), (1x6x3), (1x8x4)… etc.  
The standard CNN involves three main steps, which are: convolution, pooling, and fully connected 
layer. The first step is the same as the proposed CNN. The convolution process between kernels (filters) and 
input data has been carried out, but in the standard CNN, max pooling has been applied instead of coiflet. 
The output of this step is flattened and directly fed to the fully connected layer. Finally, softmax has been 
used to predict the output classes. 
The highest score has been reached with the standard CNN in visible arrow. The results are: 
accuracy 83%, precision 75%, recall 100%, and F-Measure 85%. 
            In order to evaluate the proposed model the accuracy, precision, recall and F-measure are calculated 
according to the equations below: 
 = 	
 !"
"!#"! !# 
    (3) 
$%&& = 	
"
"!# 
     (4) 
'%()(*+ = 	
"
"!#"
     (5) 
, −.%)% = 	
/	∗	123455	∗	61237879:
123455!61237879:
   (6) 
The result of comparison between the standard CNN and the proposed model is presented in table 1. 
Table 1. Comparison between the standard CNN and the proposed model 
Batch size = 1, 5000, 1;   Kernel size = 1, 10;   Kernel count = 3 
Dataset 
categories 
CNN Generation 
/ L.R 
Population 
Size / 
Epoch 
Accuracy  Mutation 
probability 
MSE/ 
Loss 
Precision Recall F-
Measure 
Visible 
Color  
Proposed 702 300 0.92 0.18 0.07 1 0.83 0.9 
Standard 0.005 2000 0.5 - 0.01 0.5 0.5 0.5 
Invisible 
Color 
Proposed 384 250 0.83 0.18 0.1 0.83 0.83 0.83 
Standard 0.012 4500 0.58 - 0.0000
2 
0.57 0.66 0.61 
Visible 
Arrow 
Proposed 804 300 0.83 0.18 0.1 0.83 0.83 0.83 
Standard 0.004 2000 0.83 - 0.005 0.75 1 0.857 
Invisible 
Arrow  
Proposed 640 200 0.75 0.15 0.2 0.8 0.66 0.72 
Standard 0.0035 6500 0.5 - 0.001 0.5 0.66 0.568 
The dataset for the testing section contains 30,000 records for each sub-session individually. The 
confusion matrices of the proposed model for visible and invisible colors are presented in table 2. Table 3 
provides the confusion matrices for visible and invisible shapes. 
Table 2.  Confusion matrices for visible and invisible color (proposed CNN) 
 Actual Red Actual Green 
Predict Red (visible) 25000 (TP) 0 (FP) 
Predict Green (visible) 5000 (FN) 30000 (TN) 
Predict Red (invisible) 25000 (TP) 5000 (FP) 
Predict Green (invisible) 5000 (FN) 25000 (TN) 
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Table 3. Confusion matrices for visible and invisible shape (proposed CNN) 
 Actual Forward Actual Right 
Predict Forward (visible) 25000 (TP) 5000 (FP) 
Predict Right (visible) 5000 (FN) 25000 (TN) 
Predict Forward (invisible) 20000 (TP) 5000 (FP) 
Predict Right (invisible) 10000 (FN) 25000 (TN) 
The tables below show the confusion matrices for both colors and shapes when the standard CNN 
has been applied on the dataset. The visible and invisible colors are presented in table 4. Table 5 shows the 
confusion matrices for visible and invisible shapes. 
Table 4. Confusion matrices for visible and invisible color (standard CNN) 
 Actual Red Actual Green 
Predict Red (visible) 15000 (TP) 15000 (FP) 
Predict Green (visible) 15000  (FN) 15000 (TN) 
Predict Red (invisible) 20000 (TP) 15000 (FP) 
Predict Green (invisible) 10000 (FN) 15000 (TN) 
Table 5. Confusion matrices for visible and invisible shape (standard CNN) 
 Actual Forward Actual Right 
Predict Forward (visible) 30000 (TP) 10000 (FP) 
Predict Right (visible) 0 (FN) 20000 (TN) 
Predict Forward (invisible) 20000 (TP) 20000 (FP) 
Predict Right (invisible) 10000 (FN) 10000 (TN) 
Finally, in table 6 a comparison has been provided between all previous works and the proposed 
CNN architecture, it shows that the present CNN achieves best accuracy compared to other models. 
Table 6. Comparison between previous works and proposed CNN Architecture 
No References Method Conv. Layer Pool. Layer FC. Layer Application Best Accuracy 
1 
Zulkifley et al 
(2019) [7] 
Based on 
CNN 
4 1 3 
Classify brain task 
(new, or routine) 
79.56% 
2 
Rajendra et al 
(2018) [8] 
Based on  
CNN 
5 5 3 Detection seizure 88.67% 
3 
Yıldırım et al 
(2018) [1] 
Based on 
CNN 
10 5 1 
Identification 
abnormal EEG 
signal 
79.34% 
4 
Tang et al 
(2017) [10] 
Modified 
CNN 
2 0 1 
Classify two 
motor imagery 
task 
86.41 ± 0.77 
5 
Uktveris et al 
(2017) [11] 
Modified 
CNN 
1 1 1 
Classify four 
motor imagery 
task 
68% 
6 
Proposed CNN 
Architecture 
Hybrid CNN 
and EA 
1 
0, (DWT 
Coiflet 
0, ALPS-
GA 
Color, arrow 
classification 
92% 
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Conclusion 
A robust brain computer interface (BCI) application requires a model that can classify brainwave 
signals in an efficient way and interpret these waves to an action. The BCI applications can used in various 
domains such as: entertainment, gaming, and helping paralyzed people to perform their daily tasks. It is a 
challenging task to classify brainwave signals from a single electrode. Nowadays, however, the best result 
with a highest accuracy can be achieved by using deep learning methods. In this study, a new CNN model 
has been proposed, then a comparison between the standard CNN and the proposed model has been done in 
order to identify which one has the ability to achieve better results. The results show that the proposed model 
gives a higher accuracy when both models are applied on the same dataset. The proposed model can reach 
the best classification when applied on a visible color mode, in this case the result for accuracy is 92%, 
precision is 100%, and recall is 83%. However, for invisible color and visible shape, the result is 83% for 
accuracy, precision, and recall. Finally, the minimum result that the proposed model produces is when it is 
applied on invisible shapes, the result for accuracy is 75%, precision is 80%, and recall is 66%. 
Acknowledgment  
The authors would like to thank the editorial office of the journal for reviewing the manuscript.  
Furthermore, the authors would like to thank all the people assisted in data collection.  
 
References 
 
[1]  Ö. B. U. &. A. U. Yıldırım, "A deep convolutional neural network model for automated identification of 
abnormal EEG signals", Neural Comput & Applic, pp. 1-12, (2018).  
[2]  H. T. K. S. Mathewson KE, "High and dry? Comparing active dry EEG electrodes to active and passive 
wet electrodes", Socity for physological Research, Vol. 54, No. 1, 13 July (2017).  
[3]  H. Greenspan, B. v. Ginneken and R. M. Summers, "Guest Editorial Deep Learning in Medical 
Imaging: Overview and Future Promise of an Exciting New Technique", IEEE Transactions on Medical 
Imaging, Vol. 35, No. 5, pp. 1153-1159, (2016).  
[4]  D. H. S. P. E. C. Tom Young, "Recent Trends in Deep Learning Based Natural Language Processing", 
IEEE Computational Intelligence Magazine, Vol. 13, No. 3, pp. 55-75, (2018).  
[5]  K. I. ,. J.-H. P. ,. D.-S. L. ,. B. J. a. J.-M. K. Dongkoo Shon, "Emotional Stress State Detection Using 
Genetic Algorithm-Based Feature Selection on EEG Signals", International Journal of Environmental 
Research and Public Health, Vol. 15, No. 11, pp. 1-11, (2018).  
[6]  V. Mallawaarachchi, "Towrd Data Science," July 2017. [Online]. Available: 
https://towardsdatascience.com/introduction-to-genetic-algorithms-including-example-code-
e396e98d8bf3. [Accessed 1 May 2019]. 
[7]  a. S. R. A. Mohd Asyraf Zulkifely, "EEG Signals Classification by using Convolutional Neural 
Networks", in IEEE Symposium on Acoustics, Speech and Signal Processing (SASSP 2019), Malaysia, 
(2019).  
[8]  U. R. a. O. S. L. a. H. Y. a. T. J. H. a. A. H. a. S. D. P. Acharya, "Deep convolutional neural network 
for the automated detection and diagnosis of seizure using EEG signals", Computer methods and 
programs in biomedicine, Vol. 100, pp. 103-113, (2018).  
[9]  R. G. a. L. K. a. M. F. a. R. C. a. D. P. a. E. C. E. Andrzejak, "Indications of nonlinear deterministic 
and finite-dimensional structures in time series of brain electrical activity: Dependence on recording 
region and brain state", Physical Review E, Vol. 64, p. 061907, (2001).  
[10] C. L. S. S. Zhichuan Tang, "Single-trial EEG classification of motor imagery using deep convolutional 
neural networks", Optik, Vol. 130, pp. 11-18, (2017).  
[11] V. J. Tomas Uktveris, "Application of Convolutional Neural Networks to Four-Class Motor Imagery 
JZS (2019) 21 – 2 (Part-A) 
44 
 
Classification Problem", Journal of Information Technology and Control, Vol. 46, No. 2, pp. 260-273, 
(2017).  
[12] A. Opoku-Amankwaah, "An age layered population structure genetic algorithm for the multi-depot 
vehicle problem", Honolulu, HI, USA, (2017).  
[13] G. S. Hornby, "The Age-Layered Population Structure (ALPS) Evolutionary Algorithm", Seattle, 
Washington, USA , (2009).  
[14] S. Saha, "A Comprehensive Guide to Convolutional Neural Networks — the ELI5 way," Towards Data 
Science, 15 December 2018. [Online]. Available: https://towardsdatascience.com/a-comprehensive-
guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53. [Accessed 8 April 2019]. 
[15] J. Wu, "Introduction to Convolutional Neural Networks", Nanjing University, China, 2017. 
[16] D. Gupta, "Architecture of Convolutional Neural Networks (CNNs) demystified", Analytics Vidhya, 29 
June 2017. [Online]. Available: https://www.analyticsvidhya.com/blog/2017/06/architecture-of-
convolutional-neural-networks-simplified-demystified/. [Accessed 18 June 2019]. 
[17] N. T. Team, "NeuroSky Body and Mind Quantified", NeuroSky, 2018. [Online]. Available: 
http://neurosky.com/biosensors/eeg-sensor/biosensors/. [Accessed 8 April 2019]. 
[18] N. d. Program, "Thinkgear communications protocol", NeuroSky, 17 January 2017. [Online]. Available: 
http://developer.neurosky.com/docs/doku.php?id=thinkgear_communications_protocol. [Accessed 8 
April 2019]. 
[19] C. E. T. T. Uyulan, "Comparison of Wavelet Families for Mental Task Classification", The Journal of 
Neurobehavioral Sciences, Vol. 3, No. 2, pp. 59-64, (2016).  
[20] R. N. M. G. A. D.Ravichandran, "Mathematical Representations of 1D, 2D and 3D Wavelet Transform 
for Image Coding", International Journal on Advanced Computer Theory and Engineering, Vol. 5, No. 
3, pp. 1-27, (2016).  
[21] J. S. P. a. L. W. H. Jason H. Moore, "Symbolic Discriminant Analysis for Mining Gene Expression 
Patterns", Freiburg, Germany, (2001).  
[22] A. V. S. S. A. R. Chetan Umale, "Feature Extraction Techniques and Classification Algorithms for 
EEG Signals to detect Human Stress - A Review", International Journal of Computer Applications 
Technolgy and Research, Vol. 5, No. 1, pp. 8-14, (2016).  
 
 
 
