This paper is concerned with sequential state filtering in the presence of nonlinearity, non-Gaussianity and model uncertainty. For this problem, the Bayesian model averaged particle filter (BMAPF) is perhaps one of the most efficient solutions. Major advances of BMAPF have been made, while it still lacks a generic and practical approach to design the model set. This paper fills in this gap by proposing a generic data-driven method for BMAPF model set design. Unlike existent methods, the proposed solution does not require any prior knowledge on the parameter value of the true model; it only assumes that a small number of noisy observations are pre-obtained. The Bayesian optimization (BO) method is adapted to search the model components, each of which is associated with a specific segment of the pre-obtained data set. The average performance of these model components is guaranteed since each one's parameter value is elaborately tuned via BO to maximize the marginal likelihood. The diversity in the model components is also ensured, as different components match the different segments of the pre-obtained data set, respectively. Computer simulations are used to demonstrate the effectiveness of the proposed method.
INTRODUCTION
This paper is concerned with the state-space model based sequential state filtering, which finds widespread applications in signal processing, statistics, and econometrics. In particular, we focus on cases in which the state-space model can be nonlinear, non-Gaussian as well as uncertain. Since [1] , particle filtering (PF) has become the dominated methodology that addresses problems cast by nonlinear non-Gaussian state-space models [1, 2] . Most of PF based sequential filtering methods assume that the underlying model is deterministic, with few notable exceptions in e.g, [3] [4] [5] . Once the model being used mismatches the true one, PF shall almost certainly fail. To mitigate the risk of model mismatch, one has to take into account model uncertainty in the design of a sequential filtering algorithm. A common strategy is to employ a set of different models. The combination of such multi-model strategy and PF yields the multi-model based PF (MMPF) methods [6] [7] [8] [9] .
In our previous work, we proposed a specific type of MMPF, termed Bayesian model averaged PF (BMAPF) here. A basic feature of BMAPF lies in the usage of the Bayesian model averaging theory for adjusting the effects of each model component online. In BMAPF, the model components are weighted according to their posterior probabilities rather than heuristics. The posterior probability of each model is approximately calculated and updated in virtue of the weighed particle set of PF. The BMAPF methodology has been successfully used in different applications. In [10] , we use BMAPF for tracking the instantaneous frequency of a nonstationary signal. In [11] , we make use of BMAPF for video object feature fusion and robust tracking. In [12] , we present a sequential filtering algorithm based on BMAPF, which is robust against the presence of outliers in the measurements. In our most recent work in [13] , BMAPF is adapted to deal with non-stationary neural decoding in Brain-computer interfaces, and its performance has been demonstrated using real neural data sets. Despite advances that have been achieved, one essential concern on practical applications of BMAPF remains, namely:
• When there is not adequate prior knowledge for use, how to design a qualified model set for BMAPF?
The above concern motivates this work. To address it, we resort to the literature on ensemble neural networks (ENN), for which the issue of model set design (MSD) has been investigated. It is shown that, in the context of ENN, the average performance and the diversity of the model components constitute two essential factors for a successful MSD [14] [15] [16] . We investigate here whether they are also crucial factors for MSD of BMAPF. Specifically, we develop an MSD assisted BMAPF (MSD-BMAPF), in which the average performance and the diversity of the model components are balanced. We demonstrate that MSD-BMAPF outperforms the baseline BMAPF with simulated experiments.
To summarize, the main contribution of this paper is twofold. First, we confirm that the average performance and the diversity of the model components are important factors for MSD of BMAPF. Second, we propose a novel algorithm, MSD-BMAPF, which targets for cases when one lacks prior knowledge for specifying a qualified model set for BMAPF.
PRELIMINARY MATERIALS

A Baseline BMAPF Algorithm
Consider a state-space model M defined by a state-transition prior density function p θ (x t |x t−1 ) and a likelihood function p θ (y t |x t ), where t denotes the discrete-time index, x ∈ R dx the state of interest to be estimated, y ∈ R dy the measurement observed, and θ ∈ Θ denotes the model parameter whose value is not a priori known.
The task is, at each time step t, to infer the hidden state x t given measurements that have been observed so far, namely
To handle model uncertainty resulted from the unknown value of θ, BMAPF makes uses of multiple models M 1 , . . . , M K . Each M k is assigned with a specific parameter value of θ, denoted by θ k ∈ Θ, k = 1, . . . , K. Let H t = k denote the hypothesis that M k is the true model of the system at time t. Based on the Bayesian model averaging theory [17, 18] , the posterior probabilistic density function (pdf) of x t , denoted by p t|t p(x t |y 1:t ), can be calculated as follows
where p k,t|t p(x t |H t = k, y 1:t ) and π k,t p(H t = k|y 1:t ), for t ≥ 1.
The BMAPF provides a recursive solution to compute Eqn. (1) . It is initialized by specifying a prior density p(x 0 ) of x 0 , and defining p 0|0 = p(x 0 ). At time t, t ≥ 1, a parallel of K importance sampling (IS) procedures are run, each corresponding to a model component under consideration. In the kth IS procedure, first, draw x i k,t−1 from p t−1|t−1 , i = 1, . . . , N k , where N k denotes the number of particles associated with M k , k = 1, . . . , K. The associated particle weights are ω i k,
where the Kronecker-delta function δ(a, b) = 1 if and only if a = b and 0 otherwise. Drawx i k,t from p θ k (x t |x i k,t−1 ), i = 1, . . . , N k , then it leads to
where p k,t|t−1 p(x t |H t = k, y 1:t−1 ). The marginal likelihood or evidence of the observation y t under the hypothesis
which can be unbiasedly approximated as follows [19] 
(4) According to the theory of IS (see details in [2] 
where
then it leads to
Let π k,t−1 act as the prior probability of the hypothesis H t = k, k = 1, . . . , K, then, the Bayes theorem tells that
Substituting Eqns. (6) and (7) into Eqn. (1), one then obtains a particle-based approximation to p t|t as follows
Any statistics, e.g., mean, variance, about x t can be obtained based on the weighted particle set
Algorithm 1 The baseline BMAPF Algorithm 1: Initialization: Specify θ 1 , . . . , θ K by domain knowledge. Let π k,0 = 1/K, k = 1, . . . , K; Specify p(x 0 ), and let p 0|0 = p(x 0 ). 2: for t=1,2,. . . do 3: for k=1,. . . ,K do 4:
Resampling: draw x i k,t−1 from p t−1|t−1 and set ω i k,t−1 = 1/N k , i = 1, . . . , N k .
5:
Propagation: drawx i k,t from p θ k (x t |x i k,t−1 ), i = 1, . . . , N k .
6:
Calculate L k,t with Eqn. (4).
7:
Calculate ω i k,t , i = 1, . . . , N k , with Eqn. (5). Calculate π k,t with Eqn. (7) , k = 1, . . . , K.
10:
and an approximation of p t|t , see Eqn. (8). 11: end for A summarization of this baseline algorithm is presented in Algorithm 1. Note that the operation at the 4th line of Algorithm 1, i.e., drawing samples x i k,t−1 from p t−1|t−1 , is termed resampling since p t−1|t−1 is approximated by a discrete measure at the last iteration. Such a resampling operation is necessary for getting rid of the issue of particle degeneracy [2] . For brevity, N k is treated as a pre-set constant here, while it can also be adapted online as proposed in [9] .
Bayesian optimization (BO)
Consider a maximization problem max
BO through Gaussian Process (GP) regression is an efficient methodology for searching θ * , especially when no further assumptions on f can be made. The basic idea is to estimate the distribution over function f via the GP nonparametric approach, and then use this information to decide the next point of f to be evaluated. In the GP approach, the prior of f is described by a GP process, GP (µ(·), κ(·)), where µ(·) is the mean function and κ(·) is the covariance function. That says µ
Given a new data point θ n+1 , the joint distribution over f (θ 1:n ) and f (θ n+1 ) is also Gaussian:
where k = κ (θ 1:n , θ n+1 ) ∈ R n×1 . Then the predictive distribution of f (θ n+1 ) conditioned on D n and θ n+1 is:
is set to be a zero-valued function. Common choices of covariance functions include the Matern kernel and the Gaussian kernel. The Gaussian kernel is defined to be
is the kernel parameter matrix, which can be learned from data or specified by the user based on domain knowledge. For more details about GP, see [20] . Given observed data points D n , BO selects the next query point that optimizes an acquisition function generated by GP, such as upper confidence bound (UCB) and expected improvement (EI). BO with GP-UCB sets θ n+1 = arg max θ [µ (θ|D n ) + ασ (θ|D n )], where α ∈ R is a parameter of the algorithm that tradeoffs exploration and exploitation. A BO procedure implemented by means of GP-UCB is shown in Algorithm 2. See [21] for more about BO. Select θ n+1 such that θ n+1 = arg max θ [µ (θ|D n ) + ασ (θ|D n )]; 3: Augment the observed data set by setting D n+1 := {θ 1:n+1 , f (θ 1:n+1 )}.
4:
If the loop termination condition is satisfied, take out of the loop. 5: end for 6: Return θ * = arg max θi∈θ1:n+1 f (θ i ).
THE PROPOSED BO BASED MSD APPROACH
Suppose that one has a set of pre-obtained measurements, y 1:m , m ∈ R, while has no prior knowledge to specify a model set for use in BMAPF. We now present a data-driven approach to building up a set of candidate models based on y 1:m . We propose a BO based MSD (BOMSD) approach, as shown in Fig.1 , which makes a balance between the averaged performance and the diversity of the model components. Fig. 1 : An example illustration of the proposed BO based MSD approach. In this example, K = 5 model components are built based on 20 data blocks of pre-obtained observations. Specifically, first, construct a series of sub-datasets, y 1:m k , m k = ⌊m(K − k + 1)/K⌋, k = 1, . . . , K, where ⌊a⌋ denotes the biggest integer that does not exceed a. Then, for each sub-dataset, say y 1:m k , run a BO algorithm to search one model component, M k , whose parameter value θ k maximizes the objective function f k (θ) log(p θ (y 1:m k )) = m k t=1 log(L k,t (θ)). Here L k,t (θ) is the evidence of y t associated with θ, namely,
As shown in subsection 2.1, given a θ value, one can approximate L k,t (θ) in virtue of the weighted particle set of a PF, see Eqn. (4) . That says, for any query point θ, we could run a PF to yield an evaluation of it. It indicates that the objective function f k is expensive to evaluate. Therefore we adopt BO here for function optimization.
We did two experiments to test whether the proposed BOMSD approach is effective, by comparing MSD-BMAPF with the baseline BMAPF. The only difference between MSD-BMAPF and the baseline BMAPF lies in that, for the former, the model components' parameter values are initialized by our BOMSD approach; for the latter, they are randomly initialized. We adopted a state-of-the-art BO method [22] , which has an exponential convergence rate, to implement MSD-BMAPF, ensuring the efficiency of model search.
Experiment I
In the first experiment, the state-space model under consideration is
where x 0 = 0, 0 ≤ θ ≤ 1, the value of θ is not a priori known, v t ∼ N (0, 1), and u t ∼ N (0, 1). The parameter value of the true model that generates the observations is θ * = 0.657. In the baseline BMAPF, the θ value of each model component is randomly chosen from between 0 and 1. MSD-BMAPF searches the model components via BO based on 200 historical data points generated by the same model. We considered 19 cases, in which K = 2, . . . , 20, respectively. For each case, 100 independent runs of each algorithm are performed. Then we computed the averaged mean squared error (MSE) over these 100 runs and plot the result in Fig.2 . As is shown, for every K value considered, our MSD-BMAPF algorithm outperforms the baseline BMAPF markedly. It also shows that, when the number of models K reaches a threshold, employing more models does not necessarily lead to better performance. 
Experiment II
The second experiment is borrowed from [23] . The state transition function is mod(a, b) denotes the remainder after the division of a by b. The measurement function is
where n t is with probability P o distributed according to 0.5N (·|20, 0.1)+0.5N (·|22, 0.1), and with probability 1−P o to N (·|0, 0.01), 0 ≤ P o ≤ 1. In this experiment, K is fixed at 3 for both methods and the uncertainty of the model is reflected by the unknown value of P o . We considered five cases, in which the true P o takes values at 0.1, 0.3, 0.5, 0.7, 0.9, respectively. Again, for each case, we run both algorithms 100 times. For each algorithm under each case, we calculated the mean and the standard error of its MSE. The result is plotted in Fig.3 . MSD-BMAPF again performs significantly better than the baseline BMAPF. 
CONCLUSIONS
Despite the widespread and successful applications of BMAPF for sequential filtering under model uncertainty, it is still not clear how to specify a qualified model set beforehand when one lacks adequate prior knowledge. Here we presented a generic yet practical method, namely BOMSD, for automatic MSD of BMAPF and demonstrated its remarkable performance. We confirmed that the average performance and the diversity of the model components are important factors that should be taken into account in MSD of BMAPF.
