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Abstract
A special case of combinatorial search, the recognition problem is examined in this article.
(H;A; f) is a recognition problem if H is a set, A is a set system on H and f :H → {0; 1} is
a function. Someone chooses an arbitrary x∈H and instead of determining x itself (which is the
case in most of the search problems) we only have to determine the value f(x) for the given
function f from as few questions of type “is x∈A?” as possible, where A∈A. The smallest
number of questions needed in the worst case is called the recognition complexity of f over
A on H . After surveying some general results, a new class of set systems is introduced and
analyzed, generalizing Yao’s model of two-party communication complexity.
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1. Introduction
The object of this paper is a special type of Combinatorial Search, the so-called
recognition problem. In the classical model of Combinatorial Search an underlying set
H and a set system A on H are given, and our aim is to @nd a hidden element x∈H
with as few questions of type “is x∈A?” as possible, where A must be a member of
A. An algorithm is called sequential or adaptive if the choice of a set may depend on
the answers to the previous questions. If the sets are @xed beforehand, the algorithm is
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called predetermined or non-adaptive. We also may classify search processes according
to their overall aim: if we are seeking to minimize the length of successful algorithms
(i.e. the number of questions asked) considering all possibilities for x, we speak of a
worst-case problem; if we are trying to minimize the average length (given a certain
distribution) we speak of an average-case problem.
Let furthermore a function f :H → {0; 1} be given and now our aim is to compute
the value f(x), instead of @nding x itself. This is called a recognition problem, because
we have to verify if the hidden element is a member of the set {x |f(x) = 1} or not.
In this paper we are dealing with worst-case problems and sequential algorithms only.
The diJculty of @nding the minimal number of questions certainly depends on the
set system A. For example the case A=2H is trivial as one question is always enough.
For details on the general recognition problem see [6].
An extensively studied special case is the recognition problem for graph properties,
see for example [1] or [8]. Another model can be obtained from Yao’s model of
two-party communication complexity (see [7,3]), though this topic is rarely treated by
search theoretical methods. The main object of this paper is to generalize this model and
in this way reveal connections between search theory and communication complexity.
Basic notions, de@nitions and theorems are contained in the following section. The
communication complexity model, its generalization and some related theorems can be
found in Section 3, while Section 4 contains examples and analysis of the set system.
In Section 5 we solve two special recognition problems. Section 6 is dedicated to the
open problems.
2. Basics
2.1. Notions and de8nitions
Let H be a set of n elements, A a set system on H , f :H → {0; 1} an arbitrary
function and x∈H the hidden element. Our aim is to determine the value f(x). In
order to do this we may ask questions of type “is x∈A?”, where A∈A. Because of
practical reasons we assume that
(C) A is closed under complementation:
Denition 2.1. The triple (H;A; f) is called a recognition problem if H is a set, A
is a set system on H for which condition (C) holds and f is a function from H to
{0; 1}.
Denition 2.2. The recognition complexity of a function f over the set system A on
H is the smallest number of questions needed to compute f(x) in the worst case. This
will be denoted by g(H;A; f), or simply by g(f), when A and H are @xed.
Denition 2.3. A∩ := {⋂Ai :Ai ∈A}. Ar := {⋂ri=1 Ai :Ai ∈A} (r ∈N): A2 will
also be denoted by A′.
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The members of A will be called question sets. It is obvious that A=A1 ⊆A2 ⊆
· · · ⊆A∩ and that A∩ is closed under intersection but the sets Ai not necessarily so.
These de@nitions are fundamental, because after the @rst k questions what we know
about the hidden element is exactly that it is contained in some set T which is a
member of Ak , and in any period of the search process the set T is a member of A∩.
(Here condition (C) is used.) Thus the result of the search process is a set from A∩
on which the function f is constant (otherwise we could not decide whether f(x) is
0 or 1). Such a set is called f-monochromatic, or simply monochromatic when f is
@xed.
Usually it is assumed that the search problem is solvable. In our case this means
that the minimal sets of A∩ must be monochromatic. In fact we cannot distinguish
between two elements of such a minimal set so we will always assume that
(M) the minimal sets of A∩ consist of exactly one element:
Denition 2.4. Let B be an arbitrary set system on H and S ⊆ H be an arbitrary set.
The span of S in B “spanB(S)” is the set system consisting of the minimal sets of B
containing S.
Denition 2.5. The coordinate set CB(x) of an element x in a set system B is
spanB({x}). The elements of the coordinate set are called coordinates.
Remark. In this way the coordinates are subsets of H and the coordinate set is a set
system on H . Note that a coordinate set is never empty (unless A itself is empty) by
condition (C). It is easy to see that an element x is determined by its coordinates, i.e.
the name “coordinate” is legitimate.
Proposition 2.6.
⋂
C∈C(x)
C = {x}:
Remark. In fact it would justify the name “coordinate” even better if the intersection
of less than |C(x)| question sets could not be equal to {x}. However this is not true
in general, but the generalized communication model (Section 3.3) shall satisfy this
property.
2.2. Lower bounds for the general recognition problem
The results of this section are generalizations of communication complexity theorems
(see for example [3]). The reason why communication complexity methods can be used
here is that communication complexity problems are special recognition problems, as
we shall see it in Section 3.2.
Monochromatic sets of A∩ play an extremely important role. We saw that at the
end of the search process a certain monochromatic set of A∩ must contain the hidden
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element. From this fact the following result can be obtained by considering the search
tree. (The search tree is a rooted binary tree whose nodes are associated to states of
the search process that are represented by sets of those elements that are candidates
for x at this state. Successors of an inner node are obtained by intersecting the set at
the node with the next question set and its complement. For details see for example
[1].)
Theorem 2.7. If the underlying set H cannot be partitioned into less then k f-
monochromatic sets of A∩, then g(H;A; f)¿ log k	.
Proof. The leaves of the search tree are f-monochromatic sets in A∩ that partition H ,
thus their number cannot be less than k, i.e. the depth of the tree is at least log k	.
Corollary 2.8. Let  be an arbitrary probability distribution on the underlying set
H . If for every partition of H into f-monochromatic sets of A∩ holds that the
-measure of any set of the partition is at most , then g(f)¿ log(1=)	.
A special case of this proposition is the following.
Corollary 2.9 (Fooling set method). Let S ⊆ H be a set with the property that for
every two elements x; y∈ S there is no monochromatic set in A∩ exists that contains
both of them. Now g(f)¿ log|S|.
Proof. Let (x) =
{
1=|S| if x∈ S;
0 otherwise:
The -measure of any monochromatic set in A∩ is at most 1=|S|, because of the
condition on S. Now the assertion follows from Corollary 2.8.
3. The communication model and its generalization
In this section we show that communication complexity problems are special recog-
nition problems and de@ne “communication-like” recognition problems by introducing
a new family of set systems. First we review the most basic notions and de@nitions of
communication complexity. For a detailed treatment the reader is referred to [3].
3.1. Communication complexity
Two sets X and Y and a function f :X × Y → {0; 1} are given. Two players, Alice
and Bob would like to compute the value f(x; y), for some x∈X; y∈Y . The diJculty
is that Alice only knows x and Bob only knows y, thus they need to communicate with
each other. This communication is carried out according to some @xed protocol, which
depends only on f. A protocol consists of the players sending bits to each other.
At each step the protocol determines whether the process terminated; if it has not
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terminated the protocol determines which player sends the next bit (this may depend
only on the bits communicated so far, as this is the only common knowledge of Alice
and Bob) and what this bit should be. If the run has terminated, the protocol determines
f(x; y) of course. Let X = {x1; x2; : : : ; xn}, Y = {y1; y2; : : : ; ym} and cij =f(xi; yj). The
matrix C=(cij)ni=1
m
j=1 is called the communication matrix of f. This matrix completely
describes the problem: both players know the whole matrix and Alice knows an index
i of a row, Bob knows an index j of a column. Their aim is to @nd cij. Assume
without loss of generality that Alice sends the @rst bit. This bit is determined by index
i, so the set of rows of C can be divided into two parts: a part that contains rows for
which 0 is sent and a part that contains the other rows, for which 1 is sent. In this
way C is divided into two submatrices C0 and C1. Notice that the matrices C0 and C1
are determined by the protocol, and the bit Alice sends determines in which part her
row lies. The next bit divides submatrix C0 or C1 into two submatrices, and so on.
As the players’ knowledge after some bits sent is that cij lies in the current submatrix,
the protocol terminates if and only if the elements of this current submatrix are all the
same. Such a matrix is called monochromatic. The cost of a protocol is the number
of bits communicated in the worst case. The communication complexity of a function
f is the cost of the best protocol that computes f, and is denoted by D(X; Y; f) or
simply by D(f).
3.2. Communication complexity problems as recognition problems
Consider a given communication complexity problem with input sets A and B for
Alice and Bob, respectively, and the function f :A× B→ {0; 1}.
The communication problem can be reformulated as a recognition problem in the
following way: let the underlying set H =A×B and the set system of the question sets
A = {S × A | S ⊆ B} ∪ {T × B |T ⊆ A}. As conditions (C) and (M) hold, (H;A; f)
is indeed a recognition problem.
The sequence of bits communicated between Alice and Bob is the same as we get
from the answers of the search process supposing that we choose question set T × B
when Alice gives a bit information about set T ⊆ A, and question set S × A when
Bob gives a bit information about S ⊆ B. Furthermore, the communication and the
search processes terminate at the same time: when the set of the still possible elements
becomes monochromatic. Now it is easy to see that g(H;A; f) = D(A; B; f).
It is worth to examine some of the notions and assertions of Section 2 in this
model. Now A′ =A3 = · · · =Ar = · · · =A∩, as all of these are the set system of
the rectangles {S × T | S ⊆ A; T ⊆ B}, thus Theorem 2.7. and Corollaries 2.8 and
2.9. are easier to use—in fact these theorems originally were stated as communication
complexity theorems (see for example [3]). What can be said about coordinate sets?
Each element x= (a; b) of H has exactly two coordinates, namely its row and column
({a} × B and {b} × A).
Remark. Various models of more than two party communication also can be treated
as recognition problems and also can be generalized in this way.
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3.3. The generalized communication model
We are looking for a model for which similar results can be proved as for the
communication model, but is much less speci@c.
Consider the following condition:
(F) If A; B; C ∈A, then at least one of the sets A∩B; A∩C; B∩C is contained in A.
Assuming that condition (C) holds, (F) is equivalent to condition:
(F’) If A; B; C ∈A, then at least one of the sets A∪B; A∪C; B∪C is contained in A.
Denition 3.1. Set systems satisfying condition (F) are called (3,2)-alignments.
The name comes from the fact that set systems closed under intersection are called
alignments; about alignments see for example [4] or [2].
It is easy to see that in the communication model both (F) and (F′) hold, since
among any three question sets there are at least two of the same type (either row- or
column-sets), whose intersection and union are also row- or column-sets. One of the
good properties of set systems satisfying condition (F) is
Proposition 3.2. (F)⇒A′ =A∩
Proof. A′ ⊆A∩ is trivial. Let C = A1 ∩ A2 ∩ · · · ∩ Ar ∈A∩. For r6 2, C ∈A′. For
r¿ 3, at least one of the sets A1 ∩ A2; A1 ∩ A3; A2 ∩ A3 is contained in A, because of
condition (F), thus A∩ ⊆A′ follows by induction.
4. Properties of (3,2)-alignments
We give some examples of (3,2)-alignments and prove several theorems concerning
them.
4.1. Examples
Example 1. Let the set systems C and D be such partitions of the underlying set H
that |C ∩ D|6 1, for any C ∈C; D∈D. Now let the set system of the question sets
A= {⋃Ci∈C Ci} ∪ {⋃Di∈D Di}.
Condition (C) is trivially satis@ed, and condition (F) also holds: among any three sets
in A there are at least two that are contained in the same partition, so the intersection
of these two sets is also contained in this partition and therefore in A. It is obvious
that the condition about the size of the intersection of two sets from diRerent partitions
is now equivalent to condition (M).
Coordinates are elements (sets) of the partitions, but not every set of a partition
is necessarily a coordinate. It is a rather simple generalization of the communication
model: from the elements of H a matrix can be formed with possible blank entries—in
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this model the problem is somewhat similar to a special model of communication com-
plexity, where players are given a promise that the blank entries cannot occur as input
pairs. As an illustration we give a slight generalization of a well-known communication
complexity theorem in this model. The rank lower bound in communication complexity
is the following.
Theorem 4.1 (Mehlhorn and Schmidt [5]). Let Mf be the communication matrix cor-
responding to the function f. Then for the communication complexity of f
D(f)¿ log rank(Mf):
Matrices with possible blank entries will be called incomplete matrices. The com-
plexity of an incomplete matrix is the complexity of the corresponding function. Denote
the set of all 0–1-matrices by M, and the set of all incomplete 0–1-matrices by M∗.
It is obvious that the complexity of an incomplete matrix is not greater than the
complexity of any matrix we obtain by @lling in the blank entries arbitrarily, since
algorithms that solve the search problem for the latter also solve it for the preced-
ing one. The following question arises naturally: is there a @lling in with the same
complexities?
Proposition 4.2. For an arbitrary M ∈M∗ incomplete matrix there exists an M ′ ∈M
matrix of the same size containing every entries of M for which D(M) = D(M ′).
Proof. Consider an optimal protocol for the incomplete matrix M and the correspond-
ing decision tree. The leaves of the tree are disjoint monochromatic incomplete matrices
M1; M2; : : : ; Mt . Mi=M ∩Ri∩Ci, where the Ri’s are unions of rows and Ci’s are unions
of columns. The sets Ri ∩ Ci form a partition of the set of positions of the (incom-
plete) matrix M . Fill in the blank positions of Ri ∩ Ci by the value corresponding to
the monochromatic (incomplete) matrix Mi. Denote the matrix obtained in this way
by M ′. Applying the optimal search algorithm corresponding to the incomplete matrix
M for the matrix M ′ we see that every step is the same, thus the decision trees and
therefore the complexities are also the same.
Denition 4.3. The rank of an incomplete matrix is the minimal rank of matrices
obtained by @lling in the blank entries arbitrarily.
Theorem 4.4. Let Mf be the incomplete matrix corresponding to the function f. Then
for the recognition complexity of f
D(f)¿ log rank(Mf):
Proof. Applying Proposition 4.2. to the incomplete matrix Mf we obtain matrix M ′f,
D(Mf) = D(M ′f). By Theorem 4.1 and De@nition 4.3:
D(f) = D(Mf) = D(M ′f)¿ log rank(M
′
f)¿ log rank(Mf):
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Example 2. Let a; b∈H , and A={A | a∈A; b ∈ A}∪{B | b∈B; a ∈ B}. Condition (C)
is trivial again, and so is condition (M). Condition (F) is satis@ed because of similar
reasons as we have seen in the previous example: among any three sets of A there
are at least two that contain the same speci@c element (a or b) and does not contain
the other one, so the intersection of these two sets also contains this element and does
not contain the other one and therefore is a member of A. Coordinates are the sets
{a}, {b}, {a; c}, {b; c}, where c may be any element of H \ {a; b}.
This model is a bit simple, but can be re@ned:
Example 3. Let the set system B be closed under union and intersection.
Let A consist of sets in B and their complements: A=B∪ {A : SA∈B}. Condition
(C) is obviously satis@ed, and the same holds for condition (F): among any three sets
at least two is contained either in B or in the set system formed by the complements
of the sets in B which is also closed under union and intersection, by De-Morgan’s
laws, thus the intersection of these two sets is also contained in A. Condition (M)
is not necessarily satis@ed, but we may contract the minimal elements of A∩ to one
element. To imagine such a set system, observe that up- and downsets of any partial
order of the underlying set H form a set system of this type. On the other hand, every
set system of this type can be obtained by considering the up- and downsets of an
appropriate partial order of H . The proof of this fact is left to the reader.
The examples so far satis@ed condition (F) so that the set system A consisted of
two parts that were closed under intersection, thus among any three sets there were
two from the same part and thus their intersection was also contained in this part and
therefore in A. Is it necessary or there exist other examples? In order to handle this
problem we de@ne the graph of a set system.
Denition 4.5. GA := (VA; EA), VA :=A,
EA := {{X; Y} |X; Y ∈A; X ∩ Y ∈A}:
GA has an even number of vertices and does not contain a triangle (condition (F)),
but it is easy to see that not all graphs of this kind can be obtained in this way.
What is more, because of the property mentioned before De@nition 4.5 all graphs of
set systems so far were bipartite.
Still the answer to the question is negative:
Example 4. Let H = {1; 2; 3; 4},
A= {∅; {1}{1; 2}; {1; 4}; {2; 3}; {3; 4}; {2; 3; 4}; {1; 2; 3; 4}}:
GA consists of three isolated vertices (∅; {1}; H) and a pentagon ({1; 2}; {2; 3}; {3; 4};
{1; 4}; {2; 3; 4}).
Even when the graph is bipartite it is not clear whether the parts should be closed
under intersection. The complementation also proves to be somewhat regular in the
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@rst three examples: the complements of the sets of one part are either the same part
(Example 1) or the other one (Examples 2 and 3); there are no two sets from the
same part whose complements are in diRerent parts. The necessity of this property is
also unclear; what can be proved are only two easy propositions.
Proposition 4.6. If GA is bipartite and the parts are closed under both intersection
and complementation, then A is a set system from Example 1.
Proposition 4.7. If GA is bipartite, the parts are closed under intersection and the
complement of a set is always contained in the opposite part, then A is a set system
from Example 3.
4.2. Properties
The main theorem of this section shows that the communication model is extremal
amongst the models of (3,2)-intersecting families in a certain sense.
We assume that set system A satis@es conditions (C), (M) and (F). Once we
know that the hidden element x lies in a set X ⊆ H , we could simplify the search
process by taking X as an underlying set instead of H . It is possible if and only
if A|X = {A ∩ X |A∈A} satis@es conditions (C) and (F) (condition (M) is trivially
satis@ed). Fortunately it is always true:
Lemma 4.8. Let X ⊆ H an arbitrary set. A|X satis8es conditions (C) and (F).
Proof. Let C ∩ X; D ∩ X ∈A|X . Then X \ C ∩ X = SC ∩ X ∈A|X ⇒ (C) and (C ∩
X ) ∩ (D ∩ X ) = (C ∩ D) ∩ X ∈A|X ⇒ (F).
Now we prove a property that is “natural” in two-party communication complexity.
Lemma 4.9. Every element has at most two coordinates.
Proof. Assume to the contrary that there exists an element x with three distinct coor-
dinates A; B; C. Then by condition (F) (at least) one of the sets A ∩ B; A ∩ C; B ∩ C,
each containing x is a member in A which contradicts to the minimality of A; B
and C.
Denition 4.10. The element x is called regular if it has exactly two coordinates.
Denition 4.11. The number of distinct coordinates in A is denoted by C(A).
Amongst the examples so far C(A) is minimal (as a function of n = |H |) for the
communication model, especially when the communication matrix is square: C(A) =
2
√
n, and maximal for Example 3: C(A)=2n−2. The latter is essentially the maximal
possible value because of Lemma 4.8. Is the 2
√
n value minimal?
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Theorem 4.12. If every element is regular, then C(A)¿ 2
√
n.
The following lemmas will be useful.
Lemma 4.13. If A∈A is a coordinate of the elements a1; a2; : : : ; ar (r¿ 2) then the
other coordinates of these elements and A are pairwise distinct.
Remark. The elements a1; a2; : : : ; ar must be regular, otherwise their only coordinate
would be a one-element set.
Proof. Assume to the contrary that there exists a set B∈A which is a coordinate of
both (say) a1 and a2. Now a1; a2 ∈A ∩ B which is impossible, as A and B are the
coordinates of a1 (see condition (M) and Lemma 4.9.).
Lemma 4.14. Let A∈A and B∈A be the coordinates of an element e∈H and let
e = a∈A and e = b∈B be arbitrary elements. Then there is no set C ∈A exists
which is a coordinate of both a and b.
Proof. If a; b∈C, then A ∩ C; B ∩ C are non-empty. Since A ∩ B = {e} ∈ A; either
A ∩ C ∈A or B ∩ C ∈A (condition (F)), which shows that C cannot be a coordinate
of both a and b.
From Lemma 4.14. a stronger version of Lemma 4.13. follows:
Corollary 4.15. If A is a coordinate of the elements a1; a2; : : : ; ar (r¿ 2) and B
is a coordinate of the elements a1 = b1; b2; : : : ; bs, then the other coordinates of
a1; a2; : : : ; ar ; b2; b3 : : : ; bs and A, B are pairwise distinct.
Proof of Theorem 4.12. Let H = {e1; e2; : : : ; en}, X1; X2; : : : Xt be the pairwise distinct
coordinates in A (t = C(A)), and xi be the number of elements whose co-
ordinate is Xi. Every element has exactly two coordinates, so
∑t
i=1 xi = 2n. Let
furthermore
Ei = {a∈H | a and ei has a common coordinate}:
If there exists Ei: |Ei|¿ 2
√
n− 1, then C(A)¿ 2√n, because of Corollary 4.15, so
we may assume for all i6 n : |Ei|¡ 2
√
n− 1.
Consider now the sum
n∑
i=1
(|Ei|+ 1)¡ 2n
√
n:
Notice that if the coordinates of the element ei are X&(i) and X%(i), then |Ei| + 1 =
x&(i) + x%(i), so
∑n
i=1(|Ei|+ 1)=
∑n
i=1(x&(i) + x%(i)). How many times does x%(i) appear
in this sum? It appears in the jth term exactly when %(i) = %(j) or %(i) = &(j) i.e.
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when X%(i) is a coordinate of ej—this is exactly x%(i) appearances, thus
n∑
i=1
(|Ei|+ 1) =
t∑
i=1
(x&(i) + x%(i)) =
t∑
i=1
x2i :
Now we know that
∑t
i=1 xi = 2n and
∑t
i=1 x
2
i ¡ 2n
√
n. By the Cauchy–Schwartz
inequality
4n2 =
(
t∑
i=1
xi
)2
6 t
t∑
i=1
x2i ¡ 2tn
√
n ⇒ t ¿ 2√n;
which completes the proof.
If we do not know that every element is regular then the above method has to be
changed in three points:
1. assuming that the number of the irregular elements is s,
∑t
i=1 xi = 2n− s,
2. |Ei|¿ 2
√
n− 1− s is enough to see 2√n coordinates, if ei is regular,
3. |Ei|= 1, if ei is irregular.
Now the Cauchy–Schwartz inequality and some elementary computation gives
Theorem 4.16. C(A)¿ 2
√
n.
Another lower bound can be obtained for C(A) from a completely diRerent ap-
proach:
Proposition 4.17. C(A)¿ log|A|.
Proof. Every set in A is a union of some coordinates, namely the coordinates of its
elements. Thus the cardinality of A cannot be greater then the number of possible
unions of coordinates which is 2C(A), from which the assertion follows.
5. Special cases
In this section we prove theorems about some set systems of Example 3. From now
on let A=B ∪ {A : SA∈B}, where B is closed under union and intersection.
Problem 1. Let H be an arbitrary partially ordered set. A Boolean function f :H →
{0; 1} is given, and someone chooses an arbitrary x∈H . We may ask the value of
any monotone Boolean function g :H → {0; 1}, and from as few questions as possible
we have to determine the value f(x). How many questions do we have to ask in the
worst case?
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Consider @rst the set H of 0–1 vectors of length n and their usual partial order.
It is not hard to see that log(n + 1)	 + 1 questions are always enough: @rst we @nd
out the number of ones in the vector (the question “is the number of ones in x less
then t?” is a monotone Boolean function) with binary search. Let the number of ones
in x be k. Now one additional question is enough: de@ne function g the following
way: on vectors y having less than k ones let g(y) = 0, on vectors y having exactly
k ones let g(y) = f(y) and on vectors y having more than k ones let g(y) = 1. It
is easy to see that g is monotone and—as we know that vector x contains exactly k
ones—f(x) = g(x).
Of course it is possible that we do not need so many questions, for example if f
itself is monotone, we may simply ask f(x). We show that there exists a function f
for which the above algorithm is nearly optimal. Notice that the set system
{{a | g(a) = 0} | g :H → {0; 1} monotone}
satis@es conditions (C) and (F); in fact it is a special case of Example 3, with
B= {{a | g(a) = 0} | g :H → {0; 1} non-decreasing}:
The elements in A′ are the convex sets i.e. sets C having the property:
(x; y∈C; x6 z6y or y6 z6 x)⇒ z ∈C:
De@ne the function f on vector x to be the parity of the number of ones in x. Now
we apply Theorem 2.7. The set of vectors clearly cannot be partitioned into less then
(n+ 1) monochromatic convex sets, which means that g(f)¿ log(n+ 1)	.
Now we turn our attention to the general case: what is the exact number of monotone
functions we have to ask for a given function f? In order to answer this we shall
generalize the above ideas. First we de@ne the alternation number of a chain and a
function.
Denition 5.1. Let H be an arbitrary poset, f :H → {0; 1} a Boolean function and C
an arbitrary chain in H . The alternation number of C in H is the number of changes
of f(a) as we move from the least element of C to the greatest one. (At the beginning
it is one, and once the next element has other f-value we add one and so on.) The
alternation number is denoted by AltH (C) for a given f. Let furthermore the alternation
number of a function f
AltH (f) = max
C⊆H
chain
AltH (C):
Theorem 5.2.
logAltH (f)	6 g(f)6 logAltH (f)	+ 1:
Proof. We shall use the fact that after a question is answered (say g(x) = 1) we can
work with poset H ∩ {a | g(a) = 1} instead of poset H , because of Lemma 4.8.
1. g(f)¿ logAltH (f)	: By adversary method: it is clear that f(x) cannot be de-
termined whilst AltX (f)¿ 1, where X is the current poset. Now consider a chain C
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with the property AltH (C)=AltH (f). Let G1 = {a|g(a)=0}; G2 = {a | g(a)=1}; C1 =
C ∩ G1; C2 = C ∩ G2, where g is an arbitrary monotone Boolean function. It is ob-
vious that C1 and C2 are chains and AltG1 (C1) + AltG2 (C2)¿AltH (C). Thus either
AltG1 (C1)¿AltH (C)=2 or AltG2 (C2)¿AltH (C)=2, from which the inequality follows
by induction.
2. g(f)6 logAlt(f)	 + 1: If AltH (f) = 1, then one question is enough, because
f must be monotone on the elements that are still possible. Now we prove that it is
possible to decrease logAlt(f)	 by one with one question—from this the inequality
comes by induction.
Let
G =
{
a |Alt{y∈H |y6a}(f)6 AltH (f)2
}
:
Now let g(a) =
{
1 if a∈G;
0 if a ∈ G:
Function g is non-increasing, otherwise we could choose a6 b so that
g(a)6 g(b)⇒ g(a) = 0; g(b) = 1⇒ a ∈ G; b∈G ⇒
⇒ Alt{y∈H |y6a}(f)¿ AltH (C)2 ; Alt{y∈H |y6b}(f)6
AltH (C)
2
⇒
⇒ Alt{y∈H |y6a}(f)¿Alt{y∈H |y6b}(f);
a contradiction as {y∈H |y6 a} ⊆ {y∈H |y6 b}.
Now we only have to demonstrate that AltG(f)6 AltH (f)=2	 and AltH\G(f)6
AltH (f)=2	. Assume to the contrary that there exists a chain C for which C ⊆ G;
AltG(C)¿ AltH (f)=2	 or C ⊆ H \G; AltH\G(C)¿ AltH (f)=2	. We may assume that
the chain C is maximal. The preceding inequality clearly contradicts to the de@nition of
G, while if the latter holds then we show that the minimal element m of chain C cannot
be contained in H \G, again a contradiction. Namely, if m were an element of H \G,
then Alt{y∈H |y6m}(f)¿AltH (f)=2 ⇒ ∃ chain C′ ⊆ G:AltG(C′)¿AltH (f)=2 − 1,
because m is the minimal element of C. Now
AltH (C ∪ C′)¿AltH\G(C) + AltG(C′)¿
⌈
AltH (f)
2
⌉
+ AltG(C′);
from which
AltH (C ∪ C′)¿
⌈
AltH (f)
2
⌉
+ 1 + AltG(C′)
¿
⌈
AltH (f)
2
⌉
+
AltH (f)
2
¿AltH (f);
a contradiction. This completes the proof of the theorem.
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Problem 2. Let G be an arbitrary unknown graph on m vertices and P an arbitrary
@xed graph-property. We have to decide whether graph G has property P or not.
In order to do this we may ask questions of type : “does G have property Q?”,
where Q can be any monotone graph-property. How many questions do we have to
ask? (A graph-property is a 0–1 function on graphs which gives the same value on
isomorphic graphs.)
Solution. Consider the poset H of the subgraphs of the complete graph Km. The so-
lution is either logAltH (f)	 or logAltH (f)	+ 1.
Remark. Though H is isomorphic to the poset of 0–1 vectors of length (m2 ), the
problem is not exactly the same as Problem 1: now we have to deal with graph
properties only and not all functions, but may only ask graph properties, too.
Proof. The lower bound is obtained the same way as in Problem 1. The algorithm also
can be implemented the same way if we notice that function g is a graph property,
because if graph h∈G = {a|Alt{y∈H |y6a}(f)6AltH (f)=2}, then for all graphs h′
isomorphic to h we have h′ ∈G.
6. Open problems
1. Structure of (3,2)-alignments:
• About the structure of (3,2)-alignments not much is known and the same holds
for graphs of (3,2)-alignments. Even when the graph is bipartite there are un-
solved questions (see the end of Section 4.1). However, we know a lot about
alignments; are there similar theorems for (3,2)-alignments?
• What sequences of (3,2)-alignments diRerent from Examples 1–3 can be given?
• Set system A′ is an alignment. What are the alignments B for which there
exists a (3,2)-alignment A so that B=A′?
2. Search on (3,2)-alignments:
• Is there a relation between C(A) and g(H;A; f)? We saw that for the greatest
possible C(A), the recognition complexity was almost the same as the lower
bound of Theorem 2.7, while for the communication model, where C(A) is the
least possible, this bound is not at all tight (see [3]).
• Can we give better bounds if the alignment A′ is a special one (like a matroid
or a convex geometry—see [2] or [4])? For example A′ in Problem 1 (where
we have almost tight bounds) is a convex geometry.
• Are there more methods or theorems of communication complexity that can be
generalized to (3,2)-alignments?
Acknowledgements
The author would like to thank Gyula O.H. Katona for his substantial advices.
G. Wiener /Discrete Applied Mathematics 137 (2004) 109–123 123
References
[1] M. Aigner, Combinatorial Search, Wiley, Chichester and Teubner, Stuttgart, 1988.
[2] P.H. Edelman, R.E. Jamison, The theory of convex geometries, Geom. Dedicata 19 (1985) 247–270.
[3] E. Kushilevitz, N. Nisan, Communication Complexity, Cambridge University Press, Cambridge, 1997.
[4] L. Lov'asz, M. Saks, Lattices, MVobius functions and communication complexity, 29th Annual Symposium
on Foundations of Computer Science, 1988, pp. 81–90.
[5] K. Mehlhorn, E. Schmidt, Las Vegas is better then determinism in VLSI and distributed computing,
Proceedings of the 14th ACM Symposium on Theory of Computing, 1982, pp. 330–337.
[6] G. Wiener, The Recognition Problem in Combinatorial Search, to appear in: I. Csisz, G.O.H. Katona, G.
Tardos (Eds.), “Entropy, Search, Complexity”, Bolyai Society Mathematical Studies, Springer.
[7] A. Yao, Some complexity questions related to distributed computing, Proceedings of the 11th ACM
Symposium on Theory of Computing, 1979, pp. 209–213.
[8] H.P. Yap, Some Topics in Graph Theory, Cambridge University Press, Cambridge, 1986.
