Multidimensional item response theory (MIRT) 
and computerized adaptive testing (CAT; e.g., Kingsbury & Weiss, 1983 ; Wainer, Dorans, Flaugher, Green, Mislevy, Steinberg, & Thissen, 1990; Weiss & Kingsbury, 1984) is an intriguing direction to explore (Bloxom & Vale, 1987; Miller, Reckase, Spray, Luecht, & Davey, in press; Segall, 1996) . However, the problems of CAT item selection and parameter estimation become more complex in a multidimensional context. For example, unlike a unidimensional CAT, which merely administers items targeted to an examinee's location along a score scale, a MIRT CAT must locate an examinee's trait estimates on a plane or hyperplane and administer items that ideally minimize the joint estimation errors for those estimates.
Faced with these complexities, it is appropriate to ask whether MIRT CAT is worth the added complications, and Segall (1996) demonstrated that it may be. Segall compared a unidimensional CAT for nine power achievement subtests in an Armed Services Vocational Aptitude test battery to a multivariate CAT, fixing the covariance structure in the latter case so that the items in each subtest loaded on individual trait composites (i.e., oblique simple structure). He also implemented a Bayes modal estimation procedure that allowed the population covariances among the nine traits to enter into the solutions. By maximizing the determinant of the posterior variance-covariance matrix as the statistical objective function for the MIRT Examiners, 1996a Examiners, , 1996b 
Item Parameter Estimation
In practice, the item parameters are only estimates. Assuming that the parameters are well estimated, they can be treated as knowns in MIRT CAT. Bock ( 1985) , Bock, Gibbons, & Muraki, (1988), and McDonald (1982) (Wilson, Wood, & Gibbons, 1984 Fraser (1986) in the computer program NOHARM. There is another option. As Segall (1996) demonstrated, if an oblique simple structure is hypothesized for the multidimensional space (i.e., correlated traits with items each loading on only one trait), unidimensional item parameters estimated uniquely for each trait may also be of practical use. A similar suggestion to consider using unidimensional parameter estimates to form oblique simple structure factors for items that cluster together in the multidimensional space was provided by Luecht & Miller (1992) .
Estimation
The maximum likelihood estimators (MLES) of the multidimensional traits, 0, closely resemble their unidimensional counterparts (e.g., Lord, 1980 Bayes mean estimators (e.g., Bock, 1985; Bock & Aitkin, 1981; Mislevy, 1986) (Bock & Aitkin, 1981) . Bloxom & Vale (1987) provided closed-form approximations to the Bayes centroids and variances and covariances by extending Owen's (1975) (2) it is impossible to improve on the minimum variance properties of EAPS, on average, over a population of traits (e.g., Bock & Mislevy, 1982) . However, EAPS, when used as point estimates, also tend to overestimate the true correlations between the multivariate latent traits (e.g., Luecht & Miller, 1992; Segall, 1996) . In those cases, a method suggested by Mislevy (1984) , using pseudocounts computed over the joint posterior for all examinees, can be used to directly obtain better estimates of the population correlation or variance-covariance matrices.
Segall (1996) also presented the solutions for the multidimensional Bayes modal estimators, which generalize to orthogonal or oblique traits for a multivariate normal prior probability density. As Segall noted, estimating the modes of the posterior distribution may be easier to do in practice than estimating EAPS when the number of dimensions is more than two or three, because they avoid the need for integration.
Item Selection Heuristics in a Multidimensional Context
As presented above, it is relatively straightforward to derive multidimensional estimators for 0; however, obtaining stable estimates in a practical CAT environment (e.g., using less-than-infinite item banks) is principally an empirical issue that depends largely on how items are selected from a given bank. CAT is fundamentally a heuristic process by which items are selected sequentially to maximize or minimize a particular objective function, subject to various content or other constraints (e.g., word counts, the test length, or any of the usual adaptive stopping rules). Heuristics are used quite often in other types of automated test assembly (e.g., Luecht & Hirsch, 1992; Stocking & Swanson, 1993) and using them for CAT is a natural extension of the technology (Luecht, in press; Stocking & Swanson, 1993) . Heuristics allow each item selection to be modeled as a local optimization problem having a statistical criterion-the objective function. Equally important in selecting items are content or other constraints that follow from test specifications.
An important challenge of using heuristics to locally optimize the item selections in MIRT CAT concerns the choice of the objective function. In unidimensional IRT, a MLE is asymptotically consistent and normally distributed around the true but unknown trait, 0. Where certain regularity conditions hold (e.g., Lehmann, 1983) (Birnbaum, 1968 (Birnbaum, 1968) .
Generalizing to the multidimensional case, for some vector-valued trait, 0, the MLES tend toward asymptotic multivariate normality under regularity conditions (e.g., Kendall & Stuart, 1967; Lehmann, 1983 (Segall, 1996) 
Item Statistics and Data Generation for the Simulated CATs
To simulate true Os for the discipline subscores, eight multivariate normal deviates were generated for each of 2,000 simulated examinees, using an implementation of the Box-Muller algorithm (Aquinis, 1994 Table 2 shows the means and SDs for the sample of generated traits, as well as the correlations among the eight discipline scores. The lower triangle of the correlation matrix in Table 2 shows the input values assumed for the population. The upper triangle shows the sample-based product-moment correlations for the 2,000 vectors of generated discipline trait scores. The input values for the population correlations (lower triangle) are based on empirical interdiscipline correlations for recent Step 1 examinations, disattenuated for unreliability. As Table 2 shows, the population parameters and sample statistics for the 2,000 generated trait vectors were similar.
The Rasch difficulty estimates for the bank of 2,458 items were also treated as known parameters in generating the data and were subsequently used for estimation of the trait scores. To approximate a M2PLM (i.e., Equation 1) pseudodiscriminations or loadings were generated for each item as binary vectors; that is, a~e {0,1 }, i = 1, ..., I, k = 1, ..., K, (for I items in the bank) such that a,k = 1 if the item loaded on trait Ok or 0 otherwise. For example, an item that loaded only on the second and fourth traits would be assigned the vector, a = (0,1, 0,1, 0, 0, 0, 0). This approach is conceptually similar to using &dquo;imputed&dquo; discrimination weights under the one-parameter logistic model developed by Verhelst & Glas (1995) , but in a multidimensional context (also see Glas, 1992) ; here, the weights were binary. Any variety of nonzero values could have been derived or estimated to use as the discrimination weights for items loading on particular discipline dimensions.
Finally, a minor reparameterization of the M2PLM was made to accommodate the use of the eight separate discipline-based difficulty estimates for each item in the simulations. That is, Equation 1 was reparameterized as Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Glas, 1992) . Segall (1996) used a similar approach, but used the three-parameter logistic model (Lord, 1980) with the discrimination weights fixed at their unidimensional estimates, such that each item loaded on a single trait. In this study, (1) items were individually allowed to load on multiple traits; and (2) the vectors of discriminations, a,, were specified rather than based on empirical estimates of multidimensional loadings. Had the items been forced to load uniquely on a single dimension, the entire maximum likelihood estimation process could be shown to simplify to solving eight independent likelihood equations. Given the matrix of item difficulties (2,458 x 8) and the binary 2,458 x 8 matrix of loadings, a, Equation 11 was used to generate a 2,000 x 2,458 matrix of examinee x item P (Equation 1) for the entire item bank ( j = 1, ..., 2,000 examinees and i = 1, ..., 2,458 items in the bank). A corresponding uniform random probability, x, ( j = 1,..., 2,000 and i = 1, ..., 2,458) was also computed for each examinee x item interaction. A dichotomous score, u~, E {0,1 }, was produced such that u, = 1 if P~, >_ 1tJI or u, = 0 otherwise. The 2,000 x 2,458 matrix of scored item responses, u, was used throughout the simulations.
Study Conditions, Item Selection, and Estimation of Examinee Scores
The simulation study involved two principal manipulated conditions: CAT length and item selection mechanism. Test lengths of 100, 150, 200, 250, and 300 items were used to simulate CATS ranging from approximately one-sixth to one-half the length of a typical paper-and-pencil Step 1. Two statistical optimization procedures were used as part of the item selection heuristics: (1) maximizing the item information for provisional estimates along the unidimensional total test trait composite (UTOTCAT); and (2) maximizing the determinant of the inverse information matrix under a multidimensional solution involving the eight disciplines (i.e., MIRTCAT). Maximum likelihood trait estimates were used throughout the simulations.
UTOTCAT requires some explanation. Although it should be clear that the Step 1 total test scores are used for the primary purpose of making a pass/fail decision and therefore ought to be as reliable as possible, there is a legitimate statistical rationale for optimizing the unidimensional total information that relates to improving the subscore reliabilities, as well, in a multidimensional context.
From a multidimensional perspective, maximizing the total test unidimensional information function is an indirect means of maximizing a &dquo;slice&dquo; through the information surface, in the direction of average Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ maximum information along a &dquo;reference composite&dquo; (Wang, 1986 ; for a discussion of directional information and &dquo;reference composites&dquo; see also Green, 1988; Reckase, 1985; Reckase & McKinley, 1983) . That is, the total test composite trait fit using a unidimensional IRT model essentially extracts a common factor (e.g., Baker, 1992; Lord, 1980 One final finding involved the nature of the item selections made using UTOTCAT and MIRTCAT. Table 6 provides the range statistics (maximum -minimum, across examinees) of the number of items adaptively selected in each discipline category for the 100-item and 300-item tests. In UTOTCAT, the ranges were reasonably small for the 100-item test in physiology, pathology, behavioral sciences, gross anatomy, and histology (i.e., 6 to 9 items). However, areas like biochemistry (with a range of 20 items) exhibited marked fluctuations in the maximum versus minimum number of items selected for individual examinees. At 300 items, the ranges increased even further for UTOTCAT. However, under MIRTCAT, the ranges were small and fairly homogeneous. At 100 items, examinees differed only by 1 to 9 items administered in each of the disciplines. At 300 items, the largest range was only 14 items for pathology; the ranges for the remainder of the disciplines were from 3 to 7 items. From a validity perspective, MIRTCAT therefore appears to have produced more consistent allocations of items within the disciplines across examinees.
Discussion
The simulations presented here suggest that there may be some compelling advantages to using a multidimensional approach, subject to many practical considerations. This particular application of MIRT CAT Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 100, 150, 200, 250, 300 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Segall's (1996) research, the present study illustrated a particular application and demonstrated some reasonable gains in the reliability of reported subscores under MIRT CAT, with no serious degradation of total test outcomes.
