Exchange Rate Exposure and Its Determinants: A Firm and Industry Analysis of the UK Companies by He, Jiao
He, Jiao (2010) Exchange Rate Exposure and Its 
Determinants: A Firm and Industry Analysis of the UK 
Companies. [Dissertation (University of Nottingham 
only)] (Unpublished) 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/23863/1/2009-2010_Dissertation--JIAO_HE.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
· Copyright and all moral rights to the version of the paper presented here belong to 
the individual author(s) and/or other copyright owners.
· To the extent reasonable and practicable the material made available in Nottingham 
ePrints has been checked for eligibility before being made available.
· Copies of full items can be used for personal research or study, educational, or not-
for-profit purposes without prior permission or charge provided that the authors, title 
and full bibliographic details are credited, a hyperlink and/or URL is given for the 
original metadata page and the content is not changed in any way.
· Quotations or similar reproductions must be sufficiently acknowledged.
Please see our full end user licence at: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf 
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
 0
THE UNIVERSITY OF NOTTINGHAM 
NOTTINGHAM UNIVERSITY BUSINESS SCHOOL 
 
 
 
 
 
 
 
 
 
Exchange rate exposure and its Determinants: A firm and 
industry analysis of the UK companies 
 
 
 
 
 
 
MA DISSERTATION BY 
JIAO HE 
STUDENT NO: 4106202 
 
 
 
 
 
 
 
 
 
SUPERVISOR 
XIAFEI LI 
MA FINANCE & INVESTMENT 
2009-2010 
 
 
 
 
 1
Abstract 
This study assesses whether the unexpected exchange rate movements volatilize the UK firms 
stock return based on the firm- and industry-level analysis, and examines whether the 
magnitude of the exchange rate exposure is determined by the firm-specific factors.  Using a 
sample of 244 UK companies listed in the FTSE 350 during the test period between 
December 1999 and December 2009, the result documents that the exchange rate fluctuation 
does affect the firm value. Among the five introduced exchange rate indices, 
contemporaneous trade-weighted nominal exchange rate (TWN), equally-weighted exchange 
rate with major trade-partners (EQW), US$/UK£, EURO /UK£, and JP¥/UK£, the UK 
corporations are more subject to the TWN movements. In the whole, UK firms stock returns 
are positively related to the unexpected exchange rate movements, and about 78 percent of 
UK companies with significant exchange rate risk get benefits from the depreciation of the 
UK pound.  In particular, domestic firms are proved to be more sensitive to the movements in 
the exchange rate than multinational corporations owing to the local competition.  In addition, 
the findings provide strong evidence that there is a cross-sectional difference of exchange rate 
exposure across 26 industries-- Food Producer sector experiences the highest exchange rate 
risk and Pharmaceuticals & Biotechnology sector has the lowest exposure of exchange rate 
fluctuations.  Consistent with initial expectation, the magnitude of the exchange rate exposure 
in the post-crisis period (2008-2009) is much higher that the pre-crisis period (2000-2007); 
this supports the plausible prospective that high volatility of the exchange rate caused by 
financial crisis erodes firm profitability. Pharmaceuticals & Biotechnology and Construction 
& Materials sectors tend to be stable before and after the crisis with the minimum changes in 
the exchange rate risk.  Furthermore, by analysing the determinants of the exchange rate risk 
for individual companies, firms maturity, quick ratio and debt ratio are positively significant 
correlated with the degree of exchange rate risk, which means that firms with long 
established years, high liquidity ratios and high debt ratios, have low incentive to hedge, 
hence increase the exchange rate exposure.  Firm size and dividend payout ratio, however, 
are positively and negatively insignificant related to the foreign currency risk, which may 
attribute to the initial data selection.    
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Chapter 1 Introduction 
The foreign exchange rate exposure, defined as the fluctuation in companies returns in 
response to the unexpected changes in foreign exchange rate relative to the domestic currency, 
is the major source of the macroeconomic uncertainty that affecting the companies value in 
the open economy (Jacque, 1996). With the increasing economic integration and 
development of global markets, few companies are unaffected by currency movements 
including those with no foreign involvements.  It is a widely held view that the significant 
volatility of exchange rate may have substantial impacts on the firms value (stock return) in 
terms of translation, transaction and the level of competitiveness.  In other words, stock price 
changes contributed by the exchange rate movements may affect the value of assets 
denominated in foreign currencies, change the competition terms with multinational 
companies for the import competitors and domestic exporters, or even alter the position of 
exporter-oriented and import-oriented corporations.  Hence, it should expect to find a 
connection between the exchange rate changes and firms value.   
However, despite the unstable exchange rate is one of the business risks faced by 
corporations, it is surprising that many existing empirical studies fail to capture the 
significant relationship between exchange rate movements and stock returns of multinational 
corporations.  The results either show a weak linkage between these two variables, or exhibit 
insignificant relationship.  For instance, based on the assumption that capital markets 
instantaneously and  fully reflect the currency changes, Jorion (1990), Amihud (1994), and 
Bodnar and Gentry (1993), exploring the relation between changes in the stock prices and 
changes in the value of the U.S. dollar, obtained limited evidence in identifying the potential 
significant correlation.  By contrast, some other researches, like Walsh (1994), Chow et al. 
(1997),  He and Ng (1998), Shin and Soenen (1999), Dominguze and Tesar (2001 and 2006) 
and Driscoll and Hutson(2009) , generate significant positive or negative contemporaneous 
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and lagged effect of currency movements on firms stock prices depending on data from 
different market.  Importantly, there are only few researchers concentrate on analysing the 
exchange rate risk in the UK market (Donnelly and Sheehy, 1996; Joseph, 2002; El-masry, 
2007).  In addition, many authors detect the cross-sectional variation of the magnitude of the 
exchange rate exposure, which demonstrates that the exchange rate risk may not have the 
same influence for all corporations.  Instead, they suggest that the exchange rate sensitivity is 
subject to the Industry portfolios (Choi and Prasad, 1995; Amihud, 1994) and firm-specific 
factors, like firm size, operating profiles, foreign involvements, liquidity position, financial 
hedging strategies.  In that sense, the aggregated-analysis may not able to capture the accurate 
exchange rate exposure for individual firms, thus an industry- and firm-specific currency risk 
tests are necessary to understand whether and what factors may vary the degree of the 
exchange rate exposure.   
In order to fill the gap of limited exchange rate exposure studies in the UK and re-examine 
the conflicting arguments of previous studies, the first purpose of this study aims to 
investigate the sensitivity of 244 selected UK firms (listed in the FTSE 350 index) to the 
unexpected movements of the different contemporaneous exchange rate series based on the 
annual UK companies stock returns from December 1999 to December 2009.  Taking 
account of the financial crisis emerged in the mid-2007 and the different natures of 
multinational and domestic corporations, the whole testing period (2000-2009) is divided into 
two sub-periods--pre-crisis (2000-2007) and post crisis period (2008-2009), while the whole 
244 sample is classified as multinational and domestic groups, aiming to capture whether the 
exchange rate exposure performs different in the two sub-classifications.  It should expect to 
find a reverse relationship of the exchange rate risk and the firms stock return during the two 
sub-periods as the UK pound was heavily devalued with its original trade-weighted value 
plummeting by 30 present during 2008 (Sharma, 2010).  Next, it is widely believe that 
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different industries may need to deal with different levels of exchange rate risks in terms of 
various business focuses, operating strategies and hedging methods, the second objective of 
the paper seeks to explore the cross-sectional variation of the exchange rate exposure 
concentrating on 26 industries analysis, and compare the industrial stock performances before 
and after the crisis. Finally, the study answers the question that whether the magnitude of 
exchange rate exposure is determined by the firms-specific variablesfirm size, maturity, 
debt ratio, foreign involvements, growth opportunity and liquidity position.  The cross-
sectional multiple regression test of these firms-specific characteristics along with a set of 
theories that have been found in prior studies are established.   
The reminder of this study is structured as follows.  In the Chapter 2, it presents a review of 
related literatures corresponding to the three parts analysis of the main discussion.  The 
Chapter 3 shows the description of data sources and methodology.  The empirical result and 
relative implication are summed up in the Chapter 4, and the Chapter 5 provides the 
limitation of the study. The conclusion of the whole study and further recommendations for 
future research are summarised in the Chapter 6. 
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Chapter 2 Literature review 
Generally speaking, measuring and managing exchange rate risk exposure are important for 
reducing a firms vulnerabilities from major exchange rate movements, which could 
adversely affect profit margins and the value of assets.  However, since Multinational 
corporations (MNCs) may have numerous foreign subsidiaries overall the world involving 
various forms of international trading, it is difficult to track or forecast the trend and pattern 
of each currency with prefect accuracy and the potential effects of such uncertainty on firma 
value (Madura and Fox, 2007).  
2.1 Traditional types of Exchange rate exposure 
According to International financial management theories, there are three traditional types of 
exchange rate risk -- transaction, translation and economic risk, which may render the 
corporations, especially for multinationals, being sensitive to the unexpected currency 
movements. 
1.   Transaction risk  represents cash flow risk that is the effect of exchange rate changes on 
transactional account exposure related to payables (import contracts),  receivables (export  
contracts), or repatriation of dividends. An exchange rate movement in the currency of 
denomination of such contracts will lead to a direct transaction exchange rate risk to the firm, 
in turn, the transaction exposure creates substantial impacts on firms earnings reflected on 
stock returns (Madura and Fox, 2007)..  
2.   Translation risk means balance sheet exchange rate risk, which involves volatility of the 
valuation of foreign subsidiaries to be transferred or consolidated to the parent companys 
balance sheet.  This type of balance sheet risk refers to the exposure of the value of net asset, 
as asset minus liabilities, to unanticipated currency fluctuations.  In general, for the 
consolidated financial statements, the translation procedure should be completed either at the 
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average exchange rate of the period or the exchange rate at the end of the period, relying on 
the admitted accounting regulations of the parent companies.  In fact, balance sheet risks 
stemming from foreign subsidiaries are often translated at the prevailing current exchange 
rate at the time of consolidation. Normally, there are three factors that may determine the 
degree of translation exposure, namely proportion of its business comprised by foreign 
subsidiaries, the location of the foreign subsidiaries (the volatility of local currency to home 
currency), and the accounting methods.  The higher the proportion of business conducted by 
foreign subsidiaries, the greater the probability of financial statement items that are affected 
by the unexpected exchange rate fluctuations.  Likewise, foreign subsidiaries use the 
functional currency (local currency) with high volatility under the unstable economy 
environment tend to be more likely to be eroded by currency movements when consolidate 
the subsidiaries financial statements (Madura and Fox, 2007).  
3.   Economic risk normally indicates the risk to discount firms future operating cash flows 
to the present value in terms of exchange rate changes. Generally, all forms of predicted 
future transactions that result in transaction exposure also contribute to the economic 
exposure as both of the risks generated from the movement of net cash flows. In essence, 
economic risk describes the effect of exchange rate changes on expenses representing by cost 
of domestic inputs and imports and the cash inflow of domestic sales and exports revenue and 
operating income, and it is usually applied to the present value of future cash flow operations 
of a firms parent company and foreign subsidiaries (Madura and Fox, 2007). 
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2.2 The relationship of exchange rate exposure and firms stock returns 
Adler and Dumas (1980, 1984) introduce an innovation idea to quantify the foreign 
exchange exposure of individual firms by examining the sensitivity of equity returns to 
contemporaneous currency movements. They define the economic risk to exchange rate 
fluctuation as the linear regression coefficients of the firm value on the exchange rate across 
state of nature, and claim that the regression coefficient is a single comprehensive measure 
that can summarize the volatility of the whole firm for the exchange rate fluctuation. 
 
Contemporaneous and lagged exchange rate exposure 
Adler and Dumas (1984)s theoretical relationship between contemporaneous exchange rate 
movements and firms stock performance is converted into a two-factor model by Jorion 
(1990, 1991), Who build the first research to test the direct correlation between 
contemporaneous trade-weighted nominal exchange rate sensitivity and stock return in 
the U.S. market. His empirical analysis uses the trade-weighted nominal exchange rate 
instead of the real exchange rate, because the real exchange rate should assume that the 
inflation influences are observed by financial market instantaneously, but nominal exchange 
rates are readily observable, it is not necessary to the restricted assumption of the 
contemporaneous inflation effects.   Besides, he includes the market return as an control 
variable for the macroeconomic effects of exchange rate movements, because the stock price 
and exchange rate may show the similar moving pattern as a result of the same economic 
factor : interest rate, inflation and so on.  However, only a small proportion (5%) of his 
selected 287 multinational companies exhibits the significant contemporaneous foreign 
currency exposure from 1971 to 1987.  Despite the results only provide weak evidence for the 
connection of these two variables, the cross-sectional differences of the exchange rate effects 
on U.S. multinationals value is identified, which documents that the exchange rate risk is 
indeed specific for individual firms.  Amihud (1994) believes that the low significant 
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relationship of Jorion (1990)s study should attribute to the contemporaneous exchange rate 
measurement, that is, the companies cash flows may not able to immediately affect the 
exchange rate movements and companies' financial statements information, instead, catch the 
market with a time lag.  In that sense, it suggests that the stock return does not reflect the 
upward or downward fluctuations as simultaneously positive or negative currency exposure. 
He analyses the possibility of a lagged relation between changes in firm value and changes 
in the value of the U.S. dollar for a sample of the 32 largest U.S. exporters between 1982 and 
1988.  Unfortunately, the obtained insignificant coefficients still cannot explain the relation 
between lagged monthly or quarterly changes in the U.S. dollar on changes in firm value for 
these firms.  In the same year, Walsh (1994) tests the contemporaneous or a lagged 
relation between exchange rate exposure and security returns of 391 U.S. companies during 
the period between 1982 and 1992.  In contrast to findings of Amihud (1994) discussed above, 
both the contemporaneous and lagged effect of the unexpected currency movements are 
detected in his model, and the contemporaneous associations between security returns and 
exchange rate fluctuations are more visible than lagged associations. Besides, He further 
specifies the lagged effect of unexpected exchange rate, revealing that the exchange rate 
exposure is most likely to be monitored after a two-quarter lagged period in this model.  
Importantly, Walsh (1994) improves Jorion (1990)s 5 percent significant level and gives 
better explanation of relationship of the exchange rate volatility and stock returns.  There are 
about 10 percent of the selected firms exhibiting significant exchange rate exposure.  He 
believes that the improvement of the figure is contributed by the initial sample selection, 
including both international and domestic firms as well as the different targeting time period. 
Likewise, the relationship between the contemporaneous and lagged exchange rates and 
firms abnormal stock returns is also obtained by Bartov and Bodnar (1994), analysing 208 
U.S. firms that have large currency adjustments reflected in their historical financial 
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statements. Despite the contemporaneous change in the value of dollar still do not have 
strong correlations with firms returns, the lagged movements tend to be a significant 
variable to interpret the association.  This supports the initial assumption of Amihud (1994), 
implying that there is a gap between currency fluctuation and reflection on stock price, and 
market response is delayed until information regarding past performanceliabilities and assets 
of the firm--is released.  However, the insignificant contemporaneous exchange rate effects 
should attribute to the drawbacks of researches -- selection bias (including firms with no 
international business) and mispricing (systematic errors of investors estimation).  Bartram 
(2004) claims that the low significant figure and the weak evidence of contemporaneous 
and lagged foreign exchange rate risk on firm value conducted in existing literature are 
contributed by the fact that only the linear exposure element was evaluated.  By regressing 
both linear and nonlinear relationship between foreign exchange rate and 447 German non-
financial firms return from 1981 to 1995, over 20 percent of the German nonfinancial firms 
are significantly exposed to the bilateral foreign exchange rates of Germanys most important 
trading partners as well as the different foreign exchange rate indices.  The generated 
nonlinear characteristics of foreign exchange rate risk give some empirical evidence to 
explain the previous failure of measuring the existence of exchange rate at firm level. Given 
that the purely linear relationship between firms value and financial risks value should not be 
assumed in general, the structure of the economic exposure is necessary to be considered for 
exposure estimation. 
 
Negative and Positive relationship of exchange rate movements and stock returns 
In contrast to the empirical studies like Jorion (1990), and Amihud (1994) who fail to 
examine the significant relation between currency risk and stock return, Booth and 
Rotenberg (1990) explore the 156 Canadian corporations stock performance as the changes 
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in the Canadian dollar against the US dollar between 1979 and 1983. The result documents 
that the exchange rate risk is more prevalent in the Canadian securities than U.S. market.   In 
their overall sample, roughly 50 percent of the regression coefficients are significant at the 99 
confidence level for a single tail test, and 67 percent were significant at 95 percent level. The 
significant negatively relationship are detected from about 80 firms historical stock prices, 
indicating that over half of selected Canadian enterprises are adversely affected by 
depreciation of Canadian dollar against the US dollar.  Choi and Prasad (1995) measure the 
exchange rate sensitivity by analysing the selected 409 multinational companies for the 
period of 1978 to 1989. The two-factor model regression outputs suggests that about 15 
percent of their selected sample corporations are significant related to the volatility in the 
trade-weighted nominal and real exchange rate at 90 percent confidence level. About 60 
percent of the 409 firms carrying significant negatively coefficients support that the majority 
of the sample get benefits from the depreciation of the dollar, but the significant relationship 
turns to be lower if group the firms into industry classifications.  Miller and Reuer (1998), in 
turn, mitigate the shortage of examination of exchange rate exposure and further enhance the 
significance of the model.  They find that about 13 to 17 percent of U.S. firms stock returns 
are eroded by unexpected currency movements during 1988 to 1992; and claim that the 
negative effect of the exposure depends on the implication of business strategies and industry 
structure.   
On the contrary, some other practitioners reject the negative relationship of these two 
variables based on different data set.  He and Ng (1998) regress monthly stock returns of 
Japanese multinational firms on both monthly exchange rate changes and market return to 
measure the relationship during the period between 1979 and 1993.  However, their results 
demonstrate that about 25 percent of 171 Japanese multinational corporations obtain 
positively significant beta (exposure coefficient), which indicates that the stock return of 
 14
Japanese multinationals tend to be higher than normal level when the Japanese yen goes 
down. While only two percent exception of negative beta goes against their key findings, 
illustrating that these firms are hurt by the depreciation of Japanese yen, this problem may be 
explained by the failure of distinguishing exporters and importers. Chow et al. (1997) 
examine the exchange rate exposure of US stock and bond returns of multinational firms 
during the period from 1977 to 1989, and investigate the currency risk for the earnings of 
four diversified portfolios among 213 U.S. MNCs.  They find that the real exchange rate 
change is an important factor to determine the temporal variation of all assets returns 
including bond and stock, but the effect of the currency risk is different for the stock and 
bond in terms of the variable cash-flow streams and the fix income streams respectively.  
Instead of regressing the shorthorizon returns like Bartov and Bodnar (1994), they test the 
longrun stock return in response to the long-run exchange rate movements, indicating that 
stock return is more likely to be positively exposed to the long run exchange movements for 
larger firmsthe degree of exposure increases as the return horizon expanded.  Furthermore, 
Shin and Soenen (1999) choose 1051 firms from U.S. market during the period from 1983 to 
1994, and obtain a positively significant correlation between firm value of U.S. 
multinationals and cotemporaneous movement in foreign currencies, and the positive 
significant coefficients are more observable in small firms. In particular, in addition to the 
traditional measurement of the exchange rate movement, they also employ the annual change 
in the firms cumulative transaction adjustment (CTA) in the model, normalised by firms 
total assets, in order to eliminate bias caused by company size. The coefficient of CTV 
documents that there is a significant positive association between translation gains and the 
fluctuation in the stock price. This goes along with the common view that dollar depreciation 
is more pronounced for firms profitability. El-Masry et.al (2007) also proved high 
proportion of positive exchange rate exposure by investigating 364 non-financial firms in 
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UK during the period from 1981 to 2001.  Unlike extensive studies only testing the trade-
weighted nominal exchange rate, they summary the exchange rate measures as following six 
types: trade-weighted real exchange rate, trade-weighted nominal exchange rate, equally-
weighted for the major trade partners with the UK (the US, France, Germany, Italy and 
Japan), ECU/£ (change in the ECU to UK nominal exchange rate), US/£, and JPY/£. On 
average, the equally-weighted exchange rate better explain the relationship between exchange 
rate exposure and stock return than the trade-weighted exchange rates, but it is surprising that 
there is little evidence to measure the contemporaneous relationship between firms stock 
returns and trade-weighted nominal exchange rate and trade-weighted real exchange rate. 
One explanation of this exception is that trade with Europe, and the US and Japan occupy 
about 70 percent of UK total international trade, testing the stock return performance caused 
by exchange rate with these partners is more accurate than classical exchange rate index.  
Another reason is that portfolio (basket) of currencies may lower the aggregated exchange 
rate risk because of the effect of diversification. 
 
 The comparison of exchange rate exposure in different countries 
Dominguze and Tesar (2001, 2006) estimate the exchange rate exposure at the firm and 
industry level across eight different countries, namely, UK, Italy, Chile, Germany, Thailand, 
France, Japan and Netherlands covering about 20 years long time span from 1980 to 1999. 
They use a standard CAPM regression to capture whether the coefficient of exchange rate 
movements and stock return by adding the exchange rate changes.  At the firmlevel analysis, 
the highest exchange rate exposure is displayed in Japan as 31 percent companies experience 
the exchange rate risk.   Firms in Chile, with lowest 14 percent of exposure rate, seem to be 
stable when the exchange rate shock beats.  The output of industry analysis indicates that 
both Germany and Japan have highest exchange rate risk at around 60 percent.  Specifically, 
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In the UK, Netherlands France, and Japan, about 60 to70 percent of corporations perform 
positive coefficients; this represents that the appreciation of home currency against other 
currencies lead to an increase in firm value.  In Italy, Germany and Chile, negative exposure 
and positive exposure are evenly split. 80 percent of Thai firms, however, are eroded by the 
negative exposurethe firms stock price drop down as the value of the baht goes up. 
Contrast with previous studies that are concentrating on the developed countries especially 
for U.S., Japan, and European countries, Kiymaz (2003) investigates the foreign exchange 
exposure for the 109 firms in the emerging market (Turkey) experienced highly inflationary 
environment during 1991 to 1998.  Fifty percent of the selected firm are negatively affected 
by the exchange rate movements. There are two sub-periods are conducted to measure the 
feature of the currency exposure for pre-crisis (1991-1994) and post crisis (1994-1998) over 
time. The result explain that the pre-crisis exchange rate exposure of all industries are higher 
than the volatility during the post-crisis period, this means that companies take actions to 
control unexpected economic shocks (currency uncertainty) after the crisis, and the hedging 
activities are indeed prevent the drop of the profitability from the currency shocks.   Further 
emerging market exchange rate exposure related to currency crises is examined by Chue 
and Cook (2008), it includes 15 countries: South Africa, Brazil, Chile, Colombia, Indonesia, 
India, Korea, Mexico, Morocco, Pakistan, the Philippines, Taiwan, Thailand, Turkey, and 
Venezuela in the whole emerging market portfolio.   In respond to the possible internal 
correlation of the variables and the effects of the confounding macroeconomic factors, the 
instrumental variable approach is used to identify the firms total exposure to the exchange 
rate movements.   There is an inverse relationship of the exchange rate changes in sub-period 
1(1999-2002), but this tendency is reversed and even disappeared during sub-period 2 (2006).  
They find that the lower and adverse currency exposure coincide with debt structure change 
in the emerging market and a dramatic growth in domestic securities.  More recently, the firm 
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level exchange rate exposure analysis of European area is generated by Driscoll and Hutson 
(2009). They choose a large sample of 1154 firms from eleven European countriesfour 
non-Eurozone countries: the UK, Norway, Switzerland and Sweden and seven Eurozone 
members: Portugal, France, Belgium, Netherlands, Germany, Italy and Spain.  In order to 
capture the effect of new currency- Euro, the entire time span is separated into two sub-period 
 pre-euro (1990-1998) and post-euro period (1999-2008).  By using the classical time series 
OLS regression model, they detect a slightly increase of exchange rate exposure for both 
Eurozone and non-Eurozone firms as a result of introduction of euro, whereas the exposure is 
more observable in the non-euro-zone companies.  In addition to idiosyncratic exposure, they 
also prove that the market-level exchange change risk has dropped in non-Eurozone 
European countries by less than it has in Eurozone countries.  The exposure differences may 
contributed by the Eurozone firms being smaller and having higher dividend payout ratios, 
while non-Eurozone countries corporate governance systems giving creditors better rights.  
 
2.3 The relationship of exchange rate exposure and firms stock returns 
Exchange rate exposure- Cross-industry analysis 
In general, the correlation between an industrys profitability (asset return) and the value of 
home currency fluctuations relies on what the industry focuses.  This may involves the type 
of markets on which it purchases inputs and sell outputs, foreign investments, and other 
business affected by the international environment.  The inter-industry differences in these 
activities should affect an industrys exposure to real exchange rate changes.  According to 
Dornbusch (1974), the effects of exchange rate exposure on traded goods industries are 
different with the non-traded goods industries.  Based on the primary macroeconomic 
theories, he suggests that the relative price changes caused by the appreciation of home 
currency may lead to the shift of initial resources from traded good to non-traded good sector, 
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thus the market value of capital in non-traded goods industries tend to be higher owing to the 
reallocation of resources, in other words, this implies a positive relationship between the 
appreciation of home currency and the value of the non-traded good industries.  On the other 
hand, the traded good sector involves with the performances of input and output prices, as the 
foreign exchange rate is the relative price of domestic to foreign goods, its movements may 
directly affect the industrial current and future operating cash flows.  
 
In order to expand the basic theory to real life implication of currency risk for different 
sectors, Jorion (1991) employs the two factors and multi-factor arbitrage pricing models to 
address the exchange rate exposure for the U.S. stock market across different industries.  His 
output documents that there is a cross-sectional difference in the magnitude and sign of 
exposure in currency movements in the U.S. industries.  In fact, according to sample of 
value-weighted industry portfolios, primarily export-oriented industries have positively 
significant currency exposure, that is, the firms stock returns go up as the value of dollar 
drops down.  This result satisfies the international financial theory (Shapiro,2006) that the 
appreciation reduces the corresponding amount of home currency to purchase a same unit of 
foreign currency, so that reinforces the power of the import focus sectors but erodes the value 
of the export focus industries. In his study, positive hedging policies for industries are 
irrelevant with the cost of capital, this violates the persuasive theory that hedging is valuable 
to mitigate the costs of financial distress (Dufey and Srinivasulu ,1983). Moreover, Marston 
(2001) demonstrates that the economic structure of an industry vary the degree of exchange 
rate risk for different firms.  By specifying the definition of export-oriented industries of 
Jorion (1991), his model compares monopolistic exporters with the common exporters, 
illustrating that as long as the demand for the product is substitutable, the purely export 
enterprise will be sensitive to the exchange rate movements regardless of the competition 
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between firms, conversely, monopolistic exporters are less subject to the exchange rate 
exposure as they have the capacity to control the commodity price. 
In addition, Bodnar and Gentry (1993) analyse the exchange rate risks for USA, Japan and 
Canada by constructing an industry portfolio. Currency fluctuation is an important element 
that affects the industry returns at the economy-wide level in these three countries.  In 
accordance with the theory of Dornbusch (1974),  they find the different effect of exchange 
rate exposure for traded goods industries and non-traded goods sectors, that is, Non-traded 
goods sectors of Japan and Canada get benefits when the value home currency appreciates, 
and U.S. stock return remain insignificant but negative relations.  In particular, about 20 
percent to 35 percent of industries display a strong exchange rate risk which directly widens 
the volatility of industry returns; this significant impact tends to be more severe in Canada 
and Japan rather than USA, as exchange rate are more likely to influence the smaller 
internationally-oriented economics. For USA, 28 percent industries have significant currency 
exposures, and 5 out of 11 sectors are adversely related to the exchange rate changes.  Choi 
and Prasad (1995), following their investigation, group the 409 U.S. multinationals into 20 
SIC-based industry portfolios.  In contrast, they find that few of industries particularly 
exhibit the significant exchange rate exposure. This also confirms the argument that testing 
the aggregated companies with different status may conceal the true relation of the variables, 
because the inter-correlation of the data may lead to the loss of information.  In fact, only two 
sectors, mining and other retail, shows the positively significant relation with exchange rate 
risk.  The positively rare significant exchange rate effect for US multinational corporations is 
also generated by Shin and Soenen (1999),there are nine out of 12 industries stock 
performances are positively related to exchange rate risk, but only one of them, electrical 
equipment, are statistical significant related.  An exception is primary metal industry, 
showing a significant negative coefficient, indicate that the dollar depreciation (translation 
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gains) lower the stock return, which is opposite to the situation in electrical equipment 
industry. El-Masry et al. (2006) confirm the positive relationship between industrial stock 
performance and the currency risks, that is, there is high proportion of the positive exposure 
coefficients are obtained among the UK industries, which means that the majority of the UK 
industries get benefits from the appreciation of the pound value.  Comparing with the number 
of significant correlations between industries stock returns and movements in trade-weighted 
real exchange rate, the effects of trade-weighted nominal exchange rates changes is relative 
higher. Ten out of 25 and six out of 25 industries have negative actual and unexpected 
exchange rate exposure respectively, only Aerospace and Defence, Beverage, Brewers and 
Tobacco, Distribution, Diversified, and Health care sector have negative exposure 
coefficients for both the actual and unexpected changes in exchange rates, although all 
exposure coefficients are statistically insignificant. However, the positive relationship does 
not play a dominant role in the Turkey industries. Instead, Kiymaz (2003) suggests that the 
degree of negative exchange rate exposure dominated in Turkey market is significant in the 
Financial, Chemical/Petroleum, Machinery/Equipment, Textile industries, because these 
outstanding industries are more likely to engage in the foreign activities--the high riskiness of 
their foreign subsidies cash flows dilute the average returns of the equities.  In contrast to 
the plausible assumption that there is a significant cross-sectional variation of the relationship 
between industry return and currency exposure, the result of Dominguze and Tesar (2006) 
indicates that the exposure does not show any specificity for any particular industry. 
However, they find that even the industry without international trade also expose to the 
volatility of exchange rate.  Other than international business, the currency exposure level 
also refers to the competitiveness of a particular industry. The less competitive industries 
normally have higher mark-ups, which can be viewed as a cushion for the negative effect of 
unpredictable exchange rate changes contributed by the adjustable profit margins (lowering 
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pass-through).  Additionally, their country to country industrial comparison indicates that 
German industries are highly sensitive to the exchange rate movements, and over 50 percent 
Japanese industries are particular subjected to the dollar exposure, since most of the exporting 
firms in Japan invoice the sales in dollars.  
 
Exchange rate exposure -- Particular one industry analysis 
There are some empirical research papers testing exchange rate exposure for one particular 
sector in order to identify the special characteristic of the industry.   
As the vital exporter of Australia, the profitability of minerals industry is subject to the 
currency movements. Khoo (1994) examines the degree of exchange rate risk of mining 
industry in Australia during 1980 to 1987.  The small proportion of significant coefficient 
rejects the initial expectation that the stock return of these mining firms would closely related 
to the unexpected exchange rate changes. This may attributes to the misestimating of the 
foreign exchange exposure, that is, the real currency risk is confounded by the management 
(hedging) activities.  Using daily and monthly data of exchange rate movements, 
Chamberlain et al. (1997) construct two banking industry portfolios to compare and contrast 
the currency exposure of U.S. and Japanese banking institutions.  They point out that only 
few of Japanese banks stock returns move with the exchange rate, but over thirty percent of 
the U.S. banks document the significant effects of exchange rate on banks value.  The 
difference results of these two countries deriving from the differences in the regulatory and 
operation conditions. And, similar banks with off-balance sheet treatments in foreign 
exchange contracts are less likely to be trapped in currency exposure owing to the effect of 
off-balance hedging.  Additionally, Williamson (2001) investigates the association between 
real exchange rate fluctuations and multinational firms in the automotive industry selected 
from both U.S. and Japan market from 1973 to1995.  The model takes into account the 
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variation of industry structure and competition in order to highlight the different effects of 
exchange rate on firm value.  His results, indeed, prove that there is time-varying foreign 
currency risk for automotive corporations in the two countries, but the exposure tends to be 
different as the adjustment of industry structure and its competition condition changes 
through time.  Besides, Chan and Seow (2002) investigate the exchange rate exposure for a 
particular industrypharmaceutical by collecting U.S. data from the CRSP Taps during the 
period between 1990 and 1999. They divides the industry and the selected period into two 
sub-groups as proprietary drugs producer (international-oriented) and generic makers 
(domestic-oriented), and proves that the proprietary producers experience less exchange rate 
exposure and variation of stock returns because they own greater market power (pricing 
power) than the generic makers.  
2.4 The determinants of the exchange rate exposure  
The extensive literatures on exchange rate exposure analysis suggest that the same range of 
the exchange rate fluctuation may have different influences for different companies.  It is 
widely believed that the cross-sectional variation of the exposure is determined by various 
firm-specific factors in terms of the firms characteristics, operation strategies, hedging 
activities and so on.  The following paragraphs summarize the relationships of these 
determinants and the exchange rate risk conducted by previous studies.   
1. Foreign involvement  
A popular perception is that the exchange rate exposure is greater for international firms than 
domestic firms, as the domestic firm may less engage in the international business.  In the 
whole, Shapiro (2006)s theory argue that a firm with foreign sales and foreign competition 
are more sensitive to the unexpected exchange rate fluctuations, and the major factors that 
influence a multinational firms exchange rate exposure are the proportion of export sales, the 
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level of competition and the degree of substitutability between local and imported factors of 
production.  
Jorion (1990) firstly interprets the key determinant of exchange rate exposure as the 
percentage of foreign operations, and concludes that there is a positive relationship between 
exchange rate risk and the degree of foreign involvement (foreign sales to total sales) in the 
U.S. multinational corporations, the more the foreign sales or transaction is, the more the 
degree of exchange rate exposure.  Conversely, the currency exposure for the domestic firms 
without foreign trade does not reflects any differences across companies.  In line with the 
Jorion (1990)s finding, Choi and Prasad (1995) also observe the cross-sectional difference of 
this relation in terms of the direction (gain or loss deriving from the exchange rate changes) 
and degree (percentage change in firm value as a one percent change in exchange rates) 
across firms. By constructing a new framework with firm-specific foreign operational 
variables including foreign operating profits, sales and assets, they claim that consistent with 
the initial expectations, all of these foreign variables positively related to the exchange rate 
sensitivity.  Here, the foreign operations is represented by three figures rather than the single 
foreign ratio, because the firm with same ratio of foreign sale but different scale of total sale 
may differently impacted by exchange rate fluctuations.  Likewise, Jong et al. (2006) explore 
characteristics of the 50 per cent Dutch firms that are exposed to the exchange rate 
movements, it reveals that relative high exchange rate exposure is more prevalent in the firms 
have high foreign sales ratios.  The volume of foreign sales is positively and significantly 
correlated with the exchange rate exposure.  
 
However, the opposite interaction (negative) of the currency exposure and the foreign 
involvements is generated by some other authors based on different data set and 
measurements.  Regressing the estimated exchange rate beta on the determinants of exposure 
cross-sectionally, Doidge et al. (2002) find that the level of foreign income, as well as 
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international sales and foreign assets are all significant negatively related to exchange rate 
exposure, and the strong inverse relationship between international sales and stock price is 
more persuasive in large firms. By comparing the performance of firms involving with 
international businesses and the firm without global trades, the outperformance of 
international companies caused by the depreciation of home currency is detected in 16 of 18 
countries, but they underperform during the period of currency appreciation. Nevertheless, 
the magnitude of these relations varies widely; these patterns are pervasive across countries.  
El-Masry, et.al (2007) employs other variables, foreign sales, foreign asset, and foreign 
income to examine the effect of foreign involvement on currency movements in the UK non-
financial market from 1981 to 2001, the similar negative correlation is detected.  In practice, 
all of these three foreign operation variables have negatively significant impact on the 
exchange rate risk of the selected U.K. non-financial firms.  Firms with high proportion of 
foreign business face less exchange rate exposure than those firms concentrating on domestic 
market. This also explained by the hedging activities, which protect major components of the 
business exposed to foreign currency risks.  By the same token, the adverse connection is also 
documented in the U.S. financial companies. Harris et al. (1991) provide evidence to prove 
that the stocks of U.S. banks, to some extent, are cross-sectional inversely affected by the 
fluctuation of exchange rate.  The cross-sectional variation of the magnitude of the exposure 
derives from banks willingness to hedge and the ability to diversify the unexpected exchange 
rate volatility. They use two specific measures that are unique for financial sectors to 
interpret the average foreign operations, namely, the ratio of foreign deposit to total assets 
and the number of foreign branches.  The foreign operation representing by the number of 
foreign branch reflects a negative correlation, which means that the estimated volatility tends 
to be higher as the foreign bank branches increases.  Also, the foreign deposit ratio generates 
the same relation between exchange rate exposure and foreign operation but less significant.  
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However, since the financial companies are more likely to engage in speculative actions, this 
result may not be implicated across the firms within non-financial industries. 
The extreme case stems from Choi and Jiang (2007) s study, who conclude that despite 
multinationality does matter for the level of exchange rate risk during the period from 1983 to 
2003, it is not in the way usually presumed.  By classifying the overall sample into non-
MNCs and MNCs, it is surprising that the non-MNCs experience higher currency exposure in 
this time span than the MNCs.  They believe the reversed relations should attribute to the 
hedging activities.  In practice, there is no evidence to support the effectiveness of the 
financial hedging for the stock price and exchange rate exposure, but the operational hedging 
indeed lower the currency risk, hence release the pressure on stock performance.  In addition, 
they assert that Multinationals usually involves operation with various currency zones, to 
some extent, their operating cash inflows and outflows in different countries may cancel out 
each other and create the natural hedging without extra expenditures.  
 
2. Variables as proxies for the hedging incentives 
Many studies have proved that hedging activities as being an important determinant of 
exchange rate exposure can effectively diminish the exchange rate risk, and firms with 
various hedging instruments may less likely to be exposed to the macroeconomic exposure 
like exchange rate risk.  Smith and Stulz (1985) suggests that firms should have incentive to 
maximize the firms value rather than to be a pure risk averse, thus corporations are 
encouraged to engage in hedging activities, which have ability to mitigate the probability of 
bankruptcy and expected cost of financial distress.  There are several firm-specific variables 
that have been suggested to influence the firms incentive to hedge and managers hedging 
strategies.   
Firm size 
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In theory, large companies should be more sensitive to the fluctuation of currency value as 
large corporations are more likely to engage in the international business and hold more 
foreign assets.  In practice, however, there are two prospective that are insisted by different 
authors. For the negative side, some authors believe that when the firm size factor joins with 
hedging proxies, the larger firm size corresponding to comprehensive hedging methods result 
in the lower exchange rate exposure.  On the positive side, however, it is widely believe that 
there is limited evidence suggesting only large firms have motivation to employ hedging 
instruments; small firms, to some extent, have more incentive to hedge than bigger 
companies due to the high stress of bankruptcy cost (Warner, 1977).  And even having 
sufficient hedging activities may not able to reduce the unexpected exchange rate shocks.  
Hence, the large companies may more susceptible to the unexpected exchange rate 
movements. 
 
He and Ng (1998) find evidence from the selected 171 Japanese firms to prove that the firm 
size, representing by market value of equity, determines the level of exchange rate exposure. 
Their output indicates that the firm size is positively related to the foreign currency 
movements  the bigger firm experiences the relative higher exchange rate risk than smaller 
corporations, this attributes to the fact the large multinationals engage in various international 
business.  However, according to the survey, bigger Japanese firms are more likely to use 
financial instruments for both hedging and speculative purpose, hence, it is difficult to 
identify whether the increased exchange rate exposure with size is caused by the insufficient 
hedging or the loss from speculative investments.  Consistently, Doidge et al. (2002) 
construct a large international sample of 17000 non-financial firms across 18 countries 
including the developing and developed markets.  They controlled the effect of foreign 
involvement on the degree of exposure so that examine the firm size independently.  The 
conclusion agree with the positive sign of the He and Ng (1998), illustrating that the large 
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firm is more likely to be exposed to the unpredicted exchange rate movements. Also, firms of 
these 18 countries corroborates the same tendency of the exchange rate exposure, that is, 
large firms even without foreign activity have lower returns during periods of currency 
appreciations and higher returns during depreciations.   
 
However, majority of existing researches hold the opposite opinion about the positive 
correlation between the firms size and the level of exchange rate risk.  Regarding the firm 
size as economic scale for hedging, Chow et al. (1997) find evidence supportive of the 
theoretical determinant of the exchange rate exposure in 213 U.S. multinationals.  It suggests 
the co-movement between the firms stock return and the change in the value of dollar is 
found to be significant adversely associated with the level of the firms size (log total asset). it 
is interesting that both the large firm with either negative or positive exposure have a relative 
lower magnitude of exchange rate risk.  The less exposure of large firms are contributed by 
the high possibility for hedging, and the effectiveness of hedging depends on hedge effort. 
Shin and Soenen (1999) concede that increasingly financial hedging instruments are able to 
dilute the exchange rate exposure associated with the transactions and translations, but it is 
more costly for small firms than large firms owing to the credit rating and other issues.  
Therefore small firms with limited access to hedging instruments tend to be more likely to be 
exposed to the exchange rate fluctuations.  Instead of the traditional variable (total asset or 
total sales) to measure firm size, they classifies the firm size as two sub-groups market value 
of equity less than or equal to the median market value of equity as small firm and large firm 
otherwise.  The obtained negative correlation supports the suspicion that costly hedging is 
more common in large companies than small companies.   Bodnar and Wong (2003) find the 
fact that different constructions of the market portfolio vary the magnitude and sign of the 
exchange rate exposure because of the significant influence of firm size (market value).  
Agree with Doidge et al. (2002), they believe the variation of firm size is contributed by 
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different operating structures.  They argue that most of large U.S. firms belongs to large-scale 
export business, and have long foreign currency position as well as net foreign currency 
revenue.  Therefore, large firms have favourable impact from the depreciation of U.S. dollar. 
On the other hand, most of the small size firms in their sample are non-tradable goods 
producers as the net importer, who only benefit from the increased value of home currency.  
In order to generalise the interpretation of the impact of firm size, the firm size is translated 
into different market portfolios.  The negative exposure is detected from the value-weighted 
portfolios and equal-weighted portfolios exhibit a positive exposure. As a consequence, the 
choices of the market portfolio in the exposure model also affect firm-level exchange rate 
exposures.  Likewise, Hunter (2005) develops a conditional asset pricing model to measure 
the time-varying exchange rate exposure and the risk premium of 10 sized-based portfolios of 
U.S. firm.  The negative coefficient goes along with above discussion, implying that large 
firms average exchange rate exposure is much lower than that of small firms. Furthermore, 
he also points out that the exposures of both large and small firms are related to the internal 
and external liquidity resources.  Increased dividend payout ratio (lower internal liquidity) 
leads to the small firms more sensitive to exchange rate movements than larger firms. To 
explore the exchange rate exposure of Turkish firms, Solakoglu (2005) estimates the effect of 
firm size on exchange rate risk using capital market approach and panel data methodology 
during the period from 2001 to 2003.  Similarly, he documents that the larger size firm with 
the high level of the international activities (natural hedging) lead to the firm suffer less 
exposure. This negative relationship is clearer for the net exporters than net importers, since 
the competitive environment for the exporter narrows down the potential profit range, while 
importers remain some degree of market power to pass-along changes of costs to their 
customers.  More recently, the negative effect of firm size on the exchange rate risk is 
conducted by Dominguze and Tesar (2006).  To capture the firm size, they sort eight 
 29
countries sample of companies into thirds depending on the market capitalisation. They 
detect that the firm size is statistically significant for six out of eight countriesChile, France, 
Japan, Netherlands, Thailand and the UK; the medium size or the large size firm tend to be 
relative safe when the unexpected currency fluctuation hits the normal business of the 
corporation, while smaller firms are more likely to be trapped in the devaluation of share 
price.  Their explanation of this finding is that smaller firm has limited access to mechanisms 
for hedging exchange rate risk than larger company.   
 
Liquidity (QR and DIV) & Growth opportunity (BM) &Financial distress (DE) 
Nance et al. (1993) employ the logistic regression to demonstrate the affairs between 
incentives of hedging and firm specific variables, representing by leverage (EBIT/Interest and 
Debt/Value), Growth opportunity (R&D/Value and Book/Market), and alternatives (liquidity 
and Dividend yield).  The results reveals that the firm with high probability of growth  high 
R&D expenditures and problematic liquidity status  high dividend payout and less liquidity 
asset--tend to be more likely to involve with hedging activities, hence lower the exchange 
rate exposure.  However, the insignificant positively correlation between the leverage ratio 
and hedging provides weak evidence to support the initial suspicion that the high the financial 
distress is, the more motivation for hedging.  This conclusion consistent with Block and 
Gallagher (1986) findings -- there is a positive but statistically insignificant relation between 
the debt-equity ratio and hedging. Also Lewent and Kearney (1990) confirm the 
interpretation of R&D expenditure, emphasising that the exchange rate fluctuation give rise 
to a reduction growth in research spending.   
Froot et al. (1993) argue that the extreme assumption of the optimal hedging strategy 
conducted by Stulz (1984) weaken the power of implication. Instead, they agree with an 
alternative managerial theory of hedging developed by Breeden and Viswanathan in 1990, 
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which defines that the hedging activities are based on asymmetric information.  Following the 
work of Nance et al. (1993), Froot et al. (1993) capture the positive association of future 
growth opportunity (R&D expenditure) and hedging actions.  The main reason is that since 
the R&D- intensive firms have less tangible asset that can be used as collateral (Titman and 
Wessels, 1988) and the asymmetric information about their new programme, it is difficult for 
these corporations to absorb external funds, thereby stimulating them to hedging and 
reducing the exchange rate exposure by themselves.  Furthermore, the basic logic is hedging 
may be used as a tool to improve debt capacity, firms will get benefits from hedging as it 
avoids unnecessary volatility in either investment spending or external funds.  However, their 
model disagree with this plausible rationale, indicating that high leverage firm with 
insufficient unencumbered assets is more difficult to raise funds outside, thus there is few 
evidence to prove the assumption that the high debt ratio must correspond to the high hedging 
involvements. 
 
In accordance with above theoretical intuition, He and Ng (1998) employ dividend payout 
ratio (DIV) and quick ratio (QR) to measure the liquidity status of the firm; use the book to 
market ratio (BM) and debt ratio (DE) to represent the growth opportunities and financial 
distress respectively. Their investigation shows that the sign of these four indicators 
consistent with the optimal hedging theory, that is, the coefficients of QR and DIV positively 
and negatively relate to the exchange rate exposure; DE is negatively significant related to the 
exchange rate exposure during the entire period, while the BM fails to provide the strong 
explanation as a result of the positively insignificant coefficient.  This means that a firm with 
a low level of dividend distribution or a high quick ratio, ensuring the firm with high liquidity 
position to cover the potential loss of exchange rate fluctuation, has less motivation to hedge 
so that face more risk of foreign currency movement.  The positive relationship between 
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exchange rate fluctuation and export cost to total cost support the findings of previous U.S. 
studies that the BM is subsumed by the export ratio.  Doukas et al. (2003) investigate the 
effect of exchange rate movements on 1079 Japanese firms stock returns during 1975 to 
1995 using the unconditional and conditional multifactor asset pricing models.  In line with 
the Nance et al. (1993), Bodnar et al. (1995, 1996), since there is limited information 
explaining hedging activities of Japanese companies, they use the firm size (market 
capitalization) and debt ratio as hedging proxies to estimate the factor of exchange rate risk. 
The results imply that the large-scale firms with high leverage level more likely to hedge 
macroeconomic risks in terms of derivative instruments, thereby reducing the level of 
exposure.  Moreover, the negative impact of debt level documents that the money-market 
hedge strategy of Japanese firm effectively declines the exchange rate exposure. 
In addition, El-Masry, et.al (2007) use two variables--MB ratio and ratio of R&D expense to 
total salesas proxies of growth opportunities for the UK multinationals.  Both of them 
show positive relationship with exchange rate exposure, this relationship is absolutely 
consistent with He and Ng findings in the Japanese stock market and the conclusion of Geczy 
et al. (1996), suggesting that the higher the BM, the lower a companies incentive carry 
derivatives to hedge, thus the increaing exchange rate exposure. The significant positive 
coefficients of R&D ratio are obtained from 5 selected exchange rate series except for the 
equally-weighted exchange rate.  The positive relationship between growth opportunity and 
currency risk implies that the appreciation of UK pound improves confidence of UK 
multinationals to expand abroad using less derivative instruments and thus suffer higher 
unexpected exchange rate volatility in the future period.  Recently, Driscoll and Hutson (2009) 
build cross-sectional firm-specific regression by introducing the new country-level variables 
as creditor rights, economic openness, and shareholder rights; and the firm-specific factors 
are industry, size, and four financial ratios: dividend payout, debt-to-assets, market-to-book, 
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and the quick ratio. Only three of the firm-specific factors, MB ratio, Firm size and DIV ratio 
are proved to be significant determinants of the firm level exchange rate risk.  Complying 
with El-masry (2007)s explanation discussed above, the directions of sign are all negative 
for these three variables, meaning that the larger firms with the high MB ratios are less 
exposed to the unexpected exchange rate fluctuations. And the efficient liquidity status, to 
some extent, prevents the exchange rate shocks; this relationship consistent with empirical 
studies like (Chow et al., 1997; Bodnar & Wong, 2003; Dominguez & Tesar, 2006; Hunter, 
2005) as well as the optimal hedging theories.  In particular, creditor rights is significant 
inversely related to the exchange rate volatility of the whole sample regression, which reveals 
that the high bankruptcy cost of high credit protection stimulate the manager to hedge 
unpredictable exchange rate risks, thereby lowering the potential loss of stock return. The 
insignificant coefficient of economic openness fails to explain the relations with exposure. 
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Chapter 3 Data sources and Methodology 
3.1 Data sources 
All the required annually time-series data covers the period between December 1999 and 
December 2009, including the firms annual stock returns, annual market returns, and rate of 
returns on five exchange series, namely contemporaneous trade-weighted nominal exchange 
rate (TWN), Equally-weighted exchange rate (EQW), and the bilateral exchange rate with 
individual key international trade partners US$/UK£, EURO /UK£, and JP¥/UK£.  The 
further investigation of exchange rate exposure determinants are tested using the firm-
specific variables, such as firm maturity,  firm size, debt ratio, Market-to-Book ratio, 
Dividend payout ratio, Quick ratio and foreign sale ratio. The details of these accounting 
variables are summarised in the 3.2.3 (Variable description table 2).  The preferable firms are 
limited to the FTSE 350 index listed in the LSE during the period.  Eliminating 111 firms that 
have incomplete data during this study period, or experience a major structural change or 
have other effects like bankruptcy and liquidation; there are only 244 companies out of the 
total 355 companies available for the required time span.  In order to compare the effects of 
the exchange rate exposure for different industries, this paper also concentrates on examining 
the industrial exchange rate exposure.  According to the industry affiliation classified on 
DataStream, there are 26 industries are selected (See the industry classification table).  In 
particular, the financial industry includes banks, financial and property firms, insurance firms 
and brokers, investment trust, investment firms, property agencies and property developers.  
All the data used for this research are obtained from the DataStream and Thomason one 
banker Worldscope Databases.  
 Industry classification table  
26 industries   
Aerospace & Defence Industrial Transportation 
Beverage Media 
Chemical Mining 
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Construction & Materials Oil & Gas Producers 
Electronic & Electrical Equipment Oil Equipment & Services 
Financial sector Personal Goods 
Food & Drug Retailers Pharmaceuticals & Biotechnology 
Food Producers Software & Computer Services 
Gas, Water & Multiutilities Support Services 
General Industrials Technology & Equipment 
General Retailers Telecommunications 
Household Goods  Tobacco 
Industrial Engineering Travel & Leisure 
 
3.2 Model description  
3.2.1 The basic Two- factor model of exchange rate exposure   
In accordance with Jorion (1990)s recommendation, the first stage of this study is to 
investigate the exchange rate exposure by using the traditional two-factor model (exchange 
rate movements and market returns) of exchange rate exposureModel (1). It should assume 
that the established linear relationship is endogenous free -- independent variable (exchange 
rate changes) is exogenous to the dependent variable (stock return).  To be specific, the 
exchange rate exposure at the firm-level is estimated by the coefficient ઺૚D? on the exchange 
rate variable in two-factor regression models. D?D?D?ൌ હ૙D?൅઺૚D?۳D?D?൅ ઺૛D?D?DRD?൅ ൅ઽD?D?    t = 1 T                                          (1)       
Where the D?D?D? is the ith firms annual return on common stock over time span t; ۳D?D? is the 
rate of contemporaneous annual changes in five different exchange rate indices, including 
contemporaneous traded-weighted nominal exchange rate (TWN), the bilateral exchange rate 
with individual key international trade partners US$/UK£, EURO /UK£, and JP¥/UK£, 
and Equally-weighted exchange rates (EQW) with the three major trade partners. The 
direct code of exchange rate (other currencies against British pound) means that a positive ۳D?D? represents the depreciation of UK pound.  D?DRD? is the annual rate of return on the FTSE 
market index;  ઺૚D? is the effect of unexpected fluctuations of exchange rate on firms stock 
return or called as exchange rate exposure (sensitivity), ઺૛D? is the measure of market-risk 
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sensitivity. હ૙D? is the constant term, and ઽD?D?  is the error term assumed to be independently 
and normally distributed with zero mean and constant variance  N- (0,1).  The model (1) is 
not a traditional asset pricing model but a factor model that allows the measurement of factor 
sensitivity (See Variable description table 1). 
Variable description table 1 
  Factors  Variables   Measured by  
  
Dependent 
variable 
 
Firm stock return 
 
Annual percentage changes in 
firms share price 
 ሺ୲ െ ୲ିଵሻȀ୲ିଵ 
Model 1  
Independent 
variable 
 
Exchange rate 
exposure 
 
Annual percentage  
changes in exchange rate 
 ሺ୲ െ ୲ିଵሻȀ୲ିଵ 
  
 
 
Market return 
 
Annual percentage changes in 
Market return(index) 
 ሺ୲ െ ୲ିଵሻȀ୲ିଵ 
 
Although the TWN, referring to a basket of currencies, measures the overall exchange rate 
impacts on the individual firms value, it is impossible that all the selected firms business 
relate to all currencies in the traded-weighted currency portfolio, in practice, some of the 
selected corporations may partially associate with the particular currencies.  In that sense, the 
probably drawbacks of the TWN for testing individual firms exchange rate exposure is that 
the result may lack of power to explain the relationship if the selected firms are only 
significant exposed to one or a few currencies of the whole currency portfolio, this may result 
in the overestimation or underestimation of the effect of exchange rate movements.  One 
possible research strategy to avoid above issue is to create firm- and industry-specific 
exchange rates, however, since there is no specific theory providing us with clear exchange-
rate candidates for this exposure tests, I include multiple exchange rates in our specifications 
in addition to TWN.  Equally-weighted exchange rate (EQW), as the average value of major 
foreign currencies, has been used by Harris (1991), Dominguze and Tesar (2001), and El-
Masry (2007).  These currencies play a dominant role in world trade and the foreign 
exchange markets.  Besides, three bilateral exchange rates with major partners, US, 
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European countries and Japan are tested respectively in order to capture the most risky 
currency that affects the firms performance.  The correlation matrix is generated to monitor 
the multicollinearity problem.   
 
Since the relationship is tested by annual data instead of monthly or daily fluctuations, 
autocorrelation or partial correlation do not exist in model (1).  However, there are other 
factors will affect the stock returns of selected firms, many of them are difficult to be 
conducted and observed.  Harris (1991) suggests that using the OLS to measure the model (1) 
may cause the biased and inefficient results owing to these omitted factors.  In order to 
account for the potential influence of this misestimating, the endogenous nature of the 
relationship between the exchange rates and stock returns, and the heteroscedastic error term, 
the Generalised least-squares procedure (GLS)1 was employed in this study.  The regressed 
parameter estimates of the error components model tend to be more efficient than OLS model 
as the error components gives information about cross-sectional and time-wise variation.   
  
3.2.2 The exchange rate exposure  Two dummy variables analysis  
Jorion (1990)s two-factor model is extended by bringing two dummy variables as control 
variables as follows (Model 2), which aim to examine whether the degree of exchange rate 
exposure is altered during pre- and post-crisis periods (Kiymaz (2003), different with 
multinational and domestic corporations.  Since the model (2) is only to extend the model (1) 
by including three dummy variables, the same methodology GLS is employed in this part. D?D?D?ൌ હ૙D?൅઺૚D?۳D?D?൅ ઺૛D?D?DRD?൅ ઺૜D?D?D?DRD?۲D?DRD?൅ ઺૝D?۰D D?۲D?DRD?൅ ઽD?D?                                (2) 
where all the variable definitions are as before with the addition of: ୲ = 0 represents 2000 to 2007, and 1 is 2008-2009. ୲ = 0 represents domestic firms, and 1 is multinational firms. 
 
                                                           
1 GLS estimators are usually obtained by applying OLS using the transformed data series; this provides the 
minimum variance estimator for the random effect model (Hill et al., 2007).  
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D?D?DRD?۲D?DRD? is the time dummy variable used to distinguish the pre-crisis period (2000 to 
2007) and the post-crisis period (2008-2009).  As the proliferation of recession and credit 
crunch was spread over the world stemming from 2008, during this turmoil, the UK economy 
was dramatically damaged, there were several macroeconomic factors inversely affect the 
firms stock return, especially exchange rate movements. It should expect to detect an inverse 
relationship of magnitude and sign of the exchange rate exposure on firms stock returns.   
۰D D?۲D?DRD? represents the business dummy variable to estimate the effects of exchange rate 
changes on multinational and domestic corporations and explain the puzzle that whether 
domestic firms without international trade are irrelevant to the foreign exchange rate 
exposure or not.  According to Willamson (2001) and Madura and Fox (2007), despite the 
some corporations do not associate with foreign currency transaction or international business, 
the domestic firms value are still varied because of the local market competition.     
3.2.3 The determinants of the exchange rate exposure      ઺D?ൌ હ૚D?൅ ઺૚D?D?D?D?D?ǡD?൅ ઺૛ۻD?D?D?ǡD?൅ ઺૜۲D?D?D?D?ǡD?൅ ઺૝۰ۻD?ǡD?൅ ઺૞۲۷D?D?ǡD?൅ ઺૟ۿD?D?ǡD?൅઺ૠ۴DTD?D?D?D?D?D?ǡD?൅ ઽD?ǡD?                                                   i =1 244                                           (3)                            
Where  ઺D?  is the effect of unexpected exchange rate fluctuations on firms stock return obtained from 
the model (1), assuming beta coefficients ઺D?  are constant over time.  
In light of Hg and Ng (1998)s methodology to test the determinants of the exchange rate 
exposure, there are seven firm-specific variables are employed to measure the determinants, 
as firm maturity (MAT),  firm size, debt ratio (DE), Market-to-Book ratio (MB), Dividend 
payout ratio (DIV), Quick ratio (QR) and foreign sale ratio (FS).  DE (Long term Debt/Total 
Equity and reserve) is used to represent the probability of the firms financial distress, MB 
measures the growth opportunity of the firm, DIV and QR assess the liquidity position of the 
firm, and the firm size (Total asset) and the MAT evaluates the economic scale of the firm.  
According to Froot et al. (1993), Nance et al. (1993), He and Ng (1998) and El-Marsy (2007) 
believe that these variables can be regarded as proxies for firms hedging activities and 
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explain the optimal hedging theories, thereby affecting the level of exchange rate risks for 
each firm (See variable description table 2). 
Variable description table 2 
   
Factors  
 
Variables  
  
Measured by  
  
Dependent 
variable 
 
Exchange rate 
exposure 
 
Coefficients of ER  
 ઺D? (i=1244 firms) 
  
Independent 
variable 
 
Firm size 
 
Total asset 
 
Log total asset  
Model 3   
Firm maturity 
 
Operating years 
Difference between  
year t and the establishment 
year 
  Debt level Debt ratio Long term Debt/Total Equity 
and reserve 
  Growth 
opportunity 
Market-to-Book value of 
Equity 
Market value / Book value 
  Dividend 
policy  
Dividend payout ratio Dividends Per Share / EPS 
  Liquidity Quick ratio  (CA-Inventories) / CL 
  Foreign 
involvement 
Foreign sale ratio Foreign sales / Total sales 
Since Financial Reporting Standard (IFRS 8) and International Accounting Standard (IAS 14) 
Segment reporting (Operating Segments) require the UK companies to disclose a 
geographical analysis of the foreign operations (foreign sales), the foreign sales ratio is 
calculated depending on the information of in item Geographic Segment of the financial 
statements (Ifrs.org, 2006).  However, it should be emphasized that there is not always a clear 
line to distinguish the foreign and the domestic as a result of the cost allocation and transfer 
pricing, and International Accounting Standards Board (IASB) has allowed the interpretation 
right for different firms.  Thus, the definition of foreign sales may vary across companies, 
which may bring some measurement error in the test.    
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Consistent with He and Ng (1998), using the exchange rate response coefficients estimated 
from the firm-specific time-series regressions (Model 1) as the dependent variable ઺D? in 
model 3, The ordinary least square (OLS) depending on pooled multiple regression (panel 
data approach) is set up to examine the effects of seven firm-specific factors on the degree of 
the exchange rate exposure for the selected 244 firm during the period from1999 to 2009.   
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Chapter 4 Empirical tests and results 
4.1 Foreign exchange rate exposure and stock returns  
The first question before testing the effect of foreign exchange rate exposure on the UK 
corporations stock returns is to make sure that which exchange rate indices are the relevant 
exchange rates for UK firms. In other words, it is important to investigate that whether the 
UK firms are particularly exposed to specific bilateral exchange rate movements or a basket 
of currencies.  The following five exchange rate series descriptive statistic aims to describe 
the overall trend of the currency movements during the investigating period from 2000 to 
2009. 
 
4.1.1 The analysis of five exchange rate series 
Table 1 Descriptive statistics 
Periods    2000    --- 2009           
ER Changes Minimum Maximum Mean Std. Dev         
TWN -0.24 -0.09 -0.178 0.09016
EQW -0.3 0.11 -0.006 0.11357
US$ to UK£ -0.26 0.14 0.0077 0.20468
EURO to UK£ -0.23 0.08 -0.031 0.12678
JP¥ to UK£ -0.4 0.15 0.0043 0.18825
Periods    2000    --- 2007     2008    --- 2009   
ER Changes Minimum Maximum Mean Std. Dev Minimum Maximum Mean Std. Dev 
TWN -0.02 0.06 0.0055 0.03049 -0.24 0.09 -0.072 0.16571 
EQW -0.02 0.1 0.0244 0.0408 -0.3 0.11 -0.078 0.20517 
US$ to UK£ -0.1 0.14 0.0318 0.09822 -0.26 0.1 -0.048 0.19138 
EURO to UK£ -0.08 0.03 -0.01 0.04218 -0.23 0.08 -0.079 0.15594 
JP¥ to UK£ 0.0004 0.15 0.0517 0.05905 -0.4 0.13 -0.106 0.27238 
 
In the Table 1 presented above, the statistics figures of each variable, TWN, EQW, and three 
independent exchange rate series with US dollars, Euro, and Japan yen, are summarised.  The 
descriptive statistics exhibit the exchange rates and the corresponding actual changes for 
these five exchange rate series that are used in this study during the period between 2000 and 
2009.  It is obvious that the actual exchange rate changes of the TWN, EQW, US$/UK£, and 
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Table 2 The correlation matrix of five exchange rate indices and corresponding changes  
    TWN EQW US$ /UK£ EURO/UK£ JP¥/UK£ 
TWN 
Pearson 
Correlation 1 0.599 0.451 .909** .859** 
Sig. (2-tailed) 0.067 0.191 0.000 0.001
EQW 
Pearson 
Correlation .993** 1 0.369 0.499 0.533
Sig. (2-tailed) 0.000 0.294 0.142 0.113
US$ /UK£ 
Pearson 
Correlation .808** .856** 1 0.047 .758* 
Sig. (2-tailed) 0.005 0.002 0.898 0.011
EURO/UK£ 
Pearson 
Correlation .935** .899** 0.56 1 0.614
Sig. (2-tailed) 0.000 0.000 0.092 0.059
JP¥/UK£ 
Pearson 
Correlation .981** .977** .738* .941** 1
  Sig. (2-tailed) 0.000 0.000 0.015 0.000   
Note: The Bold figures are the correlation of the five exchange rate series movements between 2000 
and 2009.  The rest of numbers represents the correlation of five exchange rate indices. * Correlation 
is significant at the 0.05 level (2-tailed), and **Correlation is significant at the 0.01 level (2-tailed). 
                                                                                                                        (See Appendix 2) 
Before evaluating the relationship between the five exchange rate indices and the UK firms 
stock performance, the correlation test is generated in order to address the potential problem 
of multicollinearity 2  between the independent variables, especially the multicollinearity 
among the three bilateral exchange rates in the multiple exchange rate approach.  Basically, if 
two independent variables with a bilateral correlation of over 0.7, there is a muticollinearity 
problem in the model, and thus the result of the test should be doubted as this problem may 
affects the accuracy of the correlation of each independent variable with the dependent 
variable.  It is apparent that most of the five exchange rate indices show high correlation with 
each other during the period.  Complying with Jorion (1990)s suggestion that the 
measurement of the effect of different exchange rate series should eliminate the internal 
correlation, therefore the five exchange rates will be tested separately with firms stock return 
instead of the group testing approach. 
                                                           
2 Multicollinearity-- is a statistical phenomenon in which two or more explanatory variables in a multiple 
regression model are highly correlated. As a consequence, the coefficients may change erratically as a result of 
small changes in the model or the data. Multicollinearity does not lower the explanatory and reliability of the 
whole model, but it may lead to the accuracy of individual predictors (Gujarati, 2004). 
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Table 3 Foreign exchange rates exposure and the UK firms stock returns  
Panel A 
Exchange rate indices TWN EQW US$ to UK£ EURO to UK£ JP¥ to UK£ 
Exchange rate coefficient(઺૚D?) 0.5794 0.405 0.157 0.5791 0.306 
Significant level (P-value) 0.000 0.000 0.044 0.000 0.000 
Adjusted R square 26.90% 26.70% 26.30% 26.80% 26.80% 
Average Durbin-Watson test  2.028 2.023 2.007 2.026 2.022 
 
Panel B 
ER indices--TWN 
Total 
firms Positive Negative Significant  exposure  Sig positive Sig negative
No. of firms 244 145 99 32 25 9 
Percentage (%)   59% 41% 13% 78% 22% 
 
Panel C 
 TWN exposure Mean  Std. Deviation Maximum Minimum                 
32 firms with significant exposure 0.347813 0.471311961 1.054 -0.74 
First halves (16 firms) 0.70275 0.131751028 1.054 0.532 
Second halves (16 firms) -0.00713 0.433325417 0.479 -0.74 
Note: The descriptive Panel C shows the cross-sectional differences of the exchange rate sensitivity 
across individual firms based on the trade-weighted nominal exchange rate coefficients summarised in 
Panel A.  The halves are classified by ranking the significant exposure coefficients in descending 
order.                                                                                                    (See Appendix 3 and Appendix 4) D?D?D?ൌ હ૙D?൅઺૚D?۳D?D?൅ ઺૛D?D?DRD?൅ ઽD?D?                                (1) 
The Table 3-Panel A presented above gives the information about the relationships between 
annual stock returns for each company and annual contemporaneous five exchange rate 
changes, as TWN, EQW, US$/UK£, EURO /UK£, and JP¥/UK£ respectively. The 
estimated exchange rate coefficients  ઺૚D? (exchange rate exposure) explain the effect of 
exchange rate movements on stock returns given its relation to the market index.  It is clear 
that firms stock returns are positively significant correlated to all of the five exchange rate 
indices at the 95% confidence level, and about 26 % (R-square) of the UK firms stock 
performance are explained; the overall positive relationship means that UK corporations is 
more likely to get benefits from the depreciation of UK pound.  To be specific, stock returns 
are significantly exposed to the actual movements of the five exchange rate series with the 
significant level at 0.00 except the US$ /UK£ as 0.044.  The TWN and the EQW coefficient 
are similar as around 0.579, which means that when the TWN or the EQW increases by one 
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unit, the corresponding movements of firms stock returns will be 0.579.  Among these five 
exchange rate indices, the US$ /UK£ exchange rate changes bring the minimum volatility to 
the firms stock returns as the 0.157 coefficient.  This result is inconsistent with the 
Dominguez and Tesar (2006)s finding that UK firms stock returns are significant affected 
by currency of major trading partners rather than TWN.   From the above results, it can be 
conclude that the selected 244 firms of FTSE 350 UK firms in our sample are more sensitive 
to the TWN, thus the following test of measuring exchange rate exposure at firms level 
will focus on the TWN series in accordance with Jorion (1990, 1991), Choi and Prasad 
(1995), chow et al. (1997) and Hutson and oDriscoll (2009). 
The Table 3Panel B illustrates the summary of individual firms performance of stock 
returns to TWN.  It provides the cross-sectional variation in the exchange rate exposure of 
individual firms, that is, some firms gain from the depreciation of UK currency, but others 
firm values are eroded.  In detail, there are 145 out of 244 selected firms are positively 
exposed to the actual exchange rate fluctuations; this is consistent with the overall positive 
sign of this model.  The rest 99 firms, however, go against the positive direction, presenting 
an inverse relationship between actual TWN changes and stock returns.  In practice, the 
positive coefficient implies that the depreciation of UK pound against a basket of foreign 
currencies result in an upward trend of individual firms stock return and vice versa. In 
particular, the significant exchange rate exposure coefficients are only detected in 32 firms at 
the 0.10 level (two-tailed test), 13 percent of the selected firms stock performance are 
statistical significantly related to the exchange rate movements.  Among these 32 firms, 25 
firms (78%) confirm the positive exchange rate effects and 9 firms show the negative 
coefficients.  For comparison with previous papers findings, the 13 percent significant 
figures improve the Jorion (1990)s weakest evidence that only 5 percent (15 out of 287) 
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U.S. multinational firms are significant exposed to the changes in trade-weighted nominal 
exchange rate as well as 10 percent of Walsh (1994)s model.  
 
The Table 3Panel C sketches key statistical figures of the 32 companies significant TWN 
exposure coefficients, which reflect the degree of the exposure for individual firms.  The 
TWN exposures vary from the lowest level about -0.74 to highest level at 1.054 with the 
mean beta at 0.35 and standard deviation at 0.47.  This result indicates that the 1 percent of 
exchange rate movements is accompanied by a 0.35 percent increase in firms stock returns 
on average. The two halves classification gives a better understanding of the distribution of 
exposure coefficients.  The 32 firms significant coefficients are ranked by the descending 
order and grouped into halves.  The average exchange rate exposure level of the first halves 
(0.70) is nearly 100 times higher than the second groups (-0.00713).  Thus, it can be 
concluded that there is indeed a significant difference of exchange rate exposure for 
individual firms, either for the sign or the magnitude of the exposure.  
 
4.1.2. Linear Trade-weighted exchange rate exposure with two dummy variables  
Table 4 GLS regression of two dummy variables  
Stock return  Coefficient  Std. error Z P-value 
Market index 1.215985 0.0658175 18.48 0.000 
TWN Exchange rate 0.3642418 0.1354045 2.69 0.007 
TIME Dummy 0.0804868 0.0235272 3.42 0.001 
BUS Dummy -0.0054677 0.0168991 -0.032 0.746 
Model significance - - - 0.000 
 
In order to test whether the relationship between the firms stock returns and TWN 
movements are the same for two sub-periods (pre-crisis period 2000-2007; post-crisis period 
2008-2009), as well as domestic and multinational corporations, two dummy variables are 
employed as control variables in the model (2).   
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D?D?D?ൌ હ૙D?൅઺૚D?۳D?D?൅ ઺૛D?D?DRD?൅ ઺૜D?D?D?DRD?۲D?DRD?൅ ઺૝D?۰D D?۲D?DRD?൅ ઽD?D?(2) 
The output of Table 4 indeed demonstrates the significant differences of exchange rate 
exposure of the two sub-periods for the UK companies at 99 confidence level.  However, 
the expected significant difference of the firm value fluctuation driven by the actual exchange 
rate changes  between domestic and multinational firms does not be measured (Sig = 0.746).  
In other words, both the domestic corporations have similar exchange rate exposure with 
multinational companies even without foreign involvements.  In order to understand the 
effect of exchange rate exposure (magnitude, sign and significance) for the sub-periods and 
different types of business, further regressions are employed to distinguish the differences in 
the following paragraphs.   
Table 5 Exchange rate exposure for the two sub-periods and different corporations 
Panel A. Summary Statistics  
ER   Sub--period 2000-2007 Sub--period 2008-2009  
  Mean  99.44714 88.9375 
TWN rate Std. Deviation 1.18438 14.14907 
Max 100.99 103.93 
  Min 98 73.87 
  Mean  0.005315 -0.039 
TWN changes Std. Deviation 0.030047 0.1507 
Max 0.059 -0.24314 
  Min -0.02114 0.06051 
 
Panel B. GLS regression of two sub-periods and domestic and multinational firms  
Classification Stock return  Coefficient  Std. error Z P-value 
2000-2007 Market index  1.111718 0.0569254 19.53 0 
ER --TWN  -0.499093 0.3187621 -1.57 0.017 
2008-2009 Market index  -3.455882 0.9173586 -3.77 0 
  ER --TWN  8.450579 1.589049 5.32 0 
Domestic Market index  0.9394813 0.0734061 12.8 0 
ER --TWN  0.6843343 0.1585563 4.32 0 
Multinational  Market index  1.192303 0.00780173 15.28 0 
  ER --TWN  0.5133609 0.1685465 3.05 0.002 
Model significance          0 
                                                                               (See Appendix 5 and Appendix 6)   
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1. The exchange rate exposure for the two sub-periods 
The TWN and its changes of the overall period from 2000 to 2009 reveal two different trends 
of UK currency (Table 5Panel A).  During the period between 1/1/2000 and 1/1/2007, the 
UK pound fluctuates within a small range around 100 with a standard deviation of 1.184, the 
lowest rate is 98 in early of 2007 and the highest level is 100.99 in the end of 2000.  The 
mean change during this time span is 0.005315.  The sub-period 2, however, exhibits  volatile 
movements, the mean value of the TWN drops to 88.94 from 99.45 with relative high 
standard deviation of 14.15.  The maximum changes of the annual TWN is up to 24 percent 
(the negative sign represent the direction of exchange rate movements rather than the value) 
from 2008 to 2009. 
The Table 5Panel B reports the pre-crisis (Sub-period 1) and post-crisis (Sub-period 2) 
exchange rate exposure coefficients.  A comparison of the exposure in the pre-crisis period 
with that of the post- crisis period indeed points out the dramatic difference of exchange rate 
effects on firms stock returns for the degree and sign of the exposure.  To be specific, the 
negative exchange rate exposure (-0.5) during 2000 and 2007 is replaced by the positive 
exchange rate beta (8.45) from the end of 2008 to 2009, the magnitude of the exchange rate 
risk after the crisis is 17 times higher than the health economy conditions.  This significant 
change of pre- and post- crisis exchange rate risk is also evidenced by Kiymaz (2003) in the 
Turkey stock market during 1991 to 1998.  In contrast to my result of increasing exposure 
level, Kiymaz (2003) examines a lower degree of exchange rate risk after the crisis.    
In addition to the degree of exposure, it should notice that the negative sign of the exposure 
during pre-crisis period turns to be significantly positive in the post-crisis period.  To some 
extent, the inverse relationship proves the opposite effect of exchange rate for import and 
export, and indicates that the overall effects of exchange rate exposure for export focus 
companies overweighed the import firms in this case as the sign of the exchange rate 
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coefficients corresponds to the export firms tendency.  That is, the export focus firms benefit 
from the depreciation of UK pound or the decrease of exchange rate.  The pre-crisis period, 
controlled by the appreciation of UK pound, weaken the value of export firms.  During the 
post-crisis period, the export volume is significant improved, thereby enhancing the overall 
UK firms value.  However, few previous studies concentrating on comparing the exchange 
rate exposure of two sub-periods obtain the inverse relationship.  Choi and Phrase (1995) test 
the difference of exchange rate risk during 1978 to 1985 and 1985 to 1989 (there is a steep 
increase of dollar value in 1985), the positive relationship between the monthly stock return 
and exchange rate is remained during these two sub-periods.  Similar result is also generated 
by Driscoll and Hutson (2009), who find the positively significant exchange rate exposure for 
both pre-euro (1990 to 1998) and post-euro period (1998 to 2008).   
 
2. The exchange rate exposure for Multinational and domestic corporations 
Unlike previous researchers, like Jorion (1990), Bartov and Bodnar (1994), Chow et al. (1997) 
and Chen and So (2002), only include multinational firms, this model includes domestic 
firms in the sample in order to compare the effects of the exchange rate for these two types of 
business.  General speaking, the multinational firms with various international business, 
foreign subsidiaries, and foreign asset should more likely to be exposed to the unexpected 
exchange rate fluctuations.  However, after testing the relationship between the stock returns 
of domestic and multinational companies, there is no evidence to support the common 
perspective.  
In line with the findings of Shin and Soenen (1999) and Choi and Jiang (2008), it can be seen 
from Table 5Panel B that the exchange rate exposure for the domestic firm (0.68) is higher 
than the multinational firms exposure coefficient at 0.51.  This result is consistent with Adler 
and Dumas (1984), Booth and Rotenberg (1990), Walsh (1994) and Williamson (2001), 
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demonstrating that both multinational firms and domestic firms are affected by exchange rate 
fluctuations.  Unlike MNCs, despite the domestic corporations do not involve with the 
international business or foreign transactions, they may be subject to the foreign competition 
in its home land.  When the exchange rate of foreign competitors invoice currency goes up 
against home currency, customers will shift their purchase interest toward the local 
companies rather than foreign competitor owing to the relative lower price, thereby 
enhancing the stock returns of domestic firms.  Additionally, domestic group in this sample 
also includes financial institutions, like banks, insurance companies, investment trusts, their 
performances may also increase the overall exchange rate exposure for this group.  Although 
these financial firms belong to the domestic group, they may engage in large number of 
financial instrument trades and speculative activities, thus it should believe that the high 
exchange rate exposure level of domestic companies, to some extent, attribute to this special 
industry.  
 
4.1.3 Exchange rate exposure across industries  
1. Comparison of five exchange rates exposure across industries 
The above discussion has documented that the magnitude of the exchange rate exposure for 
the firm value originated from five exchange rate indices are being inconsistent.  In this 
section, the exchange rate exposure at the firms level is shifted to the industry groups in 
order to explore whether the pattern of exchange rate risk is industry- specific.  The industry-
level test also concentrates on two aspects.  Firstly, whether any industry, using different 
invoice currencies, is especially exposure to particular bilateral exchange rates, TWN or 
EQW.  And secondly, which industry performs a comprehensive management strategy 
(hedging) for the unexpected exchange rate fluctuations after the 2007 currency crisis. 
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Table 6 A summary of industries exchange rate exposure for the five ER indices 
Exchange rate indices TWN EQW US$/UK£ EURO/UK£ JP¥/UK£
Industry            
Financial sector PS PS NS N P 
Aerospace & Defence NS N N N P 
Beverage N N P P N 
Chemical P P N P P 
Construction & Materials PS PS NS N PS 
Electronic & Electrical Equipment N N NS NS PS 
Food & Drug Retailers P P NS NS PS 
Food Producers PS PS P P P 
Gas, Water & Multiutilities P P N N P 
General Industrials P P P P N 
General Retailers PS PS P P N 
Household Goods  PS PS P PS N 
Industrial Engineering P P PS PS NS 
Industrial Transportation PS PS PS PS N 
Media P P PS PS NS 
Mining P P N P P 
Oil & Gas Producers P P P P N 
Oil Equipment & Services N N NS NS PS 
Personal Goods P P N N P 
Pharmaceuticals & Biotechnology NS NS NS N P 
Software & Computer Services N N P P N 
Support Services P P N P N 
Technology & Equipment N N P N N 
Telecommunications N N N NS P 
Tobacco P p N N P 
Travel & Leisure PS P P NS PS 
Total significant industries 9(35%) 7(27%) 9(35%) 9(35%) 7(27%) 
Positive significance  7(78%) 6(86%) 3(30%) 4(44%) 5(71%) 
Note: N represents the negative exchange rate exposure coefficient  
         NS means the negative and significant exchange rate exposure coefficient 
         P is the positive exchange rate beta  
         PS is the positive and significant exchange rate beta                             (See Appendix 7) 
By expanding El-Masrys (2006) model, which only compares the Trade-weighted nominal 
exchange rate and the Trade-weighted real exchange rate, Table 6 is constructed to summary 
the foreign currency exposure of five exchange rate indices.  It is clear that specific firms 
belonging to specific industry are indeed subject to different currency movements, as 
industries or firms may have favourable long-term foreign trade partners (invoice currency), 
and thus it is impossible that any industry exposed to every currencies including in the Trade-
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weighted exchange rate.  Overall, there are 9 industries out of the total 26 industries exhibit 
significant sensitivity to the TWN movements; only two of them, Aerospace & Defence and 
Pharmaceuticals & Biotechnology, show the negative correlation between exchange rate 
movements and the stock returns.  The rest seven sectors, including Financial, Construction 
& Materials, Food Producers, General Retailers, Household Goods, Industrial Transportation, 
Travel & Leisure present the significant positively exchange rate exposure.  Since the EQW 
is the average exchange rate of UK firms key trade partners (US, European, Japan) and 
exclude those unusually currencies impacts,  it may be more accurate to describe the variation 
across industries.  However, the significant result is similar with the TWN except the 
Aerospace & Defence and Travel & Leisure industry, the reasonable interpretation is that 
these two sectors are not sensitive to these three currencies but other basket of currencies 
included in the TWN.  Also, the US$/UK£ and the EURO/ UK£ exchange rate series 
perform the similar trend with 9 significant industries.  Importantly, it is surprising that the 
proportion of significant negative coefficients (60%) overweigh the significantly positive 
exposure (30%) in US$ to UK£ exchange rate series.  This implies that as a group, firms in 
sectors with negative betas face a greater exchange rate exposure on their cost side of the 
trading, so that get loss from the depreciation of domestic currency (UK pound).   
2. The overall industrial TWN exposure from 2000 to 2009 
Concentrating on the TWN, it can be found (Table 6) that the significant correlation between 
exchange rate changes and stock returns is only obtained from 9 out of 26 (35%) industries.  
This result is slightly higher than the El-masry (2007)s finding that only 5 industries listed in 
the LSE including UK FTSE all shares have the significant exchange rate exposure 
coefficients, namely construction, food manufacturing, retail, support service and transport.  
In addition to UK industry, Bodnar and Gentry (1993) detect 20 and 35 per cent of industries 
of Canada and Japan have statistically significant exchange rate exposures; Shin and Soenen 
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(1999) only observe two industries are significant affected by the exchange rate exposure -- 
electrical equipment sector and primary metal industry; Dominguez and Tesar (2006), 
however, generated over 40 percent significant industries across four countries UK, 
Netherlands, Japan, and Germany. 
 
The reasonable interpretation of the insignificant exposure coefficients with so many 
industries in our result is that every industry may engage in a variety of different activities 
with different currency exposures, some of them are offset internally.  This may relate to the 
theory of diversification, that is, firms or industries prefer to diversify their business based on 
the geography (different countries), products, and  other classifications so that mitigate the 
overall risk of  the company.  Another possible reason may involve with the hedging 
strategies and financial instruments employed in each industry like forwards, futures, options, 
and swaps.  Furthermore, since firms within one sector are more likely to face the same 
economic risk owing to the similar market, business and operations, when the similar 
corporations are group into one sector, the combined influence of their management 
strategies turn to be more significant, thereby concealing the effect of exchange rate exposure 
on stock returns of the whole industry.  In light of Bodnar and Gentry (1993), despite such 
hedge activities cannot directly alter the cash flows from real operations, it may generate a 
cash flow to lower the correlation between total cash flows and the exchange rates.  However, 
it is difficult to measure the effects of financial hedging activities because data on hedging by 
industries are not available.  
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Table 7 TWN exposure across 26 industries 
 
                Industry   
           
       Exchange rate exposure (absolute value) 
 
     
Changes 
              Time Period TWN 
Sign 
2000-2009 2000-2007 2008-2009  
                                                                   Mean exposure   
1 Financial sector PS 0.133 0.078 0.745 855% 
2 Aerospace & Defence NS 0.147 0.208 0.806 288% 
3 Beverage N 0.07 0.117 0.745 537% 
4 Chemical P 0.108 0.19 0.957 404% 
5 Construction & Materials PS 0.382 0.581 0.841 45% 
6 Electronic & Electrical 
Equipment 
N 0.162 0.097 0.83 756% 
7 Telecommunications N 0.326 0.056 0.797 1323% 
8 Food & Drug Retailers P 0.281 0.057 0.855 1400% 
9 Food Producers PS 0.621 0.397 0.837 111% 
10 Gas, Water & Multiutilities P 0.194 0.185 0.717 288% 
11 General Industrials P 0.243 0.117 0.778 565% 
12 General Retailers PS 0.296 0.233 0.706 203% 
13 Household Goods  PS 0.360 0.349 0.665 91% 
14 Industrial Engineering P 0.127 0.113 0.873 673% 
15 Industrial Transportation PS 0.324 0.038 0.905 2282% 
16 Media P 0.103 0.005 0.81 16100% 
17 Mining P 0.197 0.146 0.886 507% 
18 Oil & Gas Producers P 0.066 0.106 0.806 660% 
19 Oil Equipment & Services N 0.057 0.055 0.986 1693% 
20 Personal Goods P 0.31 0.154 0.986 540% 
21 Pharmaceuticals & 
Biotechnology 
NS 0.052  0.123 0.19 54% 
22 Software & Computer 
Services 
N 0.073 0.062 0.897 1347% 
23 Support Services P 0.091 0.151 0.852 464% 
24 Technology & Equipment N 0.145 0.123 0.559 354% 
25 Tobacco P 0.4 0.502 0.919 83% 
26 Travel & Leisure PS 0.246 0.331 0.787 138% 
Mean   0.209 0.176 0.798 353% 
                                                                                                                                                     (See Appendix 7) 
Since the positive and negative exchange rate exposure coefficients only represent the sign of 
the relationship but not the value of the exchange rate risk, all of the coefficients in Table 7 
are presented using the absolute value in order to compare the magnitude of the exchange rate 
exposure across industries (Bar chart 1).   
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exchange rate exposure is occurred in the media industry; the post-crisis period exchange rate 
beta is about 16100% of the initial figure in the former period.  The significant increase of 
exchange rate exposure implies that media sector is most significant exposed to the 
unexpected exchange rate shocks among the all 26 sectors.  As an industry does not 
concentrate on the international business but involve in foreign transaction at some point, the 
dropped stock return may attribute to their limited experience and knowledge in term of 
handling such kind of economic anomalies.  Other industries post-crisis exposures, like 
Industrial Transportation, Oil Equipment & Services, Food & Drug Retailers and 
Telecommunications, are more than 10 times higher than pre-crisis level.  However, the 
exchange rate risk is only increased by 45% and 58% in Construction & Materials 
Pharmaceuticals & Biotechnology industry, their performance tend to be the most stable 
industries during the crisis.  In addition to the characteristics of high proportion of intangible 
asset, rare close-substitutes for Pharmaceuticals as the competitor and highly inelastic 
demand for proprietary drugs give rise to a greater market power and pricing power, hence 
lower the stock volatility in respond to the unexpected exchange rate movements.  Overall, 
the increased exposure level of all 26 industries also suggests that even the firms paying 
attention to their foreign exchange exposures and ensure some of the hedging instruments 
available to them, it is impossible to control all of the unexpected economic shocks. 
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4.2 Determinants of firm-specific exchange rate exposure analysis  
Table 8 Seven firm-specific variables    
Panel A. Correlation of independent variables 
  Log size Maturity Debt ratio MB ratio DIV ratio Quick ratio FS ratio 
Log size 1 0.22 0.049 0.003 0.003 -0.016 0.107 
Maturity 1 -0.018 -0.062 0.023 -0.025 -0.019 
Debt ratio 1 0.052 0.01 -0.015 0.018 
MB ratio 1 0.002 -0.009 0.006 
DIV ratio 1 0 -0.01 
Quick ratio 1 -0.018 
FS ratio             1 
Panel B. Descriptive statistics  
  Minimum Maximum Mean Std. Deviation 
Log size 4.31 9.31 6.166 0.792 
Maturity 1 45 25.657 13.838 
Debt ratio 0 3510 33.085 84.9 
MB ratio 0 389.94 3.521 11.847 
DIV ratio -277.52 35430 15.031 720.25 
Quick ratio 0 13441.8 14.998 356.465 
FS ratio 0 29.75 0.366 0.762 
Table 8Panel A illustrates that there is no significant muticollinearity problem in this case 
as the maximum of the correlation figure is 0.22 (< 0.7). 
Table 8Panel B describes the descriptive statistics for the seven independent variables.  It 
is obvious that the highest standard deviation belongs to the Dividend payout ratio (720.25), 
and the variation of the data reaches to 35700 (35430+277.52); this may lead to the deviation 
of this models result and dilute the significance of the variables to explain the dependent 
variable exchange rate exposure. Further investigation will be presented in the following 
paragraphs. 
Table 9 The determinants of exchange rate exposure (TWN) 
Panel A Seven firm-specific variables regression  
  Log size Maturity
Debt 
ratio MB ratio DIV ratio 
Quick 
ratio FS ratio 
Whole 
model 
Coefficient  0.032 0.039 0.046 -0.026 -0.014 0.039 -0.045 - 
Significance 0.135 0.063* 0.024** 0.212 0.496 0.055* 0.031** 0.003*** 
R square               0.09 
Note: *means significance level at 0.1 level; **represents the significance level at 0.05 level: and *** is 
the significance level at 0.01 level.  
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Panel B Seven firm-specific variables regression without outliers 
  Log size Maturity Debt ratio MB ratio DIV ratio Quick ratio FS ratio 
Whole 
model 
Coefficient  0.027 0.047 0.046 -0.081 -0.018 0.039 -0.041 ---- 
Significance 0.18 0.021** 0.022** 0.000*** 0.374 0.053* 0.044** 0.000***
R square               0.27 
 
Including these seven explanatory variables to measure the exchange rate exposure, the 
result(Table 9Panel A) shows that the selected variables are only explain 9 percent of the 
exchange rate exposure, but the model in this case reaches statistical significance level at 99 
percent confidence level (0.003).  The coefficients of each independent variable represent the 
correlation with exchange rate risks.  In practice, there are four out of seven variable are 
statistical significant as maturity (0.063), Debt ratio (0.024), Quick ratio (0.055) and Foreign 
ratio (0.031) respectively.  Among them, the maturity and the quick ratio are positively 
significant related to the exchange rate exposure, but foreign ratio is negatively correlated and 
less significant as some of the industries are purely domestic with zero foreign ratio, such as 
Financial (banking and insurance) and construction sectors. 
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Based on the Satterplot graph, we should expect that as many as the residuals are roughly 
rectangularly distributed, with most of the scores concentrated in the centre around the zero 
point. Considering the large standard deviation of the explanatory variable in the above 
descriptive statistic table as well as the Scatterplot of the standardised residuals, it is clear that 
there are several outliers in the sample set (Pallant, 2007).  The three insignificant 
independent variables (Table 10), namely, log size, MB ratio and dividend payout ratio are 
picked up in order to remove the outstanding outliers that may dilute their explanation power 
for the exchange rate risk.   
 
Table 10 Outliers (extreme value) 
Log size MB ratio DIV payout ratio 
Highest  Lowest  Mean Highest  Lowest  Mean Highest  Lowest  Mean 
9.31 4.31  
 
6.166 
389.94  
 
0 
 
 
3.521 
35430 -277.52  
 
15.031 
9.24 4.32 239.09 200 -23 
9.16 4.34 178.73 120 -18.4 
9.14 4.36 134.52 69.27 -16.25 
9.09 4.36 128.39 54.29 -8.95 
                                                                                                                        (See Appendix 8) 
 
Comparing the results of Table 9Panel A and Panel B, it is clear that the outliers in this 
case are indeed affect the overall model correlation.   The R square of the model is improved 
from 9% to 27%; this implies that there are 27% of the exchange rate exposure is explained 
and affected by these seven independent variables.  In particular, all of the magnitude of the 
significances turns to be smaller especially the MB ratio (sig =0.000) with the new coefficient 
as -0.081. Thus the MB ratio, representing the growth opportunity, is significant adversely 
correlated to the exchange rate risk.  However, the firm size and the dividend payout ratio are 
still not an important determinants of the exposure as the over 0.1 significant level.  The 
insignificant relationship of the firm size and the exchange rate exposure may attribute to the 
initial data selection.  That is, since the FTSE 350 index is a market capitalisation weighted 
stock market index including the largest 350 companies by capitalisation (ftse.com, 2010), 
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the selected 244 firms may fail to reflect the impacts of small size corporations. This may 
appropriate explain the insignificant relationship between exchange rate exposure and the 
firm size.  Besides, the insignificant dividend payout ratio also has no power to support the 
positive correlations. It should blame the huge deviation of the variable  some companies 
keep no dividend policy for years, some distribute hundreds times more dividends each year, 
or some even have negative figures.  As a result, the wide spread of the dividend data result 
in a non-linear relationship between the currency risk and dividend payout ratio, this is why 
insignificant coefficient is maintained even though the outliers are screened out.  
4.2.1 Interpretation of Firm size.   
Comparing with previous studies, the obtained positive coefficient of firm size-- large size 
firms tend to be more sensitive to the exchange rate exposure than small size firms  is 
inconsistent with  Nance et al., 1993 Chow et al., 1997; Bodnar & Wong, 2003; Dominguez 
& Tesar, 2006; Hunter, 2005; El-masry 2006, 2007.  They believe that the firm size stands for 
the economics of scale, bigger firms have more capacity to manage financial risks efficiently, 
such as hiring experienced risk management expertises, cooperating with large insurance 
companies or establishing captives, thus should suffer less exchange rate exposure.  However, 
this positive relationship has been demonstrated by He and Ng in 1998 using Japanese data 
and Shin and Soenen (1999) based on U.S. data.  If there is no hedging activity involved, the 
bigger corporation suffering more currency risk is reasonable, as they are more likely to 
develop the international business. In the real life, however, firms do hedge, but the existing 
output only proves that hedging activities by large firms are not effective to eliminate 
exchange risk.  In this case, the plausible explanation of the positive coefficients is that the 
large corporations usually have low threshold to get external funds due to the high credit 
rating and sufficient tangible assets as collaterals to prevent the loss of exchange rate 
volatility, thus they may have less incentive to hedge.  According to the latest survey of 
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business perception of risks conducted by Lloyds TSB, more than 80 percent of companies in 
UK indicated that they have no hedging strategy in place, although they have known that 
financial market risks may negative impact on businesses. Only 10 percent of firms are 
willing to use hedging strategy to protect against foreign exchange rate risks and 11% for 
interest rate risks (supportingukbusiness.com, 2009) See Appendix 9.  In addition, it should 
be noticed that there are two main functions of the financial instrumentshedging risk and 
speculation purpose.  Even the firm use hedge instruments to mitigate the effect of exchange 
rate exposure, the loss or gain of the speculative performance may affect the overall 
correlations, especially in the financial sector.  Thus, despite the positive result are generated, 
it does not implies that the smaller firms has low exchange rate exposure due to employing 
more derivative instruments to hedge risk than bigger companies.    
 
4.2.2 Interpretation of Maturity.   
In contrast to the initial expectation, the older the firms to be, the more efficiently the 
management processes (risk forecasting and risk reduction) are, hence the less exchange rate 
exposure (Allayannis, 1995 and Solankoglu, 2005).  The firms maturity, measured by the 
number of years the companies in operation, positively significant related to the foreign 
currency risk.  In other words, the probability of exchange rate risk is rising as the increased 
operating years.  To some extent, the interpretation of the positive correlation of maturity and 
exchange rate exposure is similar with the firm size, that is, although the longer operating 
years may provide more experiences to predict the unexpected exchange rate shocks and 
control the proliferation of the negative effects of the currency fluctuations, these hedging 
methods do not work well, at least not efficient during the turbulent economic period between 
2000 and 2009.  Alternatively, the companies without enough experience may modestly 
operate their business with relative low risk projects, so that minimise the probability of 
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significant negatively effects stemming from unexpected economic shocks. Therefore, during 
the financial crisis period, the financial damage is much more severe in large firms having 
long operating years.   
 
4.2.3 Interpretation of Foreign sales. 
In accordance with Harris et al. (1991), Doidge et al. (2002), Choi and Kim (2003) and El-
masry (2006, 2007), the foreign sales ratio is inversely correlated to the exchange rate risk.  
This reveals that firms involving high proportion of international trades are less likely to be 
exposed to the unexpected exchange rate risk.  There are some reasons may explain the 
adverse correlations.  To begin with, risk management arguments indicate that multinational 
corporations associated with various trade partners enable to lower the foreign exchange 
rate risk by diversifications.  The dispersed trade destination of MNCs refers to a lot of 
foreign entities and purchasing from or selling to different markets, this ensures them to deal 
with only parts of the economic exposures because some of them have been offset with each 
other internally.  In addition, investing in the emerging market and developed market in the 
same time in order to inhibit the overall risk is an efficient method, which has been testified 
in the recent subprime crisis.  Moreover, it should be admitted that multinational firms are 
more flexible to move production to a country with weakening currency as well as 
substituting between home-country and foreign-country inputs of production.  Indeed, only 
firms with high foreign involvements have the capacity to operational hedge the currency risk 
by altering the sources of inputs and production sites.  Besides, extensive internal and 
external financial hedging may only attract multinational firms which are most likely to be 
exposed to currency movements; this may help them to prevent their normal operation from 
the significant shocks.  Finally, the continuous depreciation of UK pound has a positive effect 
on the exporters; this not only improves the extent of foreign sales and enhances the firm 
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value of these companies, but also demonstrates that the benefits of the UK currency 
depreciation for exporters outweigh the loss for the importers in the sample.   
4.2.4 Interpretation of MB ratio and Debt ratio. 
According to the Optimal hedging theories (Stulz, 1984), the magnitude of the exchange rate 
exposure is determined by a firms hedging strategies.  In this study, the MB ratio and the 
Debt ratio, using as a proxy for the growth opportunity and financial distress respectively, can 
be explained by the hedging activities.  The basic logic can be described as follows. The low 
growth opportunity and a relative low leverage ratio will directly reduce firms incentive to 
hedge, thus there will be some volatility in the cash flows generated by exchange rate 
movements and unstable assets, and it also affect the amount of money raised externally and 
diminishing the marginal returns of investments.  From Table9Panel A, the significant 
negative coefficient (-0.081) of MB ratio implies that the higher the growth opportunity, the 
lower the exchange rate risk will be.  This is quite consistent with previous studies claims 
like Froot et al. (1993), He and Ng (1998), Geczy et al. (1996), El-Masry (2007). Among 
them, Froot et al. (1993), Nance et al. (1993), He and Ng (1998), Geczy et al. (1996).  The 
negative affiliation indicates that if firms have many growth opportunities or profitable 
investment projects, they will prefer to employ more hedging methods to control the potential 
risks, so that reduce the effect of the currency exposure.  However,, inconsistent with above 
basic logic, the debt ratio exhibits a significant positive relationship with foreign currency 
risk in this case.  Their explanation is that when companies experience a high financial 
distress caused by high debt ratio, firms have to purchase more financial instruments to 
minimise possible damages.  However, in this case, the correlation goes the opposite way.  In 
the real life, designing a hedging strategy can be costly; firms are willing to engage in 
hedging activities only if they can ensure the hedging benefits are greater than costs, 
especially when they are suffering financial difficulties.  Thus the expensive hedging 
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instruments may be met with much higher financial distress, in turn, bankruptcy risk.  In a 
word, the positive relationship demonstrates that the high leverage companies with difficulty 
of external financing are less likely to use hedge methods and thus more sensitive to 
unexpected exchange rate movements.  
 
4.2.5 Interpretation of Quick ratio and DIV ratio. 
The quick ratio and the dividend payout ratio, representing the liquidity position of the 
selected firms, show a positive and negative correlation with exchange rate exposure 
respectively.  Agree with Nance et al. (1993) and Goldberg et al. (1998), liquidity is 
negatively related to hedging activities; firms with high liquidity ratio can lower the agency 
costs and financial distress, so that less incentive to hedge.   Related to the theory to this case, 
despite reducing dividend distribution to shareholders and holding sufficient liquid cash can 
eliminate the underinvestment problems, it will dilute firms incentive to hedge, thereby 
increasing the probability of exchange rate shock.  For quick ratio, the positive coefficient 
suggests that the level of the foreign currency risk becomes higher as the increasing current 
asset.  If firms have high proportion of current asset, which can be translated to cash, they 
will not take part in hedging activities owing to the available internal resources, thus lead the 
company to be sensitive to the currency fluctuations.  
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Chapter 5 Limitation 
1. Sample selection bias 
The value-weighted portfolio of FTSE 350 index, used as a proxy for the market portfolio, 
represents a market capitalisation weighted stock market index including the largest 350 
companies by capitalisation.  Therefore, the relationship of the stock return and the exchange 
rate movements may not fully explained as some small size firms are excluded in the sample.  
Survivorship bias, as a type of selection bias, is the tendency to exclude the failed 
companies from the initial data selection. It may lead to the distribution of the result to skew 
higher as only firms that are surviving during the testing period are included. In this study, 
since some companies experienced a major structural change or have other problems like 
bankruptcy and liquidation; only 244 companies are selected from the total 355 companies 
listed on FTSE 350. There is no articles that particular analyse the effect of survivorship bias 
on the exchange rate risk topic.  
2. Variables 
In order to achieve consistency of model (1) and model (3), the all the variables adopted in 
these two models are annual data.  However, it is obvious that a higher frequency of the 
sample data (monthly, weekly or daily) may enhance the accuracy of the results and improve 
the explanatory power of the independent variables.   
3. Assumptions  
The beta coefficients of the exchange rate obtained from the model 1 are assumed to be 
constant overtime and employed as the dependent variable representing the exchange rate 
exposure in the model 3.  In fact, the magnitude of the exchange rate exposure should change 
year by year, thus, the theoretical result may create some deviation from the result of the real 
world. 
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Chapter 6 Conclusion and further recommendations 
This article examines the relationship of the 244 UK firms and 26 industries stock returns 
with the exchange rate movements for the period from December 1999 to December 2009.  
The result provides a positively significant exchange rate exposure to all selected five 
exchange rate indices, namely, TWN, EQW, US$/UK£, EURO /UK£, and JP¥/UK£, but the 
number of significant correlations between the firms stock returns and the fluctuations in the 
TWN is relative higher than the changes in other exchange rate series, this implies that the 
UK companies are more sensitive to the aggregated effects of basket of foreign currencies 
rather than single or major currencies.  
Unlike the previous empirical U.S. studies (Jorion 1990 and Bodnar and Gentry, 1993), the 
findings documents that relative high proportion of UK companies stock performances is 
significantly related to the unexpected exchange rate volatility, and about 78 percent of UK 
firms with significant exchange rate risk are positively exposed to movements in the 
exchange rate, which means that majority of UK corporations benefit from the depreciation 
of the UK pound.  By comparing the multinational and domestic corporations, it is surprising 
that the domestic firms without foreign involvements are more likely to be exposed to the 
exchange rate fluctuations, this may contributed by the competition with the foreign 
companies in the local market.  In addition to the firm-level analysis, the extent of the 
exposure is found to be robust but different across 26 industries. To be specific, Food 
Producer industry experiences the highest exchange rate shocks and Pharmaceuticals & 
Biotechnology has the lowest effect of exchange rate fluctuations during the whole testing 
period from December 1999 to December 2009.  In order to measure the effects of financial 
crisis stemming from 2008 and companies ability to hedge unexpected economic shocks, an 
analysis of two sub-periods, pre-crisis and post-crisis period, is conducted.  The examination 
reveals that the magnitude of post-crisis exchange rate exposures  seem to be much higher 
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than those of the pre-crisis period, implying that the significant depreciation of UK pound 
caused by the financial crisis does threaten the UK firms stock performance, and function of 
the hedging methods are not as efficient as expectation. Among the 26 industries, the Media 
sector is most significantly damaged by the crisis, but the Construction & Materials and 
Pharmaceuticals & Biotechnology industry maintain the exchange rate exposure at the similar 
level before and after the crisis. 
Depending on the common perspective that the exchange rate exposure may be linked to a 
number of firm-level characteristics, the second-stage regression evaluates the relationship 
between exchange rate exposure and seven firm-specific variables: firm size, maturity, MB 
ratio, debt ratio, foreign sales ratio, dividend payout ratio and quick ratio. The result indicates 
that the degree of the exchange rate exposure can be determined by the differences in the 
extent of maturity, MB ratio, debt ratio, foreign sales ratio, and quick ratio.  Maturity, Debt 
ratio and Quick ratio are all significant positively correlated with the exchange rate risk, but 
MB ratio and foreign sales ratio shows the negative connection.  To some extent, this positive 
and negative affiliations exhibit the firms attitude for hedging.  That is, companies with 
lower leverage, higher growth opportunity, lower liquidity, lower established years and high 
foreign involvements have more incentive to hedge, thereby lowering the degree of exchange 
rate risk.  Contrary to the initial expectation, the firm size and the dividend payout ratio are 
insignificant in this model, this may attribute to the sample selection and the large deviation 
of data associated with different dividend policies respectively. In summary, this study 
provides important implications for investor to understand the links between exchange rate 
movements and the individual firms stock returns. The industrial analysis of the pre- and 
post- exchange rate exposure points out which industry tends to be more stable when 
unexpected macroeconomic shocks comes.  More importantly, investors are able to evaluate 
the specific firms potential exchange rate exposure using the relevant firm-specific factors.   
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Future studies in this area should employ other firm-specific factors (hedging method, export 
and import ratios) that relate to the degree of the exchange rate exposure, so that better assess 
the effect of the unexpected exchange rate movements.  In light of the suggestion of Bartram 
(2004), including the non-linear relationship between firms stock returns and the exchange 
rate fluctuations may capture a more comprehensive view of the issue.  
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Appendix 
Appendix1 Summary of the exchange rate series 
1. Exchange rate time-series data 
        Exchange rate indices       
Year TWN  TWN* US$ /UK£ US$ /UK£* EURO/UK£ EURO/UK£* JP¥/UK£ JP¥/UK£* 
2009 80.35 0.087722 1.61565 0.1044914 1.12825 0.07982007 150.145 0.1345398 
2008 73.87 -0.24314 1.4628 -0.263054 1.04485 -0.23195384 132.34 -0.401934 
2007 97.6 -0.06091 1.98495 0.0132207 1.3604 -0.08328841 221.28 -0.051684 
2006 103.93 0.06051 1.95905 0.1380562 1.484 0.020948712 233.34 0.149628 
2005 98 -0.01863 1.7214 -0.10276 1.45355 0.027643254 202.97 0.0329262 
2004 99.86 0.012882 1.91855 0.0743966 1.41445 -0.00289028 196.5 0.0249322 
2003 98.59 -0.01675 1.7857 0.1082356 1.41855 -0.07610395 191.72 0.0014626 
2002 100.27 -0.00713 1.6113 0.1078034 1.5354 -0.05922 191.44 -0.000366 
2001 100.99 0.028935 1.4545 -0.027676 1.63205 0.028160141 191.51 0.120138 
2000 98.15 -0.02114 1.4959 -0.075521 1.58735 -0.01164347 170.97 0.0332387 
1999 100.27 0.059041 1.6181 -0.021794 1.60605 0.138194961 165.47 -0.116692 
* represents the relative change of the exchange rate 
2. The overall trend of TWN and JP¥/UK£  
 
3. The overall trend of the US$ /UK£ and EURO/UK£ 
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Appendix 2 Model one exchange rate exposure relative outputs   
1. 2000-2009 exchange rate indices descriptive statistic  
Minimum Maximum Mean Std. Dev Skewness   Kurtosis   
  Statistic Statistic Statistic Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
TWN 73.87 103.93 95.161 9.81172 -1.718 0.687 1.835 1.334 
TWN changes -0.24 0.09 -0.0178 0.09016 -1.846 0.687 4.746 1.334 
EQW -0.9 0.32 -0.0188 0.3407 -2.107 0.687 5.699 1.334 
EQW changes -0.3 0.11 -0.0063 0.11357 -2.107 0.687 5.699 1.334 
US$ /UK£ 1.45 1.98 1.701 0.20468 0.203 0.687 -1.6 1.334 
US$ /UK£ changes -0.26 0.14 0.0077 0.12678 -1.117 0.687 0.876 1.334 
EURO/UK£ 1.04 1.63 1.4059 0.18825 -1.004 0.687 0.346 1.334 
EURO/UK£ changes -0.23 0.08 -0.0309 0.08758 -1.336 0.687 2.449 1.334 
JP¥/UK£ 132.34 233.34 1.88E+02 30.40136 -0.509 0.687 0.089 1.334 
JP¥/UK£ changes -0.4 0.15 0.0043 0.15698 -2.166 0.687 5.781 1.334 
 
2. 2000-2007 exchange rate indices descriptive statistic 
  Minimum Maximum Mean Std. Dev Skewness   Kurtosis   
  Statistic Statistic Statistic Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
TWN 98 103.93 99.97 2.07853 1.218 0.794 1.517 1.587 
TWN changes -0.02 0.06 0.0055 0.03049 1.098 0.794 0.306 1.587 
EQW -0.05 0.31 0.0731 0.1224 1.214 0.794 1.929 1.587 
EQW changes -0.02 0.1 0.0244 0.0408 1.214 0.794 1.929 1.587 
US$ /UK£ 1.45 1.96 1.7066 0.19671 -0.005 0.794 -1.594 1.587 
US$ /UK£ changes -0.1 0.14 0.0318 0.09822 -0.423 0.794 -2.035 1.587 
EURO/UK£ 1.41 1.63 1.5036 0.08426 0.499 0.794 -1.286 1.587 
EURO/UK£ changes -0.08 0.03 -0.0104 0.04218 -0.793 0.794 -1.044 1.587 
JP¥/UK£ 170.97 233.34 1.97E+02 18.81018 1.072 0.794 2.862 1.587 
JP¥/UK£ changes 0.0004 0.15 0.0517 0.05905 1.087 0.794 -0.472 1.587 
Valid N (listwise)                 
 
3. 2008-2009 exchange rate indices descriptive statistic 
  Minimum Maximum Mean Std. Dev Skewness   
  Statistic Statistic Statistic Statistic Statistic Std. Error 
TWN 73.87 97.6 83.94 12.26557 1.204 1.225 
TWN changes -0.24 0.09 -0.0721 0.16571 -0.303 1.225 
EQW -0.9 0.32 -0.2333 0.61552 -0.789 1.225 
EQW changes -0.3 0.11 -0.0778 0.20517 -0.789 1.225 
US$ /UK£ 1.46 1.98 1.6878 0.26845 1.122 1.225 
US$ /UK£ changes -0.26 0.1 -0.0484 0.19138 -1.299 1.225 
EURO/UK£ 1.04 1.36 1.1778 0.16351 1.239 1.225 
EURO/UK£ changes -0.23 0.08 -0.0785 0.15594 0.139 1.225 
JP¥/UK£ 132.34 221.28 1.68E+02 47.05941 1.457 1.225 
JP¥/UK£ changes -0.4 0.13 -0.1064 0.27238 -0.867 1.225 
Valid N (listwise)             
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4. Multicollinearity test of five exchange rate series 
correlations of the changes in the five exchange rate series 
  TWN 
changes 
EQW 
changes 
US$ /UK£ 
changes 
EURO/UK£ 
changes 
JP¥/UK£  
changes  
TWN changes Pearson Correlation 1 .993
**
 .808
**
 .935
**
 .981
**
 
Sig. (2-tailed)  .000 .005 .000 .000 
N 10 10 10 10 10 
EQW changes Pearson Correlation .993
**
 1 .856
**
 .899
**
 .977
**
 
Sig. (2-tailed) .000  .002 .000 .000 
N 10 10 10 10 10 
US$ /UK£ 
changes 
Pearson Correlation .808
**
 .856
**
 1 .560 .738
*
 
Sig. (2-tailed) .005 .002  .092 .015 
N 10 10 10 10 10 
EURO/UK£ 
changes 
Pearson Correlation .935
**
 .899
**
 .560 1 .941
**
 
Sig. (2-tailed) .000 .000 .092  .000 
N 10 10 10 10 10 
Correlations for the five exchange rate series 
  TWN EQW USuk EUROuk JAPuk 
TWN Pearson Correlation 1 .599 .451 .909
**
 .859
**
 
Sig. (2-tailed)  .067 .191 .000 .001 
N 10 10 10 10 10 
EQW Pearson Correlation .599 1 .369 .499 .533 
Sig. (2-tailed) .067  .294 .142 .113 
N 10 10 10 10 10 
US$ /UK£ Pearson Correlation .451 .369 1 .047 .758
*
 
Sig. (2-tailed) .191 .294  .898 .011 
N 10 10 10 10 10 
EURO/UK£ Pearson Correlation .909
**
 .499 .047 1 .614 
Sig. (2-tailed) .000 .142 .898  .059 
N 10 10 10 10 10 
JP¥/UK£ Pearson Correlation .859
**
 .533 .758
*
 .614 1 
Sig. (2-tailed) .001 .113 .011 .059  
N 10 10 10 10 10 
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JP¥/UK£ 
changes 
Pearson Correlation .981
**
 .977
**
 .738
*
 .941
**
 1 
Sig. (2-tailed) .000 .000 .015 .000  
N 10 10 10 10 10 
**. Correlation is significant at the 0.01 level (2-tailed).    
*. Correlation is significant at the 0.05 level (2-tailed).     
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Appendix 3 GLS outputs of five exchange rate series exposure 
1. Trade-weighted exchange rate exposure 
 
2. Equally-weighted exchange rate exposure 
 
3. US$ /UK£ exchange rate exposure 
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4. EURO/UK£ exchange rate exposure 
5. JP¥/UK£ exchange rate exposure  
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Appendix 4 Exchange rate exposures of individual companies 
Firm Positive ઺૚D? Firm  Negative ઺૚D?
3I GROUP 0.266 ABERDEEN ASSET MAN. -0.189 
ABERFORTH SMCOS. 0.607 AGGREKO -0.1 
AEGIS GROUP 0.066 ALLIANCE TRUST -0.153 
ANTOFAGASTA 0.257 AMEC -0.183 
AQUARIUS PLATINUM 0.28 AMLIN -0.224 
ARRIVA 0.2 ANGLO AMERICAN -0.248 
ASSOCIATED BRIT.FOODS 0.511 ARM HOLDINGS -0.323 
AVEVA GROUP 0.278 ASHTEAD GROUP -0.038 
AVIVA 0.012 ASTRAZENECA -0.668 
BABCOCK INTL. 0.014 ATKINS (WS) -0.379 
BALFOUR BEATTY 0.367 BAE SYSTEMS -0.547 
BARCLAYS 0.561 BANKERS INV.TRUST -0.073 
BARRATT DEVELOPMENTS 0.562 BARR (AG) -0.187 
BBA AVIATION 0.208 BERKELEY GROUP HDG.(THE) -0.016 
BELLWAY 0.48 BG GROUP -0.236 
BLACKROCK WORLD MNG. 0.334 BHP BILLITON -0.109 
BOVIS HOMES GROUP 0.417 BODYCOTE -0.286 
BRIT INSURANCE HDG.N V 0.166 BP -0.288 
BRITISH ASSETS 0.021 BREWIN DOLPHIN -0.412 
BRITISH LAND 0.481 BRITISH AIRWAYS -0.142 
BSS GROUP 0.136 BRITISH AMERICAN TOBACCO -0.069 
BT GROUP 0.089 BRITISH EMPIRE SECS. -0.069 
CAIRN ENERGY 0.114 BRITISH SKY BCAST.GROUP -0.137 
CAPITAL SHOPCTS.GROUP 0.794 BROWN (N) GROUP -0.073 
CARILLION 0.209 BTG -0.74 
CARPETRIGHT 0.527 BUNZL -0.129 
CENTRICA 0.016 CABLE & WIRELESS COMMS. -0.561 
CITY OF LONDON IT. 0.16 CALEDONIA INVESTMENTS -0.126 
COMPUTACENTER 0.26 CAPITA GROUP -0.268 
CRANSWICK 1.054 CHARTER INTL. -0.016 
CRODA INTERNATIONAL 0.092 CHEMRING GROUP -0.022 
DAEJAN HOLDINGS 0.458 CHLORIDE GROUP -0.445 
DAILY MAIL 'A' 0.325 CLOSE BROTHERS GROUP -0.037 
DAIRY CREST 0.707 COBHAM -0.111 
DAVIS SERVICE GROUP 0.436 CONNAUGHT -0.26 
DERWENT LONDON 0.385 COOKSON GROUP -0.012 
DIAGEO 0.174 DANA PETROLEUM -0.095 
DOMINO PRINTING 
SCIENCES 
0.619 DE LA RUE -0.242 
DOMINO'S PIZZA 0.424 EDINBURGH DRAGON TST. -0.294 
DSG INTERNATIONAL 0.468 EDINBURGH INV.TRUST -0.209 
DUNEDIN INC.GROWTH 0.281 ELECTROCOMP. -0.011 
ELECTRA PRIVATE EQUITY 0.213 FIDELITY EUR.VALUES -0.192 
ENTERPRISE INNS 0.739 FIDESSA GROUP -0.155 
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EUROMONEY 
INSTL.INVESTOR 
0.078 FOREIGN & COLONIAL -0.206 
F&C ASSET MANAGEMENT 0.283 GLAXOSMITHKLINE -0.737 
FENNER 0.479 HALMA -0.064 
FIDELITY SPC.VALUES 0.22 HAYS -0.098 
FIRST GROUP 0.322 HISCOX -0.267 
FORTH PORTS 0.814 HSBC HDG. (ORD $0.50) -0.031 
GALIFORM 0.583 IMAGINATION TECHNOLOGIES -0.156 
GAME GROUP 0.21 INTERNATIONAL POWER -0.089 
GKN 0.223 JKX OIL & GAS -0.199 
GO-AHEAD GROUP 0.317 JPMORGAN AMERICAN IT. -0.498 
GRAINGER 0.692 JPMORGAN ASIAN -0.7 
GREAT PORTLAND ESTATES 0.479 JPMORGAN EMRG.MKTS. -0.168 
GREENE KING 0.751 JPMORGAN EUR.FLEDGELING -0.326 
GREGGS 0.67 JPMORGAN INDIAN IT. -0.211 
HAMMERSON 0.563 JPMORGAN JAPANESE -0.515 
HELICAL BAR 0.409 LAIRD -0.064 
HOME RETAIL GROUP 0.535 LOGICA -0.255 
HOMESERVE 0.532 MISYS -0.032 
HUNTING 0.307 MITIE GROUP -0.108 
IMI 0.381 MONKS INV.TRUST -0.132 
IMPERIAL TOBACCO GP. 0.832 MORGAN CRUCIBLE -0.347 
INCHCAPE 0.581 MOTHERCARE -0.181 
INTERMEDIATE CAPITAL GP. 0.432 MURRAY INCOME -0.399 
 INVENSYS 0.112 MURRAY INTL. -0.451 
ITE GROUP 0.32 PACE -0.176 
JARDINE LLOYD THOMPSON 0.062 PEARSON -0.388 
JOHNSON MATTHEY 0.042 POLAR CAPITAL TECH.TST. -0.212 
KELLER 0.37 PREMIER FARNELL -0.368 
KIER GROUP 0.43 PROVIDENT FINANCIAL -0.096 
KINGFISHER 0.03 RATHBONE BROTHERS -0.206 
LADBROKES 0.146 RENISHAW -0.479 
LAND SECURITIES GROUP 0.403 RIT CAPITAL PARTNERS -0.24 
LAW DEBENTURE 0.285 ROLLS0ROYCE GROUP -0.321 
LEGAL & GENERAL 0.311 ROYAL DUTCH SHELL B -0.325 
LLOYDS BANKING GROUP 0.551 RSA INSURANCE GROUP -0.59 
LONMIN 0.413 SAGE GROUP -0.315 
MAN GROUP 0.626 SAINSBURY (J) -0.009 
MARKS & SPENCER GROUP 0.734 SAVILLS -0.219 
MARSTON'S 0.743 SCHRODERS -0.127 
MCBRIDE 0.051 SCOTTISH INV.TST. -0.203 
MEGGITT 0.133 SCOTTISH MORTGAGE -0.083 
MERCANTILE IT. 0.286 SDL -0.544 
MERCHANTS TRUST 0.316 SENIOR -0.132 
MILLENNIUM & CPTH.HTLS. 0.244 SERCO GROUP -0.46 
MORRISON(WM)SPMKTS. 0.493 SHIRE -0.282 
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NATIONAL EXPRESS 0.044 SMITHS GROUP -0.098 
NATIONAL GRID 0.122 SPECTRIS -0.282 
NEXT 0.385 SPIRAX0SARCO -0.038 
OLD MUTUAL 0.302 SPIRENT COMMUNICATIONS -0.193 
PARAGON GP.OF COS. 0.254 SSL INTERNATIONAL -0.25 
PENNON GROUP 0.359 STAGECOACH GROUP -0.251 
PERPETUAL INC.& GW. 0.03 ULTRA ELECTRONICS HDG. -0.009 
PERSIMMON 0.654 UNITED BUSINESS MEDIA -0.556 
PREMIER OIL 0.541 VODAFONE GROUP -0.373 
PRUDENTIAL 0.01 VT GROUP -0.025 
PZ CUSSONS 0.728 WITAN INV.TRUST -0.212 
RANDGOLD RESOURCES 0.108 
RANK GROUP 0.679 
RECKITT BENCKISER GROUP 0.534 
REDROW 0.491 
RENTOKIL INITIAL 0.526 
RESTAURANT GROUP 0.474 
REXAM 0.784 
RIO TINTO 0.165 
ROBERT WISEMAN DAIRIES 0.651 
ROTORK 0.047 
ROYAL BANK OF SCTL.GP. 0.674 
RPS GROUP 0.32 
SABMILLER 0.008 
SCOT.& SOUTHERN ENERGY 0.548 
SEGRO 0.406 
SEVERN TRENT 0.303 
SHAFTESBURY 0.331 
SHANKS GROUP 0.21 
SIG 0.253 
SMITH & NEPHEW 0.599 
SMITH (DS) 0.539 
SOCO INTERNATIONAL 0.729 
ST MODWEN PROPS. 0.821 
ST.JAMES'S PLACE 0.821 
STANDARD CHARTERED 0.137 
TATE & LYLE 0.421 
TAYLOR WIMPEY 0.417 
TEMPLE BAR 0.098 
TEMPLETON 
EMRG.MKTS.IT. 
0.018 
  
TESCO 0.048 
TOMKINS 0.394 
TR PROPERTY INV. 0.458 
TRAVIS PERKINS 0.646 
TRINITY MIRROR 0.478 
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TULLOW OIL 0.115 
UNILEVER (UK) 0.321 
UNITE GROUP 0.405 
UNITED UTILITIES GROUP 0.265 
VICTREX 0.171 
WEIR GROUP 0.373 
WETHERSPOON (JD) 0.09 
WHITBREAD 0.459 
WOLSELEY 0.35 
WPP 0.115     
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Appendix 5 GLS outputs of exchange rate exposure for two sub-periods  
1. Exchange Risk exposure for the Sub-period1 -- 2000-2007 
 
2. Exchange Risk exposure for the Sub-period 2 -- 2008-2009 
3. The upward trend of the average exchange rate exposure of these two sub-periods  
 
Note: 0 is the average exchange rate exposure for sub-period1 2000-2007; 1 is the average exchange rate exposure 
for sub-period2 2008-2009. 
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Appendix 6 GLS outputs of exchange rate exposure for Multinational and 
Domestic firms 
1. GLS output for the exchange rate exposure for domestic firms 
 
2. GLS output for the exchange rate exposure for multinational firms 
 
3. The average exchange rate exposure for multinational and domestic 
corporations 
 
Note: the 0 represents the average exchange rate exposure for domestic corporations and 1represent 
multinationals. 
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Appendix 7 Industrial exchange rate exposure  
1. Exchange rate exposure across 26 industries for different periods. 
 
 
 
2. The TWN exposure of 26 industries from 2000 to 2009 
Financial sector 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0835 .34230 770 
TWN -.0178 .08559 770 
MIR .0022 .18488 770 
Model Summary
b
 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate Durbin-Watson 
1 .594
a
 .353 .351 .27570 1.997 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 31.800 2 15.900 209.177 .000
a
 
Residual 58.302 767 .076   
0
0.2
0.4
0.6
0.8
1
1.2
Industrial exchange rate exposure for different periods
2000-2009 2000-2007 2008-2009
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Total 90.102 769    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .091 .010  8.817 .000 
TWN .532 .151 .133 3.514 .000 
MIR .926 .070 .500 13.216 .000 
    
Aerospace & Defence 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1583 .35778 70 
TWN -.0178 .08615 70 
MIR .0022 .18610 70 
Model Summary
b
 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate Durbin-Watson 
1 .731
a
 .535 .521 .24766 2.082 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 4.723 2 2.362 38.501 .000
a
 
Residual 4.110 67 .061   
Total 8.833 69    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .144 .031  4.686 .000 
TWN -.610 .451 -.147 -1.352 .081 
MIR 1.570 .209 .817 7.522 .000 
 
Beverage 
Descriptive Statistics 
 Mean Std. Deviation N 
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StockReturn .1361 .21597 30 
TWN -.0178 .08699 30 
MIR .0022 .18792 30 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .580
a
 .337 .288 .18228 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression .456 2 .228 6.855 .004
a
 
Residual .897 27 .033   
Total 1.353 29    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .134 .035  3.888 .001 
TWN -.017 .507 -.007 -.034 .973 
MIR .672 .235 .585 2.864 .008 
 
Chemical 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1781 .36750 30 
TWN -.0178 .08699 30 
MIR .0022 .18792 30 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .550
a
 .303 .251 .31802 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 1.186 2 .593 5.863 .008
a
 
Residual 2.731 27 .101   
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Total 3.917 29    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .184 .060  3.054 .005 
TWN .455 .884 .108 .515 .611 
MIR .929 .409 .475 2.269 .031 
 
Construction & Materials 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1857 .41764 30 
TWN -.0178 .08699 30 
MIR .0022 .18792 30 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .492
a
 .243 .186 .37670 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 1.227 2 .613 4.323 .024
a
 
Residual 3.831 27 .142   
Total 5.058 29    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .218 .071  3.045 .005 
TWN 1.833 1.047 .382 1.750 .092 
MIR .336 .485 .151 .693 .494 
 
Electronic & Electrical Equipment 
Descriptive Statistics 
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 Mean Std. Deviation N 
StockReturn .1139 .40382 90 
TWN -.0178 .08601 90 
MIR .0022 .18580 90 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .656
a
 .430 .417 .30826 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 6.246 2 3.123 32.863 .000
a
 
Residual 8.267 87 .095   
Total 14.513 89    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .097 .034  2.869 .005 
TWN -.761 .495 -.162 -1.538 .128 
MIR 1.626 .229 .748 7.096 .000 
 
Telecommunication 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn -.0449 .47591 30 
TWN -.0178 .08699 30 
MIR .0022 .18792 30 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .589
a
 .347 .298 .39861 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.278 2 1.139 7.169 .003
a
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Residual 4.290 27 .159   
Total 6.568 29    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) -.081 .076  -1.067 .295 
TWN -1.786 1.108 -.326 -1.611 .119 
MIR 1.879 .513 .742 3.663 .001 
 
Food & Drug Retailers  
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0771 .19303 40 
TWN -.0178 .08662 40 
MIR .0022 .18712 40 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .489
a
 .239 .198 .17286 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression .348 2 .174 5.817 .006
a
 
Residual 1.106 37 .030   
Total 1.453 39    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .088 .028  3.085 .004 
TWN .625 .416 .281 1.502 .142 
MIR .268 .193 .259 1.388 .173 
 
Food producers 
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Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1443 .33805 60 
TWN -.0178 .08625 60 
MIR .0022 .18632 60 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .573
a
 .328 .305 .28191 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.212 2 1.106 13.919 .000
a
 
Residual 4.530 57 .079   
Total 6.743 59    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .188 .038  4.970 .000 
TWN 2.435 .554 .621 4.393 .000 
MIR -.147 .257 -.081 -.573 .569 
 
Gas, Water & Multiutilities 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0685 .19379 50 
TWN -.0178 .08640 50 
MIR .0022 .18664 50 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .456
a
 .207 .174 .17615 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression .382 2 .191 6.153 .004
a
 
 93
Residual 1.458 47 .031   
Total 1.840 49    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .076 .026  2.919 .005 
TWN .435 .379 .194 1.146 .258 
MIR .318 .176 .306 1.811 .077 
 
General Industrials 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0383 .37294 50 
TWN -.0178 .08640 50 
MIR .0022 .18664 50 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .596
a
 .356 .328 .30569 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.423 2 1.211 12.964 .000
a
 
Residual 4.392 47 .093   
Total 6.815 49    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .055 .045  1.228 .226 
TWN 1.047 .658 .243 1.591 .118 
MIR .821 .305 .411 2.694 .010 
 
General retailers 
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Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1864 .66468 100 
TWN -.0178 .08596 100 
MIR .0022 .18569 100 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .514
a
 .264 .249 .57600 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 11.556 2 5.778 17.415 .000
a
 
Residual 32.182 97 .332   
Total 43.738 99    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .225 .060  3.759 .000 
TWN 2.286 .877 .296 2.606 .011 
MIR .973 .406 .272 2.395 .019 
 
Household Goods 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1663 .50760 90 
TWN -.0178 .08601 90 
MIR .0022 .18580 90 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .578
a
 .334 .318 .41911 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 7.649 2 3.825 21.774 .000
a
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Residual 15.282 87 .176   
Total 22.931 89    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .202 .046  4.410 .000 
TWN 2.123 .673 .360 3.155 .002 
MIR .756 .311 .277 2.427 .017 
 
Industrial Engineering 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1741 .47680 70 
TWN -.0178 .08615 70 
MIR .0022 .18610 70 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .701
a
 .491 .476 .34522 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 7.702 2 3.851 32.311 .000
a
 
Residual 7.985 67 .119   
Total 15.687 69    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .183 .043  4.275 .000 
TWN .704 .628 .127 1.120 .267 
MIR 1.569 .291 .612 5.393 .000 
 
Industrial Transportation 
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Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0388 .41252 30 
TWN -.0178 .08699 30 
MIR .0022 .18792 30 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .777
a
 .603 .574 .26923 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.978 2 1.489 20.542 .000
a
 
Residual 1.957 27 .072   
Total 4.935 29    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .064 .051  1.244 .224 
TWN 1.534 .749 .324 2.050 .050 
MIR 1.160 .347 .529 3.349 .002 
 
Media 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0156 .38833 90 
TWN -.0178 .08601 90 
MIR .0022 .18580 90 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .662
a
 .438 .425 .29444 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
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1 Regression 5.878 2 2.939 33.902 .000
a
 
Residual 7.543 87 .087   
Total 13.421 89    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .021 .032  .657 .513 
TWN .463 .473 .103 .980 .330 
MIR 1.236 .219 .591 5.648 .000 
 
Mining 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .3525 .61958 70 
TWN -.0178 .08615 70 
MIR .0022 .18610 70 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .499
a
 .249 .227 .54473 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 6.607 2 3.303 11.133 .000
a
 
Residual 19.881 67 .297   
Total 26.488 69    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .375 .068  5.547 .000 
TWN 1.414 .992 .197 1.426 .158 
MIR 1.165 .459 .350 2.539 .013 
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Oil & Gas Producer 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .2953 .49985 90 
TWN -.0178 .08601 90 
MIR .0022 .18580 90 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .411
a
 .169 .150 .46084 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.760 2 1.880 8.852 .000
a
 
Residual 18.477 87 .212   
Total 22.237 89    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .300 .050  5.945 .000 
TWN .381 .740 .066 .515 .608 
MIR .985 .342 .366 2.876 .005 
 
Oil Equipment & Services 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .2654 .47934 20 
TWN -.0178 .08775 20 
MIR .0022 .18956 20 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .746
a
 .556 .504 .33749 
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ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.429 2 1.215 10.663 .001
a
 
Residual 1.936 17 .114   
Total 4.366 19    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .256 .078  3.269 .005 
TWN -.275 1.149 -.057 -.239 .814 
MIR 1.965 .532 .777 3.694 .002 
 
Personal good 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1743 .43164 20 
TWN -.0178 .08775 20 
MIR .0022 .18956 20 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .399
a
 .159 .060 .41849 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression .563 2 .281 1.607 .230
a
 
Residual 2.977 17 .175   
Total 3.540 19    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .201 .097  2.066 .054 
TWN 1.523 1.425 .310 1.069 .300 
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MIR .277 .660 .122 .420 .680 
    
Pharmaceutical & Biotechnology 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0691 .42976 40 
TWN -.0178 .08662 40 
MIR .0022 .18712 40 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .503
a
 .253 .213 .38124 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 1.825 2 .913 6.279 .004
a
 
Residual 5.378 37 .145   
Total 7.203 39    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .020 .063  .313 .756 
TWN -2.608 .918 -.052 -2.841 .007 
MIR 1.465 .425 .638 3.447 .001 
    
Software & Computer Service 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .0669 .58028 80 
TWN -.0178 .08607 80 
MIR .0022 .18593 80 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 12.302 2 6.151 33.120 .000
a
 
Residual 14.300 77 .186   
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Total 26.602 79    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .053 .050  1.064 .291 
TWN -.494 .734 -.073 -.673 .503 
MIR 2.262 .340 .725 6.658 .000 
 
Support service 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1369 .57706 250 
TWN -.0178 .08570 250 
MIR .0022 .18513 250 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .461
a
 .213 .207 .51401 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 17.658 2 8.829 33.418 .000
a
 
Residual 65.259 247 .264   
Total 82.917 249    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .145 .034  4.298 .000 
TWN .613 .495 .091 1.239 .217 
MIR 1.240 .229 .398 5.409 .000 
 
Technology & Equipment 
Descriptive Statistics 
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 Mean Std. Deviation N 
StockReturn .2723 .97605 50 
TWN -.0178 .08640 50 
MIR .0022 .18664 50 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .634
a
 .403 .377 .77031 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 18.792 2 9.396 15.835 .000
a
 
Residual 27.889 47 .593   
Total 46.681 49    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .235 .113  2.078 .043 
TWN -1.634 1.659 -.145 -.985 .330 
MIR 3.752 .768 .717 4.885 .000 
 
Tobacco 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1996 .17837 20 
TWN -.0178 .08775 20 
MIR .0022 .18956 20 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .378
a
 .143 .042 .17460 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression .086 2 .043 1.414 .270
a
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Residual .518 17 .030   
Total .604 19    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .214 .041  5.281 .000 
TWN .814 .595 .400 1.369 .189 
MIR -.035 .275 -.037 -.127 .901 
 
Travel and leisure 
Descriptive Statistics 
 Mean Std. Deviation N 
StockReturn .1143 .40377 170 
TWN -.0178 .08578 170 
MIR .0022 .18531 170 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .611
a
 .373 .365 .32163 
ANOVA
b
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 10.277 2 5.138 49.673 .000
a
 
Residual 17.276 167 .103   
Total 27.553 169    
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .133 .026  5.187 .000 
TWN 1.157 .376 .246 3.079 .002 
MIR .922 .174 .423 5.303 .000 
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3. TWN exposure of 26 industries from 2000 to 2007 
Descriptives 
 
N Mean Std. Deviation Std. Error 
95% Confidence Interval for 
Mean 
Minimum Maximum  Lower Bound Upper Bound 
1 616 .0780 .00000 .00000 .0780 .0780 .08 .08 
2 56 .2080 .00000 .00000 .2080 .2080 .21 .21 
3 24 .1170 .00000 .00000 .1170 .1170 .12 .12 
4 24 .1900 .00000 .00000 .1900 .1900 .19 .19 
5 24 .5810 .00000 .00000 .5810 .5810 .58 .58 
6 72 .0970 .00000 .00000 .0970 .0970 .10 .10 
7 24 .0560 .00000 .00000 .0560 .0560 .06 .06 
8 24 .0570 .00000 .00000 .0570 .0570 .06 .06 
9 56 .3970 .12005 .01604 .3163 .3996 .06 .40 
10 40 .1850 .00000 .00000 .1850 .1850 .18 .18 
11 40 .1170 .00000 .00000 .1170 .1170 .12 .12 
12 80 .2330 .00000 .00000 .2330 .2330 .23 .23 
13 72 .3490 .00000 .00000 .3490 .3490 .35 .35 
14 56 .1130 .00000 .00000 .1130 .1130 .11 .11 
15 24 .0380 .00000 .00000 .0380 .0380 .04 .04 
16 72 .0050 .00000 .00000 .0050 .0050 .00 .00 
17 56 .1460 .00000 .00000 .1460 .1460 .15 .15 
18 72 .1060 .00000 .00000 .1060 .1060 .11 .11 
19 16 .0550 .00000 .00000 .0550 .0550 .06 .06 
 105
20 16 .1540 .00000 .00000 .1540 .1540 .15 .15 
21 32 .1230 .00000 .00000 .1230 .1230 .12 .12 
22 64 .0620 .00000 .00000 .0620 .0620 .06 .06 
23 208 .1510 .03470 .00241 .1532 .1627 .15 .33 
24 40 .1230 .00000 .00000 .1230 .1230 .12 .12 
25 16 .5020 .00000 .00000 .5020 .5020 .50 .50 
26 128 .3310 .00000 .00000 .3310 .3310 .33 .33 
Total 1952 .1491 .11139 .00252 .1441 .1540 .00 .58 
 
4. TWN exposure of 26 industries from 2008 to 2009 
Descriptives 
 
N Mean Std. Deviation Std. Error 
95% Confidence Interval for 
Mean 
Minimum Maximum  Lower Bound Upper Bound 
1 154 .7450 .00000 .00000 .7450 .7450 .74 .74 
2 14 .8060 .00000 .00000 .8060 .8060 .81 .81 
3 6 .7450 .00000 .00000 .7450 .7450 .74 .74 
4 6 .9570 .00000 .00000 .9570 .9570 .96 .96 
5 6 .8410 .00000 .00000 .8410 .8410 .84 .84 
6 18 .8300 .00000 .00000 .8300 .8300 .83 .83 
7 6 .7970 .00000 .00000 .7970 .7970 .80 .80 
8 6 .8550 .00000 .00000 .8550 .8550 .86 .86 
9 14 .8396 .00654 .00175 .8358 .8433 .84 .86 
10 10 .7170 .00000 .00000 .7170 .7170 .72 .72 
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11 10 .7780 .00000 .00000 .7780 .7780 .78 .78 
12 20 .7060 .00000 .00000 .7060 .7060 .71 .71 
13 18 .6650 .00000 .00000 .6650 .6650 .66 .66 
14 14 .8730 .00000 .00000 .8730 .8730 .87 .87 
15 6 .9050 .00000 .00000 .9050 .9050 .90 .90 
16 18 .8100 .00000 .00000 .8100 .8100 .81 .81 
17 14 .8860 .00000 .00000 .8860 .8860 .89 .89 
18 18 .8060 .00000 .00000 .8060 .8060 .81 .81 
19 4 .9860 .00000 .00000 .9860 .9860 .99 .99 
20 4 .9860 .00000 .00000 .9860 .9860 .99 .99 
21 8 .1900 .00000 .00000 .1900 .1900 .12 .12 
22 16 .8970 .00000 .00000 .8970 .8970 .90 .90 
23 52 .8520 .01262 .00175 .8460 .8530 .79 .85 
24 10 .5590 .00000 .00000 .5590 .5590 .56 .56 
25 4 .9190 .00000 .00000 .9190 .9190 .92 .92 
26 32 .7870 .00000 .00000 .7870 .7870 .79 .79 
Total 488 .7785 .11257 .00510 .7685 .7885 .12 .99 
 
5. EQW exposure and three bilateral exchange rates exposure of 26 
industries 
Financial sector 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
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B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .084 .010  8.396 .000 .064 .103      
MIR .941 .071 .508 13.303 .000 .802 1.080 .585 .433 .387 .580 1.724 
EQW .378 .121 .119 3.113 .002 .139 .616 .448 .112 .091 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations Collinearity Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .080 .019  4.289 .000 .043 .116      
MIR .951 .077 .514 12.298 .000 .799 1.103 .585 .406 .356 .480 2.083 
ERUS -.291 .166 -.102 -1.757 .079 -.617 .034 .326 -.063 -.051 .246 4.060 
EREURO -.056 .494 -.014 -.113 .910 -1.026 .914 .471 -.004 -.003 .058 17.199 
ERJAP .506 .317 .220 1.596 .111 -.116 1.128 .447 .058 .046 .044 22.729 
 
Aerospace & Defence 
Coefficients
a
 
Model 
Unstandardize
d Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part 
Toleran
ce VIF 
 Constant .152 .030  5.109 .000 .093 .211      
MIR 1.565 .211 .814 7.428 .000 1.144 1.985 .723 .672 .620 .580 1.724 
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EQW -.465 .361 -.141 -1.286 .203 -1.186 .256 .386 -.155 -.107 .580 1.724 
Coefficients
a
 
Model 
Unstandardize
d Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations Collinearity Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 Constant .127 .056  2.265 .027 .015 .240      
MIR 1.616 .234 .841 6.920 .000 1.150 2.083 .723 .651 .582 .480 2.083 
ERUS -.597 .501 -.202 -1.191 .238 -1.597 .404 .284 -.146 -.100 .246 4.060 
EREURO -.965 1.492 -.226 -.646 .520 -3.945 2.016 .418 -.080 -.054 .058 17.199 
ERJAP .531 .957 .222 .554 .581 -1.381 2.442 .376 .069 .047 .044 22.729 
 
Beverage 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .134 .033  4.019 .000 .066 .203      
MIR .693 .236 .603 2.933 .007 .208 1.178 .580 .492 .459 .580 1.724 
EQW -.070 .405 -.035 -.172 .864 -.902 .762 .355 -.033 -.027 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
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B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .168 .064  2.599 .015 .035 .300      
MIR .625 .268 .544 2.333 .028 .073 1.177 .580 .423 .377 .480 2.083 
ERUS .264 .575 .150 .460 .649 -.919 1.448 .297 .092 .074 .246 4.060 
EREURO 1.030 1.712 .403 .602 .553 -2.496 4.555 .371 .119 .097 .058 17.199 
ERJAP -.711 1.098 -.499 -.648 .523 -2.972 1.550 .324 -.128 -.105 .044 22.729 
 
Chemical 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .177 .058  3.030 .005 .057 .297      
MIR .989 .414 .506 2.390 .024 .140 1.839 .544 .418 .385 .580 1.724 
EQW .197 .710 .059 .278 .783 -1.260 1.654 .387 .053 .045 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .229 .105  2.187 .038 .013 .445      
MIR .891 .435 .456 2.048 .051 -.005 1.787 .544 .379 .316 .480 2.083 
ERUS -1.013 .933 -.337 -1.086 .288 -2.935 .908 .152 -.212 -.167 .246 4.060 
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EREURO 1.486 2.780 .342 .535 .598 -4.240 7.211 .520 .106 .082 .058 17.199 
ERJAP .181 1.783 .075 .102 .920 -3.491 3.853 .427 .020 .016 .044 22.729 
 
Construction & Material 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .194 .069  2.802 .009 .052 .336      
MIR .338 .490 .152 .691 .496 -.667 1.344 .396 .132 .116 .580 1.724 
EQW 1.433 .840 .376 1.705 .100 -.292 3.157 .475 .312 .286 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .034 .119  .288 .776 -.211 .280      
MIR .673 .495 .303 1.359 .186 -.347 1.692 .396 .262 .210 .480 2.083 
ERUS -2.238 1.062 -.655 -2.108 .045 -4.424 -.051 .254 -.388 -.325 .246 4.060 
EREURO -4.751 3.163 -.961 -1.502 .146 -11.266 1.763 .510 -.288 -.232 .058 17.199 
ERJAP 4.807 2.029 1.743 2.370 .026 .629 8.985 .540 .428 .366 .044 22.729 
 
Electronic & Electrical Equipment 
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Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .107 .033  3.270 .002 .042 .172      
MIR 1.609 .231 .740 6.953 .000 1.149 2.069 .644 .598 .564 .580 1.724 
EQW -.554 .397 -.149 -1.39 .166 -1.343 .235 .331 -.148 -.113 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) -.014 .060  -.229 .820 -.133 .105      
MIR 1.856 .249 .854 7.454 .000 1.361 2.351 .644 .629 .592 .480 2.083 
ERUS -1.143 .534 -.342 -2.141 .035 -2.205 -.081 .264 -.226 -.170 .246 4.060 
EREURO -3.980 1.591 -.824 -2.502 .014 -7.144 -.817 .322 -.262 -.199 .058 17.199 
ERJAP 2.238 1.020 .830 2.194 .031 .209 4.267 .326 .231 .174 .044 22.729 
 
Food & Drug Retailers 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
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1 (Constant) .080 .027  2.918 .006 .024 .135      
MIR .255 .194 .247 1.316 .196 -.138 .647 .439 .211 .188 .580 1.724 
EQW .525 .332 .297 1.580 .123 -.148 1.198 .457 .251 .226 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) -.005 .048  -.099 .922 -.102 .092      
MIR .430 .198 .417 2.171 .037 .028 .832 .439 .345 .289 .480 2.083 
ERUS -.956 .425 -.603 -2.249 .031 -1.818 -.093 .282 -.355 -.299 .246 4.060 
EREURO -2.549 1.266 -1.111 -2.014 .052 -5.119 .021 .462 -.322 -.268 .058 17.199 
ERJAP 2.229 .812 1.741 2.745 .009 .580 3.877 .506 .421 .365 .044 22.729 
 
Food Producers 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .156 .037  4.210 .000 .082 .231      
MIR -.125 .263 -.069 -.478 .635 -.652 .401 .317 -.063 -.053 .580 1.724 
EQW 1.855 .451 .596 4.117 .000 .953 2.757 .551 .479 .454 .580 1.724 
Coefficients
a
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Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .206 .069  2.984 .004 .068 .344      
MIR -.223 .286 -.123 -.778 .440 -.797 .351 .317 -.104 -.085 .480 2.083 
ERUS .259 .614 .093 .422 .675 -.972 1.490 .383 .057 .046 .246 4.060 
EREURO 2.068 1.830 .513 1.130 .263 -1.599 5.735 .572 .151 .124 .058 17.199 
ERJAP .209 1.173 .093 .178 .860 -2.143 2.560 .568 .024 .019 .044 22.729 
 
Gas, Water & Multiutilities 
Coefficientsa 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .071 .025  2.846 .007 .021 .121      
MIR .283 .176 .273 1.613 .113 -.070 .637 .431 .229 .208 .580 1.724 
EQW .433 .301 .243 1.438 .157 -.173 1.039 .420 .205 .185 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .027 .047  .573 .569 -.068 .121      
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MIR .373 .195 .359 1.916 .062 -.019 .765 .431 .275 .249 .480 2.083 
ERUS -.208 .417 -.131 -.499 .620 -1.049 .632 .350 -.074 -.065 .246 4.060 
EREURO -1.233 1.244 -.534 -.992 .327 -3.738 1.272 .377 -.146 -.129 .058 17.199 
ERJAP 1.027 .798 .797 1.288 .204 -.579 2.634 .418 .189 .167 .044 22.729 
 
General Industrials 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .041 .044  .946 .349 -.046 .129      
MIR .844 .309 .422 2.735 .009 .223 1.465 .566 .371 .322 .580 1.724 
EQW .761 .529 .222 1.438 .157 -.304 1.826 .496 .205 .169 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .080 .083  .959 .343 -.088 .247      
MIR .765 .346 .383 2.215 .032 .069 1.461 .566 .314 .265 .480 2.083 
ERUS .559 .741 .182 .754 .455 -.934 2.051 .416 .112 .090 .246 4.060 
EREURO 1.465 2.208 .330 .663 .510 -2.983 5.912 .484 .098 .079 .058 17.199 
ERJAP -.519 1.416 -.209 -.366 .716 -3.371 2.334 .470 -.055 -.044 .044 22.729 
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General Retailers 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .194 .058  3.314 .001 .078 .310      
MIR 1.074 .414 .300 2.596 .011 .253 1.895 .461 .255 .228 .580 1.724 
EQW 1.527 .709 .249 2.153 .034 .119 2.935 .443 .214 .189 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .303 .110  2.763 .007 .085 .520      
MIR .854 .455 .239 1.877 .064 -.049 1.757 .461 .189 .165 .480 2.083 
ERUS .720 .976 .131 .738 .462 -1.217 2.658 .334 .076 .065 .246 4.060 
EREURO 3.845 2.907 .483 1.323 .189 -1.927 9.617 .463 .134 .116 .058 17.199 
ERJAP -1.172 1.865 -.264 -.629 .531 -4.874 2.530 .434 -.064 -.055 .044 22.729 
 
Household Goods 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
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B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .174 .045  3.865 .000 .084 .263      
MIR .828 .318 .303 2.601 .011 .195 1.461 .507 .269 .231 .580 1.724 
EQW 1.477 .546 .315 2.705 .008 .392 2.562 .512 .279 .240 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .313 .083  3.766 .000 .148 .478      
MIR .546 .345 .200 1.581 .118 -.141 1.232 .507 .169 .138 .480 2.083 
ERUS 1.049 .740 .250 1.417 .160 -.423 2.522 .389 .152 .124 .246 4.060 
EREURO 4.794 2.206 .789 2.173 .033 .407 9.180 .538 .229 .190 .058 17.199 
ERJAP -1.878 1.415 -.554 -1.32 .188 -4.691 .936 .496 -.142 -.116 .044 22.729 
 
Industrial Engineering 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .173 .042  4.152 .000 .090 .256      
MIR 1.637 .295 .639 5.553 .000 1.048 2.225 .694 .561 .487 .580 1.724 
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EQW .373 .506 .085 .738 .463 -.636 1.382 .499 .090 .065 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .358 .074  4.822 .000 .210 .506      
MIR 1.260 .308 .492 4.086 .000 .644 1.876 .694 .452 .341 .480 2.083 
ERUS 1.105 .662 .281 1.670 .100 -.216 2.426 .375 .203 .139 .246 4.060 
EREURO 5.880 1.971 1.032 2.983 .004 1.944 9.816 .558 .347 .249 .058 17.199 
ERJAP -3.214 1.264 -1.011 -2.542 .013 -5.738 -.689 .469 -.301 -.212 .044 22.729 
 
Industrial Transportation 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .043 .050  .857 .399 -.060 .146      
MIR 1.206 .355 .549 3.394 .002 .477 1.934 .736 .547 .418 .580 1.724 
EQW 1.085 .609 .288 1.782 .086 -.165 2.335 .644 .324 .220 .580 1.724 
 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
 118
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part 
Toleran
ce VIF 
1 (Constant) .181 .092  1.976 .059 -.008 .370      
MIR .922 .381 .420 2.420 .023 .137 1.707 .736 .436 .291 .480 2.083 
ERUS 1.517 .817 .450 1.856 .075 -.166 3.200 .549 .348 .223 .246 4.060 
EREURO 4.720 2.435 .967 1.938 .064 -.296 9.735 .642 .361 .233 .058 17.199 
ERJAP -2.459 1.562 -.903 -1.57 .128 -5.676 .757 .597 -.300 -.189 .044 22.729 
 
Media 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .015 .031  .475 .636 -.047 .077      
MIR 1.258 .221 .602 5.692 .000 .819 1.697 .657 .521 .458 .580 1.724 
EQW .306 .379 .085 .807 .422 -.447 1.059 .475 .086 .065 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) .132 .055  2.397 .019 .023 .242      
MIR 1.013 .229 .485 4.424 .000 .558 1.469 .657 .433 .336 .480 2.083 
ERUS 1.803 .491 .561 3.670 .000 .826 2.780 .479 .370 .279 .246 4.060 
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EREURO 3.903 1.464 .840 2.667 .009 .993 6.813 .435 .278 .202 .058 17.199 
ERJAP -2.851 .939 -1.100 -3.037 .003 -4.718 -.985 .403 -.313 -.231 .044 22.729 
 
MINING 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .356 .066  5.435 .000 .225 .487      
MIR 1.203 .464 .361 2.591 .012 .276 2.129 .476 .302 .275 .580 1.724 
EQW 1.012 .796 .177 1.271 .208 -.577 2.600 .411 .153 .135 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .400 .123  3.250 .002 .154 .646      
MIR 1.118 .512 .336 2.183 .033 .095 2.140 .476 .261 .233 .480 2.083 
ERUS -.324 1.098 -.063 -.295 .769 -2.517 1.868 .277 -.037 -.031 .246 4.060 
EREURO 1.582 3.271 .214 .484 .630 -4.950 8.115 .451 .060 .052 .058 17.199 
ERJAP .236 2.098 .057 .112 .911 -3.954 4.426 .417 .014 .012 .044 22.729 
Oil & Gas Producers 
Coefficients
a
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Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .296 .049  6.068 .000 .199 .392      
MIR .954 .345 .355 2.767 .007 .269 1.640 .408 .284 .270 .580 1.724 
EQW .380 .592 .082 .643 .522 -.796 1.556 .312 .069 .063 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .327 .092  3.547 .001 .144 .511      
MIR .890 .383 .331 2.323 .023 .128 1.652 .408 .244 .229 .480 2.083 
ERUS .283 .822 .069 .345 .731 -1.351 1.917 .252 .037 .034 .246 4.060 
EREURO 1.107 2.449 .185 .452 .652 -3.762 5.975 .316 .049 .045 .058 17.199 
ERJAP -.434 1.570 -.130 -.277 .783 -3.557 2.688 .297 -.030 -.027 .044 22.729 
 
Oil Equipment & Services 
 
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .260 .076  3.433 .003 
EQW -.149 .921 -.034 -.162 .873 
MIR 1.940 .537 .767 3.614 .002 
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Coefficients
a
 
Model 
Unstandardize
d Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Toler. VIF 
1 Constant .062 .134  .465 .649 -.223 .347      
MIR 2.349 .555 .929 4.232 .001 1.166 3.533 .745 .738 .644 .480 2.083 
ERUS -2.293 1.191 -.590 -1.92 .073 -4.830 .245 .316 -.445 -.293 .246 4.060 
EREURO -6.380 3.547 -1.135 -1.79 .092 -13.941 1.182 .475 -.421 -.274 .058 17.19 
ERJAP 4.449 2.275 1.418 1.955 .069 -.400 9.298 .484 .451 .297 .044 22.72 
 
Personal Goods 
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .180 .095  1.908 .073 
EQW 1.088 1.148 .279 .947 .357 
MIR .318 .670 .140 .475 .641 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 Constant .163 .186  .877 .394 -.234 .560      
MIR .357 .774 .157 .461 .651 -1.292 2.006 .320 .118 .109 .480 2.083 
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ERUS -.499 1.659 -.143 -.301 .768 -4.036 3.038 .242 -.077 -.071 .246 4.060 
EREURO -.282 4.944 -.056 -.057 .955 -10.820 10.256 .390 -.015 -.013 .058 17.199 
ERJAP 1.271 3.171 .450 .401 .694 -5.488 8.029 .388 .103 .094 .044 22.729 
 
Pharmaceuticals & Biotechnology 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .051 .059  .868 .391 -.068 .171      
MIR 1.559 .418 .679 3.727 .001 .712 2.407 .301 .522 .517 .580 1.724 
EQW -2.298 .717 -.583 -3.20 .003 -3.751 -.844 -.143 -.466 -.444 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) -.022 .098  -.228 .821 -.221 .176      
MIR 1.721 .406 .749 4.239 .000 .897 2.545 .301 .582 .519 .480 2.083 
ERUS -3.460 .871 -.981 -3.97 .000 -5.227 -1.692 -.343 -.558 -.487 .246 4.060 
EREURO -3.379 2.594 -.661 -1.30 .201 -8.644 1.887 .053 -.215 -.160 .058 17.199 
ERJAP 2.348 1.664 .824 1.411 .167 -1.029 5.725 -.063 .232 .173 .044 22.729 
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Software & Computer Services 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .059 .048  1.214 .228 -.037 .155      
MIR 2.314 .342 .742 6.775 .000 1.634 2.995 .678 .611 .565 .580 1.724 
EQW -.527 .586 -.099 -.900 .371 -1.694 .639 .382 -.102 -.075 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .135 .090  1.500 .138 -.044 .315      
MIR 2.154 .375 .690 5.746 .000 1.407 2.901 .678 .553 .478 .480 2.083 
ERUS .991 .804 .207 1.232 .222 -.611 2.593 .352 .141 .103 .246 4.060 
EREURO 2.318 2.396 .334 .967 .336 -2.455 7.090 .377 .111 .081 .058 17.199 
ERJAP -2.149 1.537 -.555 -1.399 .166 -5.210 .912 .335 -.159 -.116 .044 22.729 
 
Support Service 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
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B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .137 .033  4.181 .000 .072 .201      
MIR 1.274 .231 .409 5.510 .000 .819 1.730 .456 .331 .311 .580 1.724 
EQW .390 .397 .073 .984 .326 -.391 1.172 .338 .062 .056 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .164 .061  2.671 .008 .043 .285      
MIR 1.221 .255 .392 4.792 .000 .719 1.723 .456 .293 .271 .480 2.083 
ERUS -.048 .546 -.010 -.087 .930 -1.124 1.028 .253 -.006 -.005 .246 4.060 
EREURO .929 1.628 .134 .571 .569 -2.277 4.135 .357 .036 .032 .058 17.199 
ERJAP -.110 1.044 -.028 -.105 .916 -2.166 1.946 .330 -.007 -.006 .044 22.729 
 
Technology & Equipment 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .255 .109  2.338 .024 .036 .475      
MIR 3.795 .773 .726 4.910 .000 2.240 5.350 .625 .582 .553 .580 1.724 
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EQW -1.398 1.326 -.156 -1.05 .297 -4.065 1.269 .314 -.152 -.119 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .140 .201  .699 .488 -.264 .545      
MIR 4.017 .835 .768 4.813 .000 2.336 5.698 .625 .583 .532 .480 2.083 
ERUS 1.182 1.790 .147 .660 .512 -2.423 4.787 .361 .098 .073 .246 4.060 
EREURO 
-3.719 5.332 -.320 -.698 .489 
-
14.459 
7.020 .242 -.103 -.077 .058 17.199 
ERJAP -.145 3.420 -.022 -.042 .966 -7.032 6.743 .256 -.006 -.005 .044 22.729 
 
Telecommunication 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) -.056 .074  -.749 .460 -.208 .097      
MIR 1.773 .527 .700 3.365 .002 .692 2.853 .533 .544 .533 .580 1.724 
EQW -1.119 .903 -.258 -1.23 .226 -2.972 .735 .196 -.232 -.196 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
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B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound Zero-order Partial Part Tolerance VIF 
1 (Constant) -.320 .121  -2.654 .014 -.568 -.072      
MIR 2.303 .501 .909 4.596 .000 1.271 3.335 .533 .677 .630 .480 2.083 
ERUS -.450 1.074 -.116 -.418 .679 -2.662 1.763 .324 -.083 -.057 .246 4.060 
EREURO -8.400 3.201 -1.492 -2.624 .015 -14.994 -1.807 .044 -.465 -.360 .058 17.199 
ERJAP 3.365 2.053 1.071 1.639 .114 -.863 7.594 .139 .312 .225 .044 22.729 
 
Tobacco 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .204 .039  5.275 .000 .123 .286      
MIR -.065 .274 -.069 -.236 .816 -.643 .514 .219 -.057 -.052 .580 1.724 
EQW .718 .470 .445 1.527 .145 -.274 1.710 .400 .347 .339 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .142 .070  2.027 .061 -.007 .291      
MIR .066 .291 .070 .226 .824 -.555 .686 .219 .058 .048 .480 2.083 
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ERUS -.844 .624 -.584 -1.352 .197 -2.175 .487 .201 -.330 -.290 .246 4.060 
EREURO -1.802 1.860 -.861 -.969 .348 -5.767 2.162 .427 -.243 -.208 .058 17.199 
ERJAP 1.946 1.193 1.667 1.631 .124 -.597 4.489 .468 .388 .350 .044 22.729 
 
Travel & Leisure 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .119 .025  4.817 .000 .070 .167      
MIR .887 .174 .407 5.085 .000 .543 1.232 .581 .366 .310 .580 1.724 
EQW 1.002 .299 .268 3.348 .001 .411 1.592 .532 .251 .204 .580 1.724 
Coefficients
a
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
95% 
Confidence 
Interval for B Correlations 
Collinearity 
Statistics 
B 
Std. 
Error Beta 
Lower 
Bound 
Upper 
Bound 
Zero-
order Partial Part Tolerance VIF 
1 (Constant) .022 .045  .481 .631 -.068 .111      
MIR 1.083 .188 .497 5.749 .000 .711 1.454 .581 .409 .344 .480 2.083 
ERUS .099 .404 .030 .245 .807 -.698 .896 .499 .019 .015 .246 4.060 
EREURO -2.639 1.203 -.545 -2.193 .030 -5.015 -.264 .445 -.168 -.131 .058 17.199 
ERJAP 1.865 .772 .690 2.417 .017 .341 3.389 .504 .185 .145 .044 22.729 
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Appendix 8 The outliers of the three variables 
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Extreme Values 
   Case Number Value 
Log Size Highest 1 232 9.31 
2 1092 9.24 
3 1091 9.16 
4 231 9.14 
5 233 9.09 
Lowest 1 1117 4.31 
2 180 4.32 
3 1116 4.34 
4 1120 4.36 
5 770 4.36 
MB Ratio Highest 1 455 389.94 
2 423 239.09 
3 1137 178.73 
4 426 134.52 
5 1474 128.39 
Lowest 1 2383 .00 
2 2300 .00 
3 2293 .00 
4 2050 .00 
5 1890 .00
a
 
DIV payout Ratio Highest 1 1685 3.54E4 
2 1409 200.00 
3 1522 120.00 
4 2000 69.27 
5 189 54.29 
Lowest 1 682 -277.52 
2 668 -23.00 
3 207 -18.40 
4 1889 -16.25 
5 380 -8.95 
. 
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Appendix 9 Businesses perception of risks and attitude for hedging 
 
 
(Source from supportingukbusiness.com) 
 
