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Abstract
We consider the finite-horizon discrete-time economic order quantity problem. Kovalev and
Ng (2008) have developed a solution approach for solving this problem. Their approach requires
a search for the optimal number of orders, which takes O(logn) time. In this note, we present
a modified solution method which can determine the optimal solution without the need of such
a search.
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1 Introduction
We consider the following discrete version of the finite-horizon Economic Order Quantity (EOQ)
problem: There is a finite planning horizon with discrete time periods 1, 2, . . . , n. Demand occurs
at a constant rate of λ > 0 units per period. Orders can be placed at the beginning of any period.
When an order is placed, replenishment takes place instantaneously before the demand of that
period is filled. A fixed ordering cost c > 0 is incurred when an order is placed, and an inventory
holding cost h > 0 is incurred if a unit of the item is carried from one period to the next. The initial
inventory at the beginning of period 1 is zero. We would like to determine the order quantity in
each time period so that the total ordering and holding cost is minimized. We denote this problem
as P .
Problem P differs from the classical EOQ problem in that the planning horizon is finite and
demand occurs in discrete time periods. Problem P is also a special case of the classical dynamic
lot size problem, which has time-dependent demand and cost parameters. Kovalev and Ng [1] have
developed an algorithm for problem P . Their algorithm requires a search for the optimal number
of orders in the planning horizon which takes O(logn) time. In this note, we present a modified
solution method which does not require such a search. Note that problem P is defined slightly
differently from that of Kovalev and Ng [1], who have assumed that a holding cost h is incurred if
a demand unit is satisfied by an order received in the same time period. However, this difference is
very minor, because the objective function of Kovalev and Ng’s model differs from that of problem
P by only a constant amount of hλn.
By the zero-inventory property of the classical dynamic lot size problem (see, e.g., [4], page 82),
it suffices to consider the case in which orders are placed and received only when the inventory
level reaches zero. Thus, the size of each order must be a multiple of λ. Let k denote the number
of orders placed during the planning horizon. Let si = λxi denote the size of the ith order, where
xi is a positive integer (i = 1, 2, . . . , k). The total quantity ordered,
∑k
i=1 si, is equal to λn, which
implies that
∑k
i=1 xi = n. Since the ith order is used to satisfy the demand of the current period
as well as the demand of the next xi − 1 periods, the holding cost of the items in this order equals
1
hλ
[
(xi − 1) + (xi − 2) + · · ·+ 1
]
= hλ2 xi(xi − 1). Hence, in problem P , the total ordering cost is
ck, and the total inventory holding cost is hλ2
∑k
i=1 xi(xi − 1). Since hλ2
∑k
i=1 xi =
hλn
2 , which is a
constant, problem P reduces to the following discrete optimization problem:
minimize ck +
hλ
2
k∑
i=1
x2i
subject to
k∑
i=1
xi = n
k = 1, 2, . . . , n
xi = 1, 2, . . . for i = 1, 2, . . . , k,
where k, x1, x2, . . . , xk are decision variables. We denote this problem as P
′. (Note: P ′ is the same
as problem D in [1].)
Kovalev and Ng’s [1] solution method can be described as follows: First, they have shown that
if k is given, then the optimal decision is to place r orders of size λ(dnk e − 1) and k − r orders of
size λdnk e, where r = kdnk e − n. (The sequence of these k orders has no impact on the total cost.)
This implies that the objective function of problem P ′ can be rewritten as
f(k) = ck +
hλ
2
{
r
(⌈n
k
⌉
− 1
)2
+ (k − r)
⌈n
k
⌉2}
,
or equivalently,
f(k) = ck +
hλ
2
{
(2n+ k)
⌈n
k
⌉
− k
⌈n
k
⌉2
− n
}
. (1)
They have also shown that function f is convex over the integer domain {1, 2, . . . , n}. They then
propose a “three-section search” procedure for determining k ∈ {1, 2, . . . , n} which minimizes f .
2 Determining the Number of Orders
To present our new solution method, we first define
g(y) = (2n+ y)
⌈n
y
⌉
− y
⌈n
y
⌉2
2
for y ∈ (0,+∞). Consider any nonnegative integer α. For simplicity, we denote nα = +∞ if α = 0.
When nα+1 ≤ y < nα , we have α < ny ≤ α + 1, which implies that
g(y) = (2n+ y)(α+ 1)− y(α+ 1)2,
or equivalently,
g(y) = −α(α + 1)y + 2n(α+ 1). (2)
Hence, function g is linear within the interval
[
n
α+1 ,
n
α
)
. In addition, for α = 1, 2, . . .,
lim
y→(n/α)−
g(y) =
(
2n+
n
α
)
(α+ 1)− n
α
· (α+ 1)2 =
(
2n+
n
α
)
α− n
α
· α2 = g
(n
α
)
.
Therefore, g is a continuous piecewise linear function.
Kovalev and Ng [1] have shown that function g is convex when the domain of the function is
restricted to the integer set {1, 2, . . . , n}. We can extend this convexity property to the domain
(0,+∞). Note that equation (2) implies that the slope of g(y) is −α(α+1) when nα+1 ≤ y < nα for
α = 0, 1, 2, . . .. Hence, the slope of g(y) decreases as α increases, which implies that the slope of
g(y) is nondecreasing as y increases. This in turn implies that g is convex over the interval (0,+∞).
Recall that the objective function of problem P ′ is f(k) as defined in (1). We now extend the
definition of function f to cover the domain (0,+∞). Thus,
f(y) = cy +
hλ
2
{
(2n+ y)
⌈n
y
⌉
− y
⌈n
y
⌉2
− n
}
= cy +
hλ
2
[
g(y)− n]
for y ∈ (0,+∞). Because g is a continuous piecewise linear convex function, f is also a continuous
piecewise linear convex function. The slope of f(y) equals c− hλ2 α(α + 1) when nα+1 ≤ y < nα for
α = 0, 1, 2, . . .. Function f attains its minimum when its slope changes from negative to nonnegative
as α decreases. This occurs when α changes from bα∗c+1 to bα∗c, where α∗ satisfies the condition
c− hλ
2
α∗(α∗ + 1) = 0,
or equivalently,
α∗ =
√
1
4
+
2c
hλ
− 1
2
. (3)
3
Hence, f(y) attains its minimumwhen y∗ = n
bα∗c+1
. By convexity of f , the optimal number of orders
must be either by∗c or dy∗e. Therefore, we set the number of orders to by∗c if f(by∗c) ≤ f(dy∗e),
and dy∗e otherwise.
We demonstrate our solution method using the following example: n = 10, c = 75, h = 0.2,
and λ = 100. In this example,
f(y) = 75y + 10
[
g(y)− 10]
= 75y + 10(20 + y)
⌈10
y
⌉
− 10y
⌈10
y
⌉2
− 100.
Function f is depicted in Figure 1. We have α∗ = 2.28. Thus, f attains its minimum when
α changes from 3 to 2 (i.e., when the slope of the curve changes from c − hλ2 (3)(3 + 1) = −45
to c − hλ2 (2)(2 + 1) = 15). Hence, y∗ = nbα∗c+1 = 3.33. Note that f(by∗c) = f(3) = 565 and
f(dy∗e) = f(4) = 560. Therefore, the optimal number of orders is k∗ = 4. Note also that
r = k∗d nk∗ e − n = 2. This implies that the optimal decision is to place two orders of size 200 and
two orders of size 300 in the planning horizon.
3 Concluding Remarks
We have presented a new method for determining the optimal number of orders for the finite-
horizon discrete-time EOQ model. This provides us with a simple way to determine the optimal
ordering policy for the problem without using three-section search or any binary search method.
However, our method can only generate an approximate solution unless we can obtain an exact
value of α∗ in the square root calculation in (3).
In fact, we can generate an exact solution to problem P without the need of an exact value of
α∗. To do so, we modify our solution method as follows: We first compare the values of 14 +
2c
hλ and(
n + 12
)2
. If 14 +
2c
hλ ≥
(
n + 12
)2
, then α∗ ≥ n. In such a case, we have y∗ < 1, which implies that
the optimal number of orders is equal to 1. If 14 +
2c
hλ <
(
n + 12
)2
, then we obtain an approximate
value αˆ of α∗ with |αˆ − α∗| ≤ 1, and the optimal number of orders must be equal to one of the
following values:
⌊
n
bαˆc
⌋
,
⌊
n
bαˆc+1
⌋
,
⌊
n
bαˆc+2
⌋
,
⌈
n
bαˆc
⌉
,
⌈
n
bαˆc+1
⌉
, and
⌈
n
bαˆc+2
⌉
. Hence, we choose the best
4
among these six values. (If bαˆc = 0, then we choose the best one among ⌊ n
bαˆc+1
⌋
,
⌊
n
bαˆc+2
⌋
,
⌈
n
bαˆc+1
⌉
,
and
⌈
n
bαˆc+2
⌉
.)
Note that this method requires only simple arithmetic operations, the floor and ceiling opera-
tions (i.e., b·c and d·e), and the determination of αˆ. Kovalev and Ng’s [1] method has a running time
of O(logn), assuming that the floor and ceiling operations require constant time (i.e., assuming that
either the floor or the ceiling operation is in the repertoire). Here, we make the same assumption
on the computational requirement on the floor and ceiling operations. Then, the computational
complexity of our modified solution method is dominated by the determination of αˆ. Note that
√
B can be computed to accuracy  in O(log log(B/)) time for any B > 1 (see [2, 3]). This implies
that αˆ can be determined in O
(
log log( 14 +
2c
hλ )
) ≤ O( log log(n2)) = O(log log n) time. Therefore,
our modified solution method can generate an exact solution to problem P in O(log log n) time.
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Figure 1. Function f  and its minimum 
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