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ABSTRACT We propose a new approach to activated protein folding dynamics via a diffusive path integral framework. The
important issues of kinetic paths in this situation can be directly addressed. This leads to the identiﬁcation of the kinetic paths of
the activated folding process, and provides a direct tool and language for the theoretical and experimental community to
understand the problem better. The kinetic paths giving the dominant contributions to the long-time folding activation dynamics
can be quantitatively determined. These are shown to be the instanton paths. The contributions of these instanton paths to the
kinetics lead to the ‘‘bell-like’’ shape folding rate dependence on temperature, which is in good agreement with folding kinetic
experiments and simulations. The connections to other approaches as well as the experiments of the protein folding kinetics are
discussed.
INTRODUCTION
Protein folding is one of the most important issues in modern
molecular biology. Studying the dynamics is essential in
understanding how the protein folds. The question is how the
many conformational degrees of freedom can converge to
the native state in a ﬁnite biological time scale (millisecond
to second) instead of cosmological timescale (1). The energy
landscape theory of protein folding resolves this issue natu-
rally by assuming there is a bias or funnel toward the native
state (2–4). This bias is believed to be from the natural
evolution. Superimposed on the funneled landscape are the
local traps. The slope of the funnel must be steep enough to
overcome the traps to reach the folded state. The energy
landscape theory is successful in explaining many experi-
ments (5) at both the qualitative and quantitative levels.
According to the energy landscape theory, in general at the
initial stage of folding, there are multiple paths toward native
state. The discrete paths emerge only when the landscape
becomes rough and local traps are important at late stage of
folding. Searching for kinetic paths has been a central issue
for the folding experimental community for many years
(6–18). Unfortunately, most of the current kinetic folding
studies are formulated in terms of the rate dynamics giving
only the end results, rather than the paths that represent the
full intermediate histories connecting the initial and ﬁnal
ends. It is, therefore, important and natural to formulate the
theory in terms of path language. Such a formulation would
help to resolve the challenging kinetic path issue of the
folding problem and provide a direct tool and language for
the theoretical and experimental community to understand
each other better. Another advantage of using paths is that
the direct integration over paths is normally easier compu-
tationally than solving differential equations locally in
microscopic details.
Path integral methods since ﬁrst appearing (19,20) have
been successfully applied to many areas in physics (20–22)
and chemistry (23–25). There are so far very limited studies
on folding paths. Wang et al. (4) have studied a downhill
folding process (very steep funnel) without activation barrier.
It is shown that there exists a multiple path to discrete path
transition at a temperature higher than the thermodynamic
glassy trapping temperature. The relevance to single mole-
cule dynamics is studied (26,27). Olender and Elber and
Elber et al. (28,29) studied peptide folding with atomic level
simulations and identify some key paths. The purpose of this
study is to formulate a diffusive path integral framework for
the general case where there exists activation free-energy
barriers on the folding landscape, and to identify and quan-
tify the dominant path contributions to the kinetics.
METHOD AND MATHEMATICAL DETAILS
For mathematical simplicity, we study the protein fold-
ing problem not at atomic level but at the coarse-grained
level—the residue-residue level. This will reduce signiﬁ-
cantly the computational unforeseeable tasks without the
loss of too many important universal features and serve as a
guiding force for the more detailed atomic level inves-
tigations.
Let us turn to a model Hamiltonian that describes protein
folding. To ﬁrst order approximation, we assume that the
energetics that favors bringing two or multiple residues close
together from the protein is due mainly to the short-range (in
space) hydrophobic driving force. The form of the inter-
actions is eijk. . .p(ai, aj, ak, . . .ap, ri, rj, rk, . . . , rp), where
eijk. . .p is the multibody coupling strength, ri is the position of
the ith residue, and ai represents the physical properties of
the residue i, for example, hydrophobic charges, etc. Here,
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we also assume that the environmental solvent effects are
already averaged out, resulting in the multibody cooperative
hydrophobic interactions among residues upon folding.
We may write down the Hamiltonian energy function of
a polypeptide sequence as:
H ¼  +
ijk...p
eijk...psijk...p; (1)
where sijk. . .p¼ 1 when there is a multibody contact adjacent
in space made among monomers ijk. . .p and sijk. . .p ¼
0 otherwise. + is up to N, N is the length of the polypeptide
sequence, and Eijk. . .p is quite random due to the sequence
and interaction heterogeneity. Notice that this is mathemat-
ically closely related to the random energy model (30,31).
Suppose there exists a native conﬁgurational state n of
energy En. We can ﬁnd the probability that conﬁguration
a has energy Ea, given that a has an overlap Q with n, where
Q is the fraction of native contacts of state a: Q ¼
ð1=NÞ+
ij
saijs
n
ij and N is the total number of native contacts.
Q can be used as an order parameter or a reaction coordinate
for the physical folding process that measures how close the
states are toward native state. Note that for Q ¼ 1, the state
is in the native folded state and for Q ¼ 0, the conﬁgurations
are in totally nonnative unfolded states.
The conditional probability is obtained directly by
averaging over the Gaussian distribution of contact
energy eijk. . .p (ðÆd½Ea  Hðfsaijk...pgÞd½En  Hðfsnijk...pgÞæ=
Æd½En  Hðfsnijk...pgÞæÞ). By approximating the cooperative
multibody interactions sijk. . .p in the Hamiltonian into the
factorization of pair interaction terms sijsjk. . . through
a suitable decomposition law such as in the superposition
approximation in the theory of ﬂuid, the expression can be
simpliﬁed as: ðPanðEa;Q;EnÞ=PnðEnÞÞ; exp ð½ðEa  EÞ½
Qm1ðEn  EÞ2=2NDe2ð1 Q2ðm1ÞÞÞ; where m is the
order of the interactions (m ¼ 2 for two-body interactions,
m ¼ 3 for three-body interactions, and m ¼ p for p-body
interactions), E is the average mean energy, and De is the
effective width of the energy distribution per contact.
The conﬁgurational entropy Stot as a function of similarity
Q with a given state is treated in details by the previous
studies (32,33).
Given the Stot(Q) and conditional probability distribution
obtained earlier, the average numbers of states of energy
E and overlap Q with native state n is: ÆnðE;Q;EnÞæ ¼
exp½StotðQÞðPðE;Q;EnÞ=PðEnÞÞ: This is effectively the
microcanonical ensemble description of the thermodynam-
ics. At each stratum of the order parameter or reaction
coordinate Q, the set of states is modeled by a random
energy model. By the thermodynamic relation of
ð@logÆnðE;Q;EnÞæ=@EÞ ¼ 1=T; we can obtain the energy
and entropy of the biomolecular folding as: EðT;Q;EnÞ ¼
E1Qm1ðEn  EÞ  ðNDe2ð1 Q2ðm1ÞÞ=TÞ and
SðT;Q;EnÞ ¼ NstotðQÞ  ðNDe2ð1 Q2ðm1ÞÞ=2T2Þ; where
stot(Q) ¼ Stot(Q)/N. The entropy vanishes at a characteristic
temperature: Tg ¼ De
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðð1 Q2ðm1ÞÞ=2stotðQÞÞ
p
; which
signals the trapping of the polypeptide chain into a low-
energy conformational state within the stratum characterized
by Q. Notice that when Q ¼ 0 (nonnative unfolded states),
Tg ¼ De
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1=2stotðQ ¼ 0ÞÞp :
From the thermodynamic expression of the energy and the
entropy given above, we can easily obtain the expression for
the free energy per contact as (33): ðF=NÞðT;Q;ENÞ ¼
TstotðQÞ  Qm1den  ðDe2=2TÞð1 Q2ðm1ÞÞ; where
den ¼ jðEn  EÞ=Nj: The free energy is composed of three
terms, the entropy, the native driving force, and roughness
contribution of the energy landscape. In the parameter space
in (den, De, T), the expression above can have a double
minimum structure in the reaction coordinate Q with one
minimum at low Q corresponding to the nonnative states
separated by a barrier from another minimum at high Q
corresponding to the native folded state. As the cooperativity
measured by multibody interaction order m increases, the
free-energy minimum of nonnative states and native folded
state shift toward Q ; 0 and Q ; 1, respectively. To the
extent that this approximation is good (m /N), we can
equate the free energies of the nonnative states and native
folding state to obtain the folding transition temperature
(F(Q ¼ 0) ¼ F(Q ¼ 1)):
Tf ¼ den
2stotðQ ¼ 0Þ 11
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2stotðQ ¼ 0ÞDe
2
de
2
n
s !
:
Take the ratio of folding temperature and trapping tem-
perature, we obtain:
Tf=TgðQ ¼ 0Þ ¼ L1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L
2  1
p
; (2)
whereL ¼ ðden=De
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2stotðQ ¼ 0Þ
p Þ is the ratio of the energy
gap between native state and the average of the energy
landscape spectrum to the ruggedness or the width (spread)
of the distribution of the energy landscape spectrumweighted
by entropy per contact
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2stotðQ ¼ 0Þ
p
; which is on the order
of 1 (34). To guarantee the folding without getting into the
local traps, the ratio of ðTf=TgÞ should be maximized; this, in
turn, leads to the maximization of L.
Therefore, maximizing the ratio of the energy gap (or
the slope) versus the roughness of the underlined energy
landscape becomes the criterion for the thermodynamic
stability of folding, implying a funneled energy landscape.
Under the free-energy proﬁles, the equation of motion for
native contact Q formation can be formulated as:
dQ
dt
¼ @FðQÞ
z@Q
1h; (3)
where z is the friction coefﬁcient;@F(Q)/@Q is the gradient
force the motion of Q would follow. Due to the long
timescale of folding compared with the short timescale
ﬂuctuations, the folding can be seen as overdamped.
Therefore, the second derivatives of Q with respect to time
t is ignored; h is assumed to be a Gaussian noise force term
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where its correlation becomes Æh(Q, t)h(Q, 0)æ ¼ 2D(Q)d(t).
D(Q) is the Q-dependent diffusion coefﬁcient. The noise
term is related to the environmental ﬂuctuations (tempera-
ture) through the Einstein relationship (ﬂuctuation dissipa-
tion theorem) D(Q)z ¼ kBT. The protein folding has many
degrees of freedom, therefore, when looking at the motion
along the reduced one-dimensional order parameter or
reaction coordinate Q, the noise is effectively from the rest
of the other multidimensions of folding and the environ-
ments surrounding it.
When taking into account the combination of multibody
interactions (up to the six-body interactions because the
order of the hydrophobic multibody interactions beyond
two-body interactions is typically ranging from three or four
up to six), the free energy becomes:
FðQÞ ¼ NdeðaQ1 c1Q21 c2Q31 c3Q41 ð1 a c1
 c2  c3ÞQ5  Nde
2
2T
ð1 ðaQ1 c1Q21 c2Q3
1 c3Q
41 ð1 a c1  c2  c3ÞQ5Þ2Þ  NTStotðQÞ;
(4)
where a, c1, c2, c3, 1  a  c1  c2  c3 are the coefﬁcient
mimicking the relative importance of the order of multibody
(2–6) interactions. N is the length of the polypeptide chain.
Stot(Q) S0(1Q)QLog(Q) (1Q)Log(1Q), where
S0  ln(10/2.718); 10 in the ln is the degrees of freedom per
residue whereas factor 2.718 in the ln takes into account the
constraints of the phase space upon collapse. The ﬁrst term of
the entropy is the entropy loss forming a contact whereas the
rest of the two terms is responsible for the entropy associated
with the possible ways of forming a contact.
We can now formulate the dynamics with the Onsager-
Machlup (21) functional path integral as:
PðQf ; t;Qi; 0Þ ¼
Z
DQexp 
Z
LðQðtÞÞdt
 
¼
Z
DQ exp 
Z
1
4
dQ
dt
1
DðQÞ@bFðQÞ
@Q
 2
DðQÞ
0
BBB@
2
6664
1
2
@ DðQÞ@bFðQÞ
@Q
 
@Q
1
CCAdt
3
775; (5)
where b ¼ ð1=kBTÞ: The DQ is summing over all possible
paths connecting Qi at time t ¼ 0 to Qf at time t. The
exponential factor gives the weight of each path, so the
probability of folding dynamics from nonnative conﬁgura-
tion Qi to native conﬁguration Qf is equal to the sum of the
weights from the contributions of all the possible paths.
L(Q(t)) is the Lagrangian of the system.
Each path in the path integral contributes a weight, but not
every path gives the same contribution. In fact, the con-
tribution from the paths to the weight is on the exponential,
so the dominant paths with the largest weight contribute
signiﬁcantly larger than the ones with the subdominant or
even smaller weights. We can then approximate the path
integrals with a set of dominant paths and ignore the sub-
leading terms. One can easily see to ﬁnd the paths with the
optimal weights, the dominant paths should satisfy the Euler-
Lagrangian equation (see Fig. 1):
d
dt
@L
@ _Q
 @L
@Q
¼ 0; (6)
and the resulting equation becomes:
d2Q
dt
2 
1
2
@DðQÞ
@Q
DðQÞ
_Q
2  2DðQÞ@V
@Q
¼ 0; (7)
where
VðQÞ ¼ DðQÞ
4
@bFðQÞ
@Q
 2
DðQÞ
2
@
2
bFðQÞ
@Q
2
 1
2
@DðQÞ
@Q
@bFðQÞ
@Q
: (8)
The equation of motion can be integrated out to obtain:
dQ
dt
 2
4DðQÞ  VðQÞ ¼ E; (9)
where E is a constant. This is an energy conservation
equation with ðððdQ=dtÞÞ2=4DðQÞÞ as kinetic energy term
with position Q dependent mass and U¼V as the effective
potential, and E as the total energy. The problem becomes
a one-dimensional particle moving in a potential well U.
The free energy as a function of Q at various temperatures
T is plotted in Fig. 2, A–C, (for mixed but mainly four-body,
ﬁve-body, and six-body interactions). The potential V as
FIGURE 1 Folding paths from initial to ﬁnal conﬁguration.
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a function of Q is plotted in Fig. 3, A–C (for mixed but
mainly four-body, mixed but mainly ﬁve-body, and mixed
but mainly six-body interactions) as a function of Q at
folding temperature Tf.
Because around folding temperature, the free energy F as
a function of Q often has a double-well shape (Fig. 2, with
given parameters speciﬁed later in the article) with one well
corresponding to the nonnative unfolded states and the other
one corresponding to the native folded state. The free-energy
barrier is closely linked with the cooperative nature of
multibody hydrophobic interactions for protein folding. We
have done a careful analysis with different degrees of co-
operativity in the inherent interactions in the Hamiltonian
with mixed but mainly four-body interactions, mixed but
mainly ﬁve-body interactions, and mixed but mainly six-
body interactions. We see from Fig. 2, A–C, that as the
degree of cooperativity increases, the barrier height increases
too. In other words, for low cooperativity the barrier is small,
but for high cooperativity the barrier is large. One can
substitute the shape of F(Q) into the expression of V and
obtain the shape of the potential V as a function of Q (Fig. 3).
Again, we see that the V has a minimum. The position of the
minimum is close to the original minimum in Q in the free-
energy proﬁle F. The dominant contribution for the paths are
from solving the equation of motion for Q. The effective
potential U ¼ V. In the long time limit, there exists
possibilities that the paths go back and forth many times
from the hill (maximum) in the effective potential U (the
minimum or the valley in V since U ¼ V) corresponding to
the nonnative states to the other bounce-back point near the
native state, where the value of U at the bounce is equal to
that of the hill. This corresponds to the traversal of multiple
times passing through the barrier to reach the native folded
state. These oscillating back and forth solutions are called the
instanton solutions (35–39). In Fig. 4, A–C, the instanton
solutions are shown for dominant four-, ﬁve-, and six-body
interactions. Each instanton (antiinstanton) corresponds to
one transition from nonnative (native) to native (nonnative)
states. The dominant path is composed of multiple
instantons. The contribution can be summed in the dilute
gas approximation by assuming no instanton-instanton
interactions to obtain the ﬁnal contribution to the probability
of folding. The one instanton contribution to the weight is
given by:
W ¼ W0exp½g ¼ W0exp 
Z
ðLðQsðtÞ  LðQminÞÞdt
 
;
(10)
FIGURE 2 Free energy F as a function of Q at various temperatures near folding temperature. Tf for dominant four-body (A), dominant ﬁve-body (B), and
dominant six-body interactions (C).
FIGURE 3 Potential V as a function of Q at folding temperature. Tf for dominant four-body (A), dominant ﬁve-body (B), and dominant six-body interactions
(C) when D ¼ D(Q ¼ 0).
Kinetic Paths of Protein Folding 1615
Biophysical Journal 89(3) 1612–1620
where W0 is a constant and Qins is the instanton path (Qins(t)
is obtained through solving Eq. 11 with the boundary
condition of Q¼ Qmin and _Q ¼ 0 at t¼ 0) and the integral is
from the beginning of one instanton at t ¼ 0 and at Qmin to
the end of one instanton at the bounce-back point Qmax and
at tmax. Qmin and Qmax correspond to approximately the
minimum of V near the nonnative state and the bounce-
back point of V near the native folded state, where the value
of V at the bounce-back point is equal to that of the minimum
of V.
The probability is determined from the optimal paths
contributed by the sum of the multiinstanton contribution. It
can be written as (Figs. 3 and 4):
PðtÞ;C +
N
n¼0
W
2n
Z
dt1
Z
dt2 . . .
Z
dt2n
exp½VðQminÞððt1  t0Þ1 ðt3  t2Þ1 . . . 1 ðt  t2nÞÞ
exp½VðQmaxÞððt2  t1Þ1 ðt4  t3Þ1 . . . 1 ðt2n  t2n1ÞÞ;
(11)
where t1  t0, t3  t2 . . . t  t2n are the time intervals staying
at the position of the minimum of V near the nonnative states;
t2  t1, t4  t3 . . .t2n  t2n1 are the time intervals staying at
the position of the minimum of V near native folded state.
The W is the one-instanton contribution to the probability
P(t). W2n in the sum takes into consideration that the
contribution to the probability for one traversal of the
trajectory is from one minimum of V to the bounce-back
point of V and back. This leads to one instanton (from one
minimum Qmin of V near the nonnative states to the bounce-
back point of V Qmax near the native state) and one
antiinstanton (from the bounce-back point Qmax near native
state to the minimum of V Qmin near the nonnative state);
n in the sum is the number of times the trajectory is tra-
versing from the minimum of V (Qmin) near nonnative state
to the bounce-back point of V (Qmax) near native state and
back.
The above expression can be easily evaluated in the
Laplace representation s:
PðsÞ ¼ C +
N
n¼0
W
2nðs1VðQminÞÞn1ðs1VðQmaxÞÞn
¼ Cðs1VðQmaxÞÞ 1ðs1VðQminÞÞðs1VðQmaxÞÞ W2
:
(12)
By inverting the Laplace transform, we obtain:
PðtÞ ¼ C1 exp½l1 t1Cexp½lt; (13)
while l1 and l are given by:
l6 ¼ 1
2
ðVðQminÞ1VðQmaxÞÞ
6
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðVðQminÞ  VðQmaxÞÞ21 4W2
q
: (14)
When V(Qmin) ¼ V(Qmax) as is the case in instantons, the
expression is simpliﬁed as:
l6 ¼ VðQminÞ6W; (15)
because the exp[V(Qmin)t] term accounts for the probability
of staying at minimum of V near nonnative state or at
bounce-back point of V. The real transition rate from one
minimum to the bounce-back point is controlled by W (the
exp[V(Qmin)t] term is normalized out). Thus, the kinetic
rate of folding k is determined by W (k ¼ W).
DISCUSSIONS AND CONCLUSIONS
We take number of residues as N ¼ 30, roughness or spread
of the landscape De ¼ 1, the bias or slope of the landscape
toward folded state de ¼ 3 and a ¼ 0.05, c1 ¼ 0.05, c2 ¼ 0,
c3 ¼ 0, and 1  a  c1 ¼ 0.90 (for mixed two-, three-, and
four-body interactions, but dominant four-body interactions);
a¼ 0.05, c1¼ 0.05, c2¼ 0.05, c3¼ 0, and 1 a c1 c2¼
0.85 (for mixed two-, three-, four-, and ﬁve-body inter-
actions, but dominant ﬁve-body interactions); a¼ 0.05, c1¼
0.05, c2 ¼ 0.05, c3 ¼ 0.05, and 1  a  c1  c2  c3 ¼
0.80 (for mixed two-, three-, four-, ﬁve-, and six-body
FIGURE 4 Instanton path Q as a function of time t of the protein folding dynamics at folding temperature. Tf for dominant four-body (A), dominant ﬁve-
body (B), and dominant six-body interactions (C) when D ¼ D(Q ¼ 0).
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interactions, but dominant six-body interactions). The
diffusion coefﬁcients are given as (40): D(Q) ¼
D0exp[S0(Q)] for T, Tg; and D(Q) ¼ D0exp[b2DE(Q)2]
for 2Tg , T; and D(Q) ¼ D0exp[S0(Q) 1 (bg(Q) 
b)2]DE(Q)2] for Tg , T , 2Tg. Here, Tg ¼
ð1=bgÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðDEðQÞ2=2SðQÞÞ
p
:
Fig. 4, A–C, shows the multiinstanton solutions at T ¼ Tf
for dominant four-, ﬁve-, and six-body interactions, respec-
tively. Fig. 5, A and B, show the temperature dependence of
the logarithm (ln) of the folding rate (K)  lnK for dominant
four-, ﬁve-, and six-body interactions when diffusion coef-
ﬁcient is constant with D ¼ D(Q ¼ 0) and when diffusion
coefﬁcient is reaction coordinate dependent with D ¼ D(Q).
As we can see folding kinetic rate has a ‘‘bell’’-like shape
dependence with respect to the temperature. At high tem-
peratures, the folding kinetic rate is small. This is due to the
instability of proteins at high temperature. On the other hand,
at low temperatures, the folding rate drops again. This is due
to the possible trapping into the local valleys. Thus, the tem-
perature varying kinetics provides a way of exploring the
structure of the underlined folding energy landscape. The
maximal rate for folding happens at certain optimal tem-
perature. This is in good agreement with kinetic folding
experiments (Chevron rollover) and theory/simulation stud-
ies (41–46). We also observed that as the cooperativity of the
inherent hydrophobic interactions increases (from dominant
four-body interactions to dominant six-body interactions),
the free-energy barrier increases (as shown in Fig. 2), and the
associated kinetic rate decreases. Furthermore, we can see
that when the diffusion coefﬁcient depends on the reaction
coordinate, the kinetic rate for folding is signiﬁcantly changed,
especially at the low temperature regimes. In the low tem-
perature regimes, the thermodynamic free-energy barrier for
folding is less and less compared with the corresponding
higher temperature case (see Fig. 2), and the effect of the
diffusion on kinetics becomes more and more important.
This indicates that the kinetics is not only controlled by the
inherent thermodynamic free energy but also by the dif-
fusion. This is particularly important because the fast folding
experiments are now approaching the speed limit where the
kinetics of pure diffusion can be measured (47,15,48).
We can simplify the expression of the kinetic rate by
assuming that diffusion coefﬁcient is relatively small. In this
case, we can substitute the instanton solution to the action of
the probability expression of the path integral (49) and obtain
analytic form of equilibrium probability as:
PðQÞ; exp½bFðQÞ=D; (16)
with constant diffusion coefﬁcient. With nonuniform dif-
fusion coefﬁcients, the result is
PðQÞ; exp 
Z Q
Qmin
dQ9
@bFðQ9Þ
@Q9

DðQ9Þ
 
: (17)
The effective activation energy for transitions from non-
native unfolded state at Q ¼ Qmin to the transition state Q# is
given by:
bDF
# ¼
Z Q#
Qmin
@bFðQ9Þ
@Q9

DðQ9ÞdQ9: (18)
It is very important to realize that the current formalism
implies both the diffusion and thermodynamic free-energy
barrier control the kinetics of protein folding as mentioned
above. When the underlying process is barrier limited, both
the thermodynamic barrier and diffusion contribute to the
kinetics although free energy contribution might be larger.
The role of diffusion is to modify the effective free-energy
proﬁle and the corresponding barrier. In the case where there
is no inherent free energy barrier, the kinetics is controlled by
diffusion. Thus, the formalism in this article provides a route
to look for the switching roles from thermodynamic-barrier-
driven kinetics to downhill diffusion-driven kinetics, which
is quite relevant for the experimental study of fast folding
proteins where the speed of folding is determined from the
thermodynamic-driven to the essentially diffusion-controlled
process (47,15,48).
The current formalism can also be used to discuss the
transition state property of protein folding. In the case of
FIGURE 5 The logarithm of the kinetic
protein folding rate ln K as a function of
temperature T (in the units of folding
temperature Tf) for dominant four-body,
dominant ﬁve-body, and dominant six-body
interactions when diffusion coefﬁcient is
constant, D ¼ D(Q ¼ 0) (A) and when
diffusion coefﬁcient is Q dependent, D ¼
D(Q) (B).
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constant diffusion, the current formalism reduces to the
normal transition state theory and kinetics is controlled by
the free energy barrier. As mentioned above, when the dif-
fusion coefﬁcient is not a constant, the kinetics is controlled
by both the free energy barrier and diffusion. In the case
when the thermodynamic barrier is large, the kinetics is
dominated by the free energy proﬁle. On the other hand,
when the thermodynamic barrier is moderate, the effect of
diffusion will come into play by modifying the original free
energy proﬁle. Both the position and value of the resulting
effective transition state free energy will be shifted. So the
kinetics will be modiﬁed by this shift of the original tran-
sition state. Details of the study will be given in a future
publication.
Let us discuss the possible connections of our approach
with another set of experimental observations (50). When the
diffusion coefﬁcient is a constant, the kinetics is controlled
by the free energy proﬁle as we have derived above. In the
barrier limited case, if the barrier is caused mainly by topol-
ogy instead of heterogeneity of the interactions, then the free
energy barrier is mainly from entropy contribution of loop
contacts (32,33,51). Thus, the free energy change with re-
spect to the mean sequence length of making contacts l can
be shown as:
@F=@l; T@Scontact=@l; 1=l 2: (19)
Thus, the free energy barrier is linked to the average se-
quence length of making the contacts l: The effect of in-
creasing the mean loop length is to increase the barrier height.
So the kinetics is faster (slower) when the mean contact
distance is small (large). When the diffusion coefﬁcient is not
constant and interaction heterogeneity are taken into ac-
count, the free energy dependence on the mean contact
distance might not be as strong. Further detailed inves-
tigations on this are needed and will be carried out in a future
publication.
We discussed in this article the long-time dynamics of
folding. In principle, the short-time dynamics can be re-
vealed by solving the Euler-Lagrangian equation for the
optimal paths. Because the time is short, the solutions typi-
cally don’t have enough time forming multiple instantons.
Finding dominant paths becomes solving ordinary differen-
tial equation for ﬁxing two end points. One can expand
around the dominant solution up to quadratic order and
obtain the contribution to the probability of folding. In
general the results are good for short times and the kinetics is
usually nonexponential. This is in contrast with the long-
time case where the dynamics is usually controlled by the
longest timescale as we discussed here.
We obtain in this study the optimal instanton paths that
determines the folding rate dynamics in the long time limit.
We should mention that the optimal paths are actually a set
of paths in the multidimensional conﬁgurational space. They
represent the dominant ﬂow of paths directed toward the
native state. At low temperatures, the folding might be
trapped into the local valleys, while the current continuous
path approach can give some qualitative features as to ap-
proximately when the continuous ﬂow of paths might break
down; instead, the more appropriate approach seems to be
the discrete version of the path integral we presented here.
The formulation is currently under development. With this
formulation, one can study and understand the transition
from the multiple paths to the discrete path transition in the
case of activated folding transition.
The kinetic rate dynamics is often studied by the Fokker-
Planck type rate equations (or Brownian dynamics). This
approach to the kinetics is mathematical, related to the path
integral formulations presented here but emphasizing dif-
ferent aspects. Although the path method concentrates on
intermediate processes and the corresponding contributions
to the ﬁnal kinetics, the Fokker-Planck type rate equation ap-
proach concentrates more on the end results. Therefore, it
is convenient and advantageous to address the kinetic
path issues for protein folding in the path integral formulation.
It is worth mentioning that biomolecular recognition
(binding) often involves large ﬂuctuations and conforma-
tional changes (52–59); sometimes local unfolding (60,61)
for induced ﬁt (62) is necessary, so in general folding and
binding are dynamically coupled. It is tempting to study the
kinetics of the folding-binding process using the current
developed path integral methodology (J. Wang, K. Zhang,
H. Y. Lu, and E. K. Wang, unpublished data). The crucial
question would be what are the dominant kinetic paths for
the folding-binding process in nature.
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