Customers arrive to a single service queue according to a Poisson process with rate l, from which they are routed to two parallel heterogeneous and exponential servers whose ra.tes are 1'1 > #2· Customers are released from the system after service completion, according to their arrival order -a requirement introducing additional resequencing delays. Customers which are delayed due to resequencing are waiting in a. resequencing queue. We consider the optimal routing problem under the class of fixed-position routing policies, that route customers to the faster server from the head of the service queue, and to the slower server from position J. The cost function is taken as the long-run average holding cost of the customers in the system. We show that an optimal stationary policy exists and is of the following type: The faster server is kept active as long as the ser\jce queue is not empty. The decision whether or not to route a customer to the slower server is independent of the state of the resequencing queue. If the position J is greater than J o = rlnU-a)l, Q =~+ ,then customers are routed to the slower a~1~2 server if and only if the length of the service queue is at least moll (a threshold policy). We also show that the routing position J o is 'optimal' in the sense that every policy can be improved by dispatching a customer from position J o (if not empty), rather than from position J.
Introduction
In this paper we consider a queueing system (Figure 1 ) which is composed of a infinite capacity queue, Q, attended by two exponential servers operating at rates Pl > P2. Customers arrive into the system according to a Poisson process with rate '\, and are assigned consecutive integers which serve as their identifiers. Throughout we assume the stability condition ,\ < P def Pl + P2. Arriving customers join at the end of queue Q and are routed to one of~he servers according to some given routing policy (to be defined below). Customers in service cannot be re-routed.
In many applications of routing in communication network, customers (messages) are released from the service system (the channel and receiver) according to the order of their arrivals. That is, customer i is not released from the system unless he and all customers whose numbers are smaller than i, have finished their service. The waiting time of a customer that has completed his service, for the release of customers with lower sequence numbers, is referred to as resequencing delay. Note that resequencing delays are possible since servets are operating at different rates. Moreover, a routing policy may assign customers from an arbitrary position of the queue. Customers which are being delayed due to resequencing, are waiting in one of two resequencing queues: Rl for customers which have been served by server 1, and R2 for those which have been served by server 2.
The positions in queue Qfrom which customers are being routed to the servers (which are perceived as two alternative routes), clearly affect the overall resequencing delays (see [3] ).
The optimal 'routing problem with variable positions turned out to be extremely difficult.
Therefore, we restrict our attention to fixed-position routing policies which route customers to server 1 only from the head of queue Q, and to server 2 only from a fixed position J, J~2.
By position J we mean the J -th customer among those in server 1 and in queue Q. Beside tractability, this restriction is also motivated by the result in [2] . It has been shown there, that if routing positions are allowed to vary in time, then under light and heavy loads one can take the optimal policy within the class of fixed-position routings. Also, as it will become apparent, it is not optimal to keep server 1 idle if queue Q is not empty, and therefore the requirement of J~2 does not exclude the head of the line.
Let X(t) be a tuple denoting the state of the system at time t (to be defined below) and IX(t)1 be the number of customers in the system at that state. A routing policy 11" is any rule that at every time t > 0 decides, on the basis of past states and of past decisions up to time t, which idle servers to activate. Policies may leave a server idle even when there is a customer in the corresponding position.
With a holding cost accrued at a nxed rate of 1, the long-run average cost associated with the policy 11" is then defined by , z E S,
where E; Hde~otes the expectation with respect to the probability measure induced by the policy 11" on the process X ={X(t), t~O} starting in state z. A routing policy 11"* is optimal if it minimizes (1), i.e., if for any other policy 1r.
For the exponential system considered here, the optimization problem associated with (1) falls within the purview of continuous-time Markov decisions processes which are uniformizable, i.e., which are equivalent to uniformized discrete-time Markov decisions processes [6] .
The reader is referred for details to [4] , where the same problem without resequencing delays is studied. To define the discrete-time decision process, consider that at any given instant, each server is working either on a real customer, if activated, or on a dummy customer otherwise. Dummy customers always return to queue Q upon completing service and incur no contribution to the cost. Transitions are associated either with arrivals or service completions at one of the servers of a customer -either real or dummy -determine free transitions. These free transitions occur according to a Poisson process of rate~+p. A (free) transition due to an arrival occurs with proba.bility ..\;p' whereas a transition due to a service completion at server i occurs with probability X,+p' IT in state z before a transition, the process will jump after this transition to a state which depends on the current state z and on the action taken under the policy 11" in use. The cost function for using policy 1r which corresponds to (1) is then given by (2) where X(m) now denotes the state sampled at the'm -th tra.nsition. We also need the total ,8-discounted cost (0 < 
The complex structure of the state space of X (see One result of this study is that the optimal policy can be taken within the resequencing.· invariant class. Another result is that for a certain range of positions J, the optimal policy can be taken within the threshold class. We also show that there is a preferable routing
For the routing problem without resequenci~delays, the routing position J is irrelevant since service requirements are identically distributed. This problem was first studied in [7] , where it was conjectured that the optimal policy would be of threshold type. In [1] , a version of the problem with N servers was considered under the assumptions that the system has an initial load of n customers and no new customers enter the system, i.e., A = O. A simple policy which minimizes the expected flow time has been determined. This optimal policy has the following simple form [1] : The conjecture from [7] on the threihold form of the optimal policy was settled in the affirmative in [4] for N~2. Using policy iteration, it has been shown that the optimal policy is of threshold type with threihold level R(~) (which depends on~). It was also conjectured there that as~! 0, R(~) increases and converges to R 2 given by (4) . In [13] , simple stochastic coupling arguments were used to prove the optimality of the threshold policy for N = .2.
Motivated by the conjecture made in [4] , it has been shown in [10] (for a general number of parallel servers) and in [8] (for two servers) that the threshold policy above for~= 0, is also optimal for small enough values of the arrival rate~.
In light of the results above, one is naturally led to explore the idea. that when resequencing delays are introduced, the optimal policy would also be of threshold type. We settle this question in the affirmative only for J > J o •
The issue of resequencing delays in this context has been first introduced in [3] , where queueing statistics have been evaluated under the class of fixed-position threshold policies. It has been further shown there, that for a given threshold level m, there is an optimal position J* from which one should route customers to server 2. This position is given by { m, if m < J o ;
In words. When a customer has to be routed to server 2 according to the threshold policy t m , then the beit fixed-position is the nearest to J o . This property of J o , will be referred to as its 'optimality property'.
Reviewing the optimality property of J o for a threshold policy, and considering the fact that threshold policies may not necessarily be Qptimal, we are intrigued by another question, whether J o has the optimality property for a more general class of policies. We will show that this is indeed the case. 5 Independently, an attempt based on value iteration, has been made in [12] to prove that the threshold policy is optimal for the case J~2. The proofs there however, raise in our mind some unsettled questions. The most severe one is the validity of the inequalities [12, Eqs. (6.49), p. 120], for K =1. These inequalities are crucial for-the validity of Lemma 5.7.1
there.
The paper is organized as follows. In Section 2, we define the state space and the transitions under fixed-position routings. Section 3 is sub-divided into two parts. In Sub-section 3.1, we
show that the faster server should be kept active as long as the service queue is not empty.
In Sub-section 3.2 which is further sub-diveded, we consider the optimal control of the slower server. In Sub-section 3.2.1, we show that the optimal control i~independent of the state of the resequencing queues. In Sub-section 3.2.2, we show the 'optimality property' of position J o , and in Sub-section 3.2.3 we show that for J> J o , the optimal policy is of threshold type.
The state process -definitions and basic results
In this section we define the states and the transitions of the Markov decision process that describes our routing problem, and examine its state evolution.
States and transitions
We start with the state definition. After every transition t, t = 0,1, ..., in the discrete time decision process, let n(t) denote the number of customers in queue Q, and ei(t), i = 1,~, denote the state of server i (with the understanding that ei(t) = 1 if server i is busy, and ei(t) = 0 otherwise). To describe the resequencing queues Rl and R2 we need the following notion.
We say that customer i in a resequencing queue is being delayed by customer Teo if: (i) Customer Teo did not finish service.
(ii) leo < i.
(iii) k o is the maximal k that satisfies (i) and (ii).
Thus, customer i is released immediately after the service completion of customer leo.
Let l(t) be the number of customers in queue Rl (after the t -th transition), that are being delayed by the customer which is being served by server 2. Here, l(t) = 0 if e2(t) = O. 6 Technion -Computer Science Department -Tehnical Report CS0592 -1989 Also (see Figure 1) , denote by il(t) < i 2 (t) <, ... ,< i J -1t the J -1 customers with the lowest sequence numbers among those in queue q and server 1 after the t -th transition. The number of customers in queue R2 that are being delayed by customer im(t), 1 < m~J -1 is denoted by 1 m ( t).
Observe that the, customers in Rl can be delayed only by the customer which is being served by server 2, and those in R2 by one of the customers in {im(t) I 1 < m~J -I}.
(These are formally proven in Section 2.2 below.)
The lengths of the resequencing queues are determined by the tuple (11(t) , ... ,IJ_I(t))), which will be referred to as the state of the resequencing queues. Finally, let k(t) be the highest positipn of the customers in {im(t) I 1~m~J -I} that would delay the customer being served by server 2 during the t -th transition, if he completes his service immediately.
If there is no such customer in {im(t) I 1 < m~J -I}, or if server 2 is idle, then k(t) = 0.
The variable X(t) = (n(t), el(t), e2(t), R(t), k{t)) is a natural state variable that may~
sume values in S = N x {O, 1}2 X NJ x {I, ..., J -I}, where N = {O, 1, ...}.
To describe the transitions of the process X it is useful to define the transformations that describe the states to which the process will jump from state z, when a free transition occurs. These transformations correspond to an arrival, a service completion at server 1 and a service completion at server 2, respectively. For the formal definition we need the following notations.
A state z E S stands for a tuple :z: = (n, ell e2, R, k), where R = (I, (111"" IJ_I)) with the understanding that 1 m customers in queue R2, 1~m~J -1, are being delayed by customer i m • For every°< k~J -1 and e2 E {O, I} denote, '8 where
The operator Ph does not route any customers, PI routes the customer from the head of the queue to server 1, P 2 routes the customer from position J to server 2, and Pb does PI and P 2 .
(Notice that from the way we define the posi\ion J, the order in Pb is irrelevant.)
Basic results
Since the cost function is linear in the state variable and the total number of customers in the system changes by at most one at every tra.nsition, it is well known that a.n optimal policy exists for the ,a-discounted problem (associated with (3)), and that it can be taken it he class of Markov stationary policie; [11] . One of the conclusions of this study is that the exact same result also holds for the lorg-run average cost criterion (2). Furthermore, for every stationary policy 1r, the limit in (2) e} ists' and is independent of the initial state z.
Without loss of generality we may assume that ,\ +p = 1. Under any stationary policy 1r,
In the following lemmas we present some basic properties of the state evolution. The first lemma resolves the order among the customers at any instant.
Denote (see Figure 1 ): 
(h) There exists a p, 1 ::; p ::; J -2, such that l(t) < r~(t) or qp(t) < r~(t).
Proof: Properties (a)-(f) are direct consequences from the facts that customers join at the end of the queues and are being dispatched from fixed positions.
Property (g): Customer r~(t) is being delayed by a lower customer. From properties (a), (b) and (e), it could only be customer 2(t). Thus, 2(t) < r~(t).

Property (h): Similarly for customer r~(t). From properties (f) and (a) it could only be one of the customers in {l(t),ql(t), ... qJ-2(t)}.
o
In the next lemma we show that the two resequencing queues cannot be non-empty at the same time. 3 Optimal routing
In this section we consider the ,8-discounted and the average-cost Markov decision processes.
The optimal control is split into two parts: routing to the faster server and routing to the slower server. In Sub-section 3.1 we show by proba.bilistic arguments, that the faster server should be utilized as long as queue Q is not empty. In Sub-section 3.2, which is further subdiveded, we consider the optimal control of the slower server. In Sub-section 3.2.1, we show that the optimal control is independent of the state of the resequencing queues. In Sub-section 3.2.2, we show the 'optimality property' of position J o , and in Sub-section 3.2.3 we show that for J > J o , the optimal policy is of threshold type.
Routing to the faster server
In this sub-section we use arguments similar to those presented in [13] in order to show that server 1 is kept active if queue Q is not empty.
To fix the notation, all the proofs in this section are based on pathwise comparison arguments between an original state process X under a given policy 11', and another state process i. under policy i' derived from 11'. The latter is referred to as the tilde system, and we use a tilde to denote all relevant quantities in the tilde system. Proof: Let 11' be any given policy and let X(O) = z be an initial state at which 11' activates server 2 while leaving server 1 idle. By definition, server 2 is activated by the J -th customer from queue Q. We will show that 11' can be strictly improved.
To simplify notation we may assume without 'loss of generality, that the customers in queue Q have consecutive numbers starting from 1. (This is possible since only the order among them determine their departure times from the system. Also from the state definition of the resequencing queues, this assumption does not change the system state.)
Define a policy j-and a corresponding process X as follows. The initial state X(O) = X(O), and at time 0, j-takes the same action as 11", except that it activates server 1 (with customer number 1) instead of server 2. From then on, the realizations of X and X are coupled. This is done by feeding both systems with the same arrival process and assuming that the first service time at server 2 in X equals T 2 = 111. For all realizations where (i) occurs we reach at time T in both systems, to states which are the same except for the following. In X, the customer at server 1 (customer number 1) has been given some service while in X he has not. The converse holds for the customer at server 2 (whose number is J in both systems). To continue the coupling observe that at time T, the residual service time of customer 1 in X is exponentially distributed with parameter
Ill! which is the same as his service time in X. Moreover, the condition {T 1 > T} implies the condition {T 2 > l!1.T } and therefore the residual service time of customer J in X from time 
The first equality is straightforward. The second equality follows from the fact that customer 1 leaves X at time 1'1, while no one is leaving X before time T (when customer number 1 starts his service). Note that even if customer J had finished his service before T, he would be delayed by customer r. The last inequality in (8) is based on the two following observations.
From the definition of the fixed-position routing and the fact that at time T server 1 is idle in X (after customer 1 departs) we have, (i) Whenever 1r routes customer number i, 1 < i~J -1, 1r routes customer number i + l. For customer numbers i, i > J + 1, both policies route the same customers.
(ii) From time T and on, all service completions (except for the first completion time of customer J at server 2 in X) are coupled in both systems.
From (i) o Hereafter, we may restrict attention to policies with the property given in Lemma 3.l.
Another property of the ,B-optimal policies is given in the following Lemma. Hereafter, we may further restrict attention to policies with the additional property that server 1 be kept active whenever possible.
Routing to the slower server
In the previous sub-section we proved that the ,B-optimal policy keeps the faster server active whenever queue Q is not empty. Thus, the optimality problem becomes a problem of routing customers to server 2. That is, at which set of states a customer should be routed to server 2 (when idle), given that the dispatching. position is J. Hereafter, a routing decision will be understood as routing to the slower server only.
In the following sub-sections we will derive spme useful attributes of the optimal routing policy. The first attribute is that its decisions are independent of the states of the resequencing queues. Another attribute relates to the routing position J. It will be shown that J o has an 'optimality property' in the sense that one would like to route from the nearest position to J o • A third attribute is that for J > J o , the optimal policy is of threshold type.
The resequencing-invariant property
The next lemma is essential for the proof that state R does not play any role in the optimal routing decision. Observe that from Lemma 2. 
Proof: Let :Co = (n, ell e2, R, k) and 2: 0 = (n, ell e2, [0] , k) be two initial states, and X and X the processes that are governed by policy 'K and start at :Co and 2: 0 , respectively. Since 'K is independent of R(t), we may couple ,the arrivals and service times in both systems. This is made possible by the same evolutions of (n
(t), el(t), e2(t)) and (n(t), el(t), e2(t)). (Here we
use the tilde notation as in Section 2.) There are two cases of R that have to be considered.
Case ( (12) satisfies (9) . Here the expectations are taken with respect to the geometric r.v.'s which are clearly independent of 11'. o The function h 13 (R) represents the accrued discounted cost that is contributed by the customers present at time°in the resequencing queues. For later references denote h 13 (k)h 13 ( (O, (0, ...,0,1,0, ...,0) )), where the 1 corresponds to position k. Observe that from (10), (13) By using Lemma 3.3 and the following value and policy iterations, we will show that the routing decisions of the ,a-optimal policy are independent of R.
Let F be the Banach space of all functions j : S -+ R with the norm II . II defined by II j 11= sup I~g~zl} I· From (6) 
The procedure by which a new value function is derived by using operator T is known as value iteration, and by which a new stationary policy is derived by using T, as policy iteration. Since a limit point of {1r m } does not neceSsarily exists, we cannot deduce the theorem by the policy iteration procedure. However, we can extract it by the value iteration procedure as follows. Consider the sign of 9VfJ, where yP = inf Y! is the p-value function.
11'
Since 1ro's decisions are independent of R, it follows by the argument above that so are 1rm's decisions, and by Lemma 3.3, the sign of 9v!m (n, R) is independent of R, m~O. Since the ,ji~Y!m exists and equals to yP (see, e.g., {4, Lemma 3] ), the sign of 9v fJ (n, R) is also independent of R.
To conclude the proof, observe that the p-optimal policy r*, is the solution to the optimal- Then, since 9vfJ(n, R) is independent of R, the result is a straightforward consequence of the following optimality equations for the average cost problem:
By Lemma 3.7 and Remark 3.3 below, if~< lSI the limits above follow from [5, Theorem 3] .
Hereafter, we may further restrict attention to policies whose routing decisions (to server 2) are functions of the length of queue Qonly. Although this structure is the same as in the problem without resequencing delays, it does imply that we have the same optimal policy. This is due to the different evolutions of the cost structures.
An optimal routing position
In Section 1, we described the optimality property of J o that has been derived in [3] for the class of fixed-position threshold policies t m • In this sub-section, we extend this property to a more general class of fixed-position policies. We say that a class of policies n is routing-invariant, if the policies differ only by the positions from which customers are .being dispatc;hed. That is, for every ?r E n, the sets in (i) above are identical. One example is the class of thresl10ld policies with level m and routing positions J, J < m. Let J (n) be the set of routing positions that correspond to class n. We will show that the optimality property of J o holds for every routing-invariant class.
To proceed, we first characterize J o in terms of the expected delay of a customer in position k under two alternative policies. One is a policy that routes customer k to server 2, and customers {I, 2, ... , k -I} to server 1. The other policy routes customers {I, 2, ... , k} to server 1.
Let {Xi} be a sequence of independent geometric r.v.'s with parameter p.1! and Y an independent geometric r.v. with parameter P.2. For k~1, denote, X(k) = E:=l Xi and Zk =max{~X(k_I)}' where X(O) =0 For every 0 < P :::; 1 define the function,
The function "Yp(k) represents the difference in the accrued cost that is contributed by a customer present at time 0 in position k, under the two alternative routing policies above.
Recalling that a = --a-+,we obtain by the forward-equations -1>(1 -:I-{3+, ... , +{3X,,-1 
where To is the time of the first service completion at one of the servers -either real or dummy.
(To is geometrically distributed with parameter lSI + 1S2 -ISlIS2.)
From (19) consequence of the facts that lim routes customers to server 2, at the same lengths ,of queue Q that 1r routes, but possibly from a higher position. After step one, Tt(1r) routes customers to server 2, at the same lengths and from the same positions as 1r routes.
(ii) For every routing policy 1r and k;::: 3, define r;(1r) as the policy that differs from 1r only by the following action at the first step. Proof: The proof is based on a pathwise comparison between the-state process X under 
This is due to the fact that after the first action, X (respectively X) instantaneously jumps to state (n -1,1,1, R, Ie -1) (respectively, to (n -1,1,1, R, Ie)). From then on, both processes are governed by policy 11'. As in the proof of Lemma 3.1, we may assume without loss of generality that the customers in server 1 and in queue Q are numbered by 1,2, ... , n+l. We will show that for every customer i t: Ie, its departure times in both systems are the same, while the expected departure time of customer Ie is smaller in X.
Since 1\" routes from positions larger than or equal to Ie, it follows from the coupling that every customer i < Ie (and those that at time 0, are being delayed by him), would leave both systems at the same time. Furthermore, the departure times of customer Ie + 1 (and those that at time 0, are being delayed by him) would also be the same. This is plain from the fact that (k + 1) leaves the system at the first instant at which customers {I, 2, ... , k + I} have been released. Since states (n -1,1, I,R,k -1) and (n -1,1,1, R, k) differ only by the locations of customers k and k +1, it is apparent from the coupling that this instant is the same in both systems.
Every customer i > k +1 in both systems, is routed at the same time and to the same server, and its completion time is also the same. Since he would leave the system at the first instant at which he and all preceding customers would have been released, it follows by induction that its departure time must be the same in both systems. Hence, it is left to show that the expected accrued cost -due to the delay of customer k, is smaller in X.
Let.,. (f) be the departure time of customer k·from system X (X). From the identities for the rest of the departure times,
Thus, we have to show that the expression within the braces is non-negative. To prove this, first note that customer k in system X is routed to server 2, if and only if (k + 1) in X is routed to server 2. Also note, that since 11' routes from positions k or higher, customer k in X would defi~itly be served by server 1, if this server would complete his first service before server 2 does. This event occurs with probability.....El-+ .
#1 Wl
Let To be as in (19) and T 1 be the number of steps after To that it takes to route customer (k +1) in X to server 2 (and infinite, if he is routed to server 1). Denote by ." the conditional probability (conditioned on the state at time To) that {T 1 < co}. By using the forward equations from time 0 to To, it follows from the definitions of ZI:
Thus, from (18), (19) and the fact tha.t with probability one, we have
The last inequality follows from the monotonicity of "Y1l(k), the definition of J o and the fact 
As in part (i), the departure times of every customer i :F (k -1) in both systems are the same, and therefore it suffices to show that
Here, T and f r~late to the departure times of customer (k-l). Similarly, alter the definitions of T 1 and 71 in part (i) by relating them to customer (k -1 Thus, there is a 132, f3t~132 < 1, such that the right-hand side of (22) is negative for every P2 < P< 1. This completes the proof of part (ii).
o. The following theorem extends the optimality property of J o to any routing-invariant class. The results for the average cost criterion follows from [5] by using the convergence which holds for problems with a linear cost structure and continuous state jumps as ours (see [5] 
The proof is based on policy iteration and develops along the same lines as the proof in {4], with some changes that are required from our different state space. Define a pa.rtial order "~" on the states, as follows. Recall that a state z is a tuple z = (n, e}, e2, R, k). We say that z~y, z,y E 5, if at least one of the following conditions hold:
(iv) A(z) = y.
(v) All components of" and y are equal except for one, which is smaller in z.
(vi) There is a z E 5 such that, z~z and z~y.
For every 1 E r we also define the function: (25)
In the following lemma we list some properties of 1 E :F that propagates to Ttm/, m~J.
This will be used to show that under every threshold policy t m , Ve. also satisfies the same properties. 
The proof of this lemma is standard but extremely tedious and we do not present the details here. The main lines are as follows. The function Ttml is represented via Eq. (14) and the properties are verified one by one. The full verification is given in [2] and the reader may reproduce it based on the following properties which are easily shown: 
rna From Lemma 3.3 it suffices to explore the fun~tion g(n) del gvt (n, [0] ). This will be carried rna out by using the forward equations in (6) and representing g(n) in a recursive form. The forward equations depend on the value n and we separately consider all possible cases.
(The policy t mo does not route a customer at queue lengths n + 1 and below.)
(27) First note that the expression in the first braces is g(n +1). Next, add and subtract VLa (n - 
Thus, by (27) we obtain (28)
The last inequality follows from Corollary 3.1 and property (a) of Lemma 3.5. Since~+1'1 + J.L2 = 1, we obtain for this case,
The same inequality is obtained for 1 <: n < J -1, by defining g(n) = V;~(n, 1,0, [0],0) -
Case (ii): n = mo -2> 1. (The policy t mo routes a customer at queue length n + 1, but does not route at queue lengths n and belqw.)
From (6) , the definition in (25), property (e) of Lemma 3.5 and (28), we have Proof: For m = 00, r m is distributed 'as the first return time to state 0 in an MIMIl queue with arrival and service rates .\ and 1'1, respectively. Since.\ < 1'1, E~(roo) < 00. We will show that this implies a uniform bound on E~(rm).
For every m < 00, consider the systems that operate under too (Le., MIMIl) and under t m • To compare their paths, we feed them with the same arrival process and couple the service completion times -either real or dummy -in both systems. (To clarify the coupling, imagine the servers producing completion events at rates 1'1 and 1'2, irrespective whether or not a customer is being served. When a completion event occurs in a server that is serving a real customer, this customer would complete his service. Our coupling is referred to these completion events, irrespective of the customer identities that are being served. It is quite clear that for exponential systems, this view is statistically the same as identifying the services with the customers.)
Under too, define 0' as the first instant that server 2 completes a dummy service immediately after the system becomes empty. That is, at time 0' -1 the system just became empty and the next jump was due to a service completion in server 2. Observe that from our coupling, at time 0', both systems are empty. Hence,
From the renewal property of state 0 in an MIM/l queue and that of the residual completion time, 0' can be represented as follows. Let 8., i~1 be the the i -th time that the system (under too) is empty, and K be the number of returns to an empty system until server 2 completes a service immediately after the system becomes empty. We have, 0' = (81 + l) + (82 + l) +... + (8K + l).
(34)
Since at every step, the probability of a service completion at server 2 is 1 
