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ABSTRACT
THE WALKABLE DIVIDEND: THE IMPACTS OF WALKABILITY ON HOUSING
AND SOCIO-ECONOMIC COMPOSITION IN LOUISVILLE, KY
Wesley Laurance Meares
June 2, 2014
Until 2008, there has not been a reliable measure of the social, health, and economic
impact of walkable neighborhoods. This changed dramatically when scholars were able to
quantify walkability, which measures how accessible daily living activities are by foot.
However, most of these studies focus on mega cities, sections of cities or on random parcel
data. Absent from the literature is the impacts of walkability on mid-size cities. This
dissertation seeks to fill this void by examining the impacts of walkability on neighborhood
housing valuation, foreclosures, vacancy rates and socio-economic composition in Louisville,
KY.
This dissertation employs ordinary least squares regression, spatial regression and
logistic regression in order to better understand the impact of walkability on neighborhoods
in Louisville, KY from 2000-2010. The results indicate that walkability is correlated with
higher housing values and lower foreclosures. In terms of socio-economic composition
walkable neighborhoods tend to have smaller households compared to non-walkable
neighborhoods in 2000 and 2010. Additionally, in 2010 walkable neighborhoods were more
likely to have higher levels of poverty and a population with a younger median age. The
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results inform two policy areas for cities to pursue: 1) increase the diversity of land uses and
2) affordability options and standards.
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CHAPTER I
INTRODUCUTION
The purpose of this dissertation is twofold. First, it explores the impact of walkability
as a proxy for accessibility, on neighborhood housing values, foreclosures and vacancy rates
in Louisville, KY. Second, it examines the socio-economic composition of neighborhoods in
Louisville to determine the differences between residents in walkable communities and nonwalkable communities.
Louisville is a mid-sized Midwestern city, located on the Ohio River, adjacent to the
Indiana border. In 2010, the city had a population of 605,105 (U.S. Census Bureau, 2010).
Using Louisville as a study area is a more suitable choice than megacities such as New York,
Los Angeles and Chicago; its size and Midwestern location makes Louisville more
representative of U.S. cities (Barrow, 2004; Savitch & Vogel, 2004; Ambrosius, 2010;
Gilderbloom et al., 2012).
Social scientists have studied how the immediate environment can affect residents,
neighborhood attributes and neighborhood opportunity structures (Guerry, 1883; Durkheim
1897; Parks & Burgess, 1925; Jacobs, 1961; Appelbaum et al., 1976; Wilson, 1978; Logan &
Molotch, 1987; Gilderbloom & Appelbaum, 1988; Squires, 1992; Dreier et al., 2001; Duany
et al., 2001; Ambrosius et al., 2010; Sampson, 2012). The findings have contributed to the
theory of neighborhood effects, which are independent causal effects of a neighborhood (i.e.
residential community) on any number of social, health or environmental outcomes (Jenks
1

and Mayer, 1990; Mayer and Jenks, 1999; Oakes, 2004). Studies of neighborhood effects
date back as far as 1883. However, the prevalence of neighborhood effects in urban literature
flourished with the work of the Chicago School theorists (Judd & Simpson, 2011). When the
Chicago School faded, the frequency of neighborhood effect studies plummeted.
Sampson, Morenoff and Gannon-Rawley (2002) reviewed the literature on
neighborhood effects over the past half century and found neighborhood effect studies have
resurged. Moreover, the frequency of these studies sharply increased after Wilson’s (1978)
work in Chicago. In which he proposed that individuals are negatively affected by living in
neighborhoods of concentrated poverty1. Furthermore, Wilson (1978) hypothesized that
people living in neighborhoods of concentrated poverty have fewer opportunities and
dilapidated housing and environment conditions compared to individuals living in
neighborhoods of low poverty2.
The hypothesis that neighborhoods affect individuals was tested in the outcomes of
the Gautreaux program in Chicago. Researchers found that families moving from
neighborhoods of concentrated poverty to neighborhoods of low poverty experienced
significant increases in health, education, safety and employment, when compared to families
who remained (Galster & Killen, 1995; Rosenbaum, 1995; Popkin et al., 2000; Dreier et al.,
2001; Wilson, 2009; Turner, 2010). These findings, along with others supporting the theory
of neighborhood effects, inspired the Moving To Opportunity (MTO) demonstration in the
1990s. In this program, families received vouchers to move into different neighborhoods.

1

Neighborhoods of concentrated poverty are defined as census tracts with a poverty level of 40% or higher
(Wilson, 1996; Gans, 1990).
2
Wilson (2009) defined neighborhoods of low poverty as census tracts with a poverty level of 10% or less.
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The thesis was that poor families who moved into low poverty high opportunity areas would
have significant gains in employment, education, safety and health. Researchers’ short term
results were not as promising as anticipated. The only significant gains for families who left
neighborhoods of concentrated poverty for low poverty high opportunity neighborhoods were
increases in perceived safety and mental health (Goetz, 2003; Imbroscio, 2010; Goetz &
Chapple, 2010). These findings have led critics to question the neighborhood effect theory
(Duke, 2009; Imbroscio, 2010; Chaskin & Joseph, 2012). However, a recent study by Turner
et al. (2012) found significant gains in health, education, employment and income for
families living in low poverty areas, when tenure in low poverty areas is taken into account,
Neighborhood effect proponents have proposed that the Gautreaux program and the
MTO demonstration did not truly address the neighborhood level, since both relied mainly on
deconcentration efforts (Talen & Koschinsky, 2010; Sampson, 2012). Furthermore, the
comparisons have not included any type of control for neighborhood design and accessibility.
Studies have generally relied only on a measure of poverty to compare neighborhoods
(Rosenbaum, 1995; Popkin et al., 2000; Gilderbloom, 2008; DeLuca & Rosenbaum, 2009;
DeLuca et al., 2010). This dissertation seeks to address this gap in the research.
Accessibility, as specified in this study, is the level of access that neighborhood
residents have to amenities needed to carry out daily life (Frank et al., 2007; Cortright, 2009;
Pivo & Fisher, 2010). The shorter the distances are to these amenities, the greater the
accessibility of a neighborhood, which can positively affect residents, especially the
impoverished (Gilderbloom, 2008; Talen, 2010). Accessibility relies on neighborhood
density, design and diversity. Denser traditional neighborhoods will generally be more
accessible than sprawl neighborhoods (Duany et al., 2001; Speck, 2012). Additionally, the
3

traditional or compact developments have greater levels of connectivity than sprawling
neighborhoods. The literature on neighborhood design has correlated the difference in design
with a number of attributes including equity, development costs and environmental impacts
(Appelbaum & Gilderbloom, 1988; Williamson et al., 2002; Leinberger & Alfonso, 2012).
Though both density and design play important parts in accessibility, diversity of land use
and desirable neighborhood attributes are equally important. Sprawl is notorious for its
separation of uses, while compact development is more compatible with diverse mix land
uses (Duany et al., 2001; Litman, 2006; Williamson, 2010). Although the literature has
reviewed neighborhood design and density, the topic of accessibility has been relatively
absent.
One possibility for excluding accessibility is the lack of a readily available
quantifiable measure, until 2008 when Front Seat Inc. released a measure of walkability.
Walkability, as employed by Front Seat Inc., is a proxy of accessibility, since it measures the
distance to a number of amenities needed to carry out daily life (Cortright, 2009; Pivo &
Fisher, 2010; Duncan et al., 2011; Riggs, 2011; Leinberger &Alfonso, 2012). Since the
creation of the index, the impacts of walkability on housing valuation, foreclosures and
economic development have been explored. However, many of these studies focus on mega
cities, sections of cities or on random parcel data sales data (Cortright, 2009; Pivo & Fisher,
2010; Riggs, 2011; Speck, 2012; Ehrenhalt, 2012; Leinberger & Alfonso, 2012).
Absent from the literature is the residential composition of walkable versus nonwalkable neighborhoods in the same city. This dissertation aims to correct the dearth of
literature by exploring the effects of walkability on housing dynamics, while addressing the
void of walkable neighborhood composition.
4

Research Questions and Methodology
There are a number of research questions utilized in this examination of the
relationships between neighborhood type, housing dynamics and neighborhood composition:
How does walkability affect neighborhood housing dynamics? Does
this differ from non-walkable neighborhoods?
What is the socio-economic composition of walkable
neighborhoods? How does that compare to the rest of the city?
This exploratory examination will further the understanding of the impacts of
walkability on neighborhood housing, thus shedding more light on the subject of walkability.
Additionally, understanding the socio-economic composition of walkable neighborhoods
residents and the differences between the residents and residents of non-walkable
neighborhoods are crucial to policies that promote walkability.
This study relies on a number of statistical methods to test the value of walkability.
They include univariate descriptive statistics, ordinary least squares (OLS) regression,
logistic regression and spatial regression. A number of commonly used control variables
identified by the literature are included in the examination, along with a measure of
walkability provided by Front Seat Inc. Front Seat Inc. operationalizes walkability as a
measure of distance to land uses within a one-mile radius. The distances are converted and
normalized into a progressive scale of 0-100.

5

Findings and Policy Implications
This study identified three key findings surrounding walkability’s impact on
Louisville’s neighborhood housing: 1) greater levels of walkability tended to have higher
valuation in 2010 and greater increases in valuation between 2000 and 2010; 2) Louisville
neighborhoods with greater levels of walkability were associated with a lower number of
foreclosures from 2004-2008; and 3) vacancy rates were not significantly correlated with
walkability.
There were also three significant findings surrounding the socio-economic
composition of neighborhoods in Louisville: 1) smaller average household sizes were
significant in calculating the probability of a neighborhood being walkable in 2000 and 2010;
2) race and median household income were not significant factors in estimating the
probability of walkability in Louisville neighborhoods; and 3) in 2010 greater levels of
poverty and neighborhoods with younger average age were significant in determining the
probability of a neighborhood being walkable.
These findings inform two policy areas: 1) increase the diversity of land uses and 2)
affordability options and standards. Policies were recommended to relax zoning, expand
VAPSTAT (Vacant and Abandoned Property Statistics), identifying vacant and underutilized
properties to be repurposed with a mix of uses, below market rate obligation on developers
and encourage the development of housing at various price points to encourage the mixing of
socio-economic classes.
There are limitations in the research, which provide opportunities for future research.
There are three key areas that would have provided greater validity to the results of this

6

study: 1) a longitudinal study of multiple cities; 2) an attentive examination of metrics and
benchmarking techniques; 3) and, inclusion of street quality variables.
Overview of Chapters
Chapter II examines the literature and identifies the gaps in the literature which this
dissertation will address. This includes an examination of difference in neighborhood design
along with the implications for these differences, and the definition, findings and
specification of walkability in the literature. Chapter III and Chapter IV introduces the
research questions, hypotheses, data and the methodology. The findings are contained in the
next two chapters, Chapter V contains the results for the hypotheses pertaining to housing
and Chapter VI reports the findings for hypotheses related to socio-economic composition.
Chapter VII discusses implications for research and the limitations of the analyses. Finally,
Chapter VIII provides an overview and conclusion.

7

CHAPTER II
REVIEW OF THE LITERATURE
The impact of walkability, as a measure of access, has had limited exposure in the
literature. This is due to the absence of ways to quantify walkability (Leinberger, 2008;
Riggs, 2011). Therefore, even when past authors thought walkability was important (Jacobs,
1961; Newman, 1973; Holin et al., 2003), they were unable to measure its impact. In 2008, a
measure of walkability was released by Front Seat Inc. (Leinberger, 2009). Since then, a
number of studies have shown walkability’s positive impacts on neighborhoods and residents
(Cortright, 2009; Ambrosius et al., 2010; Pivo &Fisher, 2010; Talen, 2003, 2010; Speck,
2012).
Most studies focus on real estate sales, or particular neighborhoods within cities,
instead of all the neighborhoods within the city. This study differs from previous
examinations by testing the idea of walkability and the impact it has on all neighborhood
housing markets within a mid-size American city. It compares neighborhoods’ walkability in
an attempt to understand if a significant difference exists between neighborhood housing
markets. Additionally, this dissertation examines the relative socio-economic compositions
of walkable and non-walkable neighborhoods.
This chapter surveys the literature on walkability and its effects on housing dynamics
and the socio-economic composition of a neighborhood First, the categorical differences in
the types of neighborhood design are examined. Next, the effects of sprawl on neighborhoods
8

and residents are explored. This section analyzes the literature according to various
categories: equity, preferences, environmental impacts, development costs, social capital, and
economic segregation. This review concludes by examining findings of previous research on
walkability and its impact on residents and neighborhood housing dynamics.
Neighborhood Design: Sprawl via Compact Development
In Suburban Nation, Duany et al. (2001) argued that there are two types of
neighborhood design: sprawl and traditional/compact. Currently, sprawl has been the
dominant form of development in the United States since the post WWII era (Duany et al.,
2001; Dreier et al., 2001; Williamson et al., 2002; Williamson, 2010).
Sprawl has been defined in a number of ways throughout the literature. There are
technical definitions, such as the one offered by Galster et al. (2001), which conceived
sprawl as a multi-dimensional problem requiring a multi-dimensional technical definition.
They defined sprawl not as a process but as a condition of land use measured in eight
aspects:
o Density: average number of residential units per square mile.
o Continuity: degree land has been developed at urban densities in an
unbroken fashion.
o Concentration: degree which development is located in a few square
miles of the Urban Area.
o Compactness: degree which development is clustered to minimize the
amount of land in each square mile of developable land.

9

o Centrality: closeness of development to the central business district of
an urban area.
o Nuclearity: extent to which an urban area is characterized as a
mononuclear development pattern (as compared to polynuclear).
o Diversity: degree to which different land uses exist within the same
micro-area and how typical the pattern is within the urban area.
o Proximity: degree to which different land uses are close to each other.
For the purposes of this dissertation, a precise quantitative method like Galster et al.
(2001) will not be used to identify sprawl.
Other definitions of sprawl are based upon characteristics. Duany et al. (2001)
defined sprawl categorically as areas of single use zoning that are separate from other land
uses. Sprawling developments are constructed around the use of the automobile; thus, they
contain little street grid connectivity, making it difficult to use non-automotive forms of
transit to reach destinations. The practice of isolating single uses creates bubble development,
a collection of a single land use accruing in an area removed from areas with other uses.
Bubble development, along with the lack of connectivity between uses, causes greater
distances between living, shopping, work and play. Sprawl can be in the form of low density
developments, scattered developments, strip developments, or leapfrog developments.
Sprawl does have benefits. It provides individuals with privacy and mobility, by allowing
citizens to access the American dream of owning a home in a safe and pleasant neighborhood
(Williamson, 2010).

10

Scholars have argued the cost of sprawl outweighs the benefits of homeownership
and privacy (Wilson, 1978; Downs, 1994; Duany et al., 2001). The notorious view of sprawl
is currently the mainstream opinion in the academic literature. Still, there are some scholars
who claim that sprawl is more beneficial than harmful for urban areas (Gordon &
Richardson, 1998; Brooks, 2004; Brugmann, 2005; Bogart, 2006). For nearly twenty years,
opponents of sprawl have been advocating an array of policies to limit sprawl, including such
tactics as urban growth boundaries, developer impact fees, and congestion taxes (Williamson,
2010). Despite these efforts, sprawl prevails as the most common form of development.
However, diverse policy solutions to sprawl have led to greater understanding of the
effectiveness of various policies in curbing it.
Critics of sprawl developments promote the other category of neighborhood design,
known as traditional or compact (Downs, 1994; Duany et al., 2001; Leinberger, 2009; Owen,
2009). Compact developments are naturally the opposite of sprawl. They are dense, mix use
developments that tend to promote walking and non-auto transportation (Duany et al., 2001;
Leinberger, 2009; Owen, 2009; Talen, 2013). These developments were the dominant form
of urban neighborhood design prior to World War II. Though compact developments are
currently not the prominent type of urban development, they are a part of America’s urban
growth especially in movements such as smart growth, complete streets, and new urbanism.
Current models of compact development promote livable streets, minimum densities for new
developments, greater intensity of land use, and the integration of living, working, shopping
and playing in close proximity (Riggs, 2011).

11

Figure 2.1 [An Example of Sprawl].© Google Maps. (2014). Ariel Photo of Suburban Sprawl
on Springdale Road in Louisville, KY. Accessed online at:
https://www.google.com/maps/@38.2939386,85.6099032,2300a,35y,38.94t/data=!3m1!1e3?hl=en-US
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Figure 2.2 [An example of a compact neighborhood]. The Highlands Louisville.
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Figure 2.3 [A diverse mix of land uses]. The Highlands Louisville
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Figure 2.4 [A traditional neighborhood]. © Google Maps.
(2014). Ariel Photo of the Highlands Louisville, KY. Accessed online at:
https://www.google.com/maps/@38.2939386,85.6099032,2300a,35y,38.94t/data=!3m1!1e3?hl=en-US
Now that the two categorical types of development have been disclosed, it is
paramount to explore how neighborhood design can impact neighborhoods, individuals and
their life opportunities.
Neighborhood Effects
Neighborhood design can have a powerful impact on residents, the opportunities they
can access and their quality of life. Despite the ever growing importance and reach of
globalization, the local space that an individual occupies still significantly matters (Jacobs,
1961; Castells, 1977; Wilson, 1978; Dreier et al., 2001; Glaeser, 2011; Florida, 2012;
Ludwig et al., 2012; Sampson, 2012). Therefore, where people live is not simply a place
where they carry out their lives. It is a structure of opportunity and mobility.
Neighborhood effects are defined by Sampson (2012) as follows:
15

…a durable spatial logic organizes or mediates much of social life,
with neighborhoods and local communities a key component . . . we
react to neighborhood difference and these reactions constitute social
mechanisms and practices that in turn shape perceptions,
relationships and behaviors that reverberate both within and beyond
traditional neighborhood borders, and which taken together further
define the social structure of the city (p. 21-22).
The idea of neighborhood effects is not new; it dates back to the 1800s. Early
theorists, such as Guerry (1883) and Durkheim (1897), demonstrated that one’s environment
influences behavior and action, outside of psychology and biology. It flourished in the
Chicago School where scholars, such as Park and Burgess (1925), used spatial explanations
to describe the city processes and citizen interactions. A flaw of the Chicago School was its
inability to recognize the influence of capitalism and political forces beyond the boundaries
of the neighborhood; however, political economy theorists were able to integrate these ideas
and furthered the theory of neighborhood effects. They demonstrated that neighborhood
inequalities are shaped directly and indirectly by capital accumulation, institutional racism
and the growth machine (Logan & Molotch, 1987; Massey, 1993; Sampson, 2012). While
studies in the earlier portion of the 20th century focused on neighborhood norms, later studies
began to focus on individual outcomes and behaviors (Wilson, 1978; Dreier et al., 2001). The
Gautreaux program in Chicago exhibited how low income individuals who escaped
concentrated poverty, and the uneven geography of opportunity, through integration into
middle and upper class areas experienced improvements in employment, education and social
16

integration, compared to those who did not move into areas of high opportunity (Rosenbaum,
1995; Galster & Killen, 1995; Wilson, 2009).
The findings on how neighborhoods can influence individual outcomes inspired the
“Moving to Opportunity” (MTO) program in the 1990s. MTO was a quasi-experimental
program that sought to measure how different neighborhoods affected the life opportunities
of low income individuals. The program’s short term results showed that impoverished
residents moving to neighborhoods of opportunity had higher levels of perceived safety and
mental health, when compared to those impoverished individuals in low opportunity areas.
Critics were quick to point out that no other significant improvements were found (Goetz,
2003; Briggs, 2005; Imbroscio, 2010; DeLuca & Rosenbaum, 2010). However, a recent
study discovered families that had a longer tenure in high opportunity low poverty areas had
significant gains in terms of health, employment, education and income (Turner et al., 2012).
Despite these recent findings, the results still raise a number of questions concerning the
viability of neighborhood effects and neighborhood level interventions. Scholars criticized
MTO, claiming that the design of the program did not address the neighborhood level or
neighborhood effects (Sampson, 2012; Talen & Koschinsky, 2010). Sampson (2008)
explains:
By design, MTO was an individual‐level intervention that offered
housing vouchers to extremely poor, largely minority families.
Therefore, nothing can be inferred from MTO about the success or
failure of neighborhood‐level interventions, and any generalizations

17

about voucher effects are restricted to an important but small segment of
the population (p. 229).
These studies have provided some understanding of neighborhood effects, though
neighborhood design was not considered. Consequently, there is a lack of information about
the relative outcomes of residents’ with or without access to amenities. An examination of
design could enlighten policy makers on the impacts of neighborhood access on a population.
Costs and Benefits of Neighborhood Design
This section will consider the costs and benefits of neighborhood design and its impact
on community. The literature is broken down into the following categories: equity, preferences,
environmental impacts, development costs, social capital and economic segregation.
Equity
Sprawl has provided upper and middle class neighborhoods the opportunity to engage
in exclusionary tactics to keep individuals they deem undesirable out of their communities.
Duany et al. (2001), Dreier et al. (2001), and Wilson (2011) have proposed that exclusionary
practices, brought on by sprawl, deepen racial, cultural and ethnic cleavages between
neighborhoods. Sprawl also creates inequalities in quality of life, incomes, opportunity
structures and public services between communities (Dreier et al., 2001). Additionally, the
pursuit of sprawl promotes the societal values of privatism3 and consumerism while
degrading other values, such as social justice and the idea of equal opportunity.

Privatism is the pursuit of personal interests, welfare, or ideals to the exclusion of public costs or broader
social issues, or as Squires (2012: 120) stated, “[privatism] refers to a broader ideological view of the world
generally and relationships between the public and private sectors in particular.”

3
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Compact developments are a potential alternative to sprawl, which cause or
exacerbate social problems (Duany et al., 2001). By eliminating space and reducing
fragmentation, inequalities will become more diluted (Rusk, 1999). While the possibility of
homogenous enclaves is still present in compact developments, the compactness of the urban
area will ultimately increase interaction with other groups (Duany et al., 2001; Putnam, 2001;
DeLuca & Rosenbaum, 2010). However, Duke (2009), Imbroscio (2008, 2012) and Goetz
(2003) argued that different social or economic classes existing in close proximity to one
another does not guarantee integration; it is possible for different classes or groups to live
with each other and not interact or accept each other, thereby reinvigorating social
segregation. Other scholars disagree with this claim, arguing that different classes living in
close proximity is an important first step to creating a common identity that will eventually
lead to quality interaction and acceptance (Bothwell et al., 1998; Leyden, 2003; Gilderbloom,
2008; DeLuca & Rosenbaum, 2010).
Health equity is another issue affected by the two types of design. Frumkin et al.
(2004) and Frank et al. (2003) explained that sprawling developments, especially those
located in suburbia, have had a negative effect on the health of the nation, particularly
obesity and obesity related diseases. Recent literature has linked sprawling neighborhoods
with disproportionate amounts of instability and negative health impacts (Frumkin et al.,
2004; Williamson, 2010). These types of communities do not encourage walking, biking and
other passive physical activities. On the other hand, people who live in compact areas have
more opportunities to exercise through daily routines, such as walking or biking to
destinations, and the design of the community is not hostile to active means of transportation
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(Jacobs, 1961; Frank et al., 2003). Compact development does not ensure that people will
participate in moderate physical activity, such as walking, but environments more suitable for
walking have been correlated with more incidences of walking and a reduction in obesity
related diseases (Riggs, 2011).
From the viewpoint of equity, the evidence suggests that sprawl exacerbates and
creates burdensome problems for metropolitan areas. While compact developments do not
necessarily resolve issues of equity, they have not been shown to exacerbate the burdensome
problems usually associated with sprawl (Downs, 1994; Duany et al., 2001; Gilderbloom,
2009).
Preferences
Public choice proponents explain the free market and individual mobility allow people
to locate where their preferences are met (Tiebout, 1956; Ostrom &Ostrom, 1971; HowellMoroney, 2009). Allowing this to occur freely in the market will lead to the most efficient
use of urban land (Wirth, 1939; Tiebout, 1956). This premise suggests that people will vote
with their feet by moving to a neighborhood that meets individual preferences. This free
market view of mobility suggests that America has a preference for sprawling developments.
However, a number of scholars would take issue with this perspective (Squires, 1992:
Massey, 1993; Downs, 1994, Dreier et al., 2001; Duany et al., 2001; Squires, 2002). They
argue that the market is not free; rather, all levels of government have intervened with the
private market, which has resulted in the creation and perpetuation of sprawl’s dominance in
U.S. urban land development. The federal government has steered American development
towards sprawl in a number of ways: first, through the use of redlining practices of mortgage
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insurance4; second, through the subsidization of the highway system; and third, through the
tax incentives that pull residents toward suburban developments and homeownership
(Jackson, 1985; Dreier et al., 2001; Williamson, 2010). The state government has steered
towards a model of sprawl through its regulation of transportation, public good provision and
assignments of municipal powers. Localities create a desire for sprawling developments
through their zoning powers, the projects which they approve, and their planning functions
(Williamson et al., 2002). The interjection of government demonstrates the market is not
free, but is tainted with government intervention. This decision to favor sprawl, through
policies or incentives, has pushed wealth into sprawling suburbs.
This is not to say that individual preferences do not matter in the choice of a house or
community design. A number of studies have examined the preference of individuals in
choosing neighborhoods (Tiebout, 1956; Charles, 2005; Gilderbloom, 2008; Handy et al.,
2008). Tiebout (1956) expounded that individuals have a list of preferences for their ideal
house and neighborhood. They will move into the area that most closely matches their
preferences. However, this does not make them immobile. If another area becomes a better
match for their preferences, they will most likely move into that area. Americans value the
dream of homeownership in a spacious community that is pleasant and safe (Brooks, 2004;
Brugmann, 2005; Bogart, 2006; Williamson, 2010). Sprawl has allowed individuals to access
these preferences.

4

According to Dreier et al. (2001) redlining was a common practice of private mortgage lenders and property
insurance companies. The federal government did not create the practice but it did embrace it.
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Charles (2005) explained a major preference for housing tenure choice is the desire to
live in a homogenous neighborhood. In fact, when the racial preference for any given group
is not met in their neighborhood, then residents will most likely “vote with their feet” and
move to a neighborhood that meets their inclinations, i.e. too many minority neighbors create
a tipping point, which results in the departure of non-minority residents (Charles, 2005;
Goering, 2013). The preference for homogenous communities and the availability of land has
helped fuel sprawl (Duany et al., 2001).
Some scholars claim that there is a new generation of Americans desiring the
compact dense lifestyle found in cities (Florida, 2012; Ehrenhalt, 2012; Speck, 2012).
However, many of these studies focus on mega-cities such as New York, Houston, Atlanta,
Chicago and Los Angles. These cities are not representative of the average American city,
and little work has been done to understand the dynamics occurring in more typical midsized American cities.
Environmental Impacts
One area of concern receiving a plethora of attention in the literature is the impact of
development type on the environment. Sprawling developments have a larger negative
environmental footprint compared to compact developments (Downs, 1994; Leinberger,
2009; Owen, 2009). Sprawl consumes land at three times the rate of population growth.
Individuals who live in sprawl areas consume larger housing (Duany et al., 2001). Naturally,
larger housing devours more energy and uses more finite resources than smaller housing
units (McKibben, 2008; Glaeser, 2011). Compact developments are able to preserve greater
amounts of green space and put less stress on finite environmental resources.
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Sprawl creates an auto-dependent culture. Through the separation of single-use
zoning, sprawl generates more miles traveled by individuals (Downs, 1994; Duany et al.,
2001). The increase in travel causes traffic congestion (Dreier et al., 2001; Duany et al.,
2001). The excess congestion and travel increases the amount of environmental pollution
(Downs, 1994). In fact, two-thirds of all carbon monoxide emissions in the United States is
produced by automobiles (Williamson et al., 2002).
On the other hand, compact neighborhoods, with mix-uses within the same area,
decrease the number of miles that needs to be travelled. The shorter distance between places
encourages the use of alternative transportation, such as biking and walking (Leinberger,
2009; Owen, 2009).
Proponents of sprawl have attempted to discredit the claims of accelerated
environmental degradation created by sprawl, claiming exaggerations. (Gordon &
Richardson, 1997, 1998). Such claims have been discredited by other academic work, in
which the general consensus is that sprawl has a large negative net impact on the
environment. In contrast, compact development is more compatible with environmental
sustainability (McKibben, 2008).
Development Costs
There are many financial costs generated by sprawl. A number of these costs are
subsidized by urban area residents, while residents living in new developments escape paying
for the true total costs of their housing tenure choice. Logan and Molotch (1987) explained
how developers leverage local governments in order to develop land cheaply; thus, the new
community escapes paying for the true infrastructure costs it generates (Brueckner, 2000).
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Furthermore, the costs of local government services increase for everyone, as low density
growth continues. These costs often pass to non-mobile populations who are not benefiting
from the extension of services (Schragger, 2009). Another problem is that individuals from
outside the city use goods and services, such as roads but do not have to pay for them. This
creates a free rider problem (Brueckner, 2000).
Dreier et al. (2001) claimed that sprawl creates a financial burden for urban areas and
undermines their economic competitiveness. Kenworthy and Laube (1999), and Hartgen and
Fields (2009), reported that cities most dependent on automobiles are less wealthy and
economically competitive than cities oriented to a greater diversity of transportation modes.
Moreover, a study of 46 international cities reported that large urban areas characterized by
compact layouts and efficient transportation infrastructure are typically associated with
higher levels of productivity than other forms of urban settlements (Local Government
Commission’s Center for Livable Communities, 2000). Additionally, Schrank, Lomax and
Eisele (2011) calculated a $101 billion urban road congestion cost to Americans in 2010.
This figure included the opportunity costs to motorists, reduced productivity and increased
operating costs for trucking and shipping companies.
Compact areas are considered to be more competitive and productive than their low
density counterparts (Kenworthy &Laube, 1999; Hartgen &Fields, 2009; Brueckner, 2011;
Glaeser, 2011). Being more compact allows cities to benefit from agglomeration effects and
lower the costs of production. Furthermore, compact areas are centers for interaction,
innovation, creativity and the exchange of ideas (Glaeser, 2011; Florida, 2012; Speck, 2012;
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Katz &Bradley, 2013). These factors ultimately lead to a competitive advantage for compact
areas.
Social Capital
The flight of the middle and upper class into low density areas has eroded social
capital (Bothwell et al., 1998; Putnam, 2001; Warren et al., 2001). Social capital is a resource
exemplified in the social ties among people, networks, norms and trust (Sampson, 2012). The
degradation of social capital is detrimental to community by damaging civic engagement and
social capital. The deprivation in civic engagement and democratic participation contribute to
higher levels of distrust in the government (Putnam, 2001). As sprawl decays social capital,
highly valuable social networks are lost (Putnam, 2001). Furthermore, as sprawl continues to
promote privatism, the idea of the common good is lost.
Proponents of sprawl argue that living in compact developments have negative
societal bearings, such as riots, high levels of crime and social unrest. They claim that low
density sprawling developments ease the tension found in the densely compact areas (Gordon
& Richardson, 1998; Bogart, 2006).
Critics claim the sprawl model neither solves nor alleviates problems, but exacerbates
them (Jacobs, 1961: Dreier et al., 2001). Dense developments tend to increase the likelihood
of interaction, which translates to greater social capital (Bothwell et al., 1998; Putnam, 2001;
Leyden, 2003; DeLuca & Rosenbaum, 2010). One prevalent fear that drives people to
sprawling areas is the disproportionately high murder rate in the city compared to the
suburbs. However, if one were to calculate the murder rate versus the rate of automobile
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related deaths, the dense city might be safer than the suburbs (Leinberger, 2009; Speck,
2012).
Sprawl’s association with privatism, and the erosion of social capital, has contributed
to many poor neighborhoods being left behind. Furthermore, it has degraded opportunity
structures and meaningful democratic participation throughout the city.
Economic Segregation
A significant negative externality that is a byproduct of pursuing sprawl is the
economic segregation of neighborhoods. Sprawl has contributed to white and middle class
flight from the city. However, economic segregation is more than the separation of inner city
neighborhoods and the suburbs. It concerns the difference between neighborhoods of low
opportunity and high opportunity, which both can be found inside and outside most
American city’s limits. Some inner city enclaves are resource and opportunity rich, such as
Manhattan in New York City or the Highlands in Louisville, KY.
Dreier et al. (2001) and Wilson (1978, 2009, 2011) have shown that economic
segregation is a significant contributing factor to urban poverty across the United States.
Economic segregation has been found to accelerate inequalities, especially income
inequalities between neighborhoods of low opportunity and neighborhoods of high
opportunity. Economic segregation damages democratic processes and hinders the quality of
life for poorer residents (Wilson, 1978; Williamson, 2010).
Economic segregation intensified with the flight of affluent blacks. In 1968, the
federal government took action against racial segregation in the housing market and passed
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the Fair Housing Act. This enabled middle-class minorities with the economic means to
move to the suburbs (Dreier et al., 2001; Schwartz, 2006). The exodus of the black middle
class from the inner city caused lower class residents, many of whom were black, to
concentrate in inner-city ghetto neighborhoods. This caused pronounced inequality, since
income mixing had been more prevalent in ghetto neighborhoods. Simultaneously, the
economy was restructured. Manufacturing jobs held by lower class inner city workers left
the inner city for the periphery, or another country, leaving many of black inner city residents
unemployed (Wilson, 1978; Dreier et al., 2001; Squires, 2002). Sustained joblessness creates
self-destructive behaviors, obstructs the ability to socialize, and destroys social capital. In
addition, the search for structure has the potential to lead to gang membership among youth
(Anderson, 1990). The poor were concentrated in certain neighborhoods, mostly inner city
and first generation suburbs, thus creating concentrated poverty.
Neighborhoods of concentrated poverty contain limited opportunities. Therefore,
residents do not get to access to the same opportunities as those who live in high opportunity
neighborhoods (Rosenbaum, 1995; Dreier et al., 2001; Sampson et al., 2003; Sampson,
2012). In contrast, high opportunity areas have more resources, and are leveraged to provide
a higher quality of services. Opportunity rich neighborhoods are able to exercise
exclusionary practices, such as lot size requirements and density restrictions, which hinders
the mobility of poor residents and denies them the option to locate in opportunity rich areas
(Burns, 1994; Dreier et al., 2001; Duke, 2009; Briggs, 2010).
Wilson (1978), building off the work of Kain (1968), explained that economic
segregation produces two critical mismatches. The first is a job spatial mismatch, where the
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poor are limited in their ability to access areas that host a large number of entry level and low
skilled jobs. The urban poor are confined to areas with few low skill and entry level jobs. The
second example of spatial mismatch is in education, when the poor cannot access available
jobs because they lack the qualifications to hold those jobs. Many jobs in the city require a
higher level of education than most poor inner-city residents have attained. Access to jobs is
limited. The concentration of the poor, the inequalities they suffer, and the lack of
opportunity and class mobility create negative neighborhood effects (Kain, 1968, 1992;
Dreier et al., 2001; Briggs, 2005; Wilson, 1978). These negative effects include high crime
rates, deteriorating neighborhood conditions, joblessness, neighborhood disinvestment, loss
of social capital, shortage of neighborhood resources, deficiency in educational opportunities,
and an increase in health hazards (Bullard, 2000; Briggs, 2005; Wilson, 2009; DeLuca et al.,
2010; Acevedo-Garcia et al., 2010; Wilson, 1978).
One solution to the mismatches and economic segregation is to disperse
concentrations of impoverished individuals and provide them economic opportunities in
more opportunity rich neighborhoods. Another solution is to infuse neighborhoods with
resources and invest into the “brick and mortar,” bringing the opportunity to the
neighborhood without moving residents. Both solutions draw attention to residents’ level of
access to amenities needed for daily life; however, the proponents of these policies have not
conducted sufficient quantitative or qualitative formal testing of how their approaches would
facilitate such access. This is a major oversight, which this dissertation seeks to remedy.
While the distinction of neighborhood design has allowed researchers’ insight into the
neighborhood, little research has been conducted to understand the impact that walkability, as
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a measure of access, can have on neighborhoods and residents. Urbanists have long
considered walkability important (Jacobs, 1961; Newman, 1973), but they have been unable
to access a readily available quantifiable measurement of walkability. This was unavailable
until Front Seat Inc. launched their metric in 2008. Since then, researchers have studied the
impacts of walkability. The next section of this literature review will focus on the research
surrounding walkability while also providing a definition of walkability.
Walkability
Jane Jacobs (1961) described walkability as the core of urban vitality and vibrancy.
The mixture of short blocks, density, land use mix and building types create a “sidewalk
ballet” in which the residents and visitors of the neighborhood exist (Jacobs, 1961, p. 50).
Frequency of walking in a neighborhood signals an area is safe and interesting.
Walkability can be defined differently (e.g. proximity, accessibility, suitability).
Thus, it is important to establish an operational definition for the purpose of this dissertation.
Many associate walkability with suitability factors such as street width, number of lanes, safe
speeds, crossing improvements, presence of trees and other pedestrian level-of-service and
suitability factors (Dowling et al., 2008). Others cite perception of safety, such as fear of
crime or heavy traffic (Southworth, 2005). All these factors are important.
For the purpose of this study, a definition of walkability was developed that focuses
on accessibility based on the importance of destination, land use and population
characteristics (Ewing and Cervero, 2010). This definition does not dismiss the value of
suitability factors that improve the quality of the environment; nor does it deny Southworth’s
(2005) emphasis on safety, quality of path and path context, despite their exclusion. This
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study focuses on measurable factors, including various destinations and street connectivity.
Thus, Pivo and Fisher’s (2010) definition best fits this study, “…as the degree to which an
area within walking distance of a property encourages walking trips from the property to
other destinations” (p.2).
Walkability and Neighborhood Quality of Life
A large body of research has correlated neighborhood walkability with higher density,
street intersections, higher land use mix, and closer access to resources (Frank et al., 2003;
Frank et al., 2005; Moudon et al., 2006). Walkable neighborhoods tend to be denser, better
serviced by transit, more centrally located and have a greater land use mix. Studies have
found that neighborhoods classified as walkable have higher levels of incidental walking and
a lower incidence of obesity (Frank et al., 2007).
The American Obesity Association (2007) reported that 65% of American adults are
overweight and 30.5% obese. Wang et al. (2008) expect the rate of obesity to double within
the next ten years. Being overweight or obese increases the risks of high blood pressure, high
cholesterol, heart disease, stroke, cancer, gall bladder and respiratory disease, joint and bone
disease and diabetes (Pi-Sunyer, 1993).
Studies suggest that obesity is mitigated by increased activity associated with a
walkable environment. Studies have shown that light-to-moderate activity levels correlate
with substantially reduced risk of developing disease (Thompson et al., 1999; Hu et al.,
2003). Many urban planning scholars agree that the built environment influences physical
activity levels (Ewing, 2005; Handy et al., 2005; Handy et al., 2006). Furthermore,
environments that are walkable have been correlated with higher levels of walking (Saelens
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et al., 2003; Doyle et al., 2006) and decreased risk of obesity and related illnesses (Frank et
al., 2005).
Walkability, Economic Value and Demand
In addition to health benefits, a growing body of work shows walkable neighborhoods
encourage economic transactions and social exchanges (Litman, 2003, 2011), while
bolstering real estate property values (Cortright, 2009; Diao & Ferreira, 2010). Research by
Matthews and Turnbull (2007) showed that a grid-like street pattern increases property
values in more pedestrian-oriented neighborhoods and decreases property values in autooriented neighborhoods. Other work found that each incremental increase in walkability is
associated with an increase in property value of up to 9% (Pivo & Fisher, 2010).
Improved walkability entices consumers to purchase more local goods and promotes
greater economic resilience (Litman, 2006). The attributes associated with walkability may
also have the capacity to improve safety and decrease crime (Leslie et al., 2005; Foster and
Giles-Corti, 2008; Troy & Grove, 2008), which have an indirect effect on real estate values.
There is also literature that suggests walkability bolsters real estate values. A recent study
showed that increased consumer demand for walkable attributes spans socio-economic
statuses (Handy et al., 2008). This finding contradicts previous studies suggesting that many
individuals, especially Caucasians, prefer large single-family homes (Bajari and Kahn, 2005)
and racial homogeneity (Farley, et al., 1978; Farley et al., 1997; Krysan & Farley, 2001;
Meen & Meen, 2003).
There is limited evidence showing the extent to which walkability factors enter into
housing purchases; however, a broad spectrum survey of real estate professionals showed
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that walkability is considered a major amenity (Riggs, 2011). Consequently, there is a large
unmet demand for walkable neighborhoods, which drives price increases in central cities
(Frank et al., 2007; Leinberger, 2009).
Walkability and Foreclosures
Considering the economic and social-equity stabilization effects provided by
walkable neighborhoods, it is not surprising that recent studies have shown the resilience of
these areas in the face of economic crises. Studies have shown high patterns of foreclosures
inside the urban core and on the suburban fringe (Leinberger, 2009; Gilderbloom et al.,
2009); some studies have shown that suburban areas are suffering from higher rates of
foreclosure than the inner city (Immergluck 2009; NRDC, 2010). Other studies have
correlated foreclosures with higher transportation costs and longer trips to work (NRDC,
2010) and have shown a disproportionate impact on central city neighborhoods (Immergluck,
2009), which are presumably more walkable, but have a high minority population.
Recent studies associated reduced foreclosure probability with higher walkability.
One such study concluded that the probability of foreclosure varied according to income
(Rauterkus et al., 2010). In high-income areas, with higher walkability, the probability of
foreclosure was lower, while foreclosure increased in low-income areas with higher
walkability (Rauterkus et al., 2010). This could be due to the preponderance of minorities
who have historically lived in the low-income dense areas of inner cities, something apparent
in preliminary work in Louisville, Kentucky (Gilderbloom et al., 2012).
Walkability and Equity
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It is important to emphasize the limitations associated with self-selection and the
disproportionate resource choices available for the poor and minorities. Research indicates
self-selection of housing is often related to income (Nakosteen and Zimmer, 1980), and
neighborhood self-selection shapes behaviors (Handy et al., 2006; Ioannides and Zabel,
2008).
Many minorities remain unable to find adequate housing in cities, and cannot afford
to purchase nicer housing in the suburbs for a variety of reasons, including predatory lending
and insurance practices (Cutler, Glaeser & Vigdor, 1999). Past studies suggest a housing
markup of approximately 7% for blacks, compared to whites (Kain and Quigley, 1972).
Recent work confirms continued mortgage discrimination, resulting in lower ownership and
higher segregation (Ellen, 2008). Kain and Quigley (1977) pointed out that there can be a
price discount to blacks if the housing supply is large relative to the demand. Racial price
markups only exist where the minority population is constrained to a restricted supply. In
many of today’s majority-minority aging industrial cities, a surplus supply of housing
resulting from white flight resulted in low values and a racial price discount. This is
important because many health problems that might be mitigated by walkability, are focused
in areas with a higher proportion of minorities, compared to the general population (Galea,
Freudenberg & Vlahov, 2005; Geronimus & Thompson, 2004; Williams & Jackson, 2005).
Studies have suggested that certain populations, such as blacks, are less likely to engage in
walking behavior (Brownson et al. 2000). However, research has not often examined the
quantifiable aspects of the built environment and individuals relating to housing in walkable
neighborhoods.
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Talen and Koschinsky (2010) explained the importance of walkability to
neighborhood quality:
The effects of neighborhood form may be especially pronounced for low-income
residents who rely disproportionately more than high-income residents on
neighborhood and community-based resources. Research over the past decades has
confirmed that neighborhood form has a significant effect on physical health,
accessibility, crime, safety, and social interaction, all of which are important aspects
of neighborhood quality of life (p. 2).
Talen and Koschinsky (2011) demonstrated how walkability is disproportionately
distributed; nearly three quarters of the U.S. public housing is located in neighborhoods with
poor access to social services and facilities; thus, revealing the poor access and the lack of
opportunities that these neighborhoods possess, especially for low income families who tend
to be most affected by their physical environment.
Walkability and Neighborhood Access
Accessibility to goods and services is used to define spatial equality and is a central
theme in understanding cities (Pahl, 1979). Accessibility is seen as a way to expand
opportunities for all populations but has a profound impact on the impoverished (Jacobs,
1961; Wilson, 1978; Dreier et al., 2001; Gilderbloom, 2008; Talen & Koschinsky, 2011).
Neighborhood accessibility is transparent in measures of walkability, especially the measures
which calculate the proximity of amenities required for daily routines, “ … [local
accessibility is] primarily determined by nearby activity, most of which is oriented to
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convenience goods, such as supermarkets and drug stores, and located in small centers”
(Handy, 1993: p. 63). Density has been shown to correlate positively with neighborhood
access. Land use diversity is also associated with access; having a mix of desirable uses is
essential to create a sustainable mixed income neighborhood (Duany et al., 2001; Holin et al.,
2003). Land use diversity not only creates diverse neighborhoods, but makes them
economically resilient, which increases the level of accessibility in the area (Duany et al.,
2001).
Proximity to resources impacts the social mobility and opportunities of neighborhood
residents, especially for low income people who are vulnerable to the effects that limited
access has on time and money (Wilson, 1978). Though proximity does not always mean
access and improved outcomes, lower income residents, who rely on alternative or public
transportation, have a greater need for services and goods to be located in proximity
(Steinberg, 2010; Riggs, 2011).
Using walkability as a proxy for neighborhood access to measure opportunity has an
advantage. Information about accessibility provides scholars with a deeper understanding of
neighborhood design and features. Desirable neighborhoods can be more than just lowpoverty areas; the suburbs are areas of low poverty and still can be undesirable because they
contain few nearby amenities and are poorly serviced. By using neighborhood access in
conjunction with poverty measures, one can contrast the design, attributes and amenities of
various neighborhoods while continuing to account for neighborhood poverty.
Measures of Walkability
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In order to further the understanding of walkability as a concept, it is pertinent to trace
how it has been specified in previous research. This includes an understanding of how built
environment variables have been used to classify walkability, and how its specification has
evolved. As described in previous sections, a number of variables have been used to quantify
walkability; yet, only few variables have been consistently used throughout the literature. A
recent meta-analysis by Ewing and Cervero (2010) found street-grid connectivity to be the
strongest determinant of walkability. Other studies have identified the significance of
residential density, land use, individual characteristics (i.e. perceived safety and physical
health) and desirable destinations. This literature raises the question of how to best quantify
walkability.
Riggs (2011) identified three common indices of walkability. These indices are based
upon quantitative built environment variables measuring the environmental features,
population characteristics and proximity, they are as follows: (1) SMARTRAQ developed by
Frank, Andresen and Schmid (2004); (2) a GIS method that was developed by Leslie et al
(2005); and (3) the Walk Score tool that uses methods similar to SMARTRAQ.
SMARTRAQ
Frank, Andresen and Schmid (2004) developed SMARTRAQ from the Seattle
SMARTRAQ study. Using urban form variables, they created an index of walkability. The
variables used included: (1) net residential density (number of residential units per residential
acre); (2) street connectivity (number of intersections/square kilometer); and (3) land use
mix. These measures are normalized, weighted and combined using Z-scores. In later
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publications, Frank concluded that a higher weight for land use is a better measure of
walkability (Riggs, 2011).
GIS
Based upon Frank, Andresen and Schmid (2004), Leslie et al. (2007) developed a
method that uses a GIS buffer approach alongside urban form variables. Their walkability
index uses variables for dwelling density, intersection density, land use and net retail area.
Scores are normalized and summed, and each location is given a score on of 4 to 40. This
tool has a number of limitations with the exclusion of certain variables, which have been
pointed out in the literature. These variables include the presence of parks, walking path
conditions, accessibility to alternative transportation, topography, physical barriers and
individuals’ preferences.
Walk Score
Walk Score uses the Google database to measure the walkability of a location. The
methodology is similar to SMARTRAQ, combining land use mix, density and grid density.
Traditional Walk Score uses Google databases to calculate the distances of 13 amenity
categories5 that serve as a proxy for land use mix. Density is drawn from the current U.S.
Census data, and intersections are counted using an algorithm. Traditional Walk Score does
not reward more points to neighborhoods with multiple amenities in the same category, but
bases the neighborhood’s score on the closest amenity in each category. Each category has
the same weight in traditional Walk Score. The weighted z-scores for each category are
normalized and added together, with a range of scores between 0-100. The algorithm

5

The categories are: grocery store, coffee shop, movie theater, park, bookstore, drug store, clothing/music
store, restaurant, bank, school, library, fitness and hardware store.
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includes a decaying factor to control for the distance to amenities, which translates into lower
scores for amenities that are further away and a score of 0 for amenities outside of a one-mile
radius. Highest priority is placed on land use mix as the leading predictor of walking
behavior (Riggs, 2011). Walkability in this specification is a direct function of how many
destination categories are located within a short distance. Distances are not calculated based
on walking paths but as a straight line or “as the crow flies”.
The inability of traditional Walk Score methods to consider street quality, measuring
actual walking distance and the evenly distributed weight among categories, led the creators
to add a second measure for walkability. Streetsmart Score addresses the shortcomings of the
traditional score, although the traditional method is still available and widely used. The
Streetsmart Score accounts for street quality by measuring the number of intersections and
the average length of blocks in the neighborhood. However, many factors are still excluded
from this measure, such as quality of sidewalk and crime, but this is still an important
progression of the metric. Streetsmart Score uses actual walking distance, which allows for a
more accurate depiction of the neighborhood’s accessibility. Lastly, the Streetsmart Score
accounts for amenities that generate the most walkability. This is reflected in the new
weights Streetsmart metric gives to categories.
All the measures discussed here attempt to move the specification of walkability
beyond the idea of suitability. These measures are designed to implement walkability as a
proxy for accessibility and livability. This study focuses on walkability in terms of
accessibility, particularly the aspects of walkability that determine access to goods, services
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and various types of land use, while also including measurable factors that influence walking,
such as destination and connectivity.

Conclusion
This literature review demonstrates there is a gap in the scholarship concerning
walkability, principally because of a lack of research in mid-sized American cities. This
study seeks to fill this gap. Furthermore, this study will fill another gap in the literature by
examining how the socio-economic composition of walkable neighborhoods differs from
non-walkable neighborhoods. The next chapter will introduce the research questions and the
hypotheses used in this dissertation.
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CHAPTER III
RESEARCH QUESTIONS AND HYPOTHESES
This dissertation seeks to explore the relationship between walkability, as a proxy for
accessibility, and neighborhood housing markets and residential composition. A number of
questions that have emerged from the literature review will guide this dissertation:
How does walkability affect neighborhood housing dynamics in a
mid-size city? Does this differ from non-walkable neighborhoods?
What is the socio-economic composition of walkable
neighborhoods? How does that compare to the rest of the city?
This exploration seeks to better understand the impacts of accessibility on
neighborhood housing markets. Additionally, exploring the composition of walkable
neighborhoods, and the type of residents found there, will help to understand walkability as
well as the effects of policies that promote walkability.
The questions presented here have been developed into several hypotheses, which
have been categorized into two groups: 1) housing dynamics—examines the impact of
walkability on measures for neighborhood housing; 2) socio-economic composition —
surveys the impact of walkability on common measures used to identify the socio-economic
composition of a neighborhood. Below, each hypothesis is stated and explored by category.
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Housing Dynamics
H1: Housing valuation is more likely to be higher in neighborhoods with greater levels of
walkability.
Studies have explored the impact of walkability, as a proxy of access, on property
valuation (Cortright, 2009; Pivo & Fisher, 2010). However, these studies are limited in the
number of control variables used and their reliance on housing sales data. This study differs
from previous ones by using census tract aggregated data to understand the effect of
walkability on neighborhood housing valuation, and allowing for the use of more control
variables, such as the percentage of minorities in the neighborhood. Understanding the effect
of accessibility on housing valuation can enhance insight into programs and policies that
advocate for greater accessibility.
H2: Neighborhoods with greater levels of walkability are more likely to have a lower rate of
foreclosure.
A significant advantage in using 2000-2010 as the years for study is the ability to
examine the resiliency of neighborhoods after the housing market crash of 2007. The
differences in resiliency between neighborhoods with high versus low levels of walkability
has been a topic not well explored in the literature. However, some studies have discovered
that neighborhoods with higher levels of walkability tend to have fewer foreclosures
(Rauterkus et al., 2010; Gilderbloom et al., 2012). The model for exploration in this
dissertation is built upon the findings of Gilderbloom et al. (2012). This study examines the
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impact of walkability on the level of neighborhood foreclosures, while adding additional
control variables excluded from the Gilderbloom et al. (2012) model.
H3: Neighborhoods with greater levels of walkability are more likely to experience lower
vacancy rates.
Studies of walkability have shown that walkable neighborhoods are in high demand.
In fact, people will pay a premium to live in a walkable neighborhood (Leinberger, 2009;
Speck, 2012). Other studies show walkability is a prominent preference in that individuals
are willing to sacrifice preferences that have been previously dominant in housing tenure
decisions, such as the desire to live in a neighborhood with racial homogeneity (Riggs,
2011). Leinberger (2009) discussed the unmet demand of walkable neighborhoods, claiming
that the market is saturated by consumers who can’t secure the housing product they desire.
Thus, one can hypothesize that greater walkability creates more demand while decreasing the
number of vacancies in a neighborhood.
Socio-economic
H4: Walkable neighborhoods are more likely to have lower levels of poverty.
Higher levels of walkability can increase the attractiveness of the neighborhood;
especially, if Leinberger’s (2009) notion of an underserved demand for walkability holds
true. This suggests that, within city core or suburban rings, increasing walkability may help
to alleviate Wilson’s (2012) job spatial mismatch by bringing the inner city poor unemployed
into close proximity to jobs through the reintroduction of wealth, investment and business
into inner city neighborhoods. Conversely, walkability could further isolate the poor if a
42

situation is created where the demand prices the poor out of homes and causes them to leave
the neighborhood; thus, driving down the poverty of the neighborhood. The absence of
understanding which is occurring has caused a problem that has plagued poverty
deconcentration policy prescriptions. The intention of this research is to see if poverty
reduction is occurring in walkable neighborhoods and if the walkable neighborhoods are
significantly different from those that are not walkable.
H5: Walkable neighborhoods are more likely to have higher levels of racial integration.
Handy et al. (2008) suggested that the preference for walkable neighborhoods could
span socio-economic preferences traditionally associated with housing tenure choice, such as
racial homogeneity. If this is so, one would expect the city’s walkable neighborhoods to have
higher levels of racial integration compared to other non-walkable neighborhoods in the same
city. This incidence is particularly important to understand, especially since policies aimed at
urban renewal are often criticized for being unable to create a greater racial mix in the
neighborhood (Brazley and Gilderbloom, 2007).
H6: Walkable neighborhoods are more likely to have lower unemployment levels.
Walkable neighborhoods locate shopping and entertainment near residents. Bringing
amenities closer to individuals increases access and creates employment opportunities. Thus,
walkable neighborhoods located in the inner city can help overcome the job spatial mismatch
identified by Wilson (2012).
Greater employment in these areas contributes to two possible outcomes (or a
combination of them): 1) greater increases in employment for the population in the
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neighborhood; 2) greater numbers of employed middle income individuals move into these
neighborhoods, which can raise prices that push low income persons out of neighborhoods.
Whatever the explanation, it is important as a preliminary step to determine if a difference in
unemployment figures exists between neighborhoods with high walkability versus low
walkability.
Conclusion
The hypotheses explored in this dissertation will contribute insights into the housing
and socio-economic characteristics of walkable neighborhoods. Results will illuminate the
impact of walkability, as a measure of access, and contribute to current policy discourse.
Prior to exploring these hypotheses, the methodology and data used in this dissertation will
be reviewed.
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CHAPTER IV
METHODOLOGY
In this dissertation, quantitative methods are implemented to explore the impact of
walkability on neighborhoods. This dissertation relies on cross-sectional data points to assess
the housing and socio-economic aspects of neighborhoods. A quasi-experimental design is
used to analyze the proposed hypotheses. The quasi-experimental design provides more
validity than a non-experimental design; however, it lacks the levels of internal validity and
control that is present with a true experimental design. This design allows the researcher to
reveal the effects of a given attribute, i.e. the impact of walkability, on a given dependent
variable(s). Prior to discussing the statistical methods to be used in this analysis, a review of
the specific study area will be discussed.
Study Area: Louisville
Louisville, Kentucky, a medium-sized U.S. city, one of 150 cities in the United
States, with a population greater than 50,000 that is not located within 40 miles of another
neighboring city of more than 50,000 (Appelbaum et. al, 1976; Gilderbloom &Appelbaum
1988; Ambrosius et al., 2010; Gilderbloom et al., 2012). Louisville provides an excellent
case study, since it is more representative of typical U.S. cities than that of a mega city.
Louisville’s urban landscape possesses characteristics representative of other U.S. cities such
as Indianapolis, IN, Lexington, KY, Nashville, TN and Fresno, CA (Appelbaum et al., 1976;
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Ambrosius et. al, 2010). Scholars consider the Midwest region to be the most representative
demographically of all the regions in the U.S. (Ambrosius, 2010). These representative
demographic characteristics include a minority population of approximately one-third in the
inner city core and one-fifth across the metropolitan area. Popularly held to be the “gateway
from the North to the South”, Louisville’s location on the border of the South and Midwest
sections of the U.S., and its proximity to the Ohio River, similarly result in cultural
characteristics comparable to other large Northern and Midwestern populations. River cities
such as St. Louis, Memphis, New Orleans and Cincinnati have similar characteristics
(McMeekin, 1946; Ambrosius et al., 2010).
Prior to 2003, the city of Louisville was a separate entity from Jefferson County
(Savitch and Vogel, 2004; Ambrosius et al., 2010). Subsequent to their merging in 2003, the
consolidated “Louisville Metro” ranked 18th in population nationally and 48th as a
Metropolitan Statistical Area (U.S. Census Bureau, 2007).
Louisville may be further reduced into sub-regions, which include the following: 1)
the poorer African American region in western Louisville; 2) the wealthier white
neighborhoods in eastern Louisville; 3) and the working class mixed-race neighborhoods in
the southern region. Louisville Metro government has attempted to redefine the city’s
perception of its housing markets subsequent to the merger, with the reclassification of three
new regions: 1) the inner beltway (inner ring); 2) the area between the beltways (middle
ring); 3) and, outside the outer beltway (outer ring) (Louisville-Jefferson County Metro,
2006). Despite these efforts, eastern Louisville has retained its reputation as a superior
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housing submarket, and western Louisville is still largely perceived to house undesirable land
and an impoverished populace.
Louisville’s mid-size and relative isolation make it a more manageable study area
than mega cities or other mid-sized areas in proximity to megalopolis regions (Ambrosius,
2010). While research findings on Louisville are not representative of the nation as a whole,
or even all other cities, a Louisville case study provides results that are more generalizable
for the typical American community.
Statistical Methods
This dissertation uses both descriptive and analytical statistics to address the
hypotheses above. The changes between groups are examined using univariate descriptive
statistics. Ultimately, this examination will progress to multivariate modeling techniques
including linear regression, also known as ordinary least squares (OLS), spatial lag (SLM),
spatial error regression (SEM) and logistic regression (Agresti and Finlay, 2009; Talen, 2010;
Schutt, 2011; Talen and Koschinsky, 2011). These methods have been employed in past
research and still are used in current studies (Holin et al., 2001; Popkin et al., 2004; Talen &
Koschinsky, 2011).
Linear Regression: Ordinary Least Squares
A linear regression equation attempts to calculate a linear relationship between the
dependent variable and a single or a set of independent variables. The multiple linear
regression (MLR) equation, in simple form, is represented below:
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y= xβ + e

(1)

Y is the dependent variable; xβ is a trajectory of independent variables; and e is an
error term.
There has been a multitude of procedures developed for parameter estimation and
interpretation for linear regression. The most common is ordinary least squares (OLS), which
estimates β by minimizing the sum of squared prediction errors. Although it is rather
unsophisticated, compared to more modern techniques, many scholars still rely on this
method solely for their analysis or as an initial point of analysis (Krueger and Lewis-Beck,
2008). There are a number of assumptions that OLS regression is based upon and can be
referenced in any statistical text (see Agresti and Finlay (2009) or Stevens (2009) for a full
discussion).
Spatial Regression: Lag and Error
With OLS regression, one cannot depict the neighborhood characteristics that are
often influenced by adjacent neighborhoods or a clustering of amenities, thus creating a
spatial dependence. The inability of OLS regression to compensate for spatial dependence
may violate the assumptions concerning the independence of errors and can create biased or
inefficient estimates. In order to overcome these complications scholars have developed two
techniques: spatial lag models (SLM), which addresses spatial correlation in the dependent
variables, and spatial error models (SEM), which accounts for spatial correlation in error
terms. Unlike OLS, both techniques rely on maximum likelihood when making estimates.
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The SLM model contains an autocorrelation parameter, which is the average value of
the dependent variable for the neighboring jurisdictions. Thus, the standard MLR formula is
transformed:
Y= pWy+ xβ + e

(2)

Y is the dependent variable; xβ is a trajectory of independent
variable(s); p is the spatial autocorrelation parameter; W is the spatial
weight matrix; and e is an error term.

The way SEM model alters the standard MLR formula is:
Y= λWy+ xβ + e

(3)

Y is the dependent variable; xβ is a trajectory of independent
variable(s); λ is the spatial error parameter; W is the spatial weight
matrix; and e is an error term.
Since both errors and lag have the possibility to occur in the examination, both tests
are performed to compare the conclusions to the results of the OLS. This illuminates how the
results can possible change when controlling for spatial dependence that can be present in the
OLS model.
Logistic Regression
The last statistical method applied to this dissertation is a Logistic Regression. When
attempting a regression on a nominal variable one cannot rely on OLS regression for a
number of reasons (Agresti and Finlay, 2009). The first assumption of OLS regression is that
the variance of the dependent variable is constant across values of the predictor(s). Second, if
linear regression is implemented, the predicted values will become greater than one and less
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than zero along the X-axis. These values are theoretically inadmissible. Third, since there are
only two categories for the dependent variable, the test’s regression weights for OLS are
unreliable. Therefore, in testing the socio-economic composition of neighborhoods logistic
regression will be relied on since the dependent variable is a binary coding of whether a
neighborhood is walkable or non-walkable, and the independent variables are a mix of
continuous and categorical variables. A full model in simple form is represented below:
Logit [P(y=1)] = α + xβ

(4)

Where [P (y=1)] is the probability of an event to occur; α is the
constant; and xβ is a trajectory of independent variables.
In this model, the dependent variable is the natural log of the binary variable.
Therefore, it describes a population’s proportion to the independent variables. Furthermore,
this method relies on maximum likelihood to fit the model, which is more appropriate for
binary data than least squares (Agresti, 2009; Babbie, 2012).
Housing: H1-H3
Using OLS, this dissertation engages neighborhood median assessed value as the
dependent variable for neighborhood housing valuation. Median assessed housing value is
represented in three measures (2000, 2010 and the percent change in value between 2000 and
2010). Median assessed value is used rather than sales prices for several reasons. First, local
assessment data was collected by the Jefferson County Property Valuation Administration
and is readily available for analysis. Second, assessments closely approximate actual market
values, despite their reputation as undervaluing properties (Ambrosius et al., 2009;
Gilderbloom et al., 2009). Proponents of using assessed values in analysis argue that gross
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assessment error is corrected by the appeals process and audits by state governments and that
assessed value ‘‘acts as a proxy for the true market value’’ (Clapp and Giaccotto 1992: 301).
Kentucky Revised Statute 134.385 requires that local property assessments be at least 80% of
the fair market value. Therefore, it is assumed that assessed value is a proxy for true market
value. As defined by Lacour-Little and Green (1998), the rationale for this portion of the
dissertation is explained by the following equations:
P = V + e1;

(5)

A = V + e2;

(6)

E [e1] =E [e2] = 0;

(7)

E [A –P] = 0;

(8)

P is selling price; A is assessed value; V is market value; and e1 and e2 are error terms.
Housing scholars view OLS hedonic modeling as an appropriate way of measuring
the effects of neighborhood amenities on housing values (Gilderbloom and Appelbaum,
1988; Cortright, 2009; Ambrosius et al., 2010; Pivo and Fisher, 2010; Gilderbloom et al.,
2011). In this model it is assumed that a house [H] is a package of characteristics described
by its structure [S], neighborhood [N] and local public services [L], represented below:
[H] = f ([S] [N] [L])

(9)

The OLS model for this hypothesis uses important control variables identified in the
literature focusing on the impacts of amenities on housing valuation, while testing the
importance of walkability. A full model is represented below:
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Y= α + β1* Walk Score/Streetsmart + β2 * distance to the central business
district+ β3 * percent of nonwhite residents + β4 * median housing age + β5 *
number of housing units + β6 * number of bus stops + β7 *high interest loans
+ β8 * percent of vacant units + β9 * median household income + β10 total
crime 2007 per 1,000 residents + β11 * total jobs located in tract + e
(10)
Where Y is mean housing valuation; α is the constant; and e is an error term.
The second dependent variable in the housing dynamics section that is tested is
foreclosures. Using data provided by the Jefferson County Property Valuation
Administration, a raw count of foreclosures is calculated in each tract from 2004-2008.
Furthermore, building off the work of Gilderbloom et al. (2012), this examination seeks to
improve their foreclosure model by adding additional control variables to their significant
findings. A full model the second hypothesis is represented below:
Y= α + β1* Walk Score+ β2 * distance to the central business district+ β3 *
percent of nonwhite residents + β4 * median housing age + β5* number of
housing units + β6 * total crime 2007 per 1,000 residents + β7 * high interest
loans ^ + β8 number of bus stops ^ + β9* total jobs located in tract ^ + β10 *
median household income + e
(11)
Where Y is the number of foreclosures; α is constant; e is an error term;
and ^ notes new control variables different from Gilderbloom et al.
(2012).
The final dependent variable for the housing dynamics is the vacancy rate for the
census tract. Using data from the 2000 and 2010 U.S. Census Bureau, the vacancy rate for
each census tract was gathered. If walkability does create greater demand, then it can be
assumed that the vacancy rate will be lower. A full model for the third hypotheses is
represented below:
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Y = β1* Walk Score/Streetsmart + β2 * distance to the central business
district+ β3 * percent of nonwhite residents + β4 * median housing age + β5 *
number of housing units + β6 * number of bus stops + β7 * median household
income + β8 total crime 2007 per 1,000 residents + β9 * total jobs located in
tract + e
(12)
Where Y is vacancy rate; α is constant; and e is an error term.
A spatial regression is also implemented for each of these hypotheses to control for
autocorrelation. These assessments allow for greater control and understanding of the
impacts of walkability on neighborhood housing dynamics (Appelbaum et al., 1976; Galster
et al., 1999; Gilderbloom et al., 2011; Gilderbloom et al., 2012), particularly if there are
benefits for living in areas with higher walkability.
Socio-economic: H4-H6
Logistic regression is used to understand the socio-economic characteristics of
walkable neighborhoods. Understanding the socio-economic attributes of a walkable
neighborhood and if they differ from non-walkable neighborhoods is relatively absent from
the literature. For this section, the walkability index will be used in order to develop a
nominal walkable neighborhood. This nominal variable will serve as the dependent variable
and the variables present below will be key independent variables in the model. This
examination will allow further insight into the typical resident who lives in these
neighborhoods.
The first variable examined is poverty. Understanding the poverty level allows insight
into the ability of impoverished individuals to reside in these neighborhoods. The second
variable is racial integration, which is represented by the number of nonwhite residents in the
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neighborhood. The third is the median age of residents within each census tract, which is the
average of age of all residents within the neighborhood. The fourth variable, the average size
of households, is the mean size of households in each census tract. The last variable is the
unemployment level of the census tract. This will help identify if employment is higher in
neighborhoods that are walkable. A full model that will be tested in this section is
represented below:
Y = α + β1* median age of resident + β2 * percent of unemployed people + β3
* percent of nonwhite residents + β4 *percent of families in poverty + β5*
average size of household + e
(13)
Where y is the probability of the neighborhood being walkable
(1=walkable/0=non-walkable); α is the constant; and e is an error term

Data and Variables
This dissertation relies on quantitative data. Data was procured from the following
sources: 1) the U.S. Census 2000 and 2010 Decennial Census; 2) the 2011 American
Community Survey; 3) the Jefferson County Property Valuation Administration (JCPVA); 4)
the Louisville Metro Police Department (LMPD); 5) the Walk Score database; and 6) the
Louisville/Jefferson County Information Consortium (LOJIC) system.
Dependent Variables
The following section discusses the various dependent variables employed in this
dissertation and how each is specified. This dissertation uses dependent variables that
measure the socio-economic and housing conditions of neighborhoods in mid-sized
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American cities. Some of these variables are also used as control variables in other statistical
models within this dissertation.
Median Assessed Value. For this study, data from 2000 and 2010 Jefferson County
Property Valuation Administration is utilized to calculate the median value of residential
property in each census tract for each period of time. This dissertation examined the property
value for neighborhoods in 2000 and 2010. Also examined is the raw dollar change in
property value from 2000-2010. The groups (walkable and non-walkable) are compared to
identify if walkable neighborhoods have significantly higher changes in property values.
Foreclosures. Data from the JCPVA is used to measure foreclosures from 2004 to
2008 per census tract. With this data, the foreclosure rates among neighborhoods is
compared. From this, the analysis will be able to identify if walkable neighborhoods are more
likely to be stable, especially during the time of an economic recession.
Vacancy Rate. When a neighborhood becomes desirable, then it can be posited the
vacancy rate in the neighborhood will be lower. Walkable neighborhoods have amenities that
have been found to be highly desired (Cortright, 2009). The greater demand, if present in
this sample, should be reflected in lower vacancy rates of the neighborhood. Using
information from the U.S. Decennial Census, the vacancy rates in the neighborhoods from
2000 and 2010 will be calculated. From this data, the neighborhoods are compared to explore
the possibility of a relationship existing between walkability and vacancy rates.
Walkable Neighborhoods. In order to understand the composition of a walkable
neighborhood, a binomial variable identifying whether or not a neighborhood is walkable
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was generated. Using the traditional Walk Score index and the Streetsmart Score index, two
separate variables were created. Neighborhoods with a Walk Score of (50-100) are
considered walkable and coded with a 1 while neighborhoods with a score of (0-49) were
considered non-walkable and coded with a 0. This variable specification will allow for an
exploration of the composition of walkable neighborhoods to understand if it differs from
neighborhoods lacking walkability.
Independent Variables
This section discusses independent variables, both control and test variables. It is
important to note that some of the dependent variables discussed above will also serve as
control variables in other models.
Key Test Variables
Traditional Walk Score and Streetsmart Score. While there have been many methods
established that objectively measure the walkable environment, this study takes advantage of
the tool established by Walk Score, as the key test variable of this analysis. Developed by
Front Seat Inc., in partnership with academics, Streetsmart Score uses a method similar to
Frank’s SMARTRAQ model, which combines land use mix, density, and street grid density
based on geo-location. Google is used to index adjacent amenities as a proxy for land use
mix, density comes from U.S. Census figures and intersections are counted using an
algorithm on a street network. The weighted scores are summed and normalized to 100,
yielding a score from 0–100, from least to most walkable. These methods place the highest
priority on land use mix as the leading predictor of walking behavior.
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Using the Walk Score tool has clear advantages. While many tools employ surveys,
self-reporting, audits and observational data measures, the Walk Score tool provides a direct
and replicable manner of assessing geospatial, population and land use characteristics to
benchmark walkability (Brownson et al., 2009; Heath et al., 2006). Studies have concluded
that the Walk Score suffices as a reliable tool for measuring the walkability of an area, and
may be more accurate than other tools, as Google tends to be reviewed and updated on a
more frequent basis than other static databases (Carr et al., 2010, 2011; Duncan et al., 2011).
Although, the traditional Walk Score has been validated in the literature, it is still scrutinized
for the calculation of distances by the straight line measure and for giving equal weight to all
amenity categories.
For the purposes of this study, the Streetsmart Score of the census tract will also be
used. New developments by WalkScore.com allow researchers to procure aggregate levels of
the Streetsmart Score data. Streetsmart Score has other advantages as well: 1) since it uses
actual walking distances, it is a more accurate representation of accessibility; 2) the creators
take into account that certain amenities are more important to access than others, this is now
reflected in their new scores where categories that Frank et al. (2004) and others have shown
to be more important have a heavier weight; and 3) the metric has taken into account the
number of intersections within a mile and the average length of a block within a mile, these
measures reflect the importance of street quality.
While this method provides a research solution to determine a location’s walkability
it also has limitations. First, the tool is limited based on its reliance on Google Maps as an
underlying database, with potential flaws in the exact geo-location and classification of use
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categories (which are often user contributed). Second, the tool does not account for all
variables for street quality (such as the presence of trees, sidewalk width, etc.) and safety
(from traffic or crime). Third, a Walk Score is a measure of opportunity for residents of a
neighborhood. It does not translate to greater walking activity; rather it indicates that
amenities are more easily accessible. Lastly, similar to other metrics, the tool may suffer
from aggregation errors based on the unit of spatial analysis.
Poverty Levels. Data employed from the 2000 and 2010 U.S. Decennial Census is
used to measure the poverty levels for the neighborhoods. Understanding if walkability is
correlated with a lower neighborhood poverty level will go far to inform planners and
neighborhood redevelopment policies.
Racial Integration. Understanding if a difference exists in racial composition of
walkable neighborhoods is an important aspect of walkability that needs further explanation.
Using U.S. Decennial Census data from 2000 and 2010, the percent of non-white residents is
calculated by removing anyone who is identified as white from the total population of the
neighborhood and dividing the remainder by the total number of residents in the census tract.
From this measure, the analysis is able to determine if walkable neighborhoods are correlated
with greater racial diversity compared to non-walkable neighborhoods.
Unemployment. Walkable neighborhoods, which are associated with mix use
communities, are believed to bring businesses and investments to the neighborhood
(Leinberger and Alfonso, 2012; Swanson, 2012). This in turn, will create jobs and help
overcome the job spatial mismatch, especially if they are located near the inner city. In order
to measure unemployment rates, data from the 2000 and 2010 U.S. Census Data is used to
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create two measures, one for each point in time. From this data, the analysis will detect if
there is a difference for the unemployment rates of walkable neighborhoods compared to
non-walkable neighborhoods.
Age of Resident. An important demographic of walkable neighborhoods to investigate
is the age range of the residents. Riggs (2011) analysis suggests that there is a curvilinear
relationship between neighborhood accessibility and age. To put it in other words, he found
that younger and older populations tend to live in walkable neighborhoods while middle aged
individuals tend to live in non-walkable areas. In order to test this notion, data from the 2000
and 2010 U.S. Census will be used to calculate the mean age of residents each census tract.
Integrating this into the logistic regression will allow an understanding into who resides in
accessible neighborhoods.
Average Household Size. The average size of a household is another important aspect
to consider in understanding the composition of walkable neighborhoods. Riggs (2011) and
Speck (2012) presented evidence suggesting younger households without children and empty
nesters are more likely to live in walkable areas, usually because they do not need large
housing and enjoy the closeness of amenities. Utilizing data from the 2000 and 2010 Census,
the average household size of each tract was calculated.
Control Variables
OLS Neighborhood Characteristic Variables. A number of neighborhood characteristic
variables are used within this study that have been deemed important within the literature and
may correlate with housing market dynamics, socio-economic composition or walkability.
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The first variable controlled for is distance to the central business district (CBD) in miles.
This is calculated using Census data to identify the census tract centroids of the
neighborhoods and the centroids of the city’s CBD. Second, the percent of nonwhite
residents in the neighborhood is included. This is calculated by subtracting the number of
residents identified as Caucasian non-Hispanic from the total number of residents and
dividing this number by the total number of residents. This measure of race has been used in
various neighborhood level examinations (Ambrosius et al., 2010; Gilderbloom et al., 2012).
Third, median housing age for the tract is taken from the Census. Fourth, the number of
housing units per census tract is taken from the Census. Fifth, the number of bus stops
located in each tract is included. This is an interesting control variable serving as a proxy for
access to public transportation. Sixth, the high interest loans from 2007-2008 is used to serve
as a proxy of the number of high-priced loans in the area. The information for this variable is
provided by the JCPVA. Seventh, the percent of vacant units in the neighborhood is derived
from Census data. Eighth, neighborhood wealth is controlled for by using the median
household income provided by the Census. Ninth, the crime rate in 2007 per 100,000
residents is relied upon as a measure of crime. While it would more preferable to have a
measure that includes more years, the author found it difficult to obtain information at this
level, and as Savitch (2012) has indicated there is sometimes great difficulty in obtaining
data from certain city departments. The final control used in this analysis is the total number
of jobs located in each tract, which is derived from the Census.
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Conclusion
Having defined the research questions, hypotheses, methodology and the
specification of the variables, the next chapter will test the hypotheses used to explore the
impact of walkability on neighborhood composition and housing markets. The results will be
presented in two chapters: the first focusing on hypotheses related to housing and the second
presenting findings related to the socio-economic composition of neighborhoods.
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CHAPTER V
HOUSING CHARACTERISTICS
This chapter examines the results of the hypotheses related to neighborhood housing
dynamics, as outlined above. This chapter relies on ordinary least squares (OLS) regression
and spatial regression in order to determine if walkability is associated with neighborhoods
housing valuation, foreclosures and vacancies. All models in this section were checked for
multicollinearity, the tolerance score for all variables exceeded the threshold of .2 and the
variance inflation factors were under 10. Therefore, no problems related to multicollinearity
were detected. Prior to introducing the models, the descriptive statistics of the variables used
in this chapter will be explored.
Descriptive Statistics
The descriptive statistics for the variables used in the analyses for this chapter are
located in Table 5.1 and Table 5.2. The variables are presented in three variations: 1) the
statistics for all neighborhoods in Louisville; 2) statistics for walkable neighborhoods (Walk
Score 50-100); and 3) statistics for all non-walkable neighborhoods (Walk Score 0-49).
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All Neighborhoods
Source
Year
Mean Std Dv N
Median Assessed Value, 2000
JCPVA
2000
88594.26 49071.48 169
Median Assessed Value Per Average Square Foot, 2000
JCPVA
2000
56.17
17.76
168
Median Assessed Value, 2010 +
JCPVA
2010
125888.8 70499.32 169
Median Assessed Value Per Average Square Foot, 2010 +
JCPVA
2010
77.74
25.15
168
Change in Median Assessed Value, 2000-2010 +
JCPVA
2000-2010 36794.61 27685.79 169
Change in Median Assessed Value per Square Foot, 2000-2010 + JCPVA
2000-2010 21.56
10.34
168
Percentage of Vacant Units, 2000 *
JCPVA
2000
6.4
4
170
Percentage of Vacant Units, 2010 +*
JCPVA
2010
11.04
7.52
170
Total Number of Foreclosures
JCPVA
2004-2008 54.79
44.56
170
+ variable was translated into the boundaries of the 2000 census tracts; * variable is both a DV and an IV

Table 5.1 Descriptive Statistics for Dependent Variables
Walkable Neighborhoods Non-walkable Neighborhoods
Mean Std Dv N Mean
Std Dv N
77289 41624.53 45 92664.2 51029.5 125
50.31 18.54 45 58.19
17.1
125
119324.2 35132.42 45 128199.56 73046.07 125
71.53 26.88 45 79.88
24.27 125
40371.93 35132.42 45 35535.4 24583.12 125
21.22 11.37 45 21.68
10
125
8.13
4.03
45 5.83
3.86
125
13.4
6.94
45 10.19
7.56
125
40.29 43.2
45 60.02
44.05 125

Dependent Variables
Table 5.1 lists the basic descriptive statistics for the dependent variables in this
section. The mean for median assessed housing value for Louisville’s neighborhoods in 2000
was $88,504.26, walkable neighborhoods mean for assessed housing value is roughly
$15,000 less than non-walkable neighborhoods. This period of time is the beginning of the
housing bubble where housing values throughout the city were at relatively high due to the
high demand and ease to buy (Gilderbloom, 2007; Ambrosius et al., 2010). Figure 5.1 shows
that the median assessed value for Louisville neighborhoods in 2000 are higher in the outer
rings, which reflect historic trends (Ambrosius et al., 2010).
A portion of this difference may be explained in the variation of housing size. Since
housing in sprawling areas is generally larger, and nearly all of those census tracts in
Louisville are considered not walkable, these homes will have higher values (Pivo and
Fisher, 2010). In order to control for differences in size, this dissertation uses median
assessed value per average square foot in housing. When this was done, the difference
between the means of walkable and non-walkable neighborhoods in 2000 was not as blatant
(less than $8 a square foot). Figure 5.2 displays the higher values of median assessed value
per square foot in 2000 have greater distribution throughout the city compared to the median
assessed value specification. However, the outer rings do tend to have higher values.
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Figure 5.1 Median Assessed Value 2000
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Figure 5.2 Median Assessed Value per Square Foot 2000
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In 2010, there was a significant change in housing valuation, especially in the
differences between the two types of neighborhoods. The mean assessed valuation for the
city was $125,888.80, for walkable neighborhoods it was $119,324.20 and for non-walkable
neighborhoods it was $128,199.56. Figure 5.3 shows that neighborhood median assessed
values have increased in the inner and middle ring, especially in the eastern portion of each
ring. The trend of higher valuation in the outer ring neighborhoods continues.
When examining the median assessed value per square foot in 2010 the mean for the
city was $77.74. Non-walkable neighborhoods ($79.88) had a slightly higher mean than
walkable neighborhoods ($71.53). Figure 5.4 shows neighborhood median assessed value
per square foot in 2010 is higher in the outer rings. Although, the difference between
neighborhoods is not as stark compared to a measure of solely median assessed value in
2010. Furthermore, the eastern portion of the city still tends to have higher levels of
valuation.
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Figure 5.3 Median Assessed Value 2010
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Figure 5.4 Median Assessed Value per Square Foot 2010
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The mean for median assessed housing value change between 2000-2010 shows that
housing values did increase, but the increase was greater in walkable neighborhoods. Figure
5.5 shows the change in median assessed value from 2000-2010, which tends to follow the
trend of outer ring neighborhoods having higher valuation. Figure 5.6 median assessed value
per square foot from 2000-2010, show this measure follows the tends to trend of median
assessed value in which the outer rings tend to have higher valuation per square foot
especially the Eastern sections.
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Figure 5.5 Median Assessed Value Change 2000-2010
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Figure 5.6 Median Assessed Value Change per Square Foot, 2000-2010
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The total number of foreclosures from 2004-2008 reveal there is a difference between
the mean of foreclosures for walkable and non-walkable neighborhoods. The mean for the
city was 54.79, walkable neighborhoods had a mean of 40.29 and non-walkable
neighborhoods had a mean of 60.02. Figure 5.7 shows the number of foreclosures from 20042008 is higher in the western section of the Louisville. Additionally, the number of
foreclosures seems to increase in the outer rings. The higher rates of foreclosures in the
suburban areas are consistent with national trends (Immergluck, 2009).
The mean for vacancy rate in 2000 and 2010 shows there is a minor difference
between vacancy rates for two types of neighborhoods. The mean for the all the
neighborhoods in the city for 2000 was 6.4% and increased by 5% in 2010. Walkable
communities mean for vacancy tends to be higher than non-walkable communities, roughly a
3% difference in both 2000 and 2010. Figure 5.8 shows vacancy rates for 2000, which
reveals that vacancy tends to be higher in the inner most ring, especially in the North West
portion. Figure 5.9 reveals the 2010 vacancy rates for neighborhoods is similar to 2000, in
which the inner ring, especially the western portion of the rings, tend to have higher vacancy
rates.
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Figure 5.7 Total Foreclosures From 2004-2008
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Figure 5.8 Vacancy Rate 2000
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Figure 5.9 Vacancy Rate 2010
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As reviewed, there are differences between the means of walkable neighborhoods visa-vis non-walkable neighborhoods. The question is whether differences between
neighborhoods are statistically significant.
Independent Variables
Table 5.2 lists the descriptive statistics for the independent variables used in the
models in this section. The number of bus stops within each census tract is a measure which
indicates the level of access each census tract has to public transportation. The variable
revealed the mean number of bus stops per census tract in Louisville for 2000 was 24,
walkable neighborhoods on average tend to have more bus stops than non-walkable
neighborhoods. On average this measure decreased in 2010 for the city as a whole and for
non-walkable neighborhoods, but it remained relatively the same for walkable
neighborhoods.
The average percentage of nonwhite residents per census tract for Louisville was 25%
in 2000. This number slightly increased to 31% in 2010. For walkable neighborhoods, the
average percent of nonwhite residents was 29% for 2000 and it increased to 34% in 2010
while, in neighborhoods considered non-walkable, the average percent of nonwhite
individuals was roughly 24% in 2000 but it increased nearly 7% in 2010. Suggesting that the
rate of minorities moving into neighborhoods considered non-walkable accelerated faster
than in walkable neighborhoods.
The median housing age in Louisville was roughly 39 years, but this number was
greater for walkable neighborhoods. This is expected since walkable neighborhoods tend to
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be located in older portions of the city (Leinberger, 2009). This also applies to the distance to
the central business district variable as well, the average for all Louisville census tracts was 7
miles; however, the distance is greatly reduced for walkable neighborhoods since most of
these neighborhoods are the oldest and tend to be closest to the city core compared to nonwalkable neighborhoods. The average number of housing units per census tract for the city of
Louisville was 1,296 in 2000. This number increased by nearly 500 in 2010. Walkable
neighborhoods tend to have fewer housing units per census tract than non-walkable
neighborhoods. However, both had large average growth rates from 2000-2010 but walkable
neighborhoods show a larger increase in growth between the two groups.
The mean for median income for households in Louisville was $40,524 in 2000. This
increased by approximately $7,000 in 2010. Walkable neighborhoods had a mean of $30,826
in 2000 and only increased by $2,000, but non-walkable neighborhoods had an average of
$44,015 in 2000 and increased by over $7,000 in 2010. The total number of jobs within the
census tract reveals that walkable census tracts, on average, hold more jobs within their
borders than non-walkable neighborhoods. However, all three specifications suffered a loss
of jobs in 2010.
There was an average of 6.5 occurrences of crime per 100,000 residents in 2007 in all
of Louisville’s neighborhoods. When examined solely in walkable neighborhoods the mean
for crime per 100,000 residents in 2007 was slightly higher (8.76) than non-walkable
neighborhoods (5.69). The average number of high interest loans for all Louisville
neighborhoods from 2007-2008 was 9.92. The mean for walkable neighborhoods was 6.58
which was less than the number of non-walkable neighborhoods (11.12). The Traditional
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Walk Score index reveals that Louisville is a car dependent city, with a mean of 43. There is
a blatant difference between the mean of scores for walkable neighborhoods (72) and nonwalkable neighborhoods (32). The last variable Streetsmart Score index, which is a more
stringent control for neighborhood design compared to Traditional Walk Score, also depicts
Louisville as a car dependent city with a mean score of 29. The differences between the
means of walkable (68) and non-walkable neighborhoods (19) are greater than the
Traditional Walk Score index.

79

80

Number of Bus Stops within Census Tract, 2000
Number of Bus Stops within Census Tract, 2010
Percentage of Nonwhite Residents, 2000
Percentage of Nonwhite Residents, 2010
Median Housing age, 2000
Median Housing age, 2010
Distance to the Central Business District, 2000
Distance to the Central Business District, 2010
Number of Housing Units, 2000
Number of Housing Units, 2010
Median Household Income, 2000
Median Household Income, 2010
Total Jobs within Tract, 2000
Total Jobs within Tract, 2010
Total Occurances of Crime per 100,000 residents
High Interest Loans
Walkscore
Streetsmart Walkscore

Table 5. 2. Descriptive Statistics for Independent Variables
Source
LOJIC
LOJIC
Census
Census
Census
Census
Census
Census
Census
Census
Census
Census
Census
Census
LMPD
JCPVA
walkscore.com
walkscore.com

Year
2000
2010
2000
2010
2000
2010
2000
2010
2000
2010
2000
2010
2000
2010
2007
2007-08
2008
2013

All Neighborhoods Walkable Neighborhoods Nonwalkable Neighorhoods
Mean Std Dv
N Mean Std Dv N Mean
Std Dv N
24.34
18.86 170
32.58
23.52 45
21.38
15.97 125
21.74
18.93 174
32.68
23.92 41
18.72
16.14 149
25.35
29.51 170
29.47
29.98 45
23.87
29.32 125
31.36
26.78 174
34.45
26.66 41
30.52
26.84 149
38.73
15.06 170
49.49
12.72 45
34.86
13.95 125
45.73
18.83 190
64.02
10.42 41
40.70
17.48 149
7.03
4.03 170
3.70
2.42 45
8.24
3.82 125
8.21
4.49 190
3.42
2.25 41
9.52
4.03 149
1296.4
602.03 170 992.24 591.55 45
1296.40 605.03 125
1758.37
600.74 190 1627.34 603.91 41
1794.43 596.85 149
40524.45 19527.82 170 30826.20 13113.65 45
44015.82 20304.72 125
47876.99 23976.73 190 32898.63 14910.76 41
51998.55 24388.50 149
2379.85 5340.91 170 3456.56 8162.47 45
1992.24 3829.31 125
2157.1 4991.08 190 3043.68 7967.44 41
1913.14 3791.77 149
6.5
3.22 170
8.76
7.66 45
5.69
4.11 125
9.92
7.29 170
6.58
6.74 45
11.12
7.12 125
42.69
23.6 170
71.98
9.63 45
32.15
17.41 125
29.45
24.86 190
68.12
13.47 41
18.80
14.56 149

OLS Results:
Median Assessed Valuation
The first models discussed are those for the median assessed value in 2000 and
median assessed value per square foot in 2000, see Table 5.3. Both model’s adjusted Rsquared values (.77 and .86 respectively) were in a range of most hedonic models for
neighborhood level valuation (Gilderbloom and Appelbaum, 1988; Ambrosius et al., 2010;
Gilderbloom et al., 2009). The 2008 measure of neighborhood walkability was used in order
to detect the influence of walkability on the 2000 measures of value. While this measure was
not taken in 2000, it is the closest available measure and can still serve as a proxy measure
(Gilderbloom et al., 2012).
When examining the impact of Walk Score in 2000 for the measure of median
assessed value, there was no significant impact. Furthermore, the distance to the central
business district, median housing age and percent of vacant housing units were also nonsignificant. This can be understood as 2000 was within the time frame of the housing bubble
where the price of real estate was rapidly increasing in all areas of the city (Ambrosius, 2010;
Gilderbloom et al., 2009). Furthermore, since housing is generally larger in non-walkable
areas, it would naturally cost more. Therefore, median assessed value per average square foot
would a more appropriate specification to understanding the difference in value. All other
variables in this model were significant, and their relationships to median assessed value
were consistent with the findings in the literature (Gilderbloom and Appelbaum, 1988;
Cortright, 2009; Ambrosius, 2010; Gilderbloom et al. 2010). In this model, median
household income, the number of housing units, and the number of bus stops within the
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census had the largest impacts on determining median assessed value, as measured by
standardized beta.
Table 5.3 also contains the model with median assessed value per average square foot
in 2000. In this model, walkability is significant and is positive correlated with median
assessed value per average square foot. This provides support for the hypothesis that
walkability does have a positive influence on housing values. The percent of vacant units and
median housing age also showed to be statistically significant under this specification, and
the negative relationship that each displayed is consistent with the literature. Two variables,
the total number of jobs per tract and number of housing units per census tract, lost
significance in this model when compared to the first. Although, the total number of jobs per
census tract is approaching significance. The standardized beta indicates that the percent of
nonwhite residents, median housing age and Walk Score are the three variables with the most
impact on median assessed value per average square foot in 2000. The next model will
examine if walkability had a statistically significant impact on housing valuation in 2010.
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Table 5.3 Median Assessed Value 2000 OLS Regression
Model 1:
2000 MAV
Unst

Model 2:
2000 MAV per Sq Ft

Beta

Constant

18906.58

-

Standard Error

14760.37

-

Walk Score, 2008

126.08

Distance to the CBD, 2000

-1109.52

0.061

Unst

Beta

55.85***

-

7.02***

-

.104*

.135*

-.34

-.076

-.16***

-.266***

-.197*

-.168*

-.002

-.054

Percent of Nonwhite Residents, 2000

-0.091
-275.56*** 0.17***

Median housing Age, 2000

-175.93

Number of Housing Units, 2000

-15.98***

-.054
.197***

Number of Bus Stops in Tract, 2000

300.18***

.115***

.128*

.021*

Percent of Vacant Units, 2000

-24.84

-.002

-1.65***

-.36***

Median Household Income, 2000

2.49***

.990***

.00001***

.000***

Total Jobs located in Tract

7.08*

.077*

.000+

.000+

Adj. R2
F

.86

.77

118.50

62.83

169
167
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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The next models, three and four, examine the impact of walkability on neighborhood
median assessed value in 2010 and neighborhood median assessed value per square foot in
2010, see Table 5.4. The adjusted R-squared for model 3 and 4 show the explained variation
of the data to be over 80 % (.845 and .813). It is important to note that these models contain
more variables than in the previous model; this is due to the lack of data and the inability of
gathering a measure within a time frame that would stand as a proxy for conditions that
would affect housing prices in 2000. Also, it uses a more stringent measure of Walk Score
known as Streetsmart Score6. Taking this into account, model 3, which looks at the median
assessed value for each census tract in 2010, shows a significant positive correlation with
walkability. The significant finding in 2010 despite its insignificance in 2000 is not a
discrepancy, but it is expected. The directionality of the relationships between median
assessed value and the independent variables were as expected in the literature. There are
four variables that were not significant in this model: distance to the central business district,
high interest loans, the amount of crime in 2007 per 100,000 residents and the total number
of jobs within each tract. However, the high interest loans variable is approaching
significance. As discussed above, there is generally a difference in the size of housing so a
more appropriate measure of a neighborhood’s median assessed value would control for the
difference in housing size.
Model 4, which examines median assessed value per square foot in 2010, reveals
walkability is still statistically significant. This finding corresponds with the model for 2000,

6

Although, the model was tested with the same measure of Walk Score as used for median assessed valuation
in 2000. The results for both measures were similar, but this measure gives better depiction of a
neighborhood’s accessibility. These tables are available upon request.
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thus providing additional evidence to support the hypothesis of walkability having a positive
correlation with a neighborhood's median assessed valuation for housing. In this
specification the amount of crime in 2007 per 100,000 residents, the total number of jobs
within each tract and high interest loans becomes significant. However, the number of
housing units does lose significance in this specification, which is congruent with this
specification for 2000. Lastly, distance to the central business district remains consistent, in
that it is not significant in this model either.
These two cross-section points of time demonstrate that walkability is positively
correlated with median assessed value, even with the absence of significance in the first
model for median assessed value in 2000. Now, the changes in median assessed value will be
tested to understand if walkability still has a significant correlation.
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Table 5.4 Median Assessed Value 2010 OLS Regression
Model 3:
2010 MAV

Model 4:
2010 MAV per Sq Ft

Unst

Std

Unst

Std

Constant

28324.81

-

97.62***

-

Standard Error

21275.16

-

8.455***

-

Streetsmart Score

467.66**

.165**

.162**

.158**

Distance to the CBD, 2010

-1419.01

-.081

-.109

-.017

Percent of Nonwhite Residents, 2010

-357.75**

-.148**

-.28***

-.32***

Median housing Age, 2010

-567.2*

-.122*

-.47***

-.283***

Number of Housing Units, 2010

-17.29**

-.147**

0

-.008

Number of Bus Stops in Tract, 2010

453.74**

.122**

.193**

.13**

High Interest Loans

-843.08+

-.087+

-.454**

-.131**

Percent of Vacant Units, 2010

-237.67

-.014

-1.56***

-.243***

Median Household Income, 2010

3.46***

.952*** .000***

.000***

2007 Total Crime per 100,000 Residents

-.112

-.009

-.001***

-.157***

Total Jobs located in Tract

.353

.565

.001**

.113**

Adj. R2

.845

.813

F

84.35

67.07

168
167
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is census
tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001.

The change in median assessed value between 2000 and 2010 is specified in two
ways: 1) raw change of median assessed value and 2) raw change of median assessed value
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per average square foot, see Table 5.5. Since Streetsmart Score is a more stringent measure
of walkability, it will be used instead of the 2008 Walk Score. Both models present adjusted
R-squared values that account for over half of the variation in each specification.
The first model in Table 5.5, examined the raw change in median assessed value,
reports a significant positive relationship between walkability and the change in median
assessed value. Thus, demonstrating that walkability is correlated with greater increases in
neighborhood median assessed value. Distance to the central business district, number of
housing units, number of bus stops in the tract, high interest loans and the percent of vacant
units showed no significance in the model. As discussed previously, it is more appropriate to
control for the difference in housing sizes.
The second model in Table 5.5 does control for housing size with a dependent
variable of median assessed value change 2000-2010 per square foot. This model also shows
walkability having a significant and positive relationship to the dependent variable. These
findings correspond with the findings of the other models, save the first one. Only one
variable changed to significant in this model, high interest loans. The directionality of the
variables held across both models.
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Table 5.5 Changes in Median Assessed Value Between 2000-2010 OLS Regression
Model 6:
Model 5:
2000-2010 MAV per Sq Ft
2000-2010 MAV chg
chg
Unst

Std

Unst

Std

Constant

1818.97

-

32.16***

-

Standard Error

12827.06

-

5.52***

-

296.382***

.267***

.14***

.327***

Distance to the CBD, 2000

-663.57

-.096

-.12

-.05

Percent of Nonwhite Residents, 2000

-142.19*

-.149*

-.11***

-.299***

Median housing Age, 2000

-348.32*

-.19*

-.291***

-.426***

-5.96

-.129

.0

-.03

Number of Bus Stops in Tract, 2000

156.85

.107

.05

.08

High Interest Loans

-302.6

-.08

-.3**

-.21**

Percent of Vacant Units, 2000

-17.46

-.003

-.172

-.07

1133.21***

.794***

.127**

.238**

-.96**

-.189**

.000*

-.151*

.827*

.16*

.0*

.140*

Streetsmart Score

Number of Housing Units, 2000

Median Household Income, 2000
2007 Total Crime per 100,000
Residents
Total Jobs located in Tract
Adj R2
F

.64

.53

27.57

18.03

168
167
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Foreclosure
Table 5.6 contains the single model examining foreclosures occurring between 2004
and 2008. This examination will capture the end of the housing bubble and the eventual crash
that occurred in 2007. This work is an extension and an attempt to improve the model
presented by Gilderbloom et al. (2012). Although their examination also uses Louisville as a
study area, they used data from 2007 and the first six months of 2008 while this study
implements a data set that covers a longer period of time. Furthermore, new variables are
included that were absent from their analysis, and median sales price is replaced with median
household income.
The model has a relatively strong adjusted R-squared value that reveals over fourfifths of the variation in the dependent variable is explained with this model. This is an
improvement compared to the adjusted R-squared of .77 in Gilderbloom et al (2012).The
measure for Walk Score, Walk Score index of 2008, has a statically significant relationship
with the number of foreclosures to occur in each tract from 2004-2008. Moreover, this
relationship is negative which indicates the greater the Walk Score for a neighborhood, the
fewer number of foreclosure to occur. Furthermore, the total number of jobs and median
household income, two of the new variables added, were also significant and had a negative
relationship with foreclosures. However, the number of bus stops in a tract was not
significant. The variables high interest loans, the percent of nonwhite residents and the
number of housing units exerted the strongest effects in the model, as measured by the
standardized beta. All variables that were indicated as significant in the Gilderbloom et al.
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(2012) study were significant and share the same directionality as in their model. Therefore,
the evidence indicates the inclusion of the new variables into the model was appropriate.
Table 5.6 Foreclosures 2004-2008 OLS Regression

Model 7:
Foreclosures 2004-2008
Std

Constant

Unst
-39.109**

Standard Error

15.600**

Walk Score

-.315***

-.167***

Distance to the CBD, 2000

2.371**

.214**

Percent of Nonwhite Residents, 2000

.621***

.411***

Median housing Age, 2000

.772***

.261***

Number of Housing Units, 2000

.022***

.298***

High Interest Loans

2.751***

.450***

Number of Bus Stops in Tract, 2000

.144

.061

Median Household Income, 2000

.000***

-.213***

2007 Total Crime per 100,000 Residents

.001***

.171***

Total Jobs located in Tract

-.002***

-.182***

-

.81

Adj R2

73.99

F

169
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of
aggregation is census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Vacancy
Table 5.7 contains the model for the vacancy rate for Louisville census tracts for the
year 2000. The adjusted R-squared for this test reveals only 45 % of the variation in the
dependent variable has been explained by the model. When examining the relationship
between walkability and vacancy, there is no significant relationship present in the model.
Only distance to the central business district and the percent of nonwhite residents were
significantly correlated with the dependent variable. Although, the total number of jobs
located in each tract was approaching significance. The percent of nonwhite residents,
distance to the central business district, and the total number of jobs located in each tract had
the largest impact in on vacancy rate, as determined by the standardized beta.
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Table 5.7 Vacancy Rate 2000 OLS Regression

Model 8:
Vacancy Rate, 2000
Unst

Std

Constant

5.98**

-

Standard Error

2.36**

-

Walk Score

-.009

-.054

Distance to the CBD, 2000

-.274*

-.274*

Percent of Nonwhite Residents, 2000

.064***

.471***

Median housing Age, 2000

-.01

-.038

Number of Bus Stops in Tract, 2000

.008

.035

Median Household Income, 2000

.0

-.039

Total Jobs located in Tract

.0+

.139+
.45

Adj. R2

20.64

F

169
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of
aggregation is census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001

When examining the vacancy rate for 2010, the findings were somewhat consistent.
The R-squared shows that the model explained 50% of the variation of the vacancy rate for
neighborhoods in 2010. Walkability again does not have a significant relationship to the
dependent variable. In this specification only two variables were significant, the percent of
nonwhite residents and the median household income. Percent of nonwhite residents has
positive relationship with the dependent variable while median household income has a
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negative relationship. These two variables along with total jobs in the tract 2010 had the
largest relative magnitude in the model, as measured by the standardized beta. From these
two models, 8 and 9, it would seem that in Louisville walkability did not have any significant
impact on vacancy rate during these two cross sections in time.
Table 5.8 Vacancy Rate 2010 OLS Regression

Model 9:
Vacancy Rate, 2010

Unst
Constant

Std
8.796*

-

Standard Error

-.006

-

Streetsmart Score

-.006

-.019

Distance to the CBD, 2010

-.26

-.144

.088***

.346

Median housing Age, 2010

.061

.121

Number of Bus Stops in Tract, 2010

-.035

-.089

Median Household Income, 2010

-4.701E-005***

-.122

Total Jobs located in Tract, 2010

.000

.270

Percent of Nonwhite Residents, 2010

.5
Adj.
21.72
F
190
N
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of
aggregation is census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
R2
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All of the OLS models presented in this section still have a probability of suffering
from some type of spatial autocorrelation. This could create misleading estimates in the
model; therefore, it is necessary to examine if spatial autocorrelation is present and if so how
the independent variables react when spatial autocorrelation is included in the model.
Spatial Regression
Median Assessed Value
The findings from the OLS models for median assessed value suggest that walkability
has a significant positive relationship with median assessed value in Louisville
neighborhoods for all the specifications, save one median assessed value 2000. For the
purpose of this section, only the dependent variables that controlled for the average size of
the housing were tested. As discussed earlier, this specification is a better measure for testing
neighborhood median assessed value.
Table 5.9, contains the results for model 2 (median assessed value per square foot in
2000) alongside the SLM and SEM. The bottom of the table contains several statistical test to
indicate the presence of spatial dependence (Anselin et al., 1996). The OLS model displays a
positive spatial autocorrelation in its residuals, as indicated by the significant Moran’s I.
Furthermore, the Lagrange Multiplier test indicate the presence of spatial lag and error. The
additional forms of these tests are robust to the presence of one another. Both robust test still
indicated the presence of lag and error within the model. This model indicates that the OLS
regression coefficients and significance reports were misleading due to spatial dependence.
In particular, the walkability variable loses significance. Also, median housing age and
number of bus stops per census tract lose significance. Total jobs per tract increases and
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becomes significant. All of the coefficients diminished in SEM and SLM, but the rate of
decline was not consistent across the spatial models. The parameters for each spatial test, rho
and lambda respectively, were significant indicating the presence of spatial dependence.
However, the log likelihood ratio test for both spatial models was statistically significant at
the .001 level, meaning that while both SEM and SLM improved model fit, neither one
completely removed the spatial effects. SEM had better model fit, as indicated by greater
gains in R-squared and log likelihood.
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Table 5.9 Median Assessed Value per Square Foot 2000 Spatial Regression
Model 2:
Model 11:
Model 12:
2000 MAV per
SLM 2000 MAV
SEM 2000
Sq. Ft
per Sq. Ft
MAV per Sq. Ft
Unst
Unst
Unst
Constant
55.85***
10.75 *
38.46***
Walk Score, 2008
.104*
.02
.014
Distance to the CBD, 2000
-0.34
.13
.67*
Percent of Nonwhite
Residents, 2000
-.16***
-.07**
-.075*
Median housing Age, 2000
Number of Housing Units,
2000
Number of Bus Stops in
Tract, 2000
Percent of Vacant Units,
2000
Median Household
Income, 2000

-.197*

.001

.042

-0.002

.0

.001

.128*

.03

.02

-1.65***

-0.45***

-.38**

.00001***

.0***

.0***

Total Jobs located in Tract

.000+
.0***
.0***
Lag (rho)
.7***
Error (lambda)
.91***
Log Likelihood
-620.85
-543.1
-532.26
.75
R2
.91
.93
Moran's I (error)
.52***
Lagrange Multiplier (lag)
137.23***
Robust LM (lag)
30.58***
Lagrange Multiplier (error)
120.12***
Robust LM (error)
13.46***
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Table 5.10 contains the results for model 4 (median assessed value per square foot in
2010) alongside the SLM and SEM. The OLS model has a positive Moran’s I, suggesting the
presence of spatial dependence in the model. The Lagrange Multiplier tested positive for both
spatial lag and error. The robust version of the lag test tested significant, while the robust for
error was not. This suggests that the model suffers from spatial lag.
While the OLS coefficients estimates can be misleading, they remained somewhat
consistent across the models. In this specification, the walkability measure did remain
significant across all models. Therefore, even when spatial dependence is controlled for
walkability relationship is still significant and positive. Three variables, number of bus stops
per tract, high interest rate loans and total crime per 100,000 residents, lost significance.
Furthermore, the OLS coefficients diminished in the spatial models, except for distance to
the central business district which increased. The parameters for each spatial test, rho and
lambda, were significant at the .001 level. SEM proved to be the better model fit, due to its
greater gains in R-squared and log likelihood. However, both spatial models had a
significant log likelihood ratio. Therefore, even though spatial dependence is controlled for it
is still present within the models.
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Table 5.10 Median Assessed Value per Square Foot 2010 Spatial Regression
Model 4:
Model 13:
Model 14:
2010 MAV
SLM 2010 MAV
SEM 2010 MAV
per Sq. Ft
per Sq. Ft
per Sq. Ft
Unst.
Unst.
Unst.
Constant
97.62***
34.88***
65.77***
Streetsmart Score
.16**
.13**
.14*
Distance to the CBD, 2010
-0.109
-.26
-.55
Percent of Nonwhite
Residents, 2010
-.28***
-.16***
-.16***
Median housing Age, 2010
Number of Housing Units,
2010
Number of Bus Stops in
Tract, 2010
High Interest Loans
Percent of Vacant Units,
2010
Median Household
Income, 2010
2007 Total Crime per
100,000 Residents
Total Jobs located in Tract

-.47***

-.23**

-.29***

-.0

-.0

-.0

.193**

.04

.05

-.454**

-.24 +

.03

-1.56***

-.49**

-.06

.000***

.0***

.0***

-.001***

-.0

-.0

.001**
-655.29
0.82
.4***
105.01***
39.16***
70.4***

-.0***
.0***
Lag (rho)
.63***
Error (lambda)
.92***
Log Likelihood
-587.2
-595.11
.92
.93
R2
Moran's I (error)
Lagrange Multiplier (lag)
Robust LM (lag)
Lagrange Multiplier (error)
Robust LM (error)
4.5
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation
is census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Table 5.11 contains model 4 (changes median assessed value per square foot from
2000-2010) alongside the results of the SLM and SEM. The OLS model has a positive
Moran’s I, suggesting the presence of spatial dependence in the model. The Lagrange
Multiplier tested significant for both spatial lag and error. The robust test for lag was
significant while the robust test for error was not. Suggesting the model suffers from lag.
While the OLS coefficients suffered from spatial dependence, the results were rather
consistent. The walkability measure remained significant across all the models. Suggesting
that even when spatial error and lag are controlled for walkability still has a positive
significant correlation with the change median assessed value per square foot from 20002010. Two variables, 2007 total crime per 100,000 residents and high interest loans, lost
significance when spatial dependence was placed in the model. Both of the models’
parameters for spatial dependence test significant at the .001 level. R-squared and log
likelihood were greater in SEM, suggesting it has better model fit. However, both models log
likelihood ratio was significant at the .001 level suggesting that although spatial dependence
is controlled for it is still present in the models.
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Table 5.11 Changes in Median Assessed Value per Square Foot From 2000-2010
Spatial Regression
Model 6:
Model 15:
Model 16:
SLM 2000-2010
SEM 2000-2010
2000-2010 MAV
MAV per Sq. Ft
MAV per Sq. Ft
per Sq. Ft chg.
chg.
chg.
Unst
Unst
Unst
Constant
32.16***
22.3***
31.55***
Streetsmart Score
.14***
.06***
.09**
Distance to the CBD,
2000
-.12
-.4
-.23
Percent of Nonwhite
Residents, 2000
-.11***
-.09***
-.12***
Median housing Age,
2000
-.291***
-.23***
-.033***
Number of Housing
Units, 2000
0
-.002
-.0
Number of Bus Stops
in Tract, 2000
0.05
-.036
-.0
High Interest Loans

-.3**

-.02

.04

Percent of Vacant
Units, 2000
-.172
-.06
-.06
Median Household
Income, 2000
.127**
8.38E-005*
9.55E-005*
2007 Total Crime per
100,000 Residents
.000*
-.0
-.0
Total Jobs located in
Tract
.0*
.0***
.0***
Lag (rho)
.07***
Error (lambda)
.78***
Log Likelihood
-559.67
-539.48
-534.59
2
.64
R
.73
.77
Moran's I (error)
.27***
Lagrange Multiplier
(lag)
40.1***
Robust LM (lag)
8.03**
Lagrange Multiplier
(error)
33.5***
Robust LM (error)
1.5
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Foreclosures
The OLS regression results suggest walkability has a significant negative relationship
with foreclosures from 2004-2008. Table 5.12 contains the OLS model for foreclosures from
2004-2008 along with the SEM and SLM. The Moran’s I for the OLS model was significant
indicating the presence of spatial dependence in the model. The Lagrange Multiplier for lag
and error indicate the presence of both spatial lag and error. However, the robust version of
these tests suggest only error is present in the model.
The results were rather consistent across the three models. The walkability variable
held across all models, and the coefficient estimate increased when spatial dependence was
included in the model. Furthermore, it remained significant at the .001 level. The one
variable that was not significant in the OLS model, number of bus stops per census tract,
became statistically significant and the coefficient also increased. Distance to the central
business district was the only variable to lose significance across the models; however, it was
approaching significance. With the exception of Walk Score and number of bus stops per
census tract, the coefficients diminished across the models but the changes were not
significant. The spatial parameters for each test were significant at the .001 level. The Rsquared and log likelihood indicate that SEM is best in terms of model fit. Although, both log
likelihood ratio tests determine that spatial dependence is still present in both models.
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Table 5.12 Foreclosures from 2004-2008 Spatial Regression
Model 7:
Model 17:
Foreclosures
Foreclosures
2004-2008
2004-2008
Variable
Unst
Unst
Constant
-39.109**
-29.89*
Walk Score
-.315***
-.36***
Distance to the CBD, 2000
2.371**
1.2 +
Percent of Nonwhite
Residents, 2000
.621***
.5***
Median housing Age, 2000
Number of Housing Units,
2000
High Interest Loans
Number of Bus Stops in
Tract, 2000
Median Household Income,
2000
2007 Total Crime per
100,000 Residents
Total Jobs located in Tract

Model 18:
Foreclosures
2004-2008
Unst
-23.77
-.407***
1.47 +
.57***

.772***

.6***

.68***

.022***

.02***

.02***

2.751***

1.2***

1.5***

.144

.2***

.3***

-.000***

-.0***

-.000***

.001***

.0***

.0***

-.002***
-710.99
0.86

-.0***
.22***
-705.37

-.002***
.52***
-700.01

Lag (rho)
Error (lambda)
Log Likelihood
R2
0.87
.89
Moran's I (error)
.22***
Lagrange Multiplier (lag)
10.8***
Robust LM (lag)
0.8
Lagrange Multiplier (error)
21.15***
Robust LM (error)
11.10***
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Vacancy
The OLS regression results did not signify a significant relationship between
walkability and vacancy rates. Table 5.13 contains the OLS regression for neighborhood’s
vacancy rate in 2000, model 8, alongside the SLM and SEM. The significant Morin’s I
denotes spatial dependence is present in the model. The Lagrange Multiplier test for lag and
error were both significant at the .001 level. However, only the robust test for lag was
significant.
The OLS results were somewhat consistent with the spatial models. All of the
coefficients did diminish in the spatial models. The measure for walkability remained nonsignificant. The total number of jobs located in the tract did increase in terms of significance
in both SLM and SEM models. The sign for number of bus stops per census tract did change
to a negative relationship in the spatial models. In terms of model fit, SEM had greater
increases in R-squared and log likelihood. Both of the log likelihood ratio tests were
significant at the .001 level which indicates that although spatial dependence was controlled
for in both spatial models it is still present in the model.
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Table 5.13 Vacancy Rate 2000 Spatial Regression
Model 8:
Model 19:
Vacancy Rate,
SLM Vacancy
2000
Rate, 2000
Variable
Unst.
Unst.
Constant
5.98**
2.3
Walk Score
-.009
-.003
Distance to the CBD,
-.274*
2000
-.144
Percent of Nonwhite
Residents, 2000
.064***
.03**

Model 20:
SEM Vacancy
Rate, 2000
Unst.
7.5**
-.02
-.28 +
.04 **

Median housing Age,
2000

-.01

-.009

.009

Number of Bus Stops
in Tract, 2000

.008

-.003

-.004

Median Household
Income, 2000
0
1.49E-05
8.64E-006
Total Jobs located in
Tract
.0+
9.87E-005*
.0001**
Lag (rho)
.63***
Error (lambda)
.705***
Log Likelihood
-447.76
-422.18
-420.9
2
.37
R
.57
.59
Moran's I (error)
.35***
Lagrange Multiplier
58.72***
(lag)
Robust LM (lag)
4.66*
Lagrange Multiplier
54.57***
(error)
Robust LM (error)
.5
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001

104

The final model for this section can be found in Table 5.14, which contains the OLS
for the vacancy rates in 2010, model 9, alongside the SLM and SEM. The Moran’s I for the
OLS was statistically significant indicating the presence of spatial dependence. The Lagrange
Multiplier tests reveal the presence of both lag and error in the model. However, the robust
tests for both lag and error are not significant.
The OLS coefficients remained fairly similar across the models. Although, the
coefficients diminished in the spatial models, except for distance to the central business
district, which increased. The measure for Walk Score remained non-significant. The number
of bus stops in each tract became significant and the sign remained constant; thus, it
demonstrated a negative relationship with the dependent variable. Each of the spatial
parameters was significant at the .001 level. In terms of model fit, both models were similar.
Each of the log likelihood ratio test was significant indicating that although spatial
dependence was controlled for it is still present in both models.
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Table 5.14 Vacancy Rate 2010 Spatial Regression

Variable

Model 9:
Vacancy Rate,
2010
Unst

Model 21:
SLM Vacancy
Rate, 2010
Unst

Model 22:
SEM Vacancy
Rate, 2010
Unst

Constant

8.796*

5.9

10.8*

-.006

-.019

-.03

-.26

-.26

-.45

.088***

.06***

.08**

.061

.09 +

.13*

-.035

-.06*

-.06*

-4.70E-005***

-3.52E-005

-5.64E-005 +

.000

.0004***

.0004***

-

.33***

-

Error (lambda)

-

-

.39***

Log Likelihood

-528.41

-525

-525

.54

.58

.58

Moran's I (error)

.15***

-

-

Lagrange Multiplier (lag)

12.8***

-

-

Streetsmart Score
Distance to the CBD,
2010
Percent of Nonwhite
Residents, 2010
Median housing Age,
2010
Number of Bus Stops in
Tract, 2010
Median Household
Income, 2010
Total Jobs located in
Tract, 2010
Lag (rho)

R2

Robust LM (lag)
2.01
Lagrange Multiplier
(error)
11.01***
Robust LM (error)
.25
Notes: Unst.= unstandardized beta; Beta= standardized beta. Level of aggregation is
census tract. + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001
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Summary and Conclusion
This chapter has examined the impacts of walkability on median assessed housing
valuation, foreclosures and vacancy rates for neighborhoods in Louisville, KY. The findings
in this section suggest walkability has a significant correlation with housing valuation and
foreclosures in Louisville, KY.
In terms of housing valuation, walkability was positive significant in all the OLS
models with the exception of Model 1, the 2000 median assessed valuation specification.
Although, this is expected as the housing bubble was flourishing during this period along
with the fact that suburban areas exhibit substantially higher median assessed values, which
is the reason why median assessed value per square foot was offered as a more superior
specification. This suggests that in Louisville there is a walkable premium in terms of
housing. However, the data was spatial and spatial regression was introduced in order to test
for and control for autocorrelation. Since value per square foot was a superior measure, this
was the only version of each median assessed value specification that was tested. The spatial
regression revealed that for 2010, and the change in median assessed value between 2000 and
2010, walkable neighborhoods still had a higher valuation. Despite the insignificance of the
year 2000, the significant findings of all the other specifications for median assessed
valuation suggest Louisville’s housing stock located in areas with greater walkability demand
a higher price compared to similar housing in areas with lower levels of walkability.
These findings suggest the walkable premium as discussed by scholars Ehrenhalt
(2012), Leinberger (2009) and Speck (2012) exists in Louisville, which is a more
representative study area compared to the mega cities used in other studies. Additionally, it
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suggests Louisville’s walkable neighborhoods’ housing values were more resilient during the
Great Recession.
In addition to housing values, the number of foreclosures from 2004-2008 had a
statistically significant negative relationship with walkability. Therefore, walkable
neighborhoods generally suffered from fewer foreclosures compared to non-walkable
neighborhoods. These findings reveal the possibility of walkable neighborhoods being more
resilient during times of economic turmoil (Immergluck, 2009). The significant findings
surrounding foreclosures add value to research concerning foreclosure risk factors, such as
Pivo (2013), but this study differs in that it examines a midsize city with longitudinal data.
These associations, foreclosures and median assessed value, propose that walkability
is a value proposition—that more walkable areas have higher housing values and are less
prone to foreclosure. These facts are especially timely when put into the context of the
housing market collapse. The results imply that neighborhoods designed in the spirit of Jane
Jacobs pedestrian communities, with safe and connected streets, high levels of density, and
varied land uses, not only benefit residents though the intrinsic health and environmental
benefits of more walking, but also offer owners the possibility of a more resilient and stable
economic value.
The lack of significance between walkability and vacancy rates does not necessarily
debunk the idea of walkable neighborhoods having greater levels of desirability. Walkable
neighborhoods tend to have substantially more housing units compared to low density
suburban areas (Schwartz, 2006; Gilderbloom, 2008; Williamson, 2010) therefore, creating
greater opportunity for vacancies among them.
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Overall, these findings suggest that walkability has an impact on neighborhood
resilience in urban vs. suburban areas, and that there may be more ‘value’ in the walkable
mixed-use environments than in homogenized residential suburban developments. The next
chapter will examine the socio-economic composition of walkable neighborhoods.
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CHAPTER VI
SOCIO-ECONOMIC COMPOSITION
This chapter examines the results of the hypotheses related to neighborhood
composition, as outlined in Chapter 4. This chapter relies on binominal logistic regression to
uncover the probability of a neighborhood being walkable based upon a number of socioeconomic measures. All models were checked for multicollinearity and no problems were
detected. Prior to introducing the results of the analyses, the descriptive properties of the
variables used in the binominal logistic regression section will be explored.
Descriptive Statistics
The descriptive statistics for the binominal logistic regression are located in Table 6.1
and 6.2. The variables in Table 6.2 are presented in three variations: 1) the statistics for all
neighborhoods in Louisville; 2) statistics for walkable neighborhoods (Walk Score 50-100);
and 3) statistics for all non-walkable neighborhoods (Walk Score 0-49).
Dependent Variables
Table 6.1 contains the two dependent variables that will be used in the logistic
regression models. Both are representations of walkable neighborhoods: one measured in
2008 and the other measured in 2013. Walkable neighborhood indicators were derived from
the 2008 Walk Score and the 2013 Streetsmart Score. Any neighborhood with a score of 50110

100 was considered walkable and was coded with a 1, while neighborhoods with a score of
49 or below were noted as non-walkable and were coded with a 0. In 2008 there were 45
neighborhoods that were considered walkable, or 26% of all neighborhoods. Figure 6.1
shows that most of these neighborhoods are located in the inner ring but there are a few
located in the middle ring. In 2013, only 41 neighborhoods were considered walkable, or
22% of all neighborhoods. Figure 6.2, which relies on Streetsmart Score, identifies most of
the walkable neighborhoods to be contained within the inner ring and only a few are outside
of the inner ring. Although the number of neighborhoods did decrease, it is important to note
that all neighborhoods that are considered walkable in 2013 were also considered walkable in
2008.

Table 6.1 Descriptive Statistics for Dependent Variables
Source

Year

Mean

Std Dv

N

Walkable Neighborhood, (1/0) 2008

Walk Score.com

2008

.26

.44

170

Walkable Neighborhood, (1/0) 2013

Walk Score.com

2013

.22

.27

190
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Figure 6.1. Louisville’s Walkable Neighborhoods, 2008 Walk Score
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Figure 6.2. Louisville’s Walkable Neighborhoods, 2013 Streetsmart Score
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Independent Variables
Table 6.2 contains the independent variables used in the binomial logistic regression
models in this section. The first variable presented in Table 6.2 is the average size of
households per census tract in 2000. Louisville average size of households was 2.37 in 2000,
while walkable neighborhoods had a mean of 2.09 and walkable neighborhoods had a mean
of 2.48. In 2010, the mean for the average size of household slightly decreased to 2.35 for all
neighborhoods in Louisville. The mean for the average size of household in walkable
neighborhoods was 2.12 and non-walkable neighborhoods had a mean of 2.42.
The mean for poverty levels in 2000 for all neighborhoods was 11.72%, walkable
neighborhoods had a mean of 16.87% and non-walkable neighborhoods had a mean of
9.93%. The mean for poverty levels in 2010 increased by roughly 6% for all neighborhoods,
walkable neighborhoods had a mean of 28.66% and non-walkable neighborhoods had a mean
of 14.63%. This large increase in poverty was a consequence of the Great Recession, which
occurred in late 2007 and lasted until 2009. It had a large impact on unemployment and
poverty throughout the U.S. (Dunne, 2012).
The mean for age of resident in 2000 was 36.72 for the city, while walkable
neighborhoods mean for age of resident in 2000 was slightly smaller at 35.41 and nonwalkable neighborhoods had a higher mean of 37.2. In 2010 the mean for age of resident for
all neighborhoods in Louisville increased to 37.86, non-walkable neighborhoods mean age of
resident also increased to 38.5 while walkable neighborhoods slightly decreased in mean age
of resident to 35.23.
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The mean for median income for all households in Louisville was $40,524 in 2000,
walkable neighborhoods had a mean of $30,826 and non-walkable neighborhoods had an
average of $44,015. In 2010 the mean for median income for households in Louisville
increased by approximately $7,000 to $47,876.99, walkable neighborhoods mean only
increased by roughly $2,000 to $32,898.63 and non-walkable neighborhoods mean increased
over $7,000 to $51,988.55.
The last variable is the average percent of nonwhite residents per neighborhood. In
2000 the mean percent of nonwhite residents for all neighborhoods in Louisville was 25%.
Walkable neighborhoods average percent of nonwhite residents was nearly 29% and nonwalkable neighborhoods average percent of nonwhite individuals was roughly 24%. In 2010
the average percent of nonwhite residents for all neighborhoods in Louisville slightly
increased to roughly 31%, walkable neighborhoods had an average percent of nonwhite
residents of nearly 34% and non-walkable neighborhoods mean for percent of nonwhite
residents increased to 30%.
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Logistic Regression
The first model that will be examined predicts the likelihood of a neighborhood being
walkable based upon 2000 socio-economic characteristics, see Table 6.3. This will identify if
there are any significant differences between socio-economic composition and the likelihood
of a neighborhood being walkable. The model’s R-squared indicates over half of the
variation in the dependent variable is explained with this model. In the model only the
variable average size of the household was significant. The variable indicates a negative
relationship which suggests walkable neighborhoods are more likely to contain smaller
households. All other variables in the model did not show significance suggesting that there
was no statistical significant relationship between the likelihood of a Louisville
neighborhood being walkable and race, income, age, unemployment or poverty.
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Table 6.3 Walkable Neighborhood (1/0) Binomial Regression Results
Walk Score2008
Standard
Coefficient
Error
3.69***
15.2***

Constant
Percent of Nonwhite Residents, 2000

-.002

.013

Percent of Unemployed Residents, 2000

.004

.1

Percentage of Residents Below the Poverty Line, 2000

.053

.056

Median Age of Residents, 2000

-.057

.07

.0

.0

-6.36***

1.17***

Median Household Income, 2000
Average Household Size, 2000
-2 log likelihood

120.83

Nagelkerke R2

.52

N

170

Notes: + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001. Level of aggregation is census tract.
Table 6.4 examines the likelihood of a neighborhood being walkable, as identified by
the 2013 Streetsmart Score, based upon 2010 socio-economic characteristics. In this model,
the percent of nonwhite residents, percent unemployed and median household income are
still not significant. Although, the variable percent of unemployed residents indicated a
negative relationship in this model. The average size of the household still possessed a
negative relationship with the dependent variable and the relationship remained significant at
the p<.001 level. The median age of residents had a significantly correlated negative
relationship with the probability of a neighborhood being walkable. Additionally, the
percentage of residents below the poverty line had a significant positive relationship with the
dependent variable.
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Table 6.4 Walkable Neighborhood (1/0) Binomial Regression Results
Streetsmart Score
Coefficient

Standard Error

19.75***

5.88***

Percent of Nonwhite Residents, 2010

-.031

.034

Percent of Unemployed Residents, 2010

-.209

.209

.121*

.052*

Median Age of Residents, 2010

-.255***

.091***

Average Household Size, 2010

-7.23***

1.85***

.0

.0

Constant

Percentage of Residents Below the Poverty Line, 2010

Median Household Income, 2010
-2 log likelihood

47.27

Nagelkerke R2

.64

N
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Notes: + p≤ .1; *p≤ .05; ** p≤ .01; ***p≤.001. Level of aggregation is census tract.

Summary and Conclusion
These two tests reveal important information concerning residential composition for
walkable neighborhoods. First, smaller households were more likely to be found in walkable
neighborhoods. This is a result of younger and older generations without children choosing to
live in the inner city (Riggs, 2011). Second, the percentage of minorities within a
neighborhood was not significant in predicting the probability of a neighborhood being
walkable. In other words enclaves of minorities or whites were not prevalent in Louisville’s
walkable neighborhoods. Third, there was no indication in either model that higher income or
lower income concentrations were present in walkable neighborhoods. Last, there were no
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indications that greater or lesser levels of unemployment were a predictor in the probability
of a neighborhood being walkable.
Furthermore, the percentage of families in poverty and median resident age was not
significant in 2000; however, greater levels of poverty and younger resident age were
significant in predicting the probability of a neighborhood being walkable based on 2010
variables. The significance of median resident age and the negative relationship it had in the
model follows national trends of younger populations moving into the inner city (Leinberger,
2008; Speck, 2012; Ehrenhalt, 2012; Leinberger and Alfonso, 2012). Finally, the significance
and direction of the percentage of families in poverty follows national trends resulting from
the Great Recession which had a significant impact on individuals’ wealth (Dunne, 2012).
Overall, the data reveals that Louisville’s walkable neighborhoods differ in socioeconomic composition. The next chapter will provide policy prescriptions based upon the
findings of both this chapter and the previous chapter.
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CHAPTER VII
DISCUSSION AND POLICY IMPLICATIONS
The findings of this dissertation hold policy implications for cities and policymaking.
These will be discussed in this chapter. Additionally, the limitations of this study and future
research opportunities will be explored.
Discussion and Policy Implications
The analyses suggest there may be more value in the walkable, mixed-use
neighborhoods than in homogenized sprawling developments. This dissertation shows that
walkable neighborhoods have value, being built for active users and users of mass transit
with a mix of purposes, which have incorporated employment, grocery stores, places of
worship, restaurants, schools, medical services and recreational space. These areas contain
economically diverse populations, in which the poor and working class live together in the
same neighborhoods, along with higher income persons. These neighborhoods are in high
demand. Seen in many of the most recognizably named neighborhoods around the United
States: the West Village/Greenwich Village in New York; Beacon Hill in Boston; Shadyside
in Pittsburgh; Old Louisville and the Highlands in Louisville; West Cleveland/ Tremont in
Cleveland; Rogers Park in Chicago; the Mission District and Noe Valley in San Francisco;
and downtown Ballard in Seattle.
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In this study, the idea of the value of the walkable environment was tested in
Louisville, KY. The results indicate the aspects of walkable community have significant
value. This may not come as a surprise to urbanists. Only recently has there been measures
to quantify the social and economic impact of walkable neighborhoods been available. Until
recently, urbanists have trusted the instincts of planners and advocates such as Jacobs. With
the ability to benchmark communities, using a walkability measure, social scientists can now
quantify these impacts. Walkability metrics now assist planners and policy makers in
gauging the accessibility of daily living activities, and the likelihood of car dependence.
Many inner city neighborhoods, built before the mass production of cars, are more walkable
than sprawling residential-only suburban neighborhoods, which are isolated from the basic
necessities of everyday life.
The results have shown, with an array of neighborhood indicators, that walkability
has a significant net impact on neighborhood resilience. To test this ordinary least squares
and spatial equations that control for recognized independent variables along with the test
variable walkability were developed. The results revealed walkability is statistically
significant with increases in neighborhood housing values, and has a significant negative
correlation with the number of foreclosures in a neighborhood. Finally, the results showed no
association between walkability and vacancy. Based on this, neighborhood hedonic equations
testing for valuation and foreclosures should take walkability into consideration.
These kinds of outcomes have not been extensively documented in analysis of midsize cities, and the significant association of walkability in the models indicates specific
policy implications for accessible neighborhood design. The associations suggest that
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walkability is a value proposition. These facts are especially timely when put into the context
of the Great Recession. This implies that neighborhoods designed with safe and connected
streets, high levels of density, and varied land uses, not only benefit residents though the
intrinsic health and environmental benefits of more walking, but also offer owners the
possibility of a more resilient and stable value. Furthermore, the findings suggest improving
walkability will not only have increasing returns for residents but increasing walkability in
turn will increase the tax rolls of local governments, thereby assisting many fiscally strapped
localities.
The reasons people choose neighborhoods to live, work and enjoy is different today
than in the past. As Jacobs (1961) said, there are people who will select the walkable
neighborhood and others who will choose the suburbs. Nevertheless, there is a demand for
walkable neighborhoods, as seen in the price premium for these neighborhoods. The
binomial regression analysis shows that, in Louisville, residents of walkable neighborhoods
tend to be younger populations with smaller households.
Soaring gas prices have many Americans seeking housing that is closer to
employment, central city locations, cultural amenities (such as museums and sports
complexes) and historic preservation areas (Ambrosius et al., 2010). Gentrification is just one
expression of this change in preferences, starting in New York, London and Paris in the late
1950’s and later in other cities such as San Francisco and Chicago in the 1970’s (Savitch,
1981; Zukin, 1982; Gilderbloom & Appelbaum, 1987; Ambrosius et al, 2010). Gasoline
prices may continue to rise as supplies fall, and demand increases from other emerging
industrialized countries. These factors may continue to influence how people get to school,
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work, stores and worship. However, as the models indicate, when individuals weigh
neighborhood choices, accessibility will factor into that choice, alongside schools, crime rate,
proximity jobs, downtown, etc. And since walkability matters, and is of increasing
importance in housing choice, a clear question arises for policy makers—how can we best
promote and create walkable places?
Cortright (2009) states:
Neighborhood walkability is the product of both public and private
decisions. The public sector dictates the land use framework, regulation
the location and composition of commercial land uses and the types and
density of housing units… choosing the number, size and location of
important destinations. If we’re looking to shore up value in local
housing markets, it appears promoting more walkable neighborhoods is
one way to do so (p.26).
Considering this, there are two policy areas might be used to make neighborhoods
more accessible: 1) land use and 2) affordability. Land use and neighborhood walkability is
heavily tied to the number and variation of amenities or destinations available within a short
walking distance. Unfortunately, many planning and zoning codes restrict land use
variation. Policies that relax zoning, allowing for ground floor commercial or retail
conversions, may encourage transactional uses that increase neighborhood interactions and
walking destinations, even in suburban locations. Relaxing zoning codes, such as setbacks
requirements, open space requirements and lot size requirements, could increase the
opportunity to develop walkable communities in areas characterized by sprawl.
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Recent economic turmoil has caused a number of Americans to re-examine their
communities and lifestyles. A National Association of Realtors (2013) survey found most
Americans prefer to live in a traditional neighborhood and believe businesses and homes
should be built closer together. In a 2011 survey, a vast majority said living in a walkable
neighborhood matters more than housing size (National Association of Realtors, 2011).
Homebuyers were willing to sacrifice both housing size and lot size in order to reduce their
commute time to under 20 minutes or less. Campoli (2012) suggests walkable dense
neighborhoods can make up for the loss of suburban amenities through smart and strategic
neighborhood planning and design, i.e. the loss of private lots can be supplemented with
public parks. Ultimately, this could signify a change in the American dream of suburban
home ownership, Americans are returning to the idea of neighborhoods as a pedestrian shed
where daily needs can be easily accessed. These developments are desirable and have been
successful in Louisville. An example is Norton Commons, a new urbanist development in the
eastern suburbs of Louisville—a highly desired neighborhood that succeeded in the
Louisville suburbs, even during the housing market crash.
This shift of preference towards traditional neighborhoods can allow for the
redevelopment and repurposing of obsolete land uses and underdeveloped land in sprawl
areas into diverse mix use walkable communities (Davis, 2008). This type of policy is
political feasibility; underdeveloped and vacant parcels could be identified and targeted for
development into a diverse mix of uses. Many cities, such as Santa Cruz, CA and Salem,
WA, have implemented land-to-improvement ratio strategies to identify vacant lots,
abandoned buildings and underdeveloped property to target as development sites. The land-
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to-improvements ratio method compares property improvements to land improvement to
identify vacant and underdeveloped properties. While this has been previously used to assess
the impact of taxation on housing policy, this could be used to identify properties and create
walkable urban spaces (Riggs, 2011). Louisville current has a program, VAPSTAT (Vacant
and Abandoned Property Statistics), to identify vacant and abandoned properties. However,
the program currently is not used to identify underutilized properties, but it could be fitted to
this purpose.
Opportunities for redevelopment and repurposing are present in the deterioration of
large shopping malls and large surface parking lots. The national decline in shopping malls
creates opportunities to integrate amenities to create walkable communities within suburban
areas (Hudson and O’Connell, 2009). Such projects have been undertaken in cities such as
Belmar in Lakewood, CO a suburb of Denver and Dadeland in Miami, FL. The Dadeland
project, in particular, has been able to introduce density and mix use while integrating the
community with public transit. These types of conversions have been seen as key instruments
in boosting the local economy and attracting new investments into the respective areas
(Leinberger, 2008).
In Europe a number of cities have converted urban surface parking lots into new
diverse places and have included underground uses, both for parking and other uses, into
these communities. Other European cities such as Barcelona, Madrid and Torino have either
relocated their light rail system underground and developed above it or have capped the
existing rail in the city and built new boulevards on top with diverse mix uses. Louisville has
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an extensive amount of surface parking lots that can be repurposed into walkable
communities.

Figure 7.1 [Norton Commons]. © Google Maps. (2014). Ariel Photo of Norton Commons
Louisville, KY. Accessed online:
https://www.google.com/mapmaker?ll=38.324891,85.566244&spn=0.005226,0.006968l
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Figure 7.2 [Dadeland Kendall, FL.]. (2009) Photograph. © Downtown Dadeland.
Accessed online at: http://www.downtowndadeland.com/
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Figure 7.3 [Delmar. Lakewood, CO]. (2014).© Google Maps.(2014). Ariel Photo of Delmar
Lakewood, CO. Accessed online at: https://www.google.com/maps/@39.6947157,105.0765871,342a,35y,77.86t/data=!3m1!1e3

Demand is shifting from unwalkable suburbs to neighborhoods with characteristics
such as safety, walkability, mixed use and proximity to jobs and school. Relocating to a
sustainable neighborhood means a better return on the initial investment, the option of being
less dependent on automobiles, and the opportunity to live in denser neighborhoods with
more diversity.
There is a need to reinforce affordability along with land use diversity, especially as
walkable areas gain in attractiveness and importance during the course of housing decisions.
The socio-economic findings suggest that walkable areas in 2010 did house more families in
poverty. But simply investing in an area can exacerbate inequities that may already exist;
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thus, policies should be implemented to increase affordable housing for those who may face
increasing prices as a consequence of on-street public investment.
Opportunities to counteract the possibility of gentrification due to investment might
germinate policies that would increase or establish required below market rate (BMR) unit
thresholds for new construction, or introduce policies expanding density thresholds, in order
to increase the number of units available by right—driving down price by increasing supply.
However, in comparison to other units within the development BMR units tend to be poorly
planned and are generally considered lower quality housing. This creates a situation where
affordable units can be considered inferior in comparison with other units in the
development.
Variation in the size of housing units could be used to target a variety of incomes in
development areas. Simple techniques might involve the conversion of warehouses into
housing, or the conversion of basements, garages and attic, infilling historic neighborhoods,
mixed-use homes and a denser population of individuals living closer to downtown business
centers. Recent developments in San Francisco, CA have relied on efficiency units and
single-room occupancy (SRO) zoning in order to attempt to provide affordable
homeownership units for a variety of incomes (Riggs, 2011). While these SRO developments
are popular in Europe, they have yet to become a significant feature in the U.S. urban
landscape mainly due to the rigidity of the U.S. planning codes. These developments have
proved profitable and can increase the availability of walkable units. Furthermore, since
average household sizes tend to be smaller in these neighborhoods, as indicated in both 2000
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and 2010 in the analysis, these units fit the demographics of Louisville. Developers could be
incentivized to create these types of units on smaller vacant or underutilized parcels.
Each of these areas- increasing the number of land uses, and increasing affordability
options and standards— are goals that neighborhood organizations and policymakers might
implement to increase neighborhood walkability. Done in tandem, they could provide
neighborhood investment and increase opportunity for a diverse cross-section of individuals
to live and play in areas that are walkable. However, as Jacobs (1961) noted, not all people
are going to select walkable neighborhoods, a fact that cities must recognize. Speck (2012)
points out that only a portion of the city can be walkable, because the demand for walkable
neighborhoods will reach a saturation point. When undertaking these policies, cities must be
careful not to overdevelop this type of neighborhood.
Limitations and Future Research
There are limitations in this research that provide opportunities for future research.
There are three key areas that can provide greater validity to the results of this study: 1) a
longitudinal study of multiple cities; 2) an attentive examination of metrics and
benchmarking techniques; and 3) inclusion of street quality variables.
First, the limited number of data points and the use of a single study area does create
limitations. A longitudinal study of multiple cities concerning neighborhood design and the
socio-economic makeup of neighborhoods is needed as a follow up to this study. This study
has laid the ground work in identifying if value exist in walkability for mid-size cities. It is
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also important to understand the trajectory of this trend as well as the point of saturation,
when demand for walkability in cities ceases with neighborhood gentrification.
A longitudinal analysis of neighborhood accessibility and socio-economic
composition of neighborhoods in multiple cities is a natural progression of this research.
Future research should include significant factors found here, but also include additional
variables surrounding neighborhood housing conditions such as the presence of brownfield
sites, percentage of rental units and quality of schools. A full examination of socio-economic
variables will create the best understanding of the impact of walkability.
An additional recommendation would be to press this study further to examine the
success of various redevelopment efforts and housing policy interventions in high poverty
neighborhoods. Obtaining a pre-intervention benchmark data and collecting the postintervention data will allow for a comparison of the residents’ neighborhood design to
understand if there is a variation among outcomes and neighborhood accessibility.
Second, even though the Walk Score metric used in this study has been validated in
the literature, it needs to be further tested. For the purpose of this study, a quantifiable
measure of walkability provided by Walk Score, serves as a proxy of access to compare
Louisville’s neighborhoods to one another. This metric is a composite of thirteen categories.
The traditional Walk Score does not differentiate categories; all have the same weight. But,
Streetsmart Scores weighted categories based upon their effects on walking behavior. The
question is which of these categories has the largest impact on foreclosure resilience and
housing value? This study has made no attempt to understand these impacts. Perhaps only a
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few categories matter to housing valuation and foreclosure resilience; this reality would call
for a reconsideration of the weights assigned to categories, when estimating Walk Score
impact on foreclosure resilience and housing valuation.
Finally, an inclusion of streetscape and other suitability variables need to considered
in future studies. This study did not include these factors in its analyses, though it recognizes
it is the individual choice in neighborhood. Some of these measures include the presence and
condition of sidewalks, vegetation, streetlights, tragic, slopes (Southworth, 2005; Ewing and
Cervero, 2010; Speck, 2012). These variables affect mobility and access to various amenities
needed for daily life. These suitability variables could affect evaluation, foreclosure and the
composition of neighborhoods. They also create the possibility to differentiate neighborhood
designs. These variables need to be tested alongside walkability metrics, or included in them,
to better understand the impact of walkability on neighborhoods.
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CHAPTER VIII
CONCLUSION
Jane Jacobs (1961) in The Death and Life of Great American Cities explained that
there are two types of individuals, foot people and car people. She does not argue that
neighborhoods or cities designed for car people are inferior. Rather, she claims there are
benefits specific to walkable neighborhoods, especially in the form of crime reduction and
the creation of social capital.
Social scientists have been able to use neighborhood design to gain insight into
neighborhood effects and some of the benefits of neighborhood type, but little research has
been conducted to understand the impact that walkability can have on neighborhoods and
residents. Mainly because until 2008 there were no widely available metric to assess an
area’s walkability. Since the creation of such a metric, scholars have tested the effects of
walkability on the health, resilience, economic vitality and housing valuation. However, most
of these studies focus on mega cities, sections of cities or on random parcel data sales data.
The literature review uncovered a gap in the scholarship concerning walkability,
principally the lack of research concerning mid-sized American cities. This study is a start to
fill this void. Furthermore, this study focused on another gap in the literature by examining
how the socio-economic composition of walkable neighborhoods differs from non-walkable
neighborhoods.
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In the spirit of Jacobs, the notion of walkability is tested to understand if
neighborhoods that have greater levels of accessibility benefit in terms of housing valuation,
foreclosures and vacancy. The City of Louisville, KY, a mid-sized Midwestern city, was
selected as the study area for this dissertation. Using Louisville as a study area was a more
suitable choice than megacities such as New York, Los Angeles and Chicago; its size and
Midwestern location makes Louisville more representative of U.S. cities (Barrow, 2004;
Savitch & Vogel, 2004; Ambrosius, 2010; Gilderbloom et al., 2012).
Relying on a number of statistical methods (OLS regression and spatial regression),
the Front Seat Inc. index measuring neighborhood walkability and a number of commonly
used control variables this hypothesis was tested. The key findings were:
1) Neighborhoods in Louisville with greater levels of walkability had higher
valuations in 2010 and greater increases in valuation between 2000 and 2010.
2) Louisville neighborhoods with greater levels of walkability tended to have a lower
number of foreclosures from 2004-2008.
3) Vacancy rates were not significantly correlated with walkability in Louisville.
This study explored neighborhood demographics to understand if there is a difference
in the residential composition between walkable neighborhoods and non-walkable
neighborhoods. Relying on a logistic regression the probability of a neighborhood being
walkable was determined based upon a number of characteristics. The key findings were:
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1) In both 2000 and 2010 the greater the presence of smaller average household sizes
increased the likelihood of a neighborhood being walkable in Louisville.
2) In 2010 a younger population and greater poverty also were significant in
predicting the likelihood of a neighborhood being walkable.
3) Race was not a significant factor in estimating the probability of a Louisville
neighborhood’s walkability.
This dissertation shows that walkable neighborhoods have value, being built for
active users and users of mass transit with a mix of purposes. These areas contain
economically diverse populations, in which the poor and working class live together in the
same neighborhoods, along with higher income persons. These neighborhoods are still in
high demand.
The findings from both analyses inform two policy areas: 1) increase the diversity of
land uses; and 2) increase affordability options and standards. Findings point to policy
prescriptions for Louisville, via relaxed zoning and expanding VAPSTAT— identifying
vacant and underutilized properties to be repurposed with a mix of uses. Findings also
suggest policies that encourage the development of housing set at various price points and
below market rate obligation on developers, which will result in the mixing of socioeconomic classes.
Although, this study has moved forward the argument that walkability provides
additional benefits to neighborhoods there is more work to be done. The limitations of this
study provide opportunities for future research, three future research areas are: 1) a
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longitudinal assessment with more data points to provide greater understanding of walkable
neighborhood and demographic shifts; 2) a study to further insight into the Walk Score
metric; and 3) a study that includes variables measuring suitability of walking.
Accessibility, as measured by walkability, has the potential to benefit residents and to
help increase the property tax revenue of cities. This is especially important in a time of
economic uncertainty, when many cities are cash strapped. Future research can build upon
this study’s finding that walkable neighborhoods are often engines of economic resilience
and value.
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