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Abstract
The first part of this paper is devoted to the decision-theoretic analysis of random-
design linear prediction with square loss. It is known from [Tsy03] that, under boundedness
constraints on the response (and thus on regression coefficients), the minimax excess risk
scales as Cσ2d/n up to a constant factor, where d is the model dimension, n the sample
size, and σ2 the noise parameter. Here, we study the expected excess risk with respect to
the full linear class. We show that the ordinary least squares (OLS) estimator is exactly
minimax optimal in the well-specified case for every distribution of covariates and noise
level. Further, we express the minimax risk in terms of the distribution of statistical leverage
scores of individual samples. We deduce a precise minimax lower bound of σ2d/(n− d+1),
valid for any distribution of covariates, which nearly matches the risk of OLS for centered
Gaussian covariates. We then obtain nonasymptotic upper bounds on the minimax risk for
covariates that satisfy a “small ball”-type regularity condition, which scale as (1+o(1))σ2d/n
as d = o(n), both in the well-specified and misspecified cases.
Our main technical contribution is the study of the lower tail of the smallest singular
value of empirical covariance matrices around 0. First, we establish a lower bound on this
lower tail, valid for any distribution in dimension d > 2. We then provide a matching
upper bound under a necessary regularity condition on the distribution. Our proof relies on
the PAC-Bayesian technique for controlling empirical processes, and extends an analysis of
[Oli16] devoted to a different part of the lower tail. Equivalently, our upper bound shows
that the operator norm of the inverse sample covariance matrix has bounded Lq norm up to
q ≍ n, and our lower bound implies that this exponent is unimprovable. Finally, we show
that the regularity condition on the design naturally holds for independent coordinates.
Keywords: Least squares, covariance matrices, lower bounds, decision theory, statistical
learning theory, anti-concentration.
1 Introduction
The linear least-squares problem, also called random-design linear regression or linear aggrega-
tion, is a standard problem in statistics and learning theory. Specifically, given a random pair
(X,Y ) where X is a covariate vector in Rd and Y is a scalar response, the aim is to predict Y
using a linear function 〈β,X〉 = β⊤X (with β ∈ Rd) of X as well as possible, in a sense mea-
sured by the prediction risk with squared error R(β) = E[(Y − 〈β,X〉)2]. The best prediction is
achieved by the population risk minimizer β∗, which equals:
β∗ = Σ−1E[Y X]
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where Σ := E[XX⊤], assuming that both Σ and E[Y X] are well-defined and that Σ is invertible.
In the statistical setting considered here, the joint distribution P of the pair (X,Y ) is unknown.
The goal is then, given a sample (X1, Y1), . . . , (Xn, Yn) of n i.i.d. realizations of P , to find a
predictor (also called estimator) β̂n with small excess risk
E(β̂n) := R(β̂n)−R(β∗) = ‖β̂n − β∗‖2Σ ,
where we define ‖β‖2Σ := 〈Σβ, β〉 = ‖Σ1/2β‖2. Arguably the most common procedure is the
Ordinary Least Squares (OLS) estimator (that is, the empirical risk minimizer), defined by
β̂LSn := argmin
β∈Rd
{
1
n
n∑
i=1
(Yi − 〈β,Xi〉)2
}
= Σ̂−1n ·
1
n
n∑
i=1
YiXi .
In this paper, we perform a precise decision-theoretic analysis of this problem, focusing on
the minimax excess risk with respect to the full linear class F = {x 7→ 〈β, x〉 : β ∈ Rd}. This
minimax perspective is relevant when little is known (or assumed) on the optimal parameter β∗.
Specifically, define the minimax excess risk with respect to F under a set P of joint distributions
P on (X,Y ) as:
inf
β̂n
sup
P∈P
E[E(β̂n)] = inf
β̂n
sup
P∈P
(
E[R(β̂n)]− inf
β∈Rd
R(β)
)
, (1)
where the infimum in (1) spans over all estimators β̂n based on n samples, while the expectation
and the risk R depend the underlying distribution P . In general, the response Y may be written
as
Y = 〈β∗,X〉+ ε , (2)
where β∗ ∈ Rd is the risk minimizer, which amounts to E[εX] = E[Y X] − Σβ∗ = 0, and ε
is the error. The distribution P of (X,Y ) is then characterized by the distribution PX of X,
the coefficient β∗ ∈ Rd as well as the conditional distribution of ε given X, which satisfies
E[ε2] 6 E[Y 2] < +∞ and E[εX] = 0. For fixed PX and σ2, we consider the following three
classes P of distributions, where Y is given by (2):
PGauss(PX , σ2) :=
{
P = P(X,Y ) : X ∼ PX , β∗ ∈ Rd, ε|X ∼ N (0, σ2)
}
; (3)
Pwell(PX , σ2) :=
{
P = P(X,Y ) : X ∼ PX , β∗ ∈ Rd, E[ε|X] = 0, E[ε2|X] 6 σ2
}
; (4)
Pmis(PX , σ2) :=
{
P = P(X,Y ) : X ∼ PX , β∗ ∈ Rd, E[ε2|X] 6 σ2
}
. (5)
The above three classes depend on the distribution PX of covariates, as well as the noise level σ
2,
which bounds the conditional second moment of the error ε. The class PGauss corresponds to the
standard case of independent Gaussian noise, while Pwell includes all well-specified distributions,
such that the true regression function x 7→ E[Y |X = x] is linear. Finally, Pmis corresponds to
the general misspecified case, where the regression function x 7→ E[Y |X = x] is not assumed to
be linear. We will study the hardness of the prediction problem (as measured by the minimax
excess risk (1)) over these classes, as well as the dependence on PX , σ
2 of the minimax risk and
minimax predictor.
The second part of this paper (Section 3) is devoted to the study of the sample covariance
matrix
Σ̂n :=
1
n
n∑
i=1
XiX
⊤
i , (6)
whereX1, . . . ,Xn are i.i.d. samples from PX . In particular, we study the lower relative deviations
of Σ̂n with respect to its expectation Σ. This amounts to controlling tail probabilities of the
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smallest eigenvalue λmin(Σ˜n) of the rescaled sample covariance matrix Σ˜n := Σ
−1/2Σ̂nΣ−1/2,
namely to establish bounds of the form
P
(
λmin(Σ˜n) 6 t
)
6 δ , (7)
where t, δ ∈ (0, 1), and their relationship depends on n, d and on PX . The need for such bounds
naturally arises in the study of the minimax excess risk, where inverse moments of Σ˜n (that is,
quantities like E[Tr(Σ˜−1n )] or E[λmin(Σ˜n)−q] for some q > 1) appear.
Sub-Gaussian tail bounds for λmin(Σ˜n), of the form (7) with
δ = exp
(
−cn
(
1− C
√
d
n
− t
)2
+
)
for some constants c, C depending on PX , as well as similar bounds for the largest eigenvalue
λmax(Σ˜n), can be obtained under the (strong) assumption that X is sub-Gaussian (see, e.g.,
[Ver12]). Remarkably, it has been shown by [Oli16, KM15] that such bounds can be obtained
for the smallest eigenvalue under much weaker assumptions on X, namely bounded fourth
moments of the linear marginals of X.
While sub-Gaussian bounds establish closeness of the sample covariance matrix Σ̂n to its
empirical counterpart Σ with high (exponential) probability, they do not suffice to control neg-
ative moments of λmin(Σ˜n). Indeed, for such bounds δ = δ(t) does not tend to 0 as t → 0 ; in
other words, they provide no nonvacuous guarantee (7) with t = t(δ) > 0 as the confidence level
1− δ tends to 1. In Section 3, we complement the sub-Gaussian tail bounds by non-asymptotic
large deviation bounds (7) with δ = exp(−nψ(t)) valid uniformly over t ∈ (0, c) for n > Cd,
where the rate ψ(t) tends to +∞ as t→ 0.
Summary of results. Let us provide an overview of our results on least squares regression,
which appear in Section 2:
1. We determine the exact minimax excess risk in the well-specified case (namely, over the
classes Pwell(PX , σ2) and PGauss(PX , σ2)) for every distribution PX of features and noise
level σ2. For some degenerate distributions (Definition 1), the minimax risk is infinite
(Proposition 1); while for non-degenerate ones, the OLS estimator is exactly minimax
(Theorem 1) irrespective of PX , σ
2.
2. We express the minimax risk in terms of the distribution of statistical leverage scores of
samples drawn from PX (Theorem 2). Quite intuitively, distributions for which leverage
scores are more uneven are seen to be harder from a minimax point of view. We deduce
from this a precise minimax lower bound of σ2d/(n − d + 1), valid for every distribution
PX of covariates. This lower bound nearly matches the σ
2d/(n − d − 1) risk for centered
Gaussian covariates and is tight in both low and moderate dimensions; hence, Gaussian
features are almost the “easiest” ones in terms of minimax risk.
3. We then turn to upper bounds on the minimax excess risk. Under some quantitative
variant of the non-degeneracy assumption (Assumption 1) together with a fourth-moment
condition on PX (Assumption 2 or 3), we show that the minimax risk is finite and scales
as (1 + o(1))σ2d/n for d = o(n), both in the well-specified (Theorem 3) and misspecified
(Proposition 3) cases. This shows in particular that OLS is asymptotically minimax in the
misspecified case as well, as d/n → 0. To the best of our knowledge, these are the first
bounds on the expected risk of the OLS estimator with non-Gaussian random design.
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The previous upper bounds rely on the results from Section 3 on the lower tail of the sample
covariance matrix Σ̂n. Our results here are the following (assuming, to simplify notations, that
E[XX⊤] = Id):
4. First, we establish a lower bound on the lower tail of λmin(Σ̂n), for d > 2 and any dis-
tribution PX such that E[XX
⊤] = Id, of the form: P(λmin(Σ̂n) 6 t) > (ct)n/2 for some
numerical constant c and every t ∈ (0, 1) (Proposition 4). We also exhibit a “small-ball”
condition (Assumption 1) which is necessary to achieve similar upper bounds.
5. Under Assumption 1, we show a matching upper bound on the lower tail P(λmin(Σ̂n) 6 t),
valid uniformly over t ∈ (0, 1), and in particular for t → 0. This result (Theorem 4) is
the core technical contribution of this paper. Its proof relies the PAC-Bayesian technique
for controlling empirical processes, which was used by [Oli16] to control a different part
of the lower tail; however, some non-trivial refinements (such as non-Gaussian smoothing)
are needed to handle arbitrarily small values of t. This result can be equivalently restated
as an upper bound on the negative moments of λmin(Σ̂n), namely ‖λmin(Σ̂n)−1‖Lq = O(1)
for q ≍ n (Corollary 4).
6. Finally, we discuss in Section 3.3 the case of independent covariates. In this case, the “small-
ball” condition (Assumption 1) holds naturally under mild regularity assumptions on the
distribution of individual coordinates. A result of [RV14] establishes this for coordinates
with bounded density; we complement it by a general anti-concentration result for linear
combination of independent variables (Proposition 6), which implies Assumption 1 under
weak conditions.
Related work. Linear least squares regression is a classical statistical problem, and the lit-
erature on this topic is too vast to be surveyed here; we refer to [GKKW02, AC10, HKZ14]
(and reference therein) for a more thorough overview. Analysis of least squares regression is
most standard and straightforward in the fixed design setting, where the covariates X1, . . . ,Xn
are treated as deterministic and the risk is evaluated within-sample; in this case, the expected
excess risk of the OLS estimator is bounded by σ2d/n (see, e.g., [Was06]).
In the random design setting considered here, a classical result ([GKKW02], Theorem 11.3)
states that, if Var(ε|X) 6 σ2 and the true regression function g∗(x) := E[Y |X = x] satisfies
|g∗(X)| 6 L2 almost surely, then the risk of the (nonlinear) truncated ERM estimator, defined
by ĝLn (x) = min(−L,max(L, 〈β̂LSn , x〉)), is at most
E[R(ĝLn )]−R(g∗) 6 8
(
R(β∗)−R(g∗))+ Cmax(σ2, L2)d(log n+ 1)
n
(8)
for some universal constant C > 0. This result is an inexact oracle inequality, where the risk is
bounded by a constant times that of the best linear predictor β∗. Such guarantees are adequate
in a nonparametric setting, where the approximation error R(β∗) − R(g∗) of the linear model
is itself of order O(d/n) [GKKW02]. On the other hand, when no assumption is made on the
magnitude of the approximation error, this bound does not ensure that the risk of the estimator
approaches that of β∗. By contrast, in the linear aggregation problem as defined by [Nem00] (and
studied by [Tsy03, Cat04, BTW07, AC11, HKZ14, LM16, Men15, Oli16]), one seeks to obtain
excess risk bounds, also called exact oracle inequalities (where the constant 8 in the bound (8)
is replaced by 1), with respect to the linear class. In this setting, Tsybakov [Tsy03] showed
that the minimax rate of aggregation is of order O(d/n), under boundedness assumptions on
the regression function and on covariates. It is also worth noting that bounds on the regression
function also implicitly constrain the optimal regression parameter to lie in some ball. This
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contrasts with the approach considered here, where minimax risk with respect to the full linear
class is considered. Perhaps most different from the point of view adopted here is the approach
from [Fos91, Vov01, AW01, Sha15, BKM+15], who consider worst-case covariates (either in the
individual sequences or in the agnostic learning setting) under boundedness assumptions on both
covariates and outputs, and investigate achievable excess risk (or regret) bounds with respect
to bounded balls in this case. By contrast, we take the distribution of covariates as given and
allow the optimal regression parameter to be arbitrary, and study under which conditions on
the covariates uniform bounds are achievable. Another type of non-uniform guarantees over
linear classes is achieved by Ridge regression [Hoe62, Tik63] in the context of finite-dimensional
or nonparametric reproducing kernel Hilbert spaces [CS02a, CS02b, DVCR05, CDV07, SZ07,
SHS09, AC11, HKZ14], where the bounds do not depend explicitly on the dimension d, but
rather on the spectral properties of Σ and some norm of β∗.
This work is concerned with the expected excess risk. Risk bounds in probability are ob-
tained, among others, by [AC11, HKZ14, HS16, Oli16, Men15, LM16]. While such bounds hold
with high probability, the probability is upper bounded and cannot be arbitrarily close to 1, so
that they cannot be integrated to control the expected risk. Indeed, some additional regularity
conditions are required in order to have finite minimax risk, as will be seen below. To the best
of our knowledge, the only available uniform expected risk bounds for random-design regres-
sion are obtained in the case of Gaussian covariates, where they rely on the knowledge of the
closed-form distribution of inverse covariance matrices [Ste60, BF83, And03]. One reason for
considering the expected risk is that it is a single scalar, which can be more tightly controlled (in
terms of matching upper and lower bounds) and compared across distributions than quantiles.
In addition, random-design linear prediction is a classical statistical problem, which justifies its
precise decision-theoretic analysis. On the other hand, expected risk provides little indication
on the tails of the risk in the high-confidence regime: in the case of heavy-tailed noise, the OLS
estimator may perform poorly, and dedicated robust estimators may be required (see, e.g., the
references in [LM19]).
Another line of work [EK13, Dic16, DM16, EK18, DW18, HMRT19] considers the limiting
behavior of regression procedures in the high-dimensional asymptotic regime where d, n tend
to infinity at a proportional rate, with their ratio kept constant [Hub73]. The results in this
setting take the form of a convergence in probability of the risk to a limit depending on the ratio
d/n as well as the properties of β∗. With the notable exception of [EK18], the previous results
hold under the assumption that the covariates are either Gaussian, or have a joint independence
structure that leads to the same limiting behavior in high dimension. In this approach one
also lets d, n → ∞ while fixing some property of the parameter β∗, while here we consider
non-asymptotic bounds valid for fixed n, d and uniformly over Rd.
The study of spectral properties of sample covariance matrices has a rich history (see for
instance [BS10, AGZ10, Tao12] and references therein); we refer to [RV10] for an overview of
results (up to 2010) on the non-asymptotic control of the smallest eigenvalue of sample covariance
matrices, which is the topic of Section 3. It is well-known [Ver12] that sub-Gaussian tail bounds
on both the smallest and the largest eigenvalues can be obtained under sub-Gaussian assumptions
on the covariates. A series of work obtained control on these quantities under weaker assumptions
[ALPTJ10, MP14, SV13]. A critical observation, which has been exploited in a series of work
[SV13, KM15, Oli16, Yas14, Yas15], is that the smallest eigenvalue can be controlled under much
weaker tail assumptions that the largest one. Our study follows this line of work, but considers a
different part of the lower tail (namely, non-vacuous deviation bounds at every probability level),
which poses some additional technical difficulties. In addition, we also provide some universal
lower bound on the lower tail.
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Notations. Throughout this text, the transpose of an m × n real matrix A is denoted A⊤,
its trace Tr(A), and vectors in Rd are identified with d × 1 column vectors. In addition, the
coordinates of a vector x ∈ Rd are indicated as superscripts: x = (xj)16j6d. We also denote
〈x, z〉 := x⊤z = ∑dj=1(xj) · (zj) the canonical scalar product of x, z ∈ Rd, and ‖x‖ := 〈x, x〉1/2
the associated Euclidean norm. In addition, for any symmetric and positive d × d matrix A,
we define the scalar product 〈x, z〉A := 〈Ax, z〉 and norm ‖x‖A := 〈Ax, x〉1/2 = ‖A1/2x‖. The
d× d identity matrix is denoted Id, while Sd−1 = {x ∈ Rd : ‖x‖ = 1} refers to the unit sphere.
The smallest and largest eigenvalues of a symmetric matrix A are denoted λmin(A) and λmax(A)
respectively; if A is positive, then λmax(A) = ‖A‖op is the operator norm of A (with respect to
‖ · ‖), while λmin(A) = ‖A−1‖−1op .
2 Exact minimax analysis of least-squares regression
This section is devoted to the minimax analysis of the linear least-squares problem, and in
particular on the dependence of its hardness on the distribution PX of covariates. In Section 2.1,
we provide the exact minimax risk and estimator in the well-specified case, namely on the
class Pwell(PX , σ2). In Section 2.2, we express the minimax risk in terms of the distribution of
statistical leverage scores, and deduce a general lower bound. Finally, Section 2.3 provides upper
bounds on the minimax risk under some regularity condition on the distribution PX , both in
the well-specified and misspecified cases.
Throughout the paper, we assume that the feature vector X satisfies E[‖X‖2] < +∞, and
denote Σ = E[XX⊤] its covariance matrix (by a slight but common abuse of terminology, we
refer to Σ as the covariance matrix of X even when X is not centered). In addition, we assume
that Σ is invertible, or equivalently that the support of X is not contained in any hyperplane;
this assumption is not restrictive, since otherwise one can simply restrict to the span of the
support of X (a linear subspace of Rd), and merely serves to simplify notations. Then, for
every distribution of Y given X such that E[Y 2] < +∞, the risk R(β) = E[(〈β,X〉−Y )2] of any
β ∈ Rd is finite; this risk is uniquely minimized by β∗ = Σ−1E[Y X], where E[Y X] is well-defined
since E[‖Y X‖] 6 E[Y 2]1/2E[‖X‖2]1/2 < +∞ by Cauchy-Schwarz.
2.1 Minimax analysis of linear least squares
Let us start with the following definition.
Definition 1. Let n > d. The following properties of the distribution PX are equivalent:
1. For every linear hyperplane H ⊂ Rd, P(X ∈ H) = 0 (equivalently, for every θ ∈ Sd−1,
P(〈θ,X〉 = 0) = 0);
2. The sample covariance matrix Σ̂n is invertible almost surely;
3. The ordinary least-squares (OLS) estimator
β̂LSn := argmin
β∈Rd
n∑
i=1
(〈β,Xi〉 − Yi)2 (9)
is uniquely defined almost surely, and equals β̂LSn = Σ̂
−1
n n
−1∑n
i=1 YiXi.
When either of these properties does not hold, we say that PX is degenerate.
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Proof. The equivalence between the second and third points is standard: the empirical risk being
convex, its global minimizers are the critical points β characterized by Σ̂nβ = n
−1∑n
i=1 YiXi.
We now prove that the second point implies the first, by contraposition. If P(〈θ,X〉 =
0) = p > 0 for some θ ∈ Sd−1, then with probability pn, 〈θ,Xi〉 = 0 for i = 1, . . . , n, so that
Σ̂nθ = n
−1∑n
i=1〈θ,Xi〉Xi = 0 and thus Σ̂n is not invertible.
Conversely, let us now show that the first point implies the second one. Note that the latter
amounts to saying that X1, . . . ,Xn span R
d almost surely. In particular, it suffices to show it
for n = d, which we do by showing that, almost surely, Vk := span(X1, . . . ,Xk) is of dimension
k for 0 6 k 6 d, by induction on k. The case k = 0 is clear. Now, assume that k 6 d and that
Vk−1 is of dimension k − 1 6 d − 1 almost surely. Then, Vk−1 is contained in a hyperplane of
R
d, and since Xk is independent of Vk−1, the first point implies that P(Xk ∈ Vk−1) = 0, so that
Vk is of dimension k almost surely. This concludes the proof.
Remark 1 (Intercept). Assume that X = (Xj)16j6d, where X
d ≡ 1 is an intercept variable.
Then, the distribution PX is degenerate if and only if there exists θ = (θ
j)16j<d ∈ Rd−1 \ {0}
and c ∈ R such that ∑d−1j=1 θjXj = c with positive probability. This amounts to say that
(X1, . . . ,Xd−1) belongs to some fixed affine hyperplane of Rd−1 with positive probability.
The following result shows that non-degeneracy of the design distribution is necessary to
obtain finite minimax risk.
Proposition 1 (Degenerate case). Assume that either n < d, or that the distribution PX of X
is degenerate, in the sense of Definition 1. Then, the minimax excess risk with respect to the
class PGauss(PX , σ2) is infinite.
The fact that the minimax excess risk is infinite means that some dependence on the true
parameter β∗ (for instance, through its norm) is unavoidable in the expected risk of any estimator
β̂n. From now on and until the rest of this section, let us assume that the distribution PX is non-
degenerate, and that n > d. In particular, the OLS estimator is well-defined, and the empirical
covariance matrix Σ̂n is invertible almost surely. Theorem 1 below provides the exact minimax
excess risk and estimator in the well-specified case.
Theorem 1. Assume that PX is non-degenerate, σ
2 > 0 and n > d. The minimax risks over
the classes Pwell(PX , σ2) and PGauss(PX , σ2) coincide, and are equal to
inf
β̂n
sup
P∈Pwell(PX ,σ2)
E
[EP (β̂n)] = inf
β̂n
sup
P∈PGauss(PX ,σ2)
E
[EP (β̂n)] = σ2
n
· E[Tr(Σ˜−1n )] , (10)
where Σ˜n = Σ
−1/2Σ̂nΣ−1/2 is the rescaled empirical covariance matrix. In addition, the OLS
estimator (9) achieves at most this risk over the class Pwell(PX , σ2), and is therefore minimax
optimal over the classes PGauss(PX , σ2) and Pwell(PX , σ2) for every PX and σ2.
The proof of Theorem 1 and Proposition 1 is provided in Section 4.2, and relies on sim-
ple decision-theoretic arguments. First, an upper bound (in the non-degenerate case) over
Pwell(PX , σ2) is obtained through the risk of the OLS estimator. Then, a matching lower bound
on the minimax risk over the subclass PGauss(PX , σ2) is established by considering the Bayes
risk under Gaussian prior on β∗, and concluding with a monotone convergence argument.
Remark 2 (Linear changes of covariates). The minimax risk is invariant under invertible linear
transformations of the covariates x. This can be argued a priori, by noting that the class of
linear functions of x is invariant under linear changes of variables. To see it from Theorem 1,
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let X ′ = AX, where A is an invertible d × d matrix. Since Σ′ := E[X ′X ′⊤] equals AΣA⊤ and
Σ̂′n := n−1
∑n
i=1X
′
iX
′⊤
i equals AΣ̂nA
⊤, we have
Σ̂′−1n Σ
′ = ((A⊤)−1Σ̂−1n A
−1)(AΣA⊤) = (A⊤)−1(Σ̂−1n Σ)A
⊤ ,
which is conjugate to Σ̂−1n Σ and hence has the same trace. By Theorem 1 (and since Tr(Σ˜−1n ) =
Tr(Σ̂−1n Σ)), this implies that the minimax risk is the same for the covariates X and X ′. In
particular, the minimax risk for the design X is the same as the one for X˜ = Σ−1/2X.
Let us point out that the OLS estimator β̂LSn is minimax optimal for every distribution of
covariates PX and noise level σ
2. This establishes the optimality of this procedure in a wide
sense, and shows that the knowledge of neither of those properties of the distribution of (X,Y ) is
helpful to achieve improved risk uniformly over the linear class. On the other hand, when some
additional knowledge on the optimal parameter β∗ is available, OLS may no longer be optimal,
and the knowledge of the noise level σ2 may be helpful (this is for instance the case when β∗ is
drawn from a Gaussian prior, as in the proof of Theorem 1 in Section 4.2: the optimal estimator
is then a Ridge estimator, which depends on σ2).
Another consequence of Theorem 1 is that independent Gaussian noise is the least favorable
noise structure (in terms of minimax risk) in the well-specified case for a given noise level σ2.
Finally, the convexity of the map A 7→ Tr(A−1) on positive matrices [Bha09] implies (by
Jensen’s inequality combined with the identity E[Σ˜n] = Id) that the minimax risk (10) is always
at least as large as σ2d/n, which is the minimax risk in the fixed-design case. We will however
show in what follows that a strictly better lower bound can be obtained for d > 2.
2.2 Connection with leverage score and distribution-independent lower bound
In this section, we provide another expression for the minimax risk over the classes Pwell(PX , σ2)
and PGauss(PX , σ2), by relating it to the notion of statistical leverage score [HW78, CH88,
Hub81].
Theorem 2 (Minimax risk and leverage score). Under the assumptions of Theorem 1, the
minimax risk (10) over the classes Pwell(PX , σ2) and PGauss(PX , σ2) is equal to
inf
β̂n
sup
P∈PGauss(PX ,σ2)
E
[EP (β̂n)] = σ2 · E
[
ℓ̂n+1
1− ℓ̂n+1
]
(11)
where the expectation holds over an i.i.d. sample X1, . . . ,Xn+1 drawn from PX , and where ℓ̂n+1
denotes the statistical leverage score of Xn+1 among X1, . . . ,Xn+1, defined by:
ℓ̂n+1 =
〈( n+1∑
i=1
XiX
⊤
i
)−1
Xn+1,Xn+1
〉
. (12)
The leverage score ℓ̂n+1 of Xn+1 among X1, . . . ,Xn+1 measures the influence of the response
Yn+1 on the associated fitted value Ŷn+1 = 〈β̂LSn+1,Xn+1〉: Ŷn+1 is an affine function of Yn+1,
with slope ℓ̂n+1 = ∂Ŷn+1/∂Yn+1 [HW78, CH88]. Theorem 2 shows that the minimax predictive
excess risk under the distribution PX is characterized by the distribution of leverage scores of
samples drawn from this distribution. Intuitively, uneven leverage scores (with some points
having high leverage) imply that the estimator β̂LSn is determined by a smaller number of points,
and therefore more noisy. This is consistent with the message from robust statistics that points
with high leverage (typically seen as outliers) can be detrimental to the performance of the least
squares estimator [HW78, CH88, Hub81], see also [RM16].
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Proof of Theorem 2. By Theorem 1, the minimax risk over PGauss(PX , σ2) and Pwell(PX , σ2)
equals, letting Xn+1 ∼ PX be independent from X1, . . . ,Xn:
σ2
n
· E[Tr(Σ˜−1n )] = σ2n · E[Tr(Σ̂−1n Σ)]
= σ2 · E[Tr((nΣ̂n)−1Xn+1X⊤n+1)]
= σ2 · E[〈(nΣ̂n)−1Xn+1,Xn+1〉]
= σ2 · E
[ 〈(nΣ̂n +Xn+1X⊤n+1)−1Xn+1,Xn+1〉
1− 〈(nΣ̂n +Xn+1X⊤n+1)−1Xn+1,Xn+1〉
]
(13)
= σ2 · E
[
ℓ̂n+1
1− ℓ̂n+1
]
,
where equality (13) follows from Lemma 1 below, with S = nΣ̂n and v = Xn+1.
Lemma 1. Let S be a symmetric positive d× d matrix, and v ∈ Rd. Then,
〈S−1v, v〉 = 〈(S + vv
⊤)−1v, v〉
1− 〈(S + vv⊤)−1v, v〉 . (14)
Proof. Since S + vv⊤ < S is positive, it is invertible, and the Sherman-Morrison formula [HJ90]
shows that
(S + vv⊤)−1 = S−1 − S
−1vv⊤S−1
1 + v⊤S−1v
,
so that
〈(S + vv⊤)−1v, v〉 = v⊤S−1v − v
⊤S−1vv⊤S−1v
1 + v⊤S−1v
= 〈S−1v, v〉 − 〈S
−1v, v〉2
1 + 〈S−1v, v〉 =
〈S−1v, v〉
1 + 〈S−1v, v〉 ,
which implies that 〈(S + vv⊤)−1v, v〉 ∈ [0, 1). Inverting this equality yields equation (14).
We now deduce from Theorem 2 a precise lower bound on the minimax risk (10), valid for
every distribution of covariates PX . By Proposition 1, it suffices to consider the case when n > d
and PX is nondegenerate (since otherwise the minimax risk is infinite).
Corollary 1 (Minimax lower bound). Under the assumptions of Theorem 1, the minimax
risk (10) over PGauss(PX , σ2) satisfies
inf
β̂n
sup
P∈PGauss(PX ,σ2)
E
[EP (β̂n)] > σ2d
n− d+ 1 . (15)
Proof of Corollary 1. By Theorem 2, the minimax risk over PGauss(PX , σ2) writes:
σ2 · E
[
ℓ̂n+1
1− ℓ̂n+1
]
> σ2 · E[ℓ̂n+1]
1− E[ℓ̂n+1]
, (16)
where the inequality follows from the convexity of the map x 7→ x/(1 − x) = 1 − 1/(1 − x) on
[0, 1). Now, observe that, by exchangeability of (X1, . . . ,Xn+1),
E[ℓ̂n+1] =
1
n+ 1
n+1∑
i=1
E
[〈( n+1∑
i=1
XiX
⊤
i
)−1
Xi,Xi
〉]
=
1
n+ 1
E
[
Tr
{( n+1∑
i=1
XiX
⊤
i
)−1( n+1∑
i=1
XiX
⊤
i
)}]
=
d
n+ 1
. (17)
Plugging equation (17) into (16) yields the lower bound (15).
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Since n − d + 1 > n, Corollary 1 implies a lower bound of σ2d/n. The minimax risk for
linear regression has been determined under some additional boundedness assumptions on Y
(and thus on β∗) by [Tsy03], showing that it scales as Θ(σ2d/n) up to numerical constants. The
proof of the lower bound relies on information-theoretic arguments, and in particular on Fano’s
inequality [Tsy09]. Although widely applicable, such techniques often lead to loose constant
factors. By contrast, the approach relying on Bayesian decision theory leading to Corollary 1
recovers the optimal leading constant, owing to the analytical tractability of the problem.
In fact, the lower bound of Corollary 1 is more precise than the σ2d/n lower bound, in
particular when the dimension d is commensurate to n. Indeed, in the case of centered Gaussian
design, namely when X ∼ N (0,Σ) for some positive matrix Σ, the risk of the OLS estimator
(and thus, by Theorem 1, the minimax risk) can be computed exactly [And03, BF83], and equals
E
[EP (β̂LSn )] = σ2dn− d− 1 . (18)
The distribution-independent lower bound of Corollary 1 is very close to the above whenever
n − d ≫ 1. Hence, it is almost the best possible distribution-independent lower bound on the
minimax risk. This also shows that Gaussian design is almost the easiest design distribution, in
terms of minimax risk. This can be understood as follows: degeneracy (a large value of Tr(Σ˜−1n ))
occurs whenever the rescaled sample covariance matrix Σ˜n is small in some direction; this occurs
if either the direction of X˜ = Σ−1/2X is far from uniform (so that the projection of X˜ in some
direction is small), or if its norm can be small. If X˜ ∼ N (0, Id), then X˜/‖X˜‖ is uniformly
distributed on the unit sphere, while ‖X˜‖ =
√∑d
j=1(X˜
j)2 is sharply concentrated around
√
d:
with exponential probability, ‖X˜‖ = √d+O(1) [Ver18].
In particular, in the “dense” high-dimensional regime where d and n are large and commen-
surate, namely d, n → ∞ and d/n → γ, the lower bound of Corollary 1 matches the minimax
risk (18) in the Gaussian case, which converges to σ2γ/(1 − γ). The limit σ2γ/(1 − γ) is also
known to be universal in the high-dimensional regime: for covariates with independent coordi-
nates, the excess risk converges almost surely to this limit under mild assumptions [TV04, BS10]
(note however that almost sure convergence does not imply convergence in expectation: indeed,
the minimax risk may be infinite, for instance for degenerate distributions). However, the
“universality” of this limit behavior is questionable [EKK11, EK18], since it relies on the inde-
pendence assumption, which induces in high dimension a very specific geometry of the covariates
due to the concentration of measure phenomenon [Led01, BLM13]. For instance, [EK18] obtains
different limiting risks for robust regression in high dimension when considering non-independent
coordinates. Setting universality aside, Corollary 1 shows that the limiting excess risk obtained
in the independent case provides a lower bound for general design distributions.
Finally, the property of the design distribution that leads to the minimal excess risk in high
dimension can be formulated simply in terms of leverage scores, using Theorem 2.
Corollary 2. Let (dn)n>1 be a sequence of positive integers such that dn/n → γ ∈ (0, 1), and
(P
(n)
X )n>1 a sequence of non-degenerate distributions on R
dn . Assume that the minimax excess
risk (10) over Pwell(P (n)X , σ2) converges to σ2γ/(1 − γ). Then, the distribution of the leverage
score ℓ̂
(n)
n+1 of one sample among n+ 1 under P
(n)
X converges in probability to γ.
Proof. Let φ(x) = x/(1−x) for x ∈ [0, 1), and ψ(x) := φ(x)−φ(γ)−φ′(γ)(x−γ) (with ψ(γ) = 0).
Since φ is strictly convex, ψ(x) > 0 for x 6= γ, and ψ is also strictly convex. Hence, ψ is decreasing
on [0, γ] and increasing on [γ, 1). In particular, for every ε > 0, ηε := inf |x−γ|>εψ(x) > 0.
By Theorem 2, the assumption of Corollary 2 means that E[φ(ℓ̂
(n)
n+1)] → φ(γ). Since in
addition E[ℓ̂
(n)
n+1] = dn/(n + 1) → γ (the first equality, used in the proof of Corollary 1, holds
10
for dn 6 n+ 1, hence for n large enough since γ < 1), we have E[ψ(ℓ̂
(n)
n+1)]→ 0. Now, for every
ε > 0, ψ(x) > ηε · 1(|x− γ| > ε), so that P(|ℓ̂(n)n+1 − γ| > ε) 6 η−1ε E[ψ(ℓ̂(n)n+1)]→ 0.
2.3 Upper bounds on the minimax risk
In this section, we complement the lower bound of Corollary 1 by providing matching upper
bounds on the minimax risk. Since by Proposition 1 the minimax risk is infinite when the design
distribution is degenerate, some condition is required in order to control this quantity. We
therefore introduce the following quantitative version of the non-degeneracy condition:
Assumption 1 (Small-ball condition). The whitened design X˜ := Σ−1/2X satisfies the follow-
ing: there exist constants C > 1 and α ∈ (0, 1] such that, for every linear hyperplane H of Rd
and t > 0,
P
(
dist(X˜,H) 6 t
)
6 (Ct)α . (19)
Equivalently, for every θ ∈ Rd \ {0} and t > 0,
P
(|〈θ,X〉| 6 t‖θ‖Σ) 6 (Ct)α . (20)
Note that the equivalence between (19) and (20) comes from the fact that the distance
dist(X˜,H) of X˜ to the hyperplane H equals |〈θ′, X˜〉|, where θ′ ∈ Sd−1 is a normal vector to H.
Condition (20) is then recovered by letting θ = Σ−1/2θ′ (such that ‖θ‖Σ = ‖θ′‖ = 1) and by
homogeneity.
Assumption 1 states that X˜ does not lie too close to any fixed hyperplane. This assumption
is a strengthened variant of the “small ball” condition introduced by [KM15, Men15, LM16]
in the analysis of sample covariance matrices and least squares regression, which amounts to
assuming (20) for a single value of t < C−1. This latter condition amounts to a uniform
equivalence between the L1 and L2 norms of one-dimensional marginals 〈θ,X〉 (θ ∈ Rd) of X
[KM15]. Here, we require that the condition holds uniformly as t→ 0; the reason for this is that
in order to control the minimax excess risk (10) (and thus E[Tr(Σ˜−1n )]), we are lead to control
the lower tail of the rescaled covariance matrix Σ˜n at all probability levels. The study of the
lower tail of Σ˜n (on which the results of this section rely) is deferred to Section 3. We also
illustrate Assumption 1 in Section 3.3, by discussing conditions under which it holds in the case
of independent coordinates.
First, Assumption 1 itself suffices to obtain an upper bound on the minimax risk of O(σ2d/n),
without any additional assumption on the upper tail of XX⊤ (apart from integrability).
Proposition 2. If Assumption 1 holds, then for every P ∈ Pwell(PX , σ2), letting C ′ := 3C4e1+9/α
we have:
E[E(β̂LSn )] 6 2C ′ ·
σ2d
n
. (21)
Proposition 2 (which is a consequence of Corollary 4 from Section 3.2) is optimal in terms
of the rate of convergence; however, it exhibits the suboptimal 2C ′ factor in the leading term.
As we show next, it is possible to obtain an optimal constant in the first-order term (as well as
a second-order term of the correct order) under a modest additional assumption.
Assumption 2 (Bounded kurtosis of the norm). X satisfies E[‖Σ−1/2X‖4] 6 κd2.
Remark 3. Assumption 2 amounts to E[‖Σ−1/2X‖4]1/4 6 κ1/4E[‖Σ−1/2X‖2]1/2, which controls
the L4 norm of ‖Σ−1/2X‖ in terms of its L2 norm. This condition is implied by the following
L2-L4 equivalence for one-dimensional marginals of X: for every θ ∈ Rd, E[〈θ,X〉4]1/4 6 κ1/4 ·
E[〈θ,X〉2]1/2 (Assumption 3 below). Indeed, assuming that the latter holds, then taking θ =
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Σ−1/2ej (where (ej)16j6d denotes the canonical basis of Rd), so that 〈θ,X〉 is the j-th coordinate
X˜j of X˜ , we get E[(X˜j)4] 6 κE˜[(X˜j)2]2 = κ (since E[X˜X˜⊤] = Id). This implies that
E
[‖X˜‖4] = E[( d∑
j=1
(X˜j)2
)2]
=
∑
16j,k6d
E
[
(X˜j)2(X˜k)2
]
6
∑
16j,k6d
E
[
(X˜j)4
]1/2
E
[
(X˜k)4
]1/2
6
∑
16j,k6d
κ1/2 · κ1/2 = κ · d2 ,
where the first inequality above comes from the Cauchy-Schwarz inequality. The converse is
false: if X˜ is uniform on {√dej : 1 6 j 6 d}, then the first condition holds with κ = 1, while
the second only holds for κ > d (taking θ = e1). Hence, Assumption 2 on the upper tail of X
is weaker than an L2-L4 equivalence of the one-dimensional marginals of X; on the other hand,
we do require a small-ball condition (Assumption 1) on the lower tail of X.
Theorem 3 (Upper bound in the well-specified case). Grant Assumptions 1 and 2. Let C ′ =
3C4e1+9/α (which only depends on α,C). If n > min(6α−1d, 12α−1 log(12α−1)), then
1
n
E
[
Tr(Σ˜−1n )
]
6
d
n
+ 8C ′κ
(d
n
)2
. (22)
In particular, the minimax excess risk over the class Pwell(PX , σ2) satisfies:
σ2d
n
6 inf
β̂n
sup
P∈Pwell(PX ,σ2)
E
[EP (β̂n)] 6 σ2d
n
(
1 + 8C ′
κd
n
)
. (23)
The proof of Theorem 3 is given in Section 4.3; it relies in particular on Lemma 7 herein and
on Theorem 4 from Section 3. As shown by the lower bound (established in Corollary 1), the
constant in the first-order term in (23) is tight; in addition, one could see from a higher-order
expansion (under additional moment assumptions) that the second-order term is also tight, up
to the constant 8C ′ factor. This suggests that Assumption 2 is essentially a minimal condition
on the upper tail of XX⊤ to obtain a second-order term in O((d/n)2).
Let us now consider the general misspecified case, namely the class Pmis(PX , σ2). Here, we
will need the slightly stronger Assumption 3.
Assumption 3 (L2-L4 norm equivalence). There exists a constant κ > 0 such that, for every
θ ∈ Rd, E[〈θ,X〉4] 6 κ · E[〈θ,X〉2]2.
Proposition 3 (Upper bound in the misspecified case). Assume that PX satisfies Assumptions 1
and 3, and that
χ := E
[
E[ε2|X]2‖Σ−1/2X‖4]/d2 < +∞
(note that χ 6 E[(Y − 〈β∗,X〉)4‖Σ−1/2X‖4]/d2). Then, for n > max(96, 6d)/α, the risk of the
OLS estimator satisfies
E
[E(β̂LSn )] 6 1nE[(Y − 〈β∗,X〉)2‖Σ−1/2X‖2]+ 276C ′2√κχ
(d
n
)3/2
. (24)
In particular, we have
σ2d
n
6 inf
β̂n
sup
P∈Pmis(PX ,σ2)
E
[E(β̂n)] 6 sup
P∈Pmis(PX ,σ2)
E
[E(β̂LSn )] 6 σ2dn
(
1 + 276C ′2κ
√
d
n
)
. (25)
The proof of Proposition 3 is provided in Section 4.4; it combines the results from Section 3
with a tail bound from [Oli16]. Proposition 3 shows that, under Assumptions 1 and 3, the
minimax excess risk over the class Pmis(PX , σ2) scales as (1 + o(1))σ2d/n as d/n → 0. It also
shows that the OLS estimator is asymptotically minimax on the misspecified class Pmis(PX , σ2)
as d = o(n), and that independent Gaussian noise is asymptotically the least favorable structure
for the error ε.
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2.4 Parameter estimation
Let us briefly discuss how the results of this section obtained for prediction can be adapted to
the problem of parameter estimation, where the loss of an estimate β̂n given β
∗ is ‖β̂n − β∗‖2.
By the same proof as that of Theorem 1 (but replacing the norm ‖ ·‖Σ by ‖ ·‖), the minimax
excess risk over the classes PGauss(PX , σ2) and Pwell(PX , σ2) is (σ2/n)E[Tr(Σ̂−1n )], achieved by
the OLS estimator. By convexity of A 7→ Tr(A−1) over positive matrices [Bha09], this quantity
is lower bounded by σ2Tr(Σ−1)/n.
In the case of centered Gaussian covariates, E[Tr(Σ̂−1n )] = Tr(Σ−1E[Σ˜−1n ]) = Tr(Σ−1)n/(n−
d − 1) [And03], so that the minimax risk is σ2Tr(Σ−1)/(n − d − 1). On the other hand, an
improved lower bound for general design, like that of Corollary 1 for prediction, does not appear
to hold for estimation. The reason for this is that the map A 7→ A/(1 − Tr(A)) is not convex
over positive matrices for d > 2 (where convexity is defined with respect to the positive definite
order, see e.g. [BV04] for a definition), although its trace is.
Finally, the results of Section 3 on the lower tail of Σ˜n can be used to obtain upper bounds
in a similar fashion as for prediction. For instance, an analogue of Proposition 2 can be directly
obtained by bounding Tr(Σ̂−1n ) 6 λmin(Σ˜n)−1 · Tr(Σ−1). Since the main focus of this paper is
on prediction, we do not elaborate further in this direction.
3 Bounding the lower tail of a sample covariance matrix at all
probability levels
Throughout this section, up to replacing X by Σ−1/2X, we assume unless otherwise stated that
E[XX⊤] = Id. Our aim is to obtain non-asymptotic large deviation inequalities of the form:
P(λmin(Σ̂n) 6 t) 6 e
−nψ(t)
where ψ(t) → ∞ as t → 0+. Existing bounds [Ver12, SV13, KM15, Oli16] are typically sub-
Gaussian bounds with ψ(t) = c(1 − C√d/n − t)2+ for some constants c, C > 0, which become
suboptimal as t → 0. In this section, we study the behavior of the large deviations for small
values of t (say, t ∈ (0, c), where c < 1 is a fixed constant). In Section 3.1, we provide a lower
bound on these tail probabilities, namely an upper bound on ψ, valid for every distribution
of X when d > 2. In Section 3.2, we show that Assumption 1 is necessary and sufficient to
obtain tail bounds of the optimal order. Finally, in Section 3.3 we show that Assumption 1 is
naturally satisfied in the case of independent coordinates, under a mild regularity condition on
their distributions.
3.1 A general lower bound on the lower tail
First, Proposition 4 below shows that in dimension d > 2, the probability of deviations of
λmin(Σ̂n) cannot be arbitrarily small.
Proposition 4. Assume that d > 2. Let X be a random vector in Rd such that E[XX⊤] = Id.
Then, for every t 6 1,
sup
θ∈Sd−1
P(|〈θ,X〉| 6 t) > 0.16 · t , (26)
and therefore
P
(
λmin(Σ̂n) 6 t
)
> (0.025 · t)n/2 . (27)
The assumption d > 2 is necessary since for d = 1, if X = 1 almost surely, then λmin(Σ̂n) = 1
almost surely. Proposition 4 is proved by a probabilistic argument, namely by considering a
random vector θ drawn uniformly on the sphere Sd−1.
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Proof of Proposition 4. Let Θ be a random variable distributed uniformly on the unit sphere
Sd−1 and independent of X. We have
sup
θ∈Sd−1
P(|〈θ,X〉| 6 t) > E[P(|〈Θ,X〉| 6 t|Θ)] = E[P(|〈Θ,X〉| 6 t|X)] .
Next, note that for every x ∈ Rd, 〈Θ, x〉 is distributed as ‖x‖ · Θ1, where Θ1 denotes the first
coordinate of Θ. Since X is independent of Θ, the above inequality becomes
sup
θ∈Sd−1
P(|〈θ,X〉| 6 t) > E
[
P
(
|Θ1| 6 t‖X‖
∣∣∣X)] . (28)
Now, since E[‖X‖2] = Tr(E[XX⊤]) = d, Markov’s inequality implies that P(‖X‖ > 2√d) 6
E[‖X‖2]/(4d) 6 1/4. Since r 7→ Pθ(|θ1| 6 t/r) is non-increasing, plugging this into (28) yields
sup
θ∈Sd−1
P(|〈θ,X〉| 6 t) > 3
4
· P
(
|Θ1| 6 t
2
√
d
)
. (29)
Let us now derive the distribution of |Θ1|. Let φ : Sd−1 → R be the projection on the first
coordinate: φ(θ) = θ1 for θ ∈ Sd−1. Note that for u ∈ [−1, 1], φ−1(u) = {u} × (
√
1− u2 · Sd−2)
which is isometric to
√
1− u2 ·Sd−2 and hence has (d−2)-dimensional Hausdorff measure Cd(1−
u2)(d−2)/2 for some constant Cd. In addition, since φ(θ) = 〈e1, θ〉 (where e1 = (1, 0, . . . , 0)),
∇φ(θ) ∈ (Rθ)⊥ is the orthogonal projection of e1 on (Rθ)⊥, namely e1 − θ1θ, with norm
‖∇φ(θ)‖ =
√
1− θ21. Fix t ∈ (0, 1] and define g(θ) = 1(|θ1| 6 t)/
√
1− θ21, which equals
1(|u| 6 t)/√1− u2 on φ−1(u) (for u ∈ (−1, 1)), and such that g(θ) · ‖∇φ(θ)‖ = 1(|θ1| 6 t).
Hence, the coarea formula [Fed96, Theorem 3.2.2] implies that, for every t ∈ (0, 1],
P(|Θ1| 6 t) =
∫
Sd−1
g(θ)‖∇φ(θ)‖π(dθ) =
∫ 1
−1
1(|u| 6 t)√
1− u2 × Cd(1− u
2)(d−2)/2du
= 2Cd
∫ t
0
(1− u2)(d−3)/2du . (30)
If d = 2, (30) implies that |Θ1| has density (2/π)/
√
1− t2 > 2/π on [0, 1], and hence for t ∈ [0, 1]:
P
(
|Θ1| 6 t
2
√
d
)
>
2
π
× t
2
√
2
. (31)
If d = 3, (30) implies that |Θ1| is uniformly distributed on [0, 1], so that for t ∈ [0, 1]
P
(
|Θ1| 6 t
2
√
d
)
=
t
2
√
3
. (32)
Now, assume that d > 4. Letting t = 1 in (30) yields the value of the constant Cd, which
normalizes the right-hand side: since 1− u2 6 e−u2 ,
(2Cd)
−1 =
∫ 1
0
(1− u2)(d−3)/2du 6
∫ 1
0
e−(d−3)u
2/2du
6
1√
d− 3
∫ √d−3
0
e−u
2/2du 6
1√
d− 3 ×
√
π
2
,
so that 2Cd >
√
2(d− 3)/π. Finally, if u 6 1/(2√d), then
(
1− u2)(d−3)/2 > (1− 1
4d
)d/2
>
(
1− 1
16
)2
,
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using the fact that 4d > 16 and that the function x 7→ (1 − 1/x)x/8 is increasing on (1,+∞).
Plugging the above lower bounds in (30) shows that, for t 6 1,
P
(
|Θ1| 6 t
2
√
d
)
= 2Cd
∫ t/(2√d)
0
(1− u2)(d−3)/2du >
√
2(d− 3)
π
×
(15
16
)2 t
2
√
d
>
t
3
(33)
where the last inequality is obtained by noting that (d−3)/d > 1/4 for d > 4 and lower bounding
the resulting constant. The bounds (31), (32) and (33) imply that, for every d > 2 and t 6 1,
P
(
|Θ1| 6 t
2
√
d
)
>
t
π
√
2
. (34)
The first inequality of Proposition 4 follows by combining inequalities (29) and (34). The second
inequality (27) is a consequence of the first, by Lemma 2 below.
Lemma 2. For t ∈ (0, 1), let pt = supθ∈Sd−1 P(|〈θ,X〉| 6 t). Then, P(λmin(Σ̂n) 6 t) > pn√t.
Proof of Lemma 2. Let p < p√t. By definition of p√t, there exists θ ∈ Sd−1 such that P(〈θ,X〉2 6
t) > p. Hence, by independence, with probability at least pn, 〈θ,Xi〉2 6 t for i = 1, . . . , n, so
that λmin(Σ̂n) 6 〈Σ̂nθ, θ〉 6 t. Taking p→ p√t concludes the proof.
Proposition 4 shows that P(λmin(Σ̂n) 6 t) is at least (Ct)
cn, where C = 0.025 and c = 1/2
are absolute constants; this bound writes e−nψ(t), where ψ(t) ≍ log(1/t) as t → 0+. In the
following section, we address the question of obtaining matching upper bounds on this lower
tail.
3.2 Optimal control of the lower tail
In this section, we study conditions under which an upper bound matching the lower bound from
Proposition 4 can be obtained. We start by noting that Assumption 1 is necessary to obtain
such bounds:
Remark 4 (Necessity of the small ball condition). Assume that there exists c1, c2 > 0 such that
P(λmin(Σ̂n) 6 t) 6 (c1t)
c2n for all t ∈ (0, 1). Then, Lemma 2 implies that pt 6 (c1t2)c2 for all
t ∈ (0, 1). This amounts to saying that PX satisfies Assumption 1 with C = √c1 and α = 2c2.
As Theorem 4 shows, Assumption 1 is also sufficient to obtain an optimal control on the
lower tail.
Theorem 4. Let X be a random vector in Rd. Assume that E[XX⊤] = Id, and that X satisfies
Assumption 1. Then, n > 6d/α, we have for every t ∈ (0, 1):
P
(
λmin(Σ̂n) 6 t
)
6 (C ′t)αn/6 (35)
where C ′ = 3C4e1+9/α.
Note that Theorem 4 can be stated in the non-isotropic case, where Σ = E[XX⊤] is arbitrary:
Corollary 3. Let X be a random vector in Rd such that E[‖X‖2] < +∞, and let Σ = E[XX⊤].
Assume that X satisfies Assumption 1. Then, if d/n 6 α/6, for every t ∈ (0, 1), the empirical
covariance matrix Σ̂n formed with an i.i.d. sample of size n satisfies
Σ̂n < tΣ (36)
with probability at least 1− (C ′t)αn/6, where C ′ is as in Theorem 4.
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Proof of Corollary 3. We may assume that Σ is invertible: otherwise, we can just consider the
span of the support of X, which is a subspace of Rd of dimension d′ 6 d 6 αn/6. Now, let
X˜ = Σ−1/2X; by definition, E[X˜X˜⊤] = Id, and X˜ satisfies Assumption 1 since X does. By
Theorem 4, with probability at least 1− (C ′t)αn/6, λmin(Σ−1/2Σ̂nΣ−1/2) > t, which amounts to
Σ−1/2Σ̂nΣ−1/2 < tId, and thus Σ̂n < tΣ.
It is worth noting that Theorem 4 does not require any condition on the upper tail of XX⊤,
aside from the assumption E[XX⊤] = Id. Indeed, as noted in Remark 4, it only requires the
necessary Assumption 1. In particular, it does not require any sub-Gaussian assumption on X,
similarly to the results from [KM15, Oli16, Yas14, Yas15]; this owes to the fact that a sum of
independent positive random variables is naturally bounded away from 0.
Remark 5 (Extension to random quadratic forms). Theorem 4 directly extends (up to slight
changes in the notations and proofs) to random quadratic forms v 7→ 〈Aiv, v〉 where A1, . . . , An
are positive semi-definite and i.i.d., with E[Ai] = Id (Theorem 4 corresponds to the rank 1 case
where Ai = XiX
⊤
i ). On the other hand, the lower bound of Proposition 4 is specific to rank 1
matrices, as can be seen by considering the counterexample where Ai = Id almost surely.
Idea of the proof. The proof of Theorem 4 is provided in Section 5. It builds on the anal-
ysis of [Oli16], who obtains sub-Gaussian deviation bounds under fourth moment assumptions
(Assumption 3), although some refinements are needed to handle our considered regime (with t
arbitrarily small).
The proof starts with the representation of λmin(Σ̂n) as the infimum of an empirical process:
λmin(Σ̂n) = inf
θ∈Sd−1
〈Σ̂nθ, θ〉 = inf
θ∈Sd−1
{
Z(θ) :=
1
n
n∑
i=1
〈θ,Xi〉2
}
. (37)
In order to control this infimum, a natural approach is to first control Z(θ) on a suitable finite
ε-covering of Sd−1 using Assumption 1, independence, and a union bound, and then to extend
this control to Sd−1 by approximation. However, this approach (see e.g. [Ver12] for a use of this
argument) fails here, since the control of the approximation term would require an exponential
upper bound on ‖Σ̂n‖op, which requires a sub-Gaussian assumption on X. Instead, as in [Oli16],
we use the so-called PAC-Bayesian technique [McA99b, McA99a, LST03, Cat07, AC11]. This
technique enables one to control a smoothed version of the process Z(θ), namely
Z(ρ) :=
∫
Rd
(
1
n
n∑
i=1
〈θ,Xi〉2
)
ρ(dθ) ,
uniformly over all smoothing distributions ρ on Rd whose relative entropy KL(ρ, π) with respect
to a fixed “prior” distribution π on Rd is bounded. The proof then involves controlling (i) the
Laplace transform of the process; (ii) the approximation term; and (iii) the entropy term. In
order to control the last two, a careful choice of the smoothing distribution (and prior) is needed.
Remark 6 (PAC-Bayes vs. ε-net argument). As indicated before, the use of an ε-net argument
would fail here, since it would lead to an approximation term depending on ‖Σ̂n‖op. On the
other hand, the use of a smoothing distribution which is “isotropic” and centered at a point θ
enables one to obtain an approximation term in terms of Tr(Σ̂n)/d, which can be bounded after
proper truncation of X (in a way that does not overly degrade Assumption 1).
Remark 7 (Choice of prior and posteriors: entropy term). The PAC-Bayesian technique is clas-
sically employed in conjunction with Gaussian prior and smoothing distribution [LST03, AC11,
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Oli16]. This choice is convenient, since both the approximation and entropy term have closed-
form expressions (in addition, a Gaussian distribution centered at θ yields the desired “isotropic”
approximation term).
However, in order to obtain non-vacuous bounds for arbitrarily small t, we need the ap-
proximation term (and thus the “diameter” γ of the smoothing distribution) to be arbitrarily
small. But as γ → 0, the entropy term for Gaussian distributions grows too rapidly (as d/γ2,
instead of the d log(1/γ) rate suggested by covering numbers), which ultimately leads to vacuous
bounds. In order to bypass this difficulty, we employ a more refined choice of prior and smooth-
ing distributions, which leads to an optimal entropy term of d log(1/γ). In addition, as shown
by symmetry considerations, this choice of smoothing also leads to an “isotropic” approximation
term controlled by Tr(Σ̂n)/d instead of ‖Σ̂n‖op.
Formulation in terms of moments. The statements of this section on the lower tail of
λmin(Σ̂n) can equivalently be rephrased in terms of its negative moments. For q > 1, we denote
‖Z‖Lq := E[|Z|q]1/q ∈ [0,+∞] the Lq norm of a real random variable Z.
Corollary 4. Under the assumptions of Theorem 4 and for n > 12/α, then for any 1 6 q 6
αn/12,
‖max(1, λmin(Σ̂n)−1)‖Lq 6 21/q · C ′ . (38)
Conversely, the previous inequality implies that P(λmin(Σ̂n) 6 t) 6 (2C
′)αn/12 for all t ∈ (0, 1).
Finally, for any random vector X in Rd, d > 2, such that E[XX⊤] = Id, we have for any
q > n/2:
‖λmin(Σ̂n)−1‖Lq = +∞ .
Corollary 4 directly follows from Theorem 4, Proposition 4 and Lemma 3 below.
Lemma 3. Let Z be a nonnegative real variable.
1. If there exist some constants C > 1 and a > 2 such that P(Z 6 t) 6 (Ct)a for all t > 0,
then ‖Z−1‖Lq 6 ‖max(1, Z−1)‖Lq 6 21/qC 6 2C for all 1 6 q 6 a/2.
2. Conversely, if ‖Z−1‖Lq 6 C for some constants q > 1 and C > 0, then P(Z 6 t) 6 (Ct)q
for all t > 0.
3. Finally, if there exist constants c, a > 0 such that P(Z 6 t) > (ct)a for all t ∈ (0, 1), then
‖Z−1‖Lq = +∞ for q > a.
Proof. For the first point, since max(1, Z−q) is nonnegative, we have
E[max(1, Z−q)] =
∫ ∞
0
P(max(1, Z−q) > u) du =
∫ ∞
0
P(min(1, Z) 6 u−1/q) du .
For u 6 Cq, we bound P(min(1, Z) 6 u−1/q) 6 1, while for u > Cq (so that u−1/q 6 C−1 6 1),
we bound P(min(1, Z) 6 u−1/q) = P(Z 6 u−1/q) 6 (Cu−1/q)a. We then conclude that
‖max(1, Z−1)‖qLq 6 Cq +
∫ ∞
Cq
(C−qu)−a/qdu = Cq
[
1 +
∫ ∞
1
v−a/qdv
]
6 2Cq ,
where we let v = C−qu and used the fact that
∫∞
1 v
−a/qdv 6
∫∞
1 v
−2dv = 1 since q 6 a/2. The
second point follows from Markov’s inequality: for every t > 0,
P(Z 6 t) = P(Z−q > t−q) 6 tq · E[Z−q] 6 (Ct)q .
Finally, for the third point, since P(Z 6 u−1/q) > (cu−1/q)a for u > 1, we have for q > a:
E[Z−q] =
∫ ∞
0
P(Z 6 u−1/q)du >
∫ ∞
1
cau−a/qdu > ca
∫ ∞
1
u−1du = +∞ .
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3.3 The small-ball condition for independent covariates
We now discuss conditions under which the small-ball condition (Assumption 1) holds in the
case of independent coordinates. In this section, we assume that the coordinates Xj , 1 6 j 6 d,
of X = X˜ are independent. Note that the condition E[XX⊤] = Id means that the Xj are
centered and with unit variance.
Let us introduce the Lévy concentration function QZ : R
+ → [0, 1] of a real random variable
Z defined by, for t > 0,
QZ(t) := sup
a∈R
P(|Z − a| 6 t) .
Anti-concentration (or small ball probabilities) [NV13] refers to nonvacuous upper bounds on this
function. Here, in order to establish Assumption 1, it suffices to show that Q〈θ,X〉(t) 6 (Ct)α for
all t > 0 and θ ∈ Sd−1. We are thus lead to establish anti-concentration of linear combinations of
independent variables 〈θ,X〉 = ∑dj=1 θjXj , uniformly over θ ∈ Sd−1, namely to provide upper
bounds on:
QX(t) := sup
θ∈Sd−1
Q〈θ,X〉(t) .
Small-ball probabilities naturally appear in the study of the smallest singular value of a random
matrix (see [RV10]). [TV09a, TV09b, RV08, RV09] studied anti-concentration for variables of
the form 〈θ,X〉, and deduced estimates of the smallest singular value of random matrices. These
bounds are however slightly different from the one we need: indeed, they hold for “unstructured”
vectors θ (which do not have additive structure, see [RV10]), rather than uniformly over θ ∈ Sd−1.
Here, in order to show that Assumption 1 holds, we need bounds over QX , which requires some
additional assumption on the distribution of the coordinates Xj .
Clearly, QX > max16j6dQXj , and in particular we need the coordinates X
j themselves to
exhibit anti-concentration. Remarkably, a result of [RV14] (building on a reduction by [Rog87]
to uniform variables) shows that, if the Xj have bounded densities, a reverse inequality holds:
Proposition 5 ([RV14], Theorem 1.2). Assume that X1, . . . ,Xd are independent and have
density bounded by C0 > 0. Then, for every θ ∈ Rd,
∑d
j=1 θ
jXj has density bounded by
√
2C0.
In other words, QX(t) 6 2
√
2C0t for every t > 0, i.e., Assumption 1 holds with α = 1 and
C = 2
√
2C0.
Equivalently, ifmax16j6dQXj (t) 6 Ct for all t > 0, then QX(t) 6
√
2Ct for all t > 0, and the
constant
√
2 is optimal [RV14]. Whether a general bound of QX in terms of max16j6dQXj holds
is unclear (for instance, the inequality QX 6
√
2max16j6dQXj does not hold, as shown by con-
sidering X1,X2 independent Bernoulli 1/2 variables, and θ = (1/
√
2, 1/
√
2): then QXj (3/8) =
1/2 but Q〈θ,X〉(3/8) = 3/4). While independence yields in general
Q〈θ,X〉(t) 6 min
16j6d
QθjXj (t) = min
16j6d
QXj (t/|θj|) 6 max
16j6d
QXj (
√
d · t) ,
this bound exhibits an undesirable dependence on the dimension d.
Another way of expressing the “non-atomicity” of the distributions of coordinates Xj , which
is stable through linear combinations of independent variables, is the rate of decay of their Fourier
transform. Indeed, if the distribution of Xj is atomic, then its characteristic function will not
vanish at infinity. Proposition 6 below, which relies on an inequality by Esséen, provides uniform
anti-concentration for one-dimensional marginals 〈θ,X〉 in terms of the Fourier transform of the
Xj , which establishes Assumption 1 even without bounded densities. In what follows, we denote
ΦZ the characteristic function of a real random variable Z, defined by ΦZ(ξ) = E[e
iξZ ] for ξ ∈ R.
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Proposition 6. Assume that X1, . . . ,Xd are independent and that there exists constants C0 > 0
and α ∈ (0, 1) such that, for every 1 6 j 6 d and ξ ∈ R,
|ΦXj(ξ)| 6
1
(1 + |ξ|/C0)α . (39)
Then, X = (X1, . . . ,Xd) satisfies Assumption 1 with C = 21/α(2π)1/α−1(1− α)−1/αC0.
The proof relies on the following lemma.
Lemma 4. Let X1, . . . ,Xd be independent real random variables. Assume that there exists a
sub-additive function g : R+ → R such that, for every j = 1, . . . , d and ξ ∈ R,
|ΦXj(ξ)| 6 exp(−g(ξ2)) .
Then, for every t ∈ R,
QX(t) 6 t ·
∫ 2pi/t
−2pi/t
exp(−g(ξ2)) dξ . (40)
Proof of Lemma 4. For every θ ∈ Sd−1 and ξ ∈ R, we have, by independence of the Xj ,
|Φ〈θ,X〉(ξ)| =
∣∣E[eiξ(θ1X1+···+θdXd)]∣∣ = ∣∣E[eiξθ1X1]∣∣ · · · ∣∣E[eiξθdXd]∣∣
6 exp
[− (g(θ21ξ2) + · · ·+ g(θ2dξ2))] 6 exp(−g(ξ2)) ,
where the last inequality uses the sub-additivity of g and the fact that θ21 + · · ·+ θ2d = ‖θ‖2 = 1.
Lemma 4 then follows from Esséen’s inequality [Ess66], which states that for any real random
variable Z,
QZ(t) 6 t ·
∫ 2pi/t
−2pi/t
|ΦZ(ξ)|dξ .
Proof of Proposition 6. The functions g1 : u 7→ α log(1 + u) and g2 : u 7→ C−10
√
u are concave
functions on R+ taking the value 0 at 0, and therefore sub-additive. Since g1 is also increasing,
the function g : u 7→ g1 ◦ g2(u) = α log(1 + C−10
√
u) is also sub-additive. Condition (39) simply
writes ΦXj(ξ) 6 exp(−g(ξ2)), so that by Lemma 4
QX(t) 6 t
∫ 2pi/t
−2pi/t
1
(1 + |ξ|/C0)αdξ 6 2t
∫ 2pi/t
0
dξ
(ξ/C0)α
= 2tCα0
(2π
t
)1−α
/(1 − α) ,
which implies that QX(t) 6 (Ct)
α, concluding the proof.
4 Proofs from Section 2
In this section, we gather the remaining proofs of results from Section 2 on least squares regres-
sion, namely those of Proposition 1, Theorem 1, Proposition 2, Theorem 3 and Proposition 3.
4.1 Preliminary: risk of Ridge and OLS estimators
We start with general expressions for the risk, which will be used several times in the proofs.
Here, we assume that (X,Y ) is as in Section 2, namely E[Y 2] < +∞, E[‖X‖2] < +∞ and
Σ := E[XX⊤] is invertible. Letting ε := Y − 〈β∗,X〉 denote the error, where β∗ := Σ−1E[Y X]
is the risk minimizer, we let m(X) := E[ε|X] = E[Y |X] − 〈β∗,X〉 denote the misspecification
(or approximation) error of the linear model, and σ2(X) := Var(ε|X) = Var(Y |X) denote the
conditional variance of the noise.
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Lemma 5 (Risk of the Ridge estimator). Assume that (X,Y ) is of the previous form. Let
λ > 0, and assume that either λ > 0 or that PX is non-degenerate and n > d. The risk of the
Ridge estimator β̂λ,n, defined by
β̂λ,n := argmin
β∈Rd
{
1
n
n∑
i=1
(Yi − 〈β,Xi〉)2 + λ‖β‖2
}
=
(
Σ̂n + λId
)−1 · 1
n
n∑
i=1
YiXi , (41)
equals
E
[E(β̂λ,n)] = E
[∥∥∥∥ 1n
n∑
i=1
m(Xi)Xi − λβ∗
∥∥∥∥2
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
+
+
1
n2
E
[ n∑
i=1
σ2(Xi)‖Xi‖2(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
. (42)
Proof. Since Yi = 〈β∗,Xi〉+ εi for i = 1, . . . , n, and since 〈β∗,Xi〉Xi = XiX⊤i β∗, we have
1
n
n∑
i=1
YiXi = Σ̂nβ
∗ +
1
n
n∑
i=1
εiXi . (43)
As a result, the excess risk of β̂λ,n (which is well-defined by the assumptions) writes
E
[E(β̂λ,n)] = E
[∥∥∥∥(Σ̂n + λId)−1
(
Σ̂nβ
∗ +
1
n
n∑
i=1
εiXi
)
− β∗
∥∥∥∥2
Σ
]
= E
[∥∥∥∥(Σ̂n + λId)−1 · 1n
n∑
i=1
εiXi − λ(Σ̂n + λId)−1β∗
∥∥∥∥2
Σ
]
= E
[
E
[∥∥∥∥ 1n
n∑
i=1
εiXi − λβ∗
∥∥∥∥2
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
∣∣∣X1, . . . ,Xn
]]
= E
[∥∥∥∥ 1n
n∑
i=1
m(Xi)Xi − λβ∗
∥∥∥∥2
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
+
+
1
n2
E
[ n∑
i=1
σ2(Xi)‖Xi‖2(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
(44)
where (44) is obtained by expanding and using the fact that, for 1 6 i, j 6 n with i 6= j,
E
[
εiεj |X1, . . . ,Xn
]
= m(Xi)m(Xj) ,
E
[
ε2i |X1, . . . ,Xn
]
= m(Xi)
2 + σ2(Xi) .
In the special case where λ = 0, the previous risk decomposition becomes:
Lemma 6 (Risk of the OLS estimator). Assume that PX is non-degenerate and n > d. Then,
E
[E(β̂LSn )] = E
[∥∥∥∥ 1n
n∑
i=1
m(Xi)X˜i
∥∥∥∥2
Σ˜−2n
]
+
1
n2
E
[ n∑
i=1
σ2(Xi)‖X˜i‖2Σ˜−2n
]
, (45)
where we let X˜i = Σ
−1/2Xi and Σ˜n = Σ−1/2Σ̂nΣ−1/2.
Proof. This follows from Lemma 5 and the fact that, when λ = 0, for every x ∈ Rd,∥∥x∥∥
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
=
∥∥Σ−1/2x∥∥
Σ1/2Σ̂−1n ΣΣ̂
−1
n Σ1/2
= ‖Σ−1/2x‖Σ˜−2n .
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4.2 Proof of Theorem 1 and Proposition 1
Upper bound on the minimax risk. First, we provide an upper bound on the maximum
risk of the least-squares estimator over the class Pwell(PX , σ2). As in Theorem 1, we assume
that n > d and that PX is non-degenerate. Let (X,Y ) ∼ P ∈ Pwell(PX , σ2), so that m(X) = 0
and σ2(X) 6 σ2. It then follows from Lemma 6 that
E
[E(β̂LSn )] 6 σ2n2E
[ n∑
i=1
σ2(Xi)‖X˜i‖2Σ˜−2n
]
=
σ2
n2
E
[
Tr
(
Σ˜−2n
n∑
i=1
X˜iX˜
⊤
i
)]
=
σ2
n
Tr(Σ˜−1n ) .
Hence, the maximum excess risk of the OLS estimator β̂LSn over the class Pwell(PX , σ2) (and
consequently, the minimax risk over this class) is at most σ2E[Tr(Σ˜−1n )]/n.
Lower bound on the minimax risk. We will now provide a lower bound on the minimax risk
over PGauss(PX , σ2). We will in fact establish the lower bound both in the setting of Theorem 1
(namely, PX is non-degenerate and n > d) and that of Proposition 1 (the remaining cases). In
particular, we do not assume for now that PX is non-degenerate or that n > d.
For β∗ ∈ Rd, let Pβ∗ denote the joint distribution of (X,Y ) where X ∼ PX and Y =
〈β∗,X〉+ε with ε ∼ N (0, σ2) independent of X. Now, consider the decision problem with model
PGauss(PX , σ2) = {Pβ∗ : β∗ ∈ Rd}, decision space Rd and loss function L(β∗, β) = EPβ∗ (β) =
‖β−β∗‖2Σ. Let R(β∗, β̂n) = Eβ∗ [L(β∗, β̂n)] denote the risk under Pβ∗ of a decision rule β̂n (that
is, an estimator of β∗ using an i.i.d. sample of size n from Pβ∗), namely its expected excess risk.
Consider the prior Πλ = N (0, σ2/(λn)Id) on PGauss(PX , σ2). A standard computation (see, e.g.,
[GCS+13]) shows that the posterior Πλ(·|(X1, Y1), . . . , (Xn, Yn)) isN (β̂λ,n, (σ2/n)·(Σ̂n+λId)−1).
Since the loss function L is quadratic, the Bayes estimator under Πλ is the expectation of the
posterior, which is β̂λ,n. Hence, using the comparison between minimax and Bayes risks:
inf
β̂n
sup
Pβ∗∈PGauss(PX ,σ2)
R(β∗, β̂n) > inf
β̂n
Eβ∗∼Πλ
[R(β∗, β̂n)] = Eβ∗∼Πλ[R(β∗, β̂λ,n)] , (46)
where the infimum is over all estimators β̂n. Note that the left-hand side of (46) is simply the
minimax excess risk over PGauss(PX , σ2). On the other hand, applying Lemma 5 with m(X) = 0
and σ2(X) = σ2 and noting that
E
[ n∑
i=1
‖Xi‖2(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
= E
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1
n∑
i=1
XiX
⊤
i
}]
= nE
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1Σ̂n
}]
,
we obtain
R(β∗, β̂λ,n) = λ2 E
[
‖β∗‖2
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]
+
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1Σ̂n
}]
.
This implies that
Eβ∗∼Πλ
[R(β∗, β̂λ,n)] = Eβ∗∼Πλ[λ2 E[‖β∗‖2(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]]
+
+
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1Σ̂n
}]
(47)
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where E simply denotes the expectation with respect to (X1, . . . ,Xn) ∼ PnX . Now, by Fubini’s
theorem, and since Eβ∗∼Πλ[β
∗(β∗)⊤] = σ2/(λn)Id, we have
Eβ∗∼Πλ
[
λ2 E
[
‖β∗‖2
(Σ̂n+λId)−1Σ(Σ̂n+λId)−1
]]
=λ2 · E
[
Eβ∗∼Πλ
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1β∗(β∗)⊤
}]]
=
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1λId
}]
. (48)
Plugging (48) into (47) shows that the Bayes risk under Πλ equals
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ(Σ̂n + λId)−1(Σ̂n + λId)
}]
=
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ
}]
. (49)
Hence, by (46) the minimax risk is larger than (σ2/n) · E[Tr{(Σ̂n + λId)−1Σ}] for every λ > 0.
We will now distinguish the settings of Theorem 1 and Proposition 1.
Degenerate case. First, we assume that PX is degenerate or that n < d. By Definition 1,
with probability p > 0, the matrix Σ̂n is non-invertible. When this occurs, let θ ∈ Rd be such
that ‖θ‖ = 1 and Σ̂n(Σ−1/2θ) = 0. We then have, for every λ > 0,
〈Σ−1/2(Σ̂n + λId)Σ−1/2θ, θ〉 = 0 + λ‖Σ−1/2θ‖2 6 λ · λ−1min,
where λmin = λmin(Σ) denotes the smallest eigenvalue of Σ. This implies that
Tr{Σ1/2(Σ̂n+λId)−1Σ1/2} > λmax(Σ1/2(Σ̂n+λId)−1Σ1/2) = λ−1min(Σ−1/2(Σ̂n+λId)Σ−1/2) >
λmin
λ
so that
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ
}]
>
σ2
n
· p · λmin
λ
. (50)
Recalling that the left-hand side of equation (50) is a lower bound on the minimax risk for every
λ > 0, and noting that the right-hand side tends to +∞ as λ→ 0, shows that the minimax risk
is infinite as claimed in Proposition 1.
Non-degenerate case. Now, assume that PX is non-degenerate and that n > d. By Defini-
tion 1, Σ̂n is invertible almost surely. In addition, Tr{(Σ̂n + λId)−1Σ} = Tr{(Σ−1/2Σ̂nΣ−1/2 +
λΣ−1)−1} is decreasing in λ (since λ 7→ Σ−1/2Σ̂nΣ−1/2 + λΣ−1 is increasing in λ), positive, and
converges as λ→ 0+ to Tr(Σ˜−1n ). By the monotone convergence theorem, it follows that
lim
λ→0+
σ2
n
E
[
Tr
{
(Σ̂n + λId)
−1Σ
}]
=
σ2
n
E
[
Tr(Σ˜−1n )
]
, (51)
where the limit in the right-hand side belongs to (0,+∞]. Since the left-hand side is a lower
bound on the minimax risk, the minimax risk over PGauss(PX , σ2) is larger than (σ2/n)E[Tr(Σ˜−1n )].
Conclusion of the proof. Since PGauss(PX , σ2) ⊂ Pwell(PX , σ2), the minimax risk over
Pwell(PX , σ2) is at least as large as that over PGauss(PX , σ2). In the case when PX is de-
generate or n < d, we showed that the minimax risk over PGauss(PX , σ2) is infinite, establishing
Proposition 1. In the case when PX is non-degenerate and n > d, we showed that the mini-
max risk over Pwell(PX , σ2) is smaller than (σ2/n)E[Tr(Σ˜−1n )] and that the minimax risk over
PGauss(PX , σ2) is larger than the same quantity, so that both minimax risks agree and are equal
to (σ2/n)E[Tr(Σ˜−1n )], as claimed in Theorem 1.
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4.3 Proof of Theorem 3
The proof starts with the following lemma.
Lemma 7. For any positive symmetric d× d matrix A and p ∈ [1, 2],
Tr(A−1) + Tr(A)− 2d 6 max(1, λmin(A)−1) · Tr
(|A− Id|2/p) . (52)
Proof of Lemma 7. Let us start by showing that, for every a > 0,
a−1 + a− 2 6 max(1, a−1) · |a− 1|2/p . (53)
Multiplying both sides of (53) by a > 0, it amounts to
(a− 1)2 = 1 + a2 − 2a 6 max(a, 1) · |a− 1|2/p ,
namely to |a − 1|2−2/p 6 max(a, 1). For a ∈ (0, 2], this inequality holds since |a − 1| 6 1 and
2 − 2/p > 0, so that |a − 1|2−2/p 6 1 6 max(a, 1). For a > 2, the inequalities |a − 1| > 2 and
2− 2/p 6 1 imply that |a− 1|2−2/p 6 |a− 1| 6 a 6 max(a, 1). This establishes (53).
Now, let a1, . . . , ad > 0 be the eigenvalues of A. Without loss of generality, assume that
ad = minj(aj) = λmin(A). Then, by inequality (53) and the bound max(1, a
−1
j ) 6 max(1, a
−1
d ),
we have
Tr(A−1) + Tr(A)− 2d =
d∑
j=1
(a−1j + aj − 2) 6 max(1, a−1d )
d∑
j=1
|aj − 1|2/p ,
which is precisely the desired inequality (52).
Proof of Theorem 3. Let p ∈ (1, 2] which will be determined later, and denote q := p/(p− 1) its
complement. Applying Lemma 7 to A = Σ˜n yields:
Tr(Σ˜−1n ) + Tr(Σ˜n)− 2d 6 max(1, λmin(Σ˜n)−1) · Tr
(|Σ˜n − Id|2/p) .
Also, note that both random variables are non-negative, since Tr(Σ˜−1n )+Tr(Σ˜n)−2d = Tr[(Σ˜1/2n −
Σ˜
−1/2
n )2] > 0. Hence, their expectations are well-defined in [0,+∞], and since E[Tr(Σ˜n)] = d,
taking the expectation in the above bound and dividing by d yields:
1
d
· E[Tr(Σ˜−1n )]− 1 6 E[max(1, λmin(Σ˜n)−1) · 1dTr(|Σ˜n − Id|2/p)
]
6 E
[
max(1, λmin(Σ˜n)
−1)q
]1/q · E[(1
d
Tr
(|Σ˜n − Id|2/p))p]1/p (54)
6 E
[
max(1, λmin(Σ˜n)
−q)
]1/q · E[1
d
Tr
(
(Σ˜n − Id)2
)]1/p
(55)
where (54) comes from Hölder’s inequality, while (55) is obtained by noting that x 7→ xp is
convex and that (1/d)Tr(A) is the average of the eigenvalues of the symmetric matrix A. Next,
E
[1
d
Tr
(
(Σ˜n − Id)2
)]
=
1
d
Tr
{
E
[(
1
n
n∑
i=1
(X˜iX˜
⊤
i − Id)
)2]}
=
1
n2d
Tr
{ ∑
16i,j6n
E
[
(X˜iX˜
⊤
i − Id)(X˜jX˜⊤j − Id)
]}
=
1
nd
Tr
{
E
[
(X˜X˜⊤ − Id)2
]}
, (56)
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where we used in (56) the fact that, for i 6= j, E[(X˜iX˜⊤i − Id)(X˜jX˜⊤j − Id)] = E[X˜iX˜⊤i −
Id]E[X˜jX˜
⊤
j − Id] = 0. Now, observe that for x ∈ Rd, xx⊤ − Id has eigenvalue ‖x‖2 − 1 in the
direction of x, and eigenvalue −1 in any orthogonal direction. It follows that
Tr{(xx⊤ − Id)2} =
(‖x‖2 − 1)2 + (d− 1) · (−1)2 = ‖x‖4 − 2‖x‖2 + d ,
so that (56) becomes, recalling that E[‖X˜‖2] = d and E[‖X˜‖4] 6 κd2 (Assumption 2),
E
[1
d
Tr
(
(Σ˜n − Id)2
)]
=
1
nd
(
E[‖X˜‖4]− 2E[‖X˜‖2] + d
)
=
1
n
(
1
d
E[‖X˜‖4]− 1
)
6
κd
n
. (57)
On the other, recall that X˜ satisfies Assumption 1 and that n > max(6d/α, 12/α). Hence,
letting C ′ > 1 be the constant in Theorem 4, we have by Corollary 4:
E
[
max(1, λmin(Σ˜n)
−q)
]
6 2C ′q . (58)
Finally, plugging the bounds (57) and (58) into (55) and recalling that 1/p = 1 − 1/q =
1− 2/(α′n), we obtain
1
d
· E[Tr(Σ˜−1n )]− 1 6 (2C ′q)1/q · (κdn
)1/p
6 2C ′ · κd
n
·
( n
κd
)2/(α′n)
. (59)
Now, since κ = E[‖X˜‖4]/E[‖X˜‖2]2 > 1 and d > 1,
( n
κd
)2/(α′n)
6 n2/(α
′n) = exp
(2 log n
α′n
)
.
An elementary analysis shows that the function g : x 7→ log x/x is increasing on (0, e] and
decreasing on [e,+∞). Hence, if x, y > 1 satisfy x > y log y > e, then
log x
x
6
log y + log log y
y log y
6
1 + e−1
y
where we used log log y/ log y 6 g(e) = e−1. Here by assumption n > 12α−1 log(12α−1) =
2α′−1 log(2α′−1), and thus log n/n 6 (1 + e−1)/(2/α′), so that
( n
κd
)2/(α′n)
6 exp
( 2
α′
· 1 + e
−1
2/α′
)
= exp
(
1 + e−1
)
6 4 .
Plugging this inequality into (59) yields the desired bound (22). Equation (23) then follows by
Theorem 1.
4.4 Proof of Proposition 3
Recall that, by Lemma 6, we have
E
[E(β̂LSn )] = E
[∥∥∥∥ 1n
n∑
i=1
m(Xi)Σ
−1/2Xi
∥∥∥∥2
Σ˜−2n
]
+
1
n2
E
[ n∑
i=1
σ2(Xi)
∥∥Σ−1/2Xi∥∥2Σ˜−2n
]
. (60)
Now, since Σ˜−2n 6 λmin(Σ˜n)−2Id, we have for every random variable Vn:
E
[‖Vn‖2Σ˜−2n ] 6 E[‖Vn‖2]+ E[{λmin(Σ˜n)−2 − 1}+ · ‖Vn‖2]
6 E
[‖Vn‖2]+ E[{λmin(Σ˜n)−2 − 1}2+]1/2 · E[‖Vn‖4]1/2 , (61)
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where (61) follows from the Cauchy-Schwarz inequality. Letting Vn = σ(Xi)Σ
−1/2Xi, we obtain
from (61)
1
n2
E
[ n∑
i=1
σ2(Xi)
∥∥Σ−1/2Xi∥∥2Σ˜−2n
]
6
1
n
E
[
σ2(X)‖Σ−1/2X‖2]+ 1
n
E
[{λmin(Σ˜n)−2 − 1}2+]1/2E[σ4(X)‖Σ−1/2X‖4]1/2 . (62)
On the other hand, let Vn = n
−1∑n
i=1m(Xi)Σ
−1/2Xi; we have, since E[m(Xi)Xi] = E[εiXi] = 0,
E
[‖Vn‖2] = E
[∥∥∥ 1
n
n∑
i=1
m(Xi)Xi
∥∥∥2
Σ−1
]
=
1
n2
∑
16i,j6n
E
[ 〈m(Xi)Xi,m(Xj)Xj〉Σ−1 ]
=
1
n2
n∑
i=1
E
[
m(Xi)
2‖Σ−1/2Xi‖2
]
+
1
n2
∑
i 6=j
〈
E[m(Xi)Xi],E[m(Xj)Xj ]
〉
Σ−1
=
1
n
E
[
m(X)2‖Σ−1/2X‖2] . (63)
In addition,
E
[‖Vn‖4] = 1
n4
∑
16i,j,k,l6n
E
[ 〈m(Xi)Xi,m(Xj)Xj〉Σ−1 〈m(Xk)Xk,m(Xl)Xl〉Σ−1 ] .
Now, by independence and since E[m(X)X] = 0, each term in the sum above where one index
among i, j, k, l is distinct from the others cancels. We therefore have
E
[∥∥Vn∥∥4] = 1
n4
n∑
i=1
E
[‖m(Xi)Xi‖4Σ−1]+ 2n4
∑
16i<j6n
E
[‖m(Xi)Xi‖2Σ−1‖m(Xj)Xj‖2Σ−1]+
+
4
n4
∑
16i<j6n
E
[〈m(Xi)Xi,m(Xj)Xj〉2Σ−1]
6
1
n4
n∑
i=1
E
[‖m(Xi)Xi‖4Σ−1]+ 6n4
∑
16i<j6n
E
[‖m(Xi)Xi‖2Σ−1‖m(Xj)Xj‖2Σ−1] (64)
=
1
n3
· E[m(X)4‖Σ−1/2X‖4]+ 6
n4
· n(n− 1)
2
· E[m(X)2‖X‖2Σ−1]2
6
1
n3
· E[m(X)4‖Σ−1/2X‖4]+ 3
n2
· E[m(X)2‖Σ−1/2X‖2]2
6
4
n2
· E[m(X)4‖Σ−1/2X‖4] (65)
where (64) and (65) rely on the Cauchy-Schwarz inequality. Hence, it follows from (61), (63)
and (65) that
E
[∥∥∥∥ 1n
n∑
i=1
m(Xi)Σ
−1/2Xi
∥∥∥∥2
Σ˜−2n
]
6
1
n
E
[
m(X)2‖Σ−1/2X‖2]+ E[{λmin(Σ˜n)−2 − 1}2+]1/2 · ( 4n2 · E[m(X)4‖Σ−1/2X‖4]
)1/2
6
1
n
E
[
m(X)2‖Σ−1/2X‖2]+ 2
n
E
[{λmin(Σ˜n)−2 − 1}2+]1/2E[m(X)4‖Σ−1/2X‖4]1/2 . (66)
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Plugging (62) and (66) into the decomposition (60) yields:
E
[E(β̂LSn )] 6 1nE[(m(X)2 + σ2(X))‖Σ−1/2X‖2]+ 1nE[{λmin(Σ˜n)−2 − 1}2+]1/2×
×
(
E
[
σ4(X)‖Σ−1/2X‖4]1/2 + 2E[m(X)4‖Σ−1/2X‖4]1/2) (67)
Oliveira’s subgaussian bound. [Oli16] showed that, under Assumption 3, we have
P
(
λmin(Σ̂n) > 1− ε
)
> 1− δ
provided that
n >
81κ(d + 2 log(2/δ))
ε2
.
This can be rewritten as:
P
(
λmin(Σ̂n) < 1− 9κ1/2
√
(d+ 2 log(2/δ))
n
)
6 δ . (68)
Bound on the remaining term. Since the function x 7→ x2 is 2-Lipschitz on [0, 1], we have
(x−2 − 1)+ = (1− x2)+/x2 6 2(1− x)+/x2 for x > 0, so that by Cauchy-Schwarz,
E
[{λmin(Σ̂n)−2 − 1}2+]1/2 6 E[4{1 − λmin(Σ̂n)}2+
λmin(Σ̂n)4
]1/2
6 2E
[{1− λmin(Σ̂n)}4+]1/4E[λmin(Σ̂n)−8]1/4 . (69)
First, note that
E
[{1− λmin(Σ̂n)}4+] =
∫ ∞
0
P
({1− λmin(Σ̂n)}4+ > u)du
=
∫ 1
0
P
(
λmin(Σ̂n) 6 1− u1/4
)
du
=
∫ 1
0
P
(
λmin(Σ̂n) 6 1− v1/2
)
2vdv . (70)
Now, let v1/2 = 9κ1/2
√
[d+ 2 log(2/δ)]/n, so that the bound (68) yields P(λmin(Σ̂n) 6 1 −
v1/2) 6 δ. We have, equivalently,
δ = 2exp
(
− n
162κ
(
v − 81κd
n
))
6 2 exp
(
− n
324κ
v
)
as long as v > 162κd/n. Plugging this inequality into (70) yields
E
[{1− λmin(Σ̂n)}4+] 6
∫ min(162κd/n,1)
0
2vdv +
∫ 1
min(162κd/n,1)
2 exp
(
− n
324κ
v
)
2vdv
6
(162κd
n
)2
+
(324κ
n
)2 ∫ ∞
0
4 exp(−w)wdw
=
(162κd
n
)2
+ 4
(324κ
n
)2
so that, using the inequality (x+ y)1/4 6 x1/4 + y1/4,
E
[{1− λmin(Σ̂n)}4+]1/4 6 9
√
2κd
n
+ 18
√
2κ
n
6 27
√
2κd
n
. (71)
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Also, by Corollary 4 and the fact that αn/12 > 8, E[λmin(Σ̂n)
−8] 6 2C ′8, so that inequality (69)
becomes
E
[{λmin(Σ̂n)−2 − 1}2+]1/2 6 2× 27
√
2κd
n
× 21/4C ′2 6 92C ′2
√
κd
n
. (72)
Final bound. Now, let χ > 0 as in Proposition 3. Since
E[ε2|X] = m(X)2 + σ2(X) > max(m(X)2, σ2(X)) ,
we have
max
(
E
[
m(X)4‖Σ−1/2X‖4],E[σ4(X)‖Σ−1/2X‖4]) 6 E[E[ε2|X]2‖Σ−1/2X‖4] = χd2 . (73)
Putting the bounds (72) and (73) inside (67) yields
E
[E(β̂LSn )] 6 1nE[(m(X)2 + σ2(X))‖Σ−1/2X‖2]+ 1n · 92C ′2
√
κd
n
· 3√χd
=
1
n
E
[
(Y − 〈β∗,X〉)2‖Σ−1/2X‖2]+ 276C ′2√κχ(d
n
)3/2
, (74)
where we used the fact that E[(Y − 〈β∗,X〉)2|X] = m(X)2 + σ2(X). This establishes (24).
Finally, if P ∈ Pmis(PX , σ2), then E[ε2|X] 6 σ2, so that
χ = E[E[ε2|X]2‖Σ−1/2X‖4]/d2 6 σ4E[‖Σ−1/2X‖4]/d2 6 σ4κ ,
where we used the fact that E[‖Σ−1/2X‖4] 6 κd2 by Assumption 3 (see Remark 3). Plugging
this inequality, together with E[(Y − 〈β∗,X〉)2‖Σ−1/2X‖2] 6 σ2d, inside (74), yields the upper
bound (25). This concludes the proof.
5 Proof of Theorem 4
5.1 Truncation and small-ball condition
The first step of the proof is to replace X by the truncated vector X ′ :=
(
1 ∧
√
d
‖X‖
)
X; likewise,
let X ′i =
(
1∧
√
d
‖Xi‖
)
Xi for 1 6 i 6 n, and Σ̂
′
n := n
−1∑n
i=1X
′
i(X
′
i)
⊤. Note that X ′(X ′)⊤ 4 XX⊤
and ‖X ′‖ = √d ∧ ‖X‖, so that Σ̂′n 4 Σ̂n and E[‖X ′‖2] 6 E[‖X‖2] = d. It follows that
λmin(Σ̂
′
n) 6 λmin(Σ̂n), hence it suffices to establish a lower bound for λmin(Σ̂
′
n).
In addition, for every θ ∈ Sd−1, t ∈ (0, C−1) and a > 1,
P(|〈X ′, θ〉| 6 t) 6 P (|〈X, θ〉| 6 at) + P
( √
d
‖X‖ 6
1
a
)
6 (Cat)α + P(‖X‖ > a
√
d)
6 (Cat)α +
E[‖X‖2]
a2d
(75)
= (Ct)αaα +
1
a2
(76)
where we applied Markov’s inequality in (75). In particular, letting a = (Ct)−α/(2+α), inequal-
ity (76) becomes
P(|〈X ′, θ〉| 6 t) 6 2(Ct)2α/(2+α) . (77)
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5.2 Concentration and PAC-Bayesian inequalities
The smallest eigenvalue λmin(Σ̂
′
n) of Σ̂
′
n may be written as the infimum of an empirical process
indexed by the unit sphere Sd−1 = {v ∈ Rd : ‖v‖ = 1}:
λmin(Σ̂
′
n) = inf
v∈Sd−1
〈Σ̂′nv, v〉 = inf
v∈Sd−1
1
n
n∑
i=1
〈X ′i, v〉2 .
Now, recall that the variables 〈X ′i, θ〉2 are i.i.d. and distributed as 〈X ′, θ〉2 for every θ ∈ Sd−1.
The inequality (77) on the left tail of this variable can be expressed in terms of its Laplace
transform, through the following lemma:
Lemma 8. Let Z be a nonnegative random variable. Assume that there exists α ∈ (0, 1] and
C > 0 such that, for every t > 0, P(Z 6 t) 6 (Ct)α. Then, for every λ > 0,
E[exp(−λZ)] 6 (C/λ)α . (78)
Proof of Lemma 8. Since 0 6 exp(−λZ) 6 1, we have
E[exp(−λZ)] =
∫ 1
0
P(exp(−λZ) > t)dt =
∫ 1
0
P
(
Z 6
log(1/t)
λ
)
dt 6
∫ 1
0
(
C
log(1/t)
λ
)α
dt .
Now, for u > 0, the map α 7→ uα = eα log u is convex on R, so that uα 6 αu + (1 − α) for
0 6 α 6 1. It follows that∫ 1
0
logα(1/t)dt 6 α
∫ 1
0
(− log t)dt+ (1− α) = α[− t log t+ t]1
0
+ (1− α) = 1 ,
which establishes inequality (78).
Here, inequality (77) implies that, for every θ ∈ Sd−1,
P(〈X ′, θ〉2 6 t) = P(|〈X ′, θ〉| 6
√
t) 6 2(C
√
t)2α/(2+α) = 2(C2t)α/(2+α) .
Hence, Lemma 8 with Z = 〈X ′, θ〉2 implies that, for every λ > 0,
E[exp(−λ〈X ′, θ〉2)] 6 2(C2/λ)α/(2+α) .
In other words, for i = 1, . . . , n, E[exp(Zi(θ))] 6 1, where, letting α
′ = α/(2 + α), we define
Zi(θ) = −λ〈X ′i, θ〉2 + α′ log
(
λ
C2
)
− log 2
with λ > 0 a fixed parameter that will be optimized later. In particular, letting
Z(θ) = Z1(θ) + · · ·+ Zn(θ) = n
[
−λ〈Σ̂′nθ, θ〉+ α′ log
(
λ
C2
)
− log 2
]
,
the independence of Z1(θ), . . . , Zn(θ) implies that, for every θ ∈ Sd−1,
E[exp(Z(θ))] = E[exp(Z1(θ))] · · ·E[exp(Zn(θ))] 6 1 . (79)
The bound (79) controls the upper tail of Z(θ) for fixed θ ∈ Θ. In order to obtain a uniform
control over θ, similarly to [AC11, Oli16] we will use the PAC-Bayesian technique for bounding
empirical processes [McA99b, McA99a, Cat07]. For completeness, we include a proof of Lemma 9
(which is a standard bound) below.
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Lemma 9 (PAC-Bayesian deviation bound). Let Θ be a measurable space, and Z(θ), θ ∈ Θ,
be a real-valued measurable process. Assume that E[expZ(θ)] 6 1 for every θ ∈ Θ. Let π be a
probability distribution on Θ. Then,
P
(
∀ρ,
∫
Θ
Z(θ)ρ(dθ) 6 KL(ρ, π) + t
)
> 1− e−t , (80)
where ρ spans over all probability distributions on Θ, and KL(ρ, π) :=
∫
Θ log
( dρ
dpi
)
dρ ∈ [0,+∞]
denotes the Kullback-Leibler divergence between ρ and π, and where we define the integral in (80)
to be −∞ when neither the positive nor the negative part are integrable.
Proof of Lemma 9. By integrating the inequality E[expZ(θ)] 6 1 with respect to π and using
the Fubini-Tonelli theorem, we obtain
E
[∫
Θ
expZ(θ)π(dθ)
]
6 1 . (81)
In addition, using the duality between the log-Laplace transform and the Kullback-Leibler di-
vergence (see, e.g., [Cat04, p. 159]):
log
∫
Θ
exp(Z(θ))π(dθ) = sup
ρ
{∫
Θ
Z(θ)ρ(dθ)−KL(ρ, π)
}
where the supremum spans over all probability distributions ρ over Θ, the inequality (81) writes
E
[
exp sup
ρ
{∫
Θ
Z(θ)ρ(dθ)−KL(ρ, π)
}]
6 1 . (82)
Applying Markov’s inequality to (82) yields the desired bound (80).
Here, we let Θ = Sd−1 and Z(θ) as defined above. In addition, we take π to be the uniform
distribution on Sd−1, and for v ∈ Sd−1 and γ > 0 we define Θ(v, γ) := {θ ∈ Sd−1 : ‖θ− v‖ 6 γ}
and let ρv,γ = π(Θ(v, γ))
−1
1(Θ(v, γ)) · π be the uniform distribution over Θ(v, γ). In this case,
the PAC-Bayesian bound of Lemma 9 writes: for every t > 0, with probability at least 1− e−t,
for every v ∈ Sd−1 and γ > 0,
n
[
−λFv,γ(Σ̂′n) + α′ log
(
λ
C2
)
− log 2
]
6 KL(ρv,γ , π) + t , (83)
where we define for every symmetric matrix Σ:
Fv,γ(Σ) :=
∫
Θ
〈Σθ, θ〉ρv,γ(dθ) . (84)
5.3 Control of the approximation term
Now, using the symmetries of the smoothing distributions ρv,γ , we will show that, for every
γ > 0, v ∈ Sd−1 and symmetric matrix Σ,
Fv,γ(Σ) =
(
1− φ(γ))〈Σv, v〉+ φ(γ) · 1
d
Tr(Σ) , (85)
where for γ > 0,
φ(γ) :=
d
d− 1
∫
Θ
(
1− 〈θ, v〉2)ρv,γ(dθ) ∈ [0, d/(d − 1)γ2] . (86)
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First, note that
Fv,γ(Σ) = Tr(ΣAv,γ) , where Av,γ :=
∫
Θ
θθ⊤ρv,γ(dθ) .
In addition, for every isometry U ∈ (d) of Rd and v ∈ Sd−1, γ > 0, the image measure U∗ρv,γ of
ρv,γ under U is ρUv,γ (since U sends Θ(v, γ) to Θ(Uv, γ) and preserves the uniform distribution
π on Sd−1). It follows that
UAv,γU
−1 =
∫
Θ
(Uθ)(Uθ)⊤ρv,γ(dθ) =
∫
Θ
θθ⊤ρUv,γ(dθ) = AUv,γ . (87)
In particular, Av,γ commutes with every isometry U ∈ O(d) such that Uv = v. Taking U to
be the orthogonal reflection with respect to Hv := (Rv)
⊥, Av,γ preserves ker(U − Id) = Rv
and is therefore of the form φ1(v, γ)vv
⊤ + Cv,γ where φ1(v, γ) ∈ R and Cv,γ is a symmetric
operator with Cv,γHv ⊂ Hv and Cv,γv = v. Next, taking U = vv⊤+Uv where Uv is an arbitrary
isometry of Hv, it follows that Cv,γ commutes on Hv with all isometries Uv, and is therefore of
the form φ2(v, γ)Pv , where Pv = Id − vv⊤ is the orthogonal projection on Hv and φ2(v, γ) ∈ R.
To summarize, we have:
Av,γ = φ1(v, γ)vv
⊤ + φ2(v, γ)(Id − vv⊤) .
Now, the identity (87) shows that, for every U ∈ O(d) and v, γ, φ1(Uv, γ) = φ1(v, γ) and
φ2(Uv, γ) = φ2(v, γ); hence, these constants do not depend on v and are simply denoted
φ1(γ), φ2(γ). Defining φ(γ) := d · φ2(γ) and φ˜(γ) := φ1(γ)− φ2(γ), we therefore have:
Av,γ = φ˜(γ)vv
⊤ + φ(γ) · 1
d
Id . (88)
Next, observe that ∫
Sd−1
ρv,γπ(dv) = π ; (89)
this follows from the fact that the measure π′ on the left-hand side of (89) is a probability
distribution on Sd−1 invariant under any U ∈ O(d), since
U∗π′ =
∫
Sd−1
U∗ρv,γπ(dv) =
∫
Sd−1
ρUv,γπ(dv) =
∫
Sd−1
ρv,γ(U∗π)(dv) =
∫
Sd−1
ρv,γπ(dv) = π
′ .
Equation (89), together with Fubini’s theorem, implies that∫
Sd−1
Av,γπ(dv) =
∫
Sd−1
∫
Sd−1
θθ⊤ρv,γ(dθ)π(dv) =
∫
Sd−1
θθ⊤π(dθ) =: A .
Since A commutes with isometries (by invariance of π), it is of the form cId with c = Tr(A)/d =
(1/d)
∫
Sd−1 ‖θ‖2π(dθ) = 1/d. Plugging (88) into the previous equality, we obtain
1
d
Id =
∫
Sd−1
[
φ˜(γ)vv⊤ + φ(γ) · 1
d
Id
]
π(dv) =
1
d
φ˜(γ)Id +
1
d
φ(γ)Id ,
so that φ˜(γ) = 1− φ(γ). The decomposition (88) then writes:
Av,γ =
(
1− φ(γ))vv⊤ + φ(γ) · 1
d
Id .
Recalling that Fv,γ(Σ) = Tr(ΣAv,γ), we obtain the desired expression (85) for Fv,γ .
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Finally, note that on the one hand,
〈Av,γv, v〉 = (1− φ(γ))‖v‖2 + φ(γ) · 1
d
‖v‖2 = 1− d− 1
d
φ(γ) ,
while on the other hand:
〈Av,γv, v〉 =
∫
Sd−1
〈θ, v〉2ρv,γ(dθ) ,
so that
φ(γ) =
d
d− 1
∫
Sd−1
(
1− 〈θ, v〉2)ρv,γ(dθ) > 0 ,
where we used that 〈θ, v〉2 6 1 by the Cauchy-Schwarz inequality.
Now, let α denote the angle between θ and v. We have 〈θ, v〉 = cosα and ‖θ − v‖2 =
(1− cosα)2 + sin2 α = 2(1− cosα), so that 〈θ, v〉 = 1− 12‖θ− v‖2. Since ρv,γ(dθ)-almost surely,
‖θ − v‖ 6 γ, this implies
1− 〈θ, v〉2 = 1−
(
1− 1
2
‖θ − v‖2
)2
= ‖θ − v‖2 − 1
4
‖θ − v‖4 6 γ2 .
Integrating this inequality over ρv,γ yields φ(γ) 6 d/(d − 1)γ2; this establishes (86).
5.4 Control of the entropy term
We now turn to the control of the entropy term in (83). Specifically, we will show that, for every
v ∈ Sd−1 and γ > 0,
KL(ρv,γ , π) 6 d log
(
1 +
2
γ
)
. (90)
First, since dρv,γ/dπ = π[Θ(v, γ)]
−1 ρv,γ-almost surely, KL(ρv,γ , π) = log π[Θ(v, γ)]−1. Now,
let N = Nc(γ, S
d−1) denote the γ-covering number of Sd−1, namely the smallest N > 1 such
that there exists θ1, . . . , θN ∈ Sd−1 with
Sd−1 =
N⋃
i=1
Θ(θi, γ) . (91)
Applying a union bound to (91) and using the fact that π[Θ(θi, γ)] = π[Θ(v, γ)] yields 1 6
Nπ[Θ(v, γ)], namely
KL(ρv,γ , π) 6 logN . (92)
Now, let Np(γ, S
d−1) denote the γ-packing number of Sd−1, which is the largest number of points
in Sd−1 with pairwise distances at least γ. We have, denoting Bd = {x ∈ Rd : ‖x‖ 6 1},
N 6 Np(γ, S
d−1) 6 Np(γ,Bd) 6
(
1 +
2
γ
)d
, (93)
where the first inequality follows from a comparison of covering and packing numbers [Ver18,
Lemma 4.2.8], the second one from the inclusion Sd−1 ⊂ Bd and the last one from a volumetric
argument [Ver18, Lemma 4.2.13]. Combining (92) and (93) establishes (90).
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5.5 Conclusion of the proof
First note that, since ‖X ′i‖2 = ‖Xi‖2 ∧ d 6 d for 1 6 i 6 n,
Tr(Σ̂′n) =
1
n
n∑
i=1
‖X ′i‖2 6 d . (94)
Putting together the previous bounds (83), (85), (90) and (94), we get with probability 1−e−nu,
for every v ∈ Sd−1, γ ∈ (0, 1/2],
α′ log
(
λ
C2
)
− log 2− d
n
log
(
1 +
2
γ
)
− u 6 λFv,γ(Σ̂′n)
= λ
(
(1− φ(γ))〈Σ̂′nv, v〉 + φ(γ) ·
1
d
Tr(Σ̂′n)
)
6 λ
[
(1− φ(γ))〈Σ̂′nv, v〉 + φ(γ)
]
In particular, rearranging, and using the fact that φ(γ) 6 1/2 for γ 6 1/2, as well as φ(γ) 6 γ2
and λmin(Σ̂
′
n) = infv〈Σ̂′nv, v〉, we get with probability 1− e−nu,
λmin(Σ̂
′
n) >
2
λ
[
α′ log
(
λ
C2
)
− log 2− d
n
log
(
1 +
2
γ
)
− u
]
− 2γ2 (95)
We first approximately maximize the above lower bound in γ, given λ. Since γ 6 1/2,
1 + 2/γ 6 1 + 1/γ2 6 5/(4γ2). We are therefore led to minimize
2d
λn
log
(
5
4γ2
)
+ 2γ2
over γ2 6 1/4. Now, let γ2 = d/(2λn), which belongs to the prescribed range if
λ >
2d
n
. (96)
For this choice of γ, the lower bound (95) becomes
λmin(Σ̂
′
n) >
2
λ
[
α′ log
(
λ
C2
)
− log 2− d
n
log
(
5λn
2d
)
− u
]
− d
λn
=
2
λ
[(
α′ − d
n
)
log λ− α′ logC2 −
{
log 2 +
d
n
log
(
5n
2d
)
+
d
2n
}
− u
]
Now, recall that by assumption, d/n 6 α/6 6 1/6, so that (by monotonicity of x 7→ −x log x on
(0, e−1], replacing d/n by 1/6) the term inside the braces is smaller than c0 = 1.3. In addition,
assume that λ > C4, so that log(λ/C4) > 0; in this case, condition (96) is automatically satisfied,
since 2d/n 6 1/3 6 C4. Finally, since α′ = α/(2 + α) > α/3 and d/n 6 α/6, α′ 6 2(α′ − d/n)
and α′ − d/n > α/6, so that(
α′ − d
n
)
log λ− α′ logC2 >
(
α′ − d
n
)
log
(
λ
C4
)
>
α
6
log
(
λ
C4
)
,
the previous inequalities implies that, for every λ > C4 and u > 0, with probability at least
1− e−nu,
λmin(Σ̂
′
n) >
2
λ
[
α
6
log
(
λ
C4
)
− c0 − u
]
=
α
3C4
log λ′ − 6α−1(c0 + u)
λ′
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where λ′ = λ/C4 > 1. A simple analysis shows that for c ∈ R, the function λ′ 7→ (log λ′ − c)/λ′
admits a maximum on (0,+∞) of e−c−1, reached at λ′ = ec+1. Here c = 6α−1(c0 + u) > 0, so
that λ′ > e > 1. Hence, for every u > 0, with probability at least 1− e−nu,
λmin(Σ̂
′
n) >
α
3C4
exp
(
−1− 6(c0 + u)
α
)
> C ′−1e−6u/α =: t , (97)
where we let C ′ := 3C4e1+9/α (using the fact that 6c0 6 8 and 1/α 6 e1/α). Inverting the
bound (97), we obtain that for every t < C ′−1,
P
(
λmin(Σ̂
′
n) 6 t
)
6 (C ′t)αn/6 .
Since λmin(Σ̂n) > λmin(Σ̂
′
n), and since the bound trivially holds for t > C
′−1, this concludes the
proof.
6 Conclusion
In this work, we performed a detailed decision-theoretic analysis of linear prediction under square
loss with random design, by providing matching upper and lower bounds on the minimax risk
under weak conditions. In particular, we showed that the minimax risk is determined by the
distribution of statistical leverage scores, and is approximately minimized in high dimension by
centered Gaussian covariates. In particular, we obtained the first upper bounds on the expected
risk of the ordinary least squares estimator in the random design setting with non-Gaussian
covariates. Those bounds scale as most as (1+o(1))σ2d/n as d = o(n) with noise level σ2, under
some mild conditions on the distribution of covariates.
The previous upper bounds relied on a study of the lower tail and negative moments of
empirical covariance matrices. We showed a general lower bound on this lower tail in dimension
d > 2, and established a matching upper bound under a necessary “small-ball” regularity con-
dition on the design. The proof of this result relied on the use of PAC-Bayesian smoothing of
empirical processes, with refined non-Gaussian smoothing distributions.
It is worth noting that our upper bound on the lower tail of λmin(Σ̂n) (Theorem 4) requires
n > 6d; while we did not attempt to optimize the constant factor 6, the approach used here is
not sufficient to obtain meaningful bounds for square (or nearly square) design matrices, whose
aspect ratio d/n is close to 1. It would be interesting to see if the bound of Theorem 4 can
be extended to this case (for instance with centered, variance 1 independent coordinates with
bounded density, as in Section 3.3, or more generally under Assumption 1 with α = 1), by using
the techniques from [RV08, RV09, TV09b, TV09a].
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