In perceptual categorization, rule selection consists of selecting one or several stimulus-dimensions to be used to categorize the stimuli (e.g., categorize lines according to their length). Once a rule has been selected, criterion learning consists of defining how stimuli will be grouped using the selected dimension(s) (e.g., if the selected rule is line length, define 'long' and 'short'). Very little is known about the neuroscience of criterion learning, and most existing computational models do not provide a biological mechanism for this process. In this article, we introduce a new model of rule learning called Heterosynaptic Inhibitory Criterion Learning (HICL). HICL includes a biologically-based explanation of criterion learning, and we use new category-learning data to test key aspects of the model. In HICL, rule selective cells in prefrontal cortex modulate stimulus-response associations using pre-synaptic inhibition. Criterion learning is implemented by a new type of heterosynaptic error-driven Hebbian learning at inhibitory synapses that uses feedback to drive cell activation above/below thresholds representing ionic gating mechanisms. The model is used to account for new human categorization data from two experiments showing that: (1) changing rule criterion on a given dimension is easier if irrelevant dimensions are also changing (Experiment 1), and (2) showing that changing the relevant rule dimension and learning a new criterion is more difficult, but also facilitated by a change in the irrelevant dimension (Experiment 2). We conclude with a discussion of some of HICL's implications for future research on rule learning.
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Introduction
Rule-guided behavior is essential in adapting one's actions to the ever changing environment (Bunge & Souza, 2007; Miller & Cohen, 2001) . For example, rule-use allows for a direct generalization of performance to new stimuli or new situations (Helie & Ashby, 2012). As a result, rule learning is essential for simple everyday tasks such as classifying new animals as friends or foes, or learning the meaning of traffic signs. Once a rule has been learned, rules can be applied in a variety of contexts. Rule learning is to be contrasted with associative learning (i.e., gradually learning that a stimulus is predictive of a particular response, e.g., Erickson & Kruschke, 1998; Maddox & Ashby, 2004) . Differences between rule learning and associative learning may be the result of different brain circuits being recruited (Ashby, Alfonso-Reese, Turken, & Waldron, 1998). Specifically, associative learning is thought to rely primarily on the basal ganglia while rule learning uses a working memory network relying primarily on the prefrontal cortex (PFC). While much computational work has been devoted to the biological network responsible for associative learning (e.g., Ashby & Crossley, 2011; Ashby, Ennis, & Spiering, 2007 ; for a review, see Helie, Chakravarthy, & Moustafa, 2013) , the biological network responsible for rule learning remains largely unexplored by computational modelers.
Rule learning involves at least two different cognitive operations, namely rule selection and criterion learning. In perceptual categorization, rule selection consists of selecting one or several stimulus dimensions to be used to categorize the stimuli (e.g., categorize lines according to their length). Once a rule has been selected, criterion learning consists of defining how stimuli will be grouped using the selected dimension(s) (e.g., if the selected rule is line length, define 'long' and 'short'). Ashby et al. (1998) have proposed a biologically-based model of how rules can be selected or switched away from, but the rule criterion is generally
