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Abstract
This paper provides robust estimators for the first canonical correlation
and directions of random elements on Hilbert separable spaces by using ro-
bust association and scale measures combined with basis expansion and/or
penalizations as a regularization tool. Under regularity conditions, the re-
sulting estimators are consistent.
1. Introduction
In recent years, data collected in the form of functions or curves received consider-
able attention in such fields of applications as chemometrics, economics, environ-
mental studies, image recognition, spectroscopy, and many others. These data are
known in the literature as functional data, see Ramsay and Silverman (2005) for
a complete overview. In general, the observations are considered random elements
of some functional space and, in this context, many statistical modelling problems
result best described. This gives rise to the extension of some classic concepts of
multivariate data analysis, such as dimension reduction techniques and particularly
those based on projections.
This paper is concerned with canonical correlation analysis, where data consist
of pairs of random curves. The aim of this analysis is to identify and quantify the
relation between the observed functions. Under a Gaussian model, Leurgans et al.
(1993) showed that the natural extension of multivariate estimators to the func-
tional scenario fails, which motivates the need to introduce a regularization tech-
nique that involves smoothing through a penalty term. Besides, He et al. (2003)
provided conditions that ensure the existence and proper definition of canonical di-
rections and correlations for processes that support a Karhunen–Loéve expansion,
while Cupidon et al. (2007) derived the asymptotic distribution of correlations and
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regularized functional canonical variations. An alternative way to get around the
ill–posed problem related to functional canonical correlation is to use a finite basis
expansion. Proposals based on this approach were discussed in He et al. (2004) and
Ramsay and Silverman (2005). More precisely, these authors proposed to perform
a regularization step projecting the observed curves on a finite number of basis
functions, before computing the smooth canonical correlations and directions in
the basis expansion domain.
All these papers use the Pearson correlation as measure of the association
between the observed functions. However, it is known the Pearson correlation is
sensitive to atypical observations and this sensitivity is inherited by the procedures
based on it (see Taskinen et al. (2006)). To our knowledge, when considering
the analysis of functional canonical correlation, the only proposal of estimators
resistant to anomalous observations is that studied by Alvarez et al. (2019), where
the regularization was implemented by projecting random processes on a finite
number of functions in an orthonormal basis.
The aim of this paper is to introduce consistent robust estimators of the canon-
ical correlation analysis in the functional data setting but where regularization is
based on a roughness penalty. The paper is organized as follows. In Section 2,
we state some notation and preliminary definitions and we briefly describe the two
classical approaches for regularized functional canonical correlation analysis. Sec-
tion 3 presents our robust proposals, while their consistency is studied in Section
4. Some final comments are given in Section 5. All proofs are deferred to the
Appendix.
2. Preliminaries
Let H be a separable Hilbert space with inner product 〈·, ·〉 and norm ‖·‖2 = 〈·, ·〉.
Let (X, Y ) be a random element of the Hilbert space H×H defined in a probability
space (Ω,A,P). In the product space H × H, we define the usual inner product
〈(u1, v1), (u2, v2)〉H×H = 〈u1, u2〉 + 〈v1, v2〉. When (X, Y )⊤ has finite second mo-
ment, i.e., E(‖X‖2 + ‖Y ‖2) < ∞, we denote as ΓXX : H → H, ΓY Y : H → H,
ΓXY : H → H and ΓY X : H → H, the covariance and cross–covariance oper-
ators, respectively. More precisely, for any u1, u2 ∈ H, v ∈ H, we have that
Cov(〈u1, X〉, 〈u2, X〉) = 〈u1,ΓXXu2〉, Cov(〈u1, X〉, 〈v, Y 〉) = 〈u1,ΓXY v〉 and simi-
larly for ΓY Y and ΓY X .
2.1 The classical approaches
Canonical correlation analysis, which was originally developed for multivariate
data, has been successfully extended to accommodate functional data by Leurgans et al.
(1993) as follows.
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Assume that the observed data {(Xi, Yi)⊤, i = 1, . . . , n} are independent re-
alizations of a bivariate stochastic process (X, Y )⊤ ∈ H × H. When (X, Y )⊤
has finite second moments, a non-smooth approach to the problem of functional
canonical correlation is to search for functions u and v in H such that the linear
combinations 〈u,X〉 and 〈v, Y 〉 have maximum squared correlation, that is, the
objective is to find u 6= 0, v 6= 0 that maximize
L(u, v) = Corr2(〈u,X〉 , 〈v, Y 〉) = 〈u,ΓXY v〉
2
〈u,ΓXXu〉 〈v,ΓY Y v〉
, (2.1)
where the ratio 〈u,ΓXY v〉2/ (〈u,ΓXXu〉 〈v,ΓY Y v〉) equals 0 when 〈u,ΓXXu〉 = 0 or
〈v,ΓY Y v〉 = 0. In particular, Leurgans et al. (1993) considered the case H = L2(I)
and assumed that there are two bases of H composed of the functional canonical
coordinates, which are a generalization of the vector canonical coordinates, that
ensure the existence of a solution to the non-smooth approach.
Leurgans et al. (1993) proved that it is not possible to consider a sample version
of the problem of maximizing L(u, v). Therefore, they proposed to estimate the
first canonical variables by maximizing, restricted to not null ‘smooth elements’ of
H, the estimated canonical correlation penalized by a ‘penalty operator’.
As mentioned in the Introduction, two possibilities may be considered to in-
troduce regularization. One approach is to consider, as in Leurgans et al. (1993),
a roughness penalty which gives a measure of the smoothness of a function. The
other point of view, considers a sieves approximation eventually combined with a
penalty term. We will briefly review both methods.
Let D : Hs → H be a linear operator, which we will refer to as the differentia-
tor, hereHs is the subset of smooth elements ofH, i.e., u ∈ Hs if ‖Du‖ <∞. Using
D, we define the symmetric positive semi-definite bilinear form ⌈·, ·⌉ : Hs×Hs → R,
where ⌈u, v⌉ = 〈Du,Dv〉. The penalization operator is then defined as Ψ : Hs →
R, Ψ(u) = ⌈u, u⌉, and the penalized inner product as 〈u, v〉τ = 〈u, v〉+ τ ⌈u, v⌉.
Remark 1. The most common setting for functional data corresponds to the
situation where H = L2(I) and






In this case, it is usual to consider Du = u′ ′ and ⌈u, v⌉ =
∫
I






Denote as H0s := {u ∈ Hs : u 6= 0}. Given u and v in H0s, Leurgans et al.
(1993) defined the population penalized squared correlation, Lτ (u, v), as
Lτ (u, v) =
Cov2(〈u,X〉 , 〈v, Y 〉)
{Var(〈u,X〉) + τ1Ψ(u)} {Var(〈v, Y 〉) + τ2Ψ(v)}
=
〈u,ΓXY v〉2
{〈u,ΓXXu〉+ τ1Ψ(u)} {〈v,ΓY Y v〉+ τ2Ψ(v)}
,
where τ = (τ1, τ2). The so–called Smoothed Canonical Correlation Analysis (SCCA)
by Leurgans et al. (1993), correspond to maximizing Lτ (u, v) over u, v ∈ H0s. In
this way, for the sample {(Xi, Yi)⊤, i = 1, . . . , n} these authors proposed to carry
out SCCA by replacing the population quantities by their sample counterparts,
that is, by maximizing the penalized squared sample correlation
L̂τ (u, v) =
Ĉov
2
(〈u,X〉 , 〈v, Y 〉)(
V̂ar(〈u,X〉) + τ1Ψ(u)
)(















where Ĉov and V̂ar stand for the sample covariance and variance, computed re-
placing the corresponding bivariate or univariate distributions with the empirical
one, respectively, while Γ̂XX , Γ̂Y Y and Γ̂XY stand for the sample covariance and
cross–covariance operators, respectively.
As mentioned in the Introduction, to address the dimensionality problems
of functional canonical correlation, He et al. (2004) and Ramsay and Silverman
(2005) propose an alternative to SCCA by means of dimension reduction tech-
niques, that is, following a sieves approach. More precisely, these authors imple-
ment regularization by first projecting the sample’s curves on a finite number of
elements of an orthonormal basis. In this way, given {ξi}i≥1 a suitable orthonormal
basis for H, we will denote by Hd the subspace of H spanned by {ξ1, . . . , ξd}. Then,
if we take d = dn such that dn → ∞, the sequence of increasing subspaces Hdn
approximates H. From now on, we assume the basis elements are smooth and so
H0dn := {u ∈ Hdn : u 6= 0} ⊂ H0s. For simplicity, we only consider the case where
the same basis is used to approximate the both canonical direction estimators.
For the sample {(Xi, Yi)⊤, i = 1, . . . , n}, Ramsay and Silverman (2005) defined
the SCCA restricted to the basis expansion domain as the maximization of L̂τ (u, v)
over H0d × H0d. Let α = (α1, . . . , αd)⊤ and β = (β1, . . . , βd)⊤ be the coefficients’
vectors of u and v in the considered basis and denote as x = (〈X, ξ1〉, . . . , 〈X, ξd〉)⊤
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and y = (〈Y, ξ1〉, . . . , 〈Y, ξd〉)⊤. It is easily seen that, in the basis expansion domain,













βi βj ⌈ξi, ξj⌉
) .
(2.3)
The maximizers of (2.3) are the coefficient’s vectors of the estimated leading canon-
ical directions in the considered basis.
Some of the most frequently used bases for functional data are the Fourier,
polynomial, splines and wavelet bases. It could also be taken a data-driven basis
such as the one composed of the eigenfunctions of the covariance operators. The
number of basis elements, d, should be chosen large enough to ensure that the
regularization is controlled by the choice of the smoothing parameter τ rather
than that of dimensionality d.
2.2 Co–association measures
As it is well known, the estimators obtained maximizing L̂τ (u, v) are very sen-
sitive to the presence of outliers, since they are based on the sample version of
the covariance operators. This suggests that more resistant association measures
are needed to get reliable estimations, see for instance, Alfons et al. (2017) who
introduces robust canonical correlation estimators for multivariate data and pro-
vides a deep discussion on bivariate association measures. Association measures
are an alternative to and include the Pearson correlation. In our setting, we seek
for robust alternatives to the covariance between two random variables since we
are penalizing the two variances appearing in the denominator of (2.2). Clearly,
a resistant measure can be constructed from a robust association measure and a
robust scale estimator. However, other possible choices can be considered. We first
give a definition, that provides, a general framework to robust counterparts of the
usual covariance.
Given two univariate random variables U and V , let F(U,V ), FU and FV stand
for the distributions of (U, V )⊤, U and V respectively. A bivariate co–association
measure γ between U and V , denoted γ(F(U,V )), is a functional defined over the
space of bivariate distributions such that
(i) γ(F(U,V )) = γ(F(V,U)),
(ii) γ(F(aU+b,cV+d)) = a c γ(F(U,V )), where a, b, c and d are real constants.
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To avoid for burden notation, we write γ(U, V ) instead of γ(F(U,V )), from now on.
Furthermore, if a bivariate co–association measure γ also satisfies the condition
(iii) γ2(U, V ) ≤ γ(U, U) γ(V, V ),
a measure of association may be defined as ρ (U, V ) = γ (U, V )/
√
γ (U, U) γ (V, V ).
Clearly, the covariance between two random variables is a co–association measure
that satisfies (i)-(iii) and its related association measure is the Pearson correlation.
As mentioned above, to provide a robust counterpart of (2.2), robust scale
estimators are also needed. To recall the definition of a scale functional, denote
G the set of all univariate distributions. A scale functional σ : G → [0,+∞) is a
location invariant and scale equivariant functional, that is, σ(FaU+b) = |a|σ(FU),
for all real numbers a and b (see Maronna et al. (2019)). Two well known examples
of scale functionals are the standard deviation and the median absolute deviation
about the median, mad(FU) = c median (|U −median(U)|). The normalization
constant c, used in the mad, can be chosen so that its empirical or sample version is
consistent for a scale parameter of interest. Typically, one chooses c = 1/Φ−1(0.75)
so that the mad equals the standard deviation at a normal distribution. More
generally, any M−scale estimator can be calibrated to provide Fisher–consistent
estimators at the normal distribution, that is, σ(Φ) = 1, with Φ the standard
normal distribution. As above, when there is no confusion, we will denote σ(U)
instead of σ (FU).
Given a bivariate co–association functional γ and a scale functional σ, one can
define the related association measure ρ as ρ (U, V ) = γ (U, V ) /{σ (U) σ (V )}, if
ρ2 (U, V ) ≤ 1, for any two univariate variables U and V . Conversely, given an
association measure ρ and a scale functional σ, the related co–association is given
by γ (U, V ) = ρ (U, V ) σ (U) σ (V ).
Examples of such association measures can be constructed from a bivariate
robust scatter functional W = W(U, V ), which provides a more resistant alterna-
tive to the classical covariance matrix Σ = Cov(U, V ). The association measure
induced by a bivariate scatter matrix W is given by
ρ(U, V ) =
W12(U, V )




where Wij(U, V ) is the (i, j)−th element of the scatter matrix W(U, V ). One pos-
sible choice for W(U, V ) is the M−scatter estimator defined by Maronna (1976),
since it provides an efficient estimator which is also highly robust in the bivariate
case. Another possible choice is to consider the orthogonalized Gnanadesikan–
Kettenring covariance proposed by Maronna and Zamar (2002). When using M-
estimators or the orthogonalized Gnanadesikan–Kettenring covariance, the corre-
sponding co–association measure is defined taking γ(U, V ) = W12(U, V ) and the
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related scale estimators as σ(U) =
√
W11(U, V ) and σ(V ) =
√
W22(U, V ). Note
that ρ2 (U, V ) ≤ 1, when W is positive semi-definite, which is satisfied by both
estimators mentioned above.
Taking into account that Cov(U, V ) = (αβ/4)(sd2(U/α + V/β)− sd2(U/α −
V/β)) for all α 6= 0 and β 6= 0, where sd(·) stands for the standard deviation,
Gnanadesikan and Kettenring (1972) define a family of co–association functionals
replacing the standard deviation by a robust scale σ and taking α = σ(U) and
β = σ(V ). More precisely, given a scale functional σ, the co–association measure



















In order to obtain a highly robust estimator of the correlation between two real
random variables, the association measure ρ⋆(U, V ) is defined as in ρ⋆(U, V ) =
(σ2+ − σ2−)/4. However, the resulting measure will not bounded between −1 and 1,
since the co–association measure does not satisfy (iii). To ensure an association
measure in the valid range, Gnanadesikan and Kettenring (1972) define the asso-
ciation measure ρgk as ρgk(U, V ) = (σ
2
+−σ2−)/(σ2++σ2−), with σ2+ and σ2− defined
in (2.5). which lies in the range [−1, 1], and the related a co–association measure
through γgk(U, V ) = σ(U) σ(V ) ρgk(U, V ).
Remark 2. We say that (U, V ) ∼ E2(µ,Σ, ϕ) if Z = (U, V )⊤ is elliptically dis-
tributed with location µ, scatter matrix Σ and characteristic generator function ϕ,
i.e., the characteristic function of Z equals ψZ(t) = exp(iµ
⊤t)ϕ(t⊤Σt). As men-
tioned in Section 2.1 in Alvarez et al. (2019), if the robust scatter functional W
is affine–equivariant, the association measure defined in (2.4) is Fisher–consistent
for elliptical families, that is, ρ(U, V ) = Σ12/
√
Σ11 Σ22. In particular, the asso-
ciation measure induced by the M−scatter estimator defined by Maronna (1976)
is Fisher–consistent at any elliptical distribution. Furthermore, even when the
scatter matrix defined in Maronna and Zamar (2002) is not affine equivariant, the
association measure ρ given in (2.4) is also Fisher–consistent at any elliptical dis-
tribution.
When the scale function σ(·) is calibrated so as to be Fisher–consistent at
the normal distribution, γ⋆ and γgk are Fisher-consistent at the bivariate nor-
mal distribution. When considering elliptical distributed random vectors (U, V ) ∼
E2(µ,Σ, ϕ), it is well known that for any robust scale functional there exists a con-
stant c > 0 such that for any a, b ∈ R, σ2(aU + bV ) = c (a2Σ11 + b2Σ22 + 2 a bΣ12)
(see, for instance, Maronna et al. (2019)). Straightforward arguments allow to
show that, in such situation, σ2+ = 2(1+Σ12/
√





so ρ⋆ and ρgk are also Fisher–consistent at elliptical distributions. ♣
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3. Robust approaches for smoothed canonical correlation analysis
Throughout this paper, we will denote as PZ [u] the distribution of 〈u, Z〉 when Z ∼
PZ and as P(X,Y )[u, v] the joint distribution of (〈u,X〉 , 〈v, Y 〉)⊤ when (X, Y )⊤ ∼
P(X,Y ). Furthermore, given a sample Z1, . . . , Zn, Pn,Z [u] stands for the empirical
distribution of 〈u, Z1〉 , . . . , 〈u, Zn〉, while Pn,(X,Y )[u, v] is the the empirical distri-
bution of the bivariate sample (〈u,Xi〉 , 〈v, Yi〉)⊤, 1 ≤ i ≤ n.
Let γr and σr be robust co–association and scale functionals, respectively,
defining a measure of association, that is, γ2r (U, V ) ≤ σ2r (U) σ2r (V ). From now on,




, σZ(u) = σr (PZ [u]) while their sample versions will





When γr (U, V ) = ρr (U, V ) σr (U) σr (V ) for some association measure ρr, we





thermore, given any u, v ∈ H, denote as Lr(u, v) the robust population squared







and Lτ ,r(u, v) =
γ2XY (u, v)
{σ2X(u) + τ1Ψ(u)}{σ2Y (v) + τ2Ψ(v)}
,
where we define Lr(u, v) = 0 when σ2X(u) = 0 or σ2Y (v) = 0. Note that Lr is the
robust counterpart of L(u, v) in (2.1). Moreover, if γr is related to an association
measure ρr and the scale functional σr as γr (U, V ) = ρr (U, V ) σr (U) σr (V ),




. We will refer to the supremum of Lr(u, v) as the
first or maximum canonical association.
As mentioned in Section 2.1, when the co–association measure γr and the
scale functional σr are taken as the covariance and the standard deviation, func-
tional canonical correlation is an ill–posed problem and some regularization is
needed. Similarly, when considering general co–association and scale function-
als, it is not possible to consider a sample version of the problem of maximizing
Lr(u, v). More precisely, Proposition 3.1 of Alvarez et al. (2019) entails that, when
dim(H) = ∞, there are directions such that the empirical association measure
L̂r(u, v) = g2n(u, v)/{s2n,X(u) s2n,Y (v)} equals one. For that reason, the proposal
given in Leurgans et al. (1993) can easily be adapted, using the sample version of
Lτ ,r, to get more stable estimators. To simplify our notation, in what follows we
avoid the subscript r when defining the canonical directions functionals and their
estimators. The robust canonical direction functionals and their smoothed versions
are defined, respectively, as (φ1, ψ1) = argmaxu,v∈H0
s
Lr(u, v) and (φτ ,1, ψτ ,1) =
argmaxu,v∈H0
s
Lτ ,r(u, v). The sample counterparts of (φτ ,1, ψτ ,1) are obtained us-
ing the sample versions of the robust co–association and scale functionals, that is,
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the smoothed robust canonical correlation estimators are given by








L̂τ ,r(u, v) .
(3.6)
In the same way, the proposal of Ramsay and Silverman (2005) based on regu-
larization by means of both orthonormal bases and a penalization parameter can
be easily adapted to be robust maximizing L̂τ ,r over H0d. So, the smoothed robust
canonical correlation estimators in the basis expansion domain are given by
(φ̃κ,1, ψ̃κ,1) = argmax
u,v∈H0
d
L̂τ ,r(u, v) , (3.7)
where κ = (τ , d).
Note that the above maximizations have no unique solution, any scalar mul-
tiplication of a solution is also a solution. For that reason, conditions over the
norms of the directions or the variances of the projections are usually imposed in
order to achieve identifiability up to a sign. With this equivalence in mind, we
have that (φ1, ψ1) is the pair of leading robust canonical directions of the model,
while (φ̂τ,1, ψ̂τ,1) and (φ̃κ,1, ψ̃κ,1), given in (3.6) and (3.7) respectively, are its esti-
mators. It is worth noticing that an unsmoothed robust version of (3.7), i.e., when
τ1 = τ2 = 0 was studied in Alvarez et al. (2019).
4. Consistency
As in Leurgans et al. (1993), to derive consistency results for smoothed robust
canonical correlation estimators, it is enough to consider the special case where
τ1 = τ2 = τ , and from now on we shall confine attention to this case. We will
denote as N the null space of ⌈·, ·⌉ and as N⊥ its orthogonal complement. The
following assumptions are needed to obtain the desired convergence results.
C1 There exists a constant c > 0 and a self–adjoint, positive, compact operator







and for any u, v ∈ H, σ2X(u) = c 〈u,Γ11u〉, σ2Y (v) = c 〈v,Γ22v〉 and γXY (u, v) =
c 〈u,Γ12v〉. Besides, the eigenfunctions of Γ11 and Γ22 fall in Hs.
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C2 There exist functions φ1 and ψ1 in Hs such that, for any u, v ∈ H, we have
Lr(u, v) ≤ Lr(φ1, ψ1) = ρ20. Furthermore, there exists 0 ≤ ρ1 < ρ0, such that
Lr(u, v) ≤ ρ1, for any u ∈ H and v ∈ H such that Lr(u, φ1) = Lr(v, ψ1) = 0.
Furthermore, assume that ‖φ1‖ = 1 and ‖ψ1‖ = 1 and that (φ1, ψ1) is unique
up to change of sign.
C3 (a) For any u ∈ N , u 6= 0, σX(u) 6= 0 and σY (u) 6= 0.
(b) N is finite dimensional and there exists d > 0 such that Ψ(u) = ⌈u, u⌉ >
d‖u‖2 for all u ∈ N⊥.
Note that in C1 we may assume without loss of generality that c = 1 redefining
Γ as c Γ. From now on, we will denote ‖u‖21,τ = σ2X(u) + τ ⌈u, u⌉ = 〈u,Γ11u〉 +











|gn(u, v)− γXY (u, v)| .
We will also need the following assumption which is related to the convergence
of the scale and co–association estimators.
C4 The smoothing parameter τ = τn ≥ 0 is such that τn → 0, max(Cn,X , Cn,Y ) a.s.−→
0 and one of the following hold
(a) Cn,XY
a.s.−→ 0 as n→ ∞ and there exists a constant A > 0 such that for
any u, v ∈ H0s, we have that
g2n(u, v)/
(
{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}
)
≤ A.
(b) The co–association measure is such that gn(u, v) = rn(u, v)sn,X(u)sn,Y (v)
and we have that θn = sup‖u‖=‖v‖=1 |rn(u, v)− ρXY (u, v)|
a.s.−→ 0.
It is worth noticing that the condition
g2n(u, v)/[{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}] ≤ A
for any u, v ∈ H0s, clearly holds with A = 1, when γr (U, V ) = ρr (U, V ) σr (U) σr (V )
for some association measure ρr, as is the case in the classical setting, since
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rn(u, v) ≤ 1. Note also that rn(u, v) y ρXY (u, v) are scale invariant, so we also
have that θn = sup‖u‖1,τn=‖v‖2,τn=1 |rn(u, v)− ρXY (u, v)|.













As in Section 3, we denote the maximizing values in each case by (φ1, ψ1), (φτ,1, ψτ,1)
and (φ̂τ,1, ψ̂τ,1), respectively.
The notion of convergence of the canonical directions estimators, (φ̂τ,1, ψ̂τ,1), to
the first population canonical ones, (φ1, ψ1), will be the convergence with respect
to the association measure induced by γr and σr, that is analogous to the Γ−norm
convergence defined in Leurgans et al. (1993). This convergence means that the
canonical variates obtained from (un, vn) for a given random element (X, Y )
⊤ be-
have as those obtained from (u, v) which is a desirable property to hold for the
estimated canonical directions. To clarify the convergence to be considered, given
u1, u2, v1, v2 ∈ H, define the quantities











For any pair of sequences (un)n∈N ⊆ H, (vn)n∈N ⊆ H, we say that (un, vn) converges
to (u, v) ∈ H in the Lr−norm if LXr (u, un) → 1 and LYr(v, vn) → 1.
The following theorem whose proof is given in the Appendix shows that the
robust estimators of the canonical directions given in (3.6) are consistent.
Theorem 1. Let (X1, Y1)
⊤, . . . , (Xn, Yn)
⊤ be i.i.d. with the same distribution as
(X, Y )⊤ ∼ P(X,Y ). Assume that C1-C2, C3(a) and C4 hold, then we have that
(a) λ̂τ
a.s.−→ λ0, so the estimate of the canonical correlation is consistent,
(b) Lr(φ̂τ,1, ψ̂τ,1) a.s.−→ λ0,
(c) LXr (φ̂τ,1, φ1)
a.s.−→ 1 and LYr(ψ̂τ,1, ψ1)
a.s.−→ 1.
In order to get consistency results for the robust smoothed canonical correla-
tion estimators in the basis expansion domain, it is necessary to adopt additional


















|gn(u, v)− γXY (u, v)| ,
and let ΠHdn be the orthogonal projection operator onto Hdn
C5 The basis {ξi}i≥1 ⊂ H0s and d = dn is such that dn → ∞. The smoothing
parameter τ = τn ≥ 0 is such that τn → 0, max(Dn,X, Dn,Y ) a.s.−→ 0 and one
of the following hold
(a) Dn,XY
a.s.−→ 0 as n→ ∞ and there exists a constant A > 0 such that for
any u, v ∈ H0s, we have that
g2n(u, v)/
(
{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}
)
≤ A.
(b) The co–association measure is such that gn(u, v) = rn(u, v)sn,X(u)sn,Y (v)
and we have that δn = supu,v∈H0
dn
, ‖u‖1,τn=‖v‖2,τn=1
|rn(u, v)− ρXY (u, v)|.
C6 σ2X(u) : H −→ R, σ2Y : H −→ R and γXY : H ×H −→ R are continuous in
φ1, ψ1 and (φ1, ψ1), respectively.
Note that assumption C5 is slightly weaker than C4.
The following theorem whose proof is given in the Appendix shows that the
robust estimators of the canonical directions given in (3.7) are consistent.
Theorem 2. Let (X1, Y1)
⊤, . . . , (Xn, Yn)
⊤ be i.i.d. with the same distribution as
(X, Y )⊤ ∼ P(X,Y ). Assume that C1-C3(a) and C5-C6 hold, τnΨ(ΠHdnφ1) → 0
and τnΨ(ΠHdnψ1) → 0, then we have that
(a) λ̃κ
a.s.−→ λ0, so the estimate of the canonical correlation is consistent,
(b) Lr(φ̃κ,1, ψ̃κ,1) a.s.−→ λ0,
(c) LXr (φ̃κ,1, φ1)
a.s.−→ 1 and LYr(ψ̃κ,1, ψ1)
a.s.−→ 1.
12
4.1 Some general comments
Assumptions C2 and C3 are similar to assumptions 3 and 4 in Leurgans et al.
(1993). In particular, C3(b) corresponds to the first part of assumption 4 in
Leurgans et al. (1993). C3 is satisfied, for example, when the roughness penalty is
the integrated squared second derivative subject to periodic boundary conditions.
Note that, the assumptions τΨ(ΠHdnφ1) → 0 and τΨ(ΠHdnψ1) → 0 appearing in
Theorem 2 are satisfied when {Ψ(ΠHdφ1)}d∈N and {Ψ(ΠHdψ1)}d∈N are bounded.
Recall that a desirable property is that the measures of co-association and scale
defining Lr determine the same canonical directions, which are the target ones, at
least for a given distribution family. This property know as Fisher-consistency is
strongly connected with C1 and C2. In particular, if γr is related to an association
measure ρr and the scale functional σr by γr (U, V ) = ρr (U, V ) σr (U) σr (V ),
then Lr(u, v) = ρ2r (P [〈u,X〉, 〈v, Y 〉]), so that C2 will be a consequence of the
Fisher–consistency of ρr as discussed below. Some examples of association mea-
sures Fisher–consistent for elliptical distributed vectors were discussed in Remark
2.
When γr is the covariance and σr is the standard deviation sd, C1 holds,
with Γ11 = ΓXX , Γ22 = ΓY Y , Γ12 = ΓXY and c = 1. Notice that, in this case,
a necessary condition for a good definition of the canonical weights is that both
random elements X and Y have finite second moments. This moment requirement
may be relaxed when other association measures are considered.
Assume that (X, Y )⊤ ∼ E(µ,Γ, ϕ) where E(µ,Γ, ϕ) denotes an elliptical dis-
tribution, as defined in Bali and Boente (2009), with parameters µ = (µ1, µ2)
⊤ ∈
H × H and Γ is as in (4.8). As a consequence of the definition of elliptical
random elements, for any u, v ∈ H, (〈u,X〉, 〈v, Y 〉)⊤ ∼ E2(µu,v,Σu,v, ϕ), where
µu,v = (〈u, µ1〉, 〈v, µ2〉)⊤ and the diagonal elements of Σu,v are 〈u,Γ11u〉 and
〈v,Γ22v〉, while the cross-diagonal ones are 〈u,Γ12v〉 and 〈v,Γ21u〉 . As mentioned
in Remark 2, when considering a robust scale functional σr(·), there exists a con-
stant c > 0 such that σ2X(u) = c 〈u,Γ11u〉 and σ2Y (v) = c 〈v,Γ22v〉, for any u, v ∈ H,
as required in C1. Let us denote ρr the measure of association ρr (U, V ) =
γr (U, V ) /{σr (U) σr (V )}. If ρr is Fisher-consistent at the family of bivariate





so that γXY (u, v) = c 〈u,Γ12v〉 which corresponds to the representation in C1.
A direct consequence of (4.9), is that the estimated canonical directions defined
in (3.6) are consistent for the first canonical directions associated to Γ, that is,
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to the maximizers of LΓ(u, v), which does not depend on ρr, a fact that was
already mentioned in Alvarez et al. (2019) and that states that the robust canonical
directions are Fisher-consistent at elliptical processes. In particular, if the process
has second moments, taking into account that there exists an a ∈ R, a > 0,
such that the covariance operator of (X, Y )⊤ equals aΓ, we have that Lr(u, v) =
LΓ(u, v) = L(u, v), so the robust functionals related to the canonical analysis are
the usual ones. As mentioned in Remark 2, all association measures in Section 2.2
are Fisher-consistent for bivariate elliptical families. Hence, the above discussion
implies that C2 holds for these association measures if the conditions in Theorem
4.8 of He et al. (2003) hold.
The following Lemma gives conditions ensuring that the convergences in C4
hold, i.e., that Cn,X
a.s.−→ 0, Cn,Y a.s.−→ 0 and Cn,XY a.s.−→ 0.
Lemma 1. Let (X1, Y1)
⊤, . . . , (Xn, Yn)
⊤ be i.i.d. with the same distribution as
(X, Y )⊤ ∼ P(X,Y ). Let ηn = sup‖u‖=‖v‖=1 |gn(u, v)− γXY (u, v)| , ζn =
sup‖u‖=1
∣∣s2n,X(u)− σ2X(u)
∣∣ and νn = sup‖v‖=1
∣∣s2n,Y (v)− σ2Y (v)
∣∣. If C1 and C3
hold, τn → 0 and τ−1n max(ζn, νn, ηn)
a.s.−→ 0 as n→ ∞, then we have that Cn,X a.s.−→
0, Cn,Y
a.s.−→ 0 and Cn,XY a.s.−→ 0.
It is worth noticing that Lemma 1 and Theorem 1 allow to derive strong con-
sistency results for the canonical directions defined in Leurgans et al. (1993). Ef-
fectively, define L(t) = log max(t, e) and LL(t) = L(L(t)), for any t > 0. More-
over, we will denote LLn = LL(n), so that LLn = log logn for n ≥ 3 and
LLn = 1 for n = 1, 2. Let Z = (X, Y )⊤ and ΓZZ = E [{Z − E(Z)} ⊗ {Z − E(Z)}]
its covariance operator. Note that ΓZZ is a self–adjoint continuous linear op-
erator over H × H; moreover, it is a Hilbert-Schmidt operator. For simplicity,
F will stand for the Hilbert space of such operators with inner product defined
by 〈Γ1,Γ2〉F = trace(Γ∗1Γ2) =
∑∞
j=1〈Γ1zj ,Γ2zj〉H×H, where {zj : j ≥ 1} is any
orthonormal basis of H × H and Γ∗1 is the adjoint of Γ1. Furthermore, define
V = {Z −E(Z)}⊗{Z −E(Z)}−ΓZZ which is a zero mean random element in F .
Then, if E {‖V ‖2F/LL(‖V ‖F)} <∞ and E (〈V, F 〉2F) <∞, for any F ∈ F , the law
of iterated logarithm in Hilbert spaces obtained in Acosta and Kuelbs (1983) allows
us to conclude that the assumptions in Lemma 1 hold when τn
√
n/LLn → ∞.
Hence, under C2 andC3, the canonical directions are consistent in the ΓZZ−norm.
5. Conclusion
We have introduced two procedures to obtain robust estimators of the canonical
directions based on co–association measures and a regularization term involving
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a roughness penalty. The resulting estimators are consistent under mild condi-
tions. Furthermore, if the process (X, Y )⊤ has an elliptical distribution with finite
second moment, the resulting target quantities correspond to the usual canonical
correlation and directions. We have assumed that X and Y are defined over the
same infinite–dimensional space H to avoid burden notation. The extension to the
situation in which X ∈ H1 and Y ∈ H2 is straightforward.
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A. Appendix
To prove Theorem 1, we need some preliminary results.
Lemma 2. Assume that C2 holds. Then, for any u and v in Hs, we have that
Lr(u, v) ≥ Lτ,r(u, v) and λτ ≤ Lr(φτ,1, ψτ,1). Moreover, λτ → λ0 as τ → 0.







{σ2Y (v) + τΨ(v)}
≤ 1 (A.1)
where the inequality follows from the fact that σ2r, τ and Ψ(·) are non negative.
Thus, λτ = Lτ,r(φτ,1, ψτ,1) ≤ Lr(φτ,1, ψτ,1) ≤ λ0, proving the second part. From
the expression for the ratio Lτ,r(u, v)/Lr(u, v) given in (A.1) we conclude that,
for any fixed u and v in Hs, Lτ,r(u, v) → Lr(u, v) as τ → 0. Hence, using that
λ0 ≥ λτ ≥ Lτ,r(φ1, ψ1) and the fact that Lτ,r(φ1, ψ1) → Lr(φ1, ψ1) = λ0, we
conclude the proof. 
The following result provides a sufficient condition for convergence in the Lr-
norm. It may be derived using similar arguments to those considered in Lemma 4
in Leurgans et al. (1993), for that reason, its proof is omitted.
Lemma 3. Assume that C1 and C2 hold and that Lr(un, vn) → ρ20 = Lr(φ1, ψ1)
as n→ ∞. Then (un, vn) → (φ1, ψ1) in the Lr-norm.
The next proposition is the key step in the proof of Theorem 1.
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s2n,Y (v) + τΨ(v)








|gn(u, v)− γXY (u, v)|








|gn(u, v)− γXY (u, v)|
= Cn,XY
a.s.−→ 0 .
Let us first prove our assertion when C4(a) holds. Note that













{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}
∣∣∣∣
{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}




|g2n(u, v)− γ2XY (u, v)|
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
= A1,n(u, v) + A2,n(u, v)
Let us begin by bounding A2,n(u, v). Using that for any u, v ∈ H0s, we have that
|γ2XY (u, v)|
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
≤ Lr(u, v) ≤ λ0 ,




A2,n(u, v) ≤ sup
u,v∈H0
s
{gn(u, v)− γXY (u, v)}2 + 2|γXY (u, v)| |gn(u, v)− γXY (u, v)|
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
≤ C2n,XY + λ1/20 Cn,XY
a.s.−→ 0 .
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On the other hand, to bound A1,n(u, v), we use that ab − 1 = (a − 1)(b − 1) +
(a − 1) + (b − 1). Choosing a = {s2n,X(u) + τΨ(u)}/{σ2X(u) + τΨ(u)} and b =





{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}














s2n,Y (v) + τΨ(v)














s2n,Y (v) + τΨ(v)
σ2Y (v) + τΨ(v)
− 1
∣∣∣∣
≤ Cn,X Cn,Y + Cn,X + Cn,Y a.s.−→ 0 .
Using that, for any u, v ∈ H0s,
g2n(u, v)
{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}
≤ A
we get that supu,v∈H0
s
A1,n(u, v)
a.s.−→ 0, which concludes the proof when C4(a)
holds.













Y (v) . Thus, for any u, v ∈ H0s,
|L̂τn,r(u, v)− Lτn,r(u, v)| ≤ B1,n(u, v) +B2,n(u, v)
where
B1,n(u, v) =
|r2n(u, v)− ρ2XY (u, v)| s2n,X(u)s2n,Y (v)
{s2n,X(u) + τΨ(u)}{s2n,Y (v) + τΨ(v)}











{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
∣∣∣∣∣ .
Using that r2n(u, v) ≤ 1 and ρ2XY (u, v) ≤ 1, from C4(b) we immediately obtain that
B1,n ≤ 2 sup‖u‖=‖v‖=1 |rn(u, v)− ρXY (u, v)| = 2 θn




a.s.−→ 0. Note that supu,v∈H0
s


















{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
∣∣∣∣ .
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Denote D1,n the second term on the right hand side of the above equation. Arguing
similarly we get that








∣∣s2n,X(u)s2n,Y (v)− σ2X(u)σ2Y (v)
∣∣
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
≤ Cn,X + Cn,X sup
u,v∈H0
s
|s2n,Y (v)− σ2Y (v)|





∣∣s2n,X(u)s2n,Y (v)− σ2X(u)σ2Y (v)
∣∣
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
≤ Cn,X + Cn,X Cn,Y + sup
u,v∈H0
s
∣∣s2n,X(u)s2n,Y (v)− σ2X(u)σ2Y (v)
∣∣
{σ2X(u) + τΨ(u)}{σ2Y (v) + τΨ(v)}
= Cn,X + Cn,X Cn,Y +D2,n .




B2,n(u, v) ≤ Cn,Y + 2 (Cn,X + Cn,X Cn,Y ) a.s.−→ 0 .
concluding the proof. 
Proof of Theorem 1. (a) Standard arguments and Proposition 1 allow to
conclude that |λ̂τ −λτ | a.s.−→ 0 which together with Lemma 2 entails that λ̂τ a.s.−→ λ0.
To prove (b) first note that, by Proposition 1, |L̂τ,r(φ̂τ,1, ψ̂τ,1)−Lτ,r(φ̂τ,1, ψ̂τ,1)| a.s.−→
0. Using ∼a.s. to connect quantities whose difference converges to 0 almost surely,
from Lemma 2, we get that
λ0 ≥ Lr(φ̂τ,1, ψ̂τ,1) ≥ Lτ,r(φ̂τ,1, ψ̂τ,1) ∼a.s. L̂τ,r(φ̂τ,1, ψ̂τ,1) = λ̂τ a.s.−→ λ0 ,
concluding the proof of (b).
(c) is an immediate consequence of (b) applying Lemma 3. 
Proof of Theorem 2. (a) Using C3(a) and C5, the following result may be




|L̂τn,r(u, v)− Lτn,r(u, v)|
a.s.−→ 0 , (A.2)
which implies |λ̃κ − λκ| a.s.−→ 0. From Lemma 2, it is easily seen that λ0 ≥




, where φ̃dn,1 = ΠHdnφ1/‖ΠHdn,1φ1‖ and ψ̃dn,1 =
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ΠHdnψ1/‖ΠHdnψ1‖ are the standardized orthogonal projections of φ1 and ψ1 re-





→ Lr(φ1, ψ1) = λ0.
Since ‖ΠHdnφ1‖ → ‖φ1‖, ‖ΠHdnψ1‖ → ‖ψ1‖, τΨ(ΠHdnφ1) → 0 and τΨ(ΠHdnψ1) →

































Finally, (b) and (c) may be obtained in a similar fashion as (b) and (c) of
Theorem 1. 
Lemma 4 will be needed in the proof of Lemma 1. It corresponds to Lemma 2
in Leurgans et al. (1993) so its proof is omitted.
Lemma 4. Assume that C1, C3(a) and C3(c) hold and let ℓ1(τ) and ℓ2(τ) be
the smallest eigenvalues of cΓ11 + τΨ(·) and c Γ22 + τΨ(·), respectively. Then, for
0 < τ ≤ 1, we have that ℓ1(τ) ≥ τℓ1(1) > 0 and ℓ2(τ) ≥ τℓ2(1) > 0.



























Besides, if as in Lemma 4, ℓ1(τ) stands for the smallest eigenvalue of Γ11 +
τΨ(·), we conclude that for any u ∈ H0s, 〈u,Γ11u〉 + τΨ(u) ≥ ℓ1(τ)‖u‖2, so that
infu∈H0
s














Similar arguments and the fact that νn/τn















gn(u, v)− γXY (u, v)












Denoting as above, ℓ1(τ) and ℓ2(τ) the smallest eigenvalues of Γ11 + τΨ(·) and












which concludes the proof since ηn/τn
a.s.−→ 0. 
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