In this paper, a new approach for fault detection and isolation that is based on the possibilistic clustering algorithm is proposed. Fault detection and isolation (FDI) is shown here to be a pattern classification problem, which can be solved using clustering and classification techniques. A possibilistic clustering based approach is proposed here to address some of the shortcomings of the fuzzy c-means (FCM) algorithm. The probabilistic constraint imposed on the membership value in the FCM algorithm is relaxed in the possibilistic clustering algorithm. Because of this relaxation, the possibilistic approach is shown in this paper to give more consistent results in the context of the FDI tasks. The possibilistic clustering approach has also been used to detect novel fault scenarios, for which the data was not available while training. Fault signatures that change as a function of the fault intensities are represented as fault lines, which have been shown to be useful to classify faults that can manifest with different intensities. The proposed approach has been validated here through simulations involving a benchmark quadruple tank process and also through experimental case studies on the same setup. For large scale systems, it is proposed to use the possibilistic clustering based approach in the lower dimensional approximations generated by algorithms such as PCA. Towards this end, finally, we also demonstrate the key merits of the algorithm for plant wide monitoring study using a simulation of the benchmark Tennessee Eastman problem.
Introduction
Online process monitoring for fault detection and diagnosis (FDD) is very important for ensuring plant safety and product quality. The area of FDD has therefore been very active in the last decade. Both, model based and process history based methods have been proposed [1] [2] [3] with a fair amount of success.
In a typical process plant, hundreds of variables are measured every few seconds. These measurements bring in useful signatures about the status of the plant. Methods based on historical data, that attempt to extract maximum information from the archived data and require minimum physical information of the plant, are often preferred over model based methods. This class of fault detection and diagnosis approaches mine the archived data and examine patterns in those process variables that indicate the occurrence of a fault [4] . Typically, parametric faults, sensor and actuator biases and disturbances generate different patterns in the process variables. These patterns or signatures can be classified into different clusters that represent normal or aberrant operation. Subsequently, when deployed online, the plant operation can be classified in terms of the belonging or membership of the online data to the known clusters, based on the similarity of the patterns that the data brings. Thus, the monitoring task is often related towards being able to classify plant operation as normal or belonging to one or more of the faults from the available (measurement and manipulated inputs) plant signatures. This can be effectively done by various pattern recognition and clustering techniques.
Clustering techniques, such as fuzzy c-means clustering (FCM) [5] and its variants (Fuzzy Gustafson-Kessel (FGK) algorithm for clustering [6] ) have been very popular in image analysis and pattern classification. Attempts have also been made to use different clustering algorithms for the task of FDI. The k-means clustering, which is a hard clustering technique, has been used along with principal components analysis (PCA) and Fisher discriminant analysis (FDA) for the task of FDD in a three step procedure proposed by Peter He et al. [7] . Teppola and Minkkinen [8] have used adaptive FCM for process monitoring in a waste water plant. Choi et al. [9] used a credibilistic clustering algorithm based approach for process monitoring. However, the above methods are proposed for handling different scenarios present only in the archived data and as such cannot deal with a novel fault scenario, i.e., when the archived data does not contain data for a new fault condition.
One of the limitations of the existing clustering based algorithms is that signatures resulting from the same fault but with differing intensities would confound the algorithms and may lead to spurious fault isolation. Also, it is important to recognize that archived data does not necessarily encompass all possible fault scenarios. Ideally one would like to build a monitoring scheme that is based on existing historical data set and update the knowledge base as new fault situations arise during online process monitoring. Therefore, the FDD algorithm also needs to have learning ability, i.e., when deployed online it should be able to identify the occurrence of new faults and establish relevant signatures or patterns that are representative of the novel fault. An important and relevant issue here is to ensure that a new fault situation is not misclassified as a known fault case and therefore generate an inconsistent diagnosis.
In this paper, we propose to overcome the above difficulties, by using the possibilistic clustering algorithm [11] in conjunction with 'fault lines' (discussed below). Possibilistic clustering algorithm is a powerful technique that is similar to probabilistic clustering methods but differs in the nature of the constraint(s) that bind the objective function. Possibilistic clustering algorithm has a number of advantages when compared with the conventional FCM algorithm [11] . In possibilistic clustering, the number of clusters need not be specified accurately; they can be derived during the classification step. In FCM, however, an approximate number of clusters/classes in the data are determined by various cluster validity measures proposed in the literature [12] . It has also been shown [11] that the possibilistic clustering algorithm is relatively insensitive to noise and outliers. The formulation of the possibilistic clustering algorithm relaxes some constraints on the nature of the membership functions; here we also show that this relaxation gives (i) more consistency in the classification task and (ii) enables the detection of novel (or not-seen) classes. These features make the possibilistic clustering algorithm more suited for the FDD task. Another key aspect that is addressed in the proposed approach is the issue of resolving signatures resulting from the same fault but with differing intensities. This scenario would ordinarily confound the existing monitoring algorithms into misclassifying the fault. Here we introduce the concept of 'fault lines' to generate a more consistent classification of the fault, for use in various fault accommodation strategies. A few of the model based approaches ( [13] [14] [15] [16] ) have proposed directional residuals to isolate magnitude dependent faults. While these approaches are model based, here we propose the fault lines based approach, that is purely data-oriented, to resolve faults with differing intensities. We also demonstrate the suitability of the proposed approach for the FDD task, through real time implementation on a laboratory scale experiment involving the four tank system, which is a benchmark problem in the identification and control literature [17, 18] . Subsequently, the application of the proposed algorithm is also demonstrated via simulations involving the benchmark Tennessee Eastman (TE) challenge problem.
Review of clustering algorithms
The aim of any clustering or classification analysis is to derive a partition of a set of N data points or objects based on some similarity metric, so that the data points/objects that get clustered into the same group are similar to one another. A brief review of non-hierarchical clustering techniques is presented here.
In non-hierarchical clustering algorithms, the focus is to derive some pre-specified, say c, number of clusters. Each data or feature (suitably constructed from the data) point is assigned to one of the c clusters based on its similarity to the cluster prototype, so as to optimize a criterion that best describes the behavior in the cluster. The clustering proceeds from some initial partitioning of the data set in an iterative fashion. This optimization problem can involve a large number of integer variables to be handled, which may be very time consuming. However, theoretically it can be shown to converge to a global optimum. To overcome the problem of integer variables, a variant of the non-hierarchical clustering algorithm known as c-means clustering is used. In c-means clustering, the objects are assigned to the clusters with the closest centroids and the centroids of the new clusters are computed at each iteration during optimization until the cluster centroids converge to some constant values. This iterative method can sometimes yield sub-optimal solutions. The c-means clustering algorithm is also known as a hard clustering technique, as each data/feature point is a member of only one cluster. Sometimes it is difficult or even incorrect to assign some of the points to only one cluster. For example, the operation during transients between two steady states of system will show differing and partial belongings to the two regions during the transient period. In the FCM algorithm, this condition is relaxed and each data point can be a member of more than one cluster, i.e., the membership of a point can take any value between 0 and 1. The following section briefly describes the FCM clustering algorithm.
Fuzzy c-means clustering
In the FCM clustering technique, a data/feature point can be a member of more than one cluster with different degrees of membership. The membership value of jth data point to ith cluster is referred to as l ij . For the data set {Xjx 1 , . . ., x N 2 X}, consisting of c clusters, a typical fuzzy c-means algorithm minimizes the objective function (1) subject to the constraints (2)-(4).
where, c is the number of clusters, N is total number of data points in the data set, m is the fuzziness exponent and d ij is the distance between a data point x j and cluster centre v i . The constraint imposed by Eq. (2) is also known as the probabilistic constraint and requires that total membership of a data/feature point to all the clusters must be unity. The algorithm for FCM starts with some initial guess for either the fuzzy partitioning matrix or the cluster centers and iterates till convergence (See Duda et al. [5] ). The convergence of the FCM algorithm is guaranteed [19] , but it may converge to a local minimum.
The FCM membership of a data point to a cluster depends not only on the distance of that point to the cluster centroid, but also on the distance of that point to other cluster centroids. This constraint can cause the algorithm to assign very different memberships to points which are similar as measured by their distances from a cluster center, because their distances from other cluster centers can be different. This problem of inconsistency primarily arises due to the probabilistic constraint described by Eq. (2) and can be broadly enumerated as (i) the points equidistant from the centroid may get very different memberships depending upon the placement of the other clusters, although they are similar as measured by the distance metric, and (ii) the points which are equidistant from all the centroids get the same membership irrespective of their relative positions. To overcome these drawbacks, Krishnapuram and Keller [11] proposed a new clustering technique called possibilistic clustering, in which the probabilistic constraint on the membership is relaxed. We discuss the possibilistic clustering algorithm in Section 2.2.
Possibilistic clustering
In possibilistic clustering, the probabilistic constraint (Eq. (2)) on the objective function in Eq. (1) is relaxed so as to get membership values, which represent the 'degree of typicality' to a cluster. Simply relaxing the probabilistic constraint produces a trivial solution, i.e., the objective function is minimized by assigning all membership values to 0. Therefore the objective function of Eq. (1) is modified as
The first term in the Eq. (5) minimizes the distances of data points from the cluster centers, whereas the second term forces the membership values to be as large as possible.
In this equation as well, the value of m determines the fuzziness of the final possibilistic partition. The value of parameter g i determines the distance at which the membership value of a point in a cluster becomes 0.5. Thus, it needs to be chosen depending on the desired bandwidth of the possibility distribution for each cluster. In practice however, the following definition works well [11] : 
The algorithm for possibilistic clustering is very much similar to that of the FCM algorithm, except for the additional parameter g i which should be estimated from the initial partitioning matrix. However, g i need not be calculated at every iteration. Since the parameter g i is independent of the relative location of the clusters, the membership value l ij depends only on the distance of a point from the cluster centre (centroid). Hence, unlike in the probabilistic case, the membership of a point in a cluster is determined solely by how far a point is from the centroid and is not coupled with its location with respect to other clusters.
The advantages of PCM/PGK lie in finding meaningful clusters as defined by dense regions. This happens because each cluster is independent of the other cluster in PCM/ PGK algorithm. Hence, the objective function correspond-ing to cluster i can be formulated as in Eq. (10) and the overall objective function is collection of c such objective functions.
It has been shown [20] that for a given value of g i , each of the c sub-objective functions are minimized by choosing the centroid location such that the sum of the memberships is maximized. This makes each cluster centroid to converge to a dense region. Thus, even if the true value of the number of clusters is unknown, the outcome of the algorithm will give c 'good' clusters, i.e., dense regions. Thus, PCM/ PGK have self validating capability which can be very useful when c is not known a priori. When the number of clusters is more than the actual number of clusters in the data set, PCM/PGK give approximately coinciding clusters, indicating that the actual number of clusters is lesser than specified. This could be interpreted accordingly and the clusters could be collapsed into a single cluster for further analysis.
Remark 1. The probabilistic constraint (Eq. (2)) can be relaxed in a different way as shown recently by Chintalapudi and Kam [10] and the resulting algorithm is termed as the credibilistic clustering algorithm. In this algorithm the summation of the membership values are constrained to a value w j for every feature point j. The resulting optimization problem is posed as follows:
and (4). The FCM algorithm can be considered a special case of credibilistic clustering algorithm with all data/ feature points having equal credibility value, i.e., w j = 1.
The credibility value of a data point x j is defined as
where,
K k is the mean distance of x j from its L nearest neighbours (y 1 , . . ., y L ). The integer L represents the minimum number of objects/data points in an isolated group required for considering the group as a cluster. In general L can be taken as some fraction of N ðtotal number of data pointsÞ Cðnumber of clustersÞ . This approach is quite sensitive to the identification of the L nearest neighbours; as well as it could be expected that the latter step of identifying these L nearest neighbours (Eq. (12)) in the algorithm would be fairly computationally intensive for online applications.
Proposed scheme for FDI
Clustering based approaches are aimed at partitioning the historical data into a number of clusters, e.g., normal operation and different fault operations. Depending on the membership value of the data point to different clusters, the plant operation is declared either normal or otherwise. The shift from normal operating cluster to any fault mode cluster is not instantaneous and the transient response depends on the dynamics of the system. The FCM algorithm would assign different membership values as governed by the probabilistic nature (Eq. (2)) to the points even during these transients. This may be useful for example, when the dynamics are to be represented [21] in a composite modeling methodology, where the memberships essentially weigh the model predictions in each cluster. However, for the FDD task, this may yield erroneous results and misleading interpretations (see case study 2). Possibilistic clustering algorithms (PCM/PGK) appear to be more suited because these points corresponding to the transition region are not governed by the probabilistic constraint (Eq. (2)) and are assigned low memberships to all the clusters. In the following section, we describe the proposed approach for fault detection and isolation in detail. Fig. 1 shows the schematic diagram of the proposed approach.
Data collection and compression
The ability of a statistical approach to detect and isolate a fault depends on the availability of rich historical data, containing data corresponding to normal and fault modes of operation. Ideally, the data set used for training the clustering based technique should contain data that represents all possible fault scenarios. In practice however, it may not be possible to have such a data set and the algorithm should have some self-learning abilities.
In a typical process plant, a large number of correlated variables are measured. For such large scale systems, it may sometimes be difficult to perform clustering on the entire data set. It is therefore important to compress the data without losing much of the information content. Multivariate data compression techniques such as PCA can be used in such cases to first obtain a lower dimensional approximation of the data. The lower dimensional representation of the data should adequately represent the plant behavior and discriminate between normal operation and different fault classes. The clustering can then be performed in this lower dimensional space rather than the full variable space.
Clustering historical data
In general, the historical data consists of measurements of various measured and manipulated variables at each sampling instant or its lower dimensional representation. The clustering approach could either first construct a feature vector from this data or directly work with the measurements. In the former case, the classification is carried out in the space defined by these feature vectors. For example, for incipient fault detection, it may be mandatory to look at the dynamic patterns represented by the feature vector that is constructed from the measurements from the current and past instants. Meel et al. [22] used such an approach to rapidly reject unmeasured disturbances using these pattern recognition techniques, by classifying an appropriately constructed feature vector that was based on a priori knowledge of the dynamics. This approach necessarily requires a priori information of the classification space, which is usually difficult to obtain. Alternately, one could directly classify in the space spanned by the measurements (i.e., without constructing feature vectors). This latter approach is taken in this paper.
The clustering algorithm can then be applied on the matrix containing feature vectors. Specifying the exact number of clusters present in the data set is not mandatory for possibilistic clustering approach, as the possibilistic clustering algorithm attempts to search for c good clusters, i.e., dense regions. In the case when the number of clusters specified is more than the actual number of clusters present in the data set, the algorithm will yield overlapping clusters indicating that the value of c is over specified. This greatly simplifies the task of clustering of historical data in which the number of clusters present is not known a priori. The outcome of the clustering algorithms would thus yield cluster centroids and fuzzy covariance matrices for each cluster (in case when the GK algorithm is used). We next discuss the effect of different fault magnitudes and intensities.
Generating fault lines
As mentioned earlier, different fault intensities of the same fault (for example, sensor bias) can manifest in different data vector signatures/paths and would end up into new cluster. In such cases, a methodology, which is still able to classify the fault as a sensor bias (rather than as a novel fault), independent of its magnitude is desirable. Towards this end, we propose the concept of fault lines that characterize the movement of the cluster as a function of the intensity of the fault. When the fault intensity varies, the dynamics and the controller effects result in parallel paths that shift to the fault cluster and eventually end up into new clusters. A fault line could therefore be constructed through the centers of the clusters, beginning from the normal cluster to the fault clusters, and would characterize the behavior of the clusters as a function of increasing intensities of that fault. Assuming that during the training step, data corresponding to a particular fault is available; fault lines can then be constructed to characterize the particular fault.
Remark 2. Large magnitude faults are relatively easy to detect compared to small and moderate magnitude faults. In the proposed approach, we focus on small to moderate magnitude faults. The plant operation is therefore considered in the neighborhood of an operating point, around which the process behavior is approximately linear. The presence of controllers in closed loop operation is also expected to further reduce the effect of non-linearities. For such an operating regime, the fault lines are expected to follow a straight line path.
Online monitoring and fault detection
For online process monitoring and fault detection, the membership value of the data vector, constructed from the measurements at each instant, to each cluster is calculated from Eq. (9) . High membership values to the normal operating cluster imply that the plant is operating normally. When an abnormal event occurs, it reflects in the signatures of the measured variables, which result in changing memberships of the data vector to the known clusters. An analysis of these memberships would help in the interpretation and classification of the fault scenario. The PCM/PGK membership value for the normal cluster will assume smaller values (close to zero), indicating that a fault may have occurred.
Fault confirmation and isolation
It is important to recognize that the changing memberships due to the occurrence of a fault are influenced by the inherent system dynamics. The membership profiles can also change due to the occurrence of short-term transients (introduced for example by a control loop), measurement noise or outliers. Thus, it is important to confirm the occurrence of a fault after it is detected. For fault confirmation and isolation, we therefore propose to use a window of M sampling instants over which the membership profiles are analyzed. If the memberships to the normal cluster consistently stay below the user specified threshold for a period exceeding M sampling instants, the occurrence of a fault is confirmed. Similarly, if the memberships to a particular fault cluster assume significant values (above a specified threshold) the fault may be isolated as well.
It should be noted that this will happen only if the fault that has occurred is of the same intensity as in the historical data. In case, if the fault has occurred with a different intensity, the membership value to all known fault clusters will remain close to zero, indicating that a new cluster is formed. As pointed out earlier, the objective function for possibilistic clustering can be seen as a set of c objective functions and the membership value in possibilistic clustering is not influenced by how other clusters are placed [20] . Therefore, it is sufficient to find only the new cluster centre from this newly collected data. Once the new cluster centre is computed, its proximity with the fault lines can be examined. If the new cluster centre is close to one of the fault lines, which are generated from the historical data, the fault may be isolated as the fault associated with that fault line.
The parameter M will depend on the closed loop process dynamics. In general, the value of M can be set based on either the closed loop settling time or plant operator's experience.
Novel fault detection
The monitoring algorithm based on possibilistic clustering generates a set of memberships to each known clusters at every instant. A low membership value to the normal operation cluster for M sampling instants confirms the occurrence of a fault. Further, if the memberships to all known fault clusters are close to zero and the distance of the new cluster centre to all known fault lines is large, it can be concluded that the fault that has occurred is indeed novel. The decision of closeness of the new cluster centre to fault lines can be done based on a threshold values specified by the user. The bandwidth parameter g can be a good choice for this threshold value. A novel fault is detected if following condition is satisfied for all fault lines.
where, d i is the distance between the new cluster centre and the fault line corresponding to ith fault.
Thus, proposed approach enables the classification of the plant operation either as (i) normal operation, (ii) belonging to the known fault scenarios, or (iii) novel faults. The approaches based on other clustering approaches usually do not provide this relatively sharper classification of the plant operation. Having detected the occurrence of a novel fault, the new cluster information can be merged with the existing knowledge base and used for future fault diagnosis. Thus an added advantage of the proposed scheme is that it reduces the emphasis on exhaustive historical data. In principle, one can start with just the normal operating data and continue building the monitoring scheme as the new fault events occur.
The role of the fuzziness exponent m in the FDD task also merits some important comments. As mentioned earlier, a higher value of m blurs the distinction between the clusters and makes the cluster boundaries to fade. While monitoring a transition from a normal operating region to a fault mode, with higher values of m, the algorithm would confirm a fault early. However, this high value of m would also increase the incidence of false alarms, which would be indicated when the memberships to the normal cluster decrease. Thus, as in the case of window length M, the value of the fuzziness exponent m should also be chosen as a careful compromise between the requirements of early fault detection and confirmation.
Case studies
Several numerical examples involving simulations were carried out to show how possibilistic clustering overcomes some of the drawbacks of probabilistic clustering. However, due to brevity, all of these results are not presented in this section. To validate the proposed methodology and to emphasize the important properties of possibilistic clustering, we present the following case studies. The proposed approach was validated through simulation case studies involving a quadruple tank process and benchmark Tennessee Eastman process. We also present experimental validation studies performed on a laboratory scale quadruple tank setup that is housed in the Process Automation Lab, at the Department of Chemical Engineering, IIT Bombay.
Simulation case study -I: quadruple tank process
The quadruple tank process is a multivariable laboratory process with an adjustable zero [18] . A slightly modified laboratory scale setup has been developed in the Process Automation Lab, IIT Bombay. For simulations presented in this section, we have used the first principles model for this setup. This process consists of four interconnected water tanks, two pumps and associated valves (the reader is referred to [18] for a schematic diagram of the process). The inputs are the currents supplied to the control valves so as to manipulate the flow output of the fixed speed pumps and the outputs are the water level measurements of the two bottom tanks. The flow outlet of the control valve is split before it goes to the individual tanks and c 1 and c 2 are the fraction of the total flow going to the bottom tanks. The non-linear model derived based on the first principles is
For tank i, A i is the cross-section of the tank, a i is the crosssection of the outlet hole and h i is the water level. The current applied to the valve i, determines the total flow f i . The acceleration of gravity is denoted by g. The parameter values of this process are given in Table 1 . The simulations were carried out under closed loop with PI controllers updating the manipulated variables, i.e., the currents to the control valves. White measurements noise having zero mean and a standard deviation of 0.1 was added to all the measurements. The threshold value of the FCM memberships that defines the belonging of a data vector to the clusters was chosen to be 0.7 (shown by horizontal dotted lines in all subsequent figures after Fig. 3 ). In the sequel, we first analyze the following fault scenarios and compare the performance of the FCM and the PGK algorithms: (a) fault detection and isolation, (b) detecting and isolating novel faults with varying intensities, and (c) detecting non-stationary fault situations. Here, the fault scenarios considered are, sensor bias in level sensors (h 1 and h 2 ) and bias in actuators. We also look at varying fault intensities (magnitudes) and analyze its behavior on the cluster plot.
Fault detection and isolation
The data used for clustering consisted of normal operating data (Cluster F 0 ) and a fault case when sensor measuring height h 1 had developed a bias (Cluster F 1 ), thus giving two clusters. The space in which clustering/classification is carried out was four dimensional and was spanned by the measurements of the variables [u 1 u 2 h 1 h 2 ]. Since the dimensionality of the problem is small here, data compression is not required. The clustering was done using both the algorithms, viz., the FCM and PGK algorithm. The plant was then monitored online by analyzing the memberships of plant to the two clusters F 0 and F 1 . A bias in the measurement h 1 was then introduced at t = 40. Figs. 2a and 2b show a plot of the memberships of the data vector to the two clusters. In each figure, the upper sub-plot is used for detecting a fault and the lower sub-plot is used for fault confirmation/isolation. The memberships can now be analyzed as follows. As the controller starts responding to the error, the membership for the F 0 cluster reduces close to zero for the PGK case (Fig. 2b) and the fault detection flag is set. The value of M was selected here to be 110 samples. As pointed out earlier, the choice of this value of M depends on the dynamics of the system and has to be set signatures (see Fig. 2a ). It should be noted however that, had the threshold been specified closer to unity, the fault detection would be faster, but as is evident from the Fig. 2a , it would have delayed the time at which the fault would be isolated.
Detecting and isolating novel faults with varying intensities
We next discuss the effect of different fault magnitudes and intensities. As mentioned earlier, different fault intensities of the same fault (for example, sensor bias) can manifest in different data vector signatures/paths and would end up into new cluster. In such cases, a methodology which is still able to classify the fault as a sensor bias (rather than as a novel fault) independent of its magnitude is desirable. Towards this end, we propose the concept of fault lines that characterize the movement of the cluster as a function of the intensity of the fault. Fig. 3a shows the movement of the feature points for different sensor biases. On the onset of a positive sensor bias, the points first move away from the normal operation cluster quickly to the right, subsequently due to the action of the controller, the locus of points eventually curves upwards and ends up into a new cluster. When the bias intensity increases, the dynamics and the controller effects result in parallel paths that shift to the right with increasing bias intensities, and eventually end up into new clusters. A fault line could therefore be constructed through the centers of the clusters, beginning from the normal cluster to the fault clusters, and would characterize the behavior of the clusters as a function of increasing intensities of that fault (bias in this case). Fig. 3a also shows the movement of the feature vectors for positive and negative biases in the other sensors. It can be seen that the clusters for different faults are fairly resolved in the classification space for this particular application. Fig. 3b shows the cluster centers and the fault lines for a larger number of fault scenarios that includes both sensor and actuator biases in both the control loops. Again as before, it can be seen that the fault scenarios are fairly well resolved and appear as distinct clusters.
Assuming that during the training step, data corresponding to a particular fault (say a sensor bias) is available; fault lines can then be constructed to characterize the particular fault. Subsequently, during on-line operation, an actuator bias with a different magnitude occurs, the PGK algorithm will detect the fault in terms of decreased memberships to all known clusters. However, since the memberships to all known clusters would continue to stay small even after M sampling instants, the algorithm would flag the operation as belonging to a novel fault. At this point, we propose to first assess the proximity of this new cluster of points to the fault line; if the cluster of points were close to the fault line, the operation would be classified as the known fault (actuator bias in this case). Else, it would be classified as a novel fault (see Fig. 1 ).
To validate the proposed concept of fault lines, the following simulations were further carried out with the fourtank setup. The monitoring scheme was trained for normal operation and faults as sensor biases, i.e., having three clusters F 0 (normal operation), F 1 (bias in sensor h 1 ) and F 2 (bias in sensor h 2 ). Fig. 3c shows the data used for clustering (as dots) along with cluster centres F 0 , F 1 and F 2 . The magnitude of the bias assumed in the simulation was 3 units for h 1 and 4 units for h 2 . The fault lines characterized by these clusters are also shown in the Fig. 3c . When a sensor bias of a different magnitude (4 units) in sensor h 1 was introduced, it was detected as a novel fault because the membership value of the data vector to all the known clusters remained close to zero. The new data points (marked as · in Fig. 3c ) corresponding to this fault has the cluster centre at F new1 . However, the distances of the new cluster centre (F new1 ) from fault lines corresponding to F 1 and F 2 were found to be 0.1659 and 24.2356 units, respectively. The threshold value for the fault line F 1 was 0.1957 and thus the new cluster centre was found to be close to the fault line corresponding to fault F 1 (also seen from Fig. 3c ) the fault was classified as a bias in sensor h 1 . The new cluster information can now be merged with the existing knowledge base. The monitoring scheme now has three operating clusters, corresponding to F 0 , F 1 and F 2 and two fault lines, corresponding to F 1 and F 2 . In another study, a bias was introduced in actuator (u 1 ), i.e., an actuator fault scenario. As seen from Fig. 4a , the FCM based monitoring scheme misclassified the actuator fault as fault F 1 (sensor bias in h 1 ). However, the PCM/PGK based monitoring scheme showed low membership to all fault clusters after the fault is detected at time t = 48 (Fig. 4b) , indicating a probable new fault. The new cluster centre for this fault case was computed as F new2 (shown in Fig. 3c ). The distances of the new cluster centre (F new2 ) from the fault lines corresponding to F 1 and F 2 were found to be 30.9480 and 19.5564 units, respectively. Both these distances are larger than the specified threshold values for closeness to fault lines. Since this new cluster of points was not close to any of the known fault lines, the occurrence of a new fault was confirmed. All the scenarios analyzed above point towards superiority of the proposed PGK based algorithm in detecting and isolating faults. The primary drawbacks of the FCM essentially stem from the probabilistic constraint, which is perhaps not appropriate for the task of FDD, although its utility for applications related to composite modeling and control are well proven [21] . In Section 4.2 we validate the PGK algorithm on an experimental involving the quadruple tank system.
Detecting non-stationary fault situations
The proposed approach can also detect and isolate faults that can occur at some time and then disappear later on. A simulation was carried out to demonstrate this capability of the proposed approach. The kind of fault introduced was a slow drift initially that saturates after a while. The fault is then removed suddenly. As can be seen from Fig. 6 , the fault was easily detected and isolated by the proposed approach. Later, when the fault is removed, the monitoring scheme shows that the fault is removed and process operation is back to normal operation. Thus, the proposed approach is capable of detecting and isolating different types of fault scenarios.
Experimental validation: quadruple tank process
To further validate the proposed approach, the clustering analysis via both the algorithms was carried out in real time on an experimental setup. The experiments were conducted on laboratory scale quadruple tank setup available at the Process Automation Lab, Department of Chemical Engineering, IIT Bombay. The dimensions and other parameters (inputs and outputs) of the system are the same as described in the simulation case study. The plant was operated under closed loop to control the level h 1 and h 2 via manipulating the two control valves, i.e., changing the total flow f 1 and f 2 . A multivariable, state-space model based dynamic matrix control (DMC) algorithm was used to control the plant.
The collected historical data contained normal operating data and for a fault mode of operation when the level sensor for h 1 has developed a bias (bias was introduced at the 250th sampling instant), thus giving two clusters F 0 and F 1 . The sampling time for this experimental study was set at 3 s. The online data collected from the plant is shown in Fig. 7 . The space in which clustering/classification is carried out is four dimensional and is spanned by the variables [u 1 u 2 h 1 h 2 ]. Although it is known here that we have two classes or regions of operation in this fourdimensional space, in general this information may not be known a priori. Thus, we assume here as well that we need to find the number of classes in the data. If the number of clusters is incorrectly specified as 3, the FCM algorithm gives three distinct cluster centers as shown in Table 2 . Cluster validity measures such as the Xie-Beni index [23] may be necessary to arrive at the correct number of clusters when the FCM algorithm is used. On the other hand, the PGK algorithm suggests two overlapping clusters (i.e., the cluster centers are close to each other), indicating that there are indeed only two clusters present in the data set (see Table 2 ). Thus, the monitoring scheme can be built only upon the two distinct clusters given by the PGK algorithm. As can be seen from Fig. 7 , the data is also corrupted because of the presence of measurement noise. The presence of noise and outliers has not affected the interpretations obtained from the PGK algorithm. Online monitoring was done using both, viz., the FCM and PGK clustering algorithms. For the online monitoring case, the number of clusters for both the algorithms was specified correctly to get the cluster centers for F 0 and F 1 .
Figs. 8a and 8b show how the fault F 1 can be detected and isolated. The fault was introduced at t = 150 sampling instant. Both the monitoring schemes can effectively be seen to detect and isolate the fault. For the experimental study, the value of M was specified as 80 samples for the PGK algorithm based monitoring. The reduction in the value of M as compared to simulation case study is because of the fact that the dynamics are much faster when the DMC algorithm is implemented.
Figs. 9a and 9b shows the results when a novel fault, i.e., bias in the measurement h 2 , was introduced during the experimental study. As can be seen from Fig. 9a , the FCM membership values for the normal operation cluster F 0 stay well above the specified threshold and thus fail to detect a fault. The membership values based on the PGK algorithm clearly classify the plant operation as a novel fault situation (Fig. 9b) . Similarly, the new cluster centre was also found away from the fault line corresponding to fault F 1 . Thus, novel faults can be detected and isolated more accurately using the proposed algorithm.
Each of the above studies, both on simulated as well as experimental data, were also carried out using the credibilistic clustering algorithm of Chintalapudi and Kam [10] . In each case, similar results, as seen for the possibilistic clustering case, were obtained. However, significant computational effort was also found to be necessary during the on-line fault classification step to confirm the fault, using the credibilistic clustering algorithm. This computational effort was felt to be prohibitive for deploying this classification algorithm for the task of online FDD.
Tennessee Eastman process simulation
The Tennessee Eastman process proposed by Downs and Vogel [24] has been a benchmark problem for evaluating plant-wide control and fault detection [25] strategies. The test problem is based on an actual chemical process where only the components, kinetics and operating conditions were modified for proprietary reasons. The simulation code given by Downs and Vogel [24] allows 21 preprogrammed major process disturbances. The plant-wide control structure recommended in Lyman and Georgakis [26] was used by Russell et al. [25] for their study of fault detection using PCA and DPCA; the data generated from the same code (data is made available from: <http:// brahms.scs.uiuc.edu>) has been used in our work as simulated process data for each fault.
Generating lower dimensional approximation of the data
In this case study, since the problem size is large (consists of 52 measurements with possible collinearities), we first used the PCA algorithm to achieve data compression so as to initially generate a lower dimension space; the proposed clustering based approach for fault detection and isolation was then sought to be implemented in the lower dimensional space. Fig. 10 shows the (three dimensional) scores plot (i.e., for the first 3 components that cumulatively explain approximately 70% of the variation) for the data corresponding to three faults (IDV-2 -B composition step and IDV-6 -A feed loss step and IDV-18 -unknown fault) and the normal operation data. In Section 4.3.2, we present results from the application of the proposed possibilistic clustering algorithm, in the space generated by PCA, for detection of the novel faults.
Validation of proposed scheme for TE process simulation
In this sub-section, we illustrate the application of the possibilistic clustering algorithm for the TE problem. The simulation data generated for normal operation as well as two fault cases, IDV-2 and IDV-6 was first used to generate the PCA space and the novel fault scenario was evaluated by monitoring the plant operation for fault case IDV-18. The lower dimensional scores obtained via PCA were used as initial features for the proposed clustering based FDD scheme. The knowledge base consisting of cluster centers for normal operation, fault IDV-2 and IDV-6 were generated from the PCA scores. Also, two fault lines corresponding to the faults IDV-2 and IDV-6 were also defined based on the direction generated from the cluster centers of the normal operating cluster and the respective fault clusters.
We first evaluate a known fault scenario using the possibilistic clustering algorithm for fault IDV-2. As can be seen from Fig. 11 , the membership values show that the proposed algorithm was easily able to detect and isolate a known fault IDV-2. We next consider the novel fault scenario. On introduction of this novel fault IDV-18, the membership values to all known faults remained close to zero (see Fig. 12 ), indicating a possible occurrence of a new fault. The new cluster centre was then calculated from this data and it was found to be quite away (9.1985 and 9 .6721 units, respectively) from the fault lines corresponding to faults IDV-2 and IDV-6. This meant that it was not a case of known faults with a different intensity. Hence, a new fault was confirmed.
Conclusions
A possibilistic clustering based approach in conjunction with fault lines was proposed for fault detection and diagnosis and experimentally validated in this paper. The proposed approach was based on the possibilistic clustering methodology of Krishnapuram and Keller [11] and was found to be vastly superior to other classification methodologies such as the fuzzy c-means and fuzzy credibilistic algorithm. The proposed FDD method was also shown to detect novel faults and was found to be easily amenable to learning new faults online through training using data collected during the period of the novel fault. The concept of fault lines was introduced to represent the locus of the cluster centers with changing intensities of the fault. The fault lines were shown to distinguish between scenarios of a novel fault and known fault with different intensities. Simulations involving simple numerical data and the quadruple tank setup as well as experimental evaluations on the quadruple tank setup demonstrated the practicality of the proposed algorithm for the task of fault detection and diagnosis. The potential of the proposed algorithm for plant wide monitoring was also demonstrated by application to the TE problem.
