Line bundles, connections, Deligne-Beilinson and absolute Hodge cohomology Helmut A. Hamm (Münster) Abstract: It is known that the Picard group of a complex manifold can be expressed as a Deligne cohomology group. One may wonder if the same holds for the Picard group of a smooth algebraic variety and Deligne-Beilinson cohomology but this is not true, as already remarked by M. Saito. We explain how one has to modify the latter, show that the Picard group can be expressed by absolute Hodge cohomology, too, and introduce an intermediate object between Picard group and usual Deligne-Beilinson cohomology group. Similarly as in the case of Deligne cohomology one can relate line bundles with a regular connection to (modified) Deligne-Beilinson cohomology. In order to take irregular connections into account one has to change the definition of Deligne-Beilinson cohomology even more.
In this paper we are mainly interested in smooth complex algebraic varieties but start with complex manifolds.
It is well-known that Deligne cohomology of complex manifolds is closely related to line bundles and connections. Let M be a complex manifold. The Deligne cohomology group H k D (M, Z(p) ) is defined to be the k-th hypercohomology group of the complex Z(p)
., where Z(p) := (2πi)
p Z, see [B1] , [EV] . On the other hand, let P ic M be the Picard group of M, i.e. the group of isomorphism classes of line bundles on M, P ic c M and P ic ci M the group of isomorphism classes of line bundles on M with a connection resp. an integrable connection, see [HL2] for this notation. Then:
Theorem 0.1 (see [B1] , [EV] , [Ga] 
We will study the question whether we can pass to the algebraic case, using Deligne-Beilinson cohomology H 2 DB (X, Z(p)) instead of Deligne cohomology. It is defined as follows, see [B1] , [EV] :
Let X be a smooth complex algebraic variety; it is compactifiable according to Nagata [N] . Using resolution of singularities one finds a good compactification X of X, which means that X is smooth, too, and D := X \ X is a divisor with normal crossings and smooth irreducible components. [EV] Def. 2.6. Here F p denotes the Hodge filtration. For the use of cones in homological algebra see e.g. [GM] . Note that H k DB (X, Z(p)) is independent of the choice of the compactification, see [EV] Lemma 2.8.
an (log D)) may be replaced by the quasiisomorphic complex Ω ≤p−1 X an (log D).
One might be optimistic because of the following reason: If M is a complex manifold we have (1)). For an algebraic variety X we have similarly Lemma 0.3 (see [EV] Prop. 2.12 (iii)): H 1 DB (X, Z(1)) ≃ H 0 (X, O * X ).
But there are difficulties with O * X : it is not a coherent algebraic sheaf, and in the algebraic context there is no exponential sequence.
In fact M. Saito [S] has pointed out that P ic X and H to replace H 2 DB (X, Z(1)) by the kernel H 2 db (X, Z(1)) of H 2 DB (X, Z(1)) → H 3 (X an , X an ; Z). This will be done in the next section, in order to prove independence of the compactification it will be important that we may replace H 3 (X an , X an ; Z) by H 3 (X an , X an ; Q) here (cf. Lemma 1.5).
One of the main results will be (Theorem 2.4):
Instead of Deligne-Beilinson cohomology we can also look at absolute Hodge cohomology which is defined as follows: where the index p denotes "polarized". See [B2] .
Now another important result will be: (1)).
Essential Deligne-Beilinson cohomology
Let X be defined as in the previous section. As we have explained it is good to look at a modified version of Deligne-Beilinson cohomology:
Note that the mapping above factorizes through H k (X an ; Q), and recall that
. See e.g. [E] Cor. 3.7.12. Therefore
One has a more natural alternative to define
). For k = 2 this gives the same as before because of Corollary 1.6 below but in general there is no reason for coincidence. The alternative definition does not depend on the choice of the compactification X, too: Let X 1 , X 2 be two "good" compactifications of X, then there is a "good" compactification X 3 and morphisms f i : X 3 → X i , i = 1, 2, which extend id X : consider the closure Z of the graph of id X in X 1 × X 2 and let X 3 be obtained from Z by resolution of singularities. Therefore it is sufficient to show the following: Let f : X 1 → X 2 be a morphism between two "good" compactifications of X which extends id X . Then im(H k (X an i ; Z) → H k (X an ; Z)) does not depend on i, i = 1, 2. Now we apply [Do] Prop. 10.9, p. 311, with 
be the inclusion, i = 1, 2. We work with integral cohomology. Then we have a transfer map (f an ) ! which makes the following diagram commutative:
Now the lower horizontal map is the identity, because f an |X an \U : X an \U → X an \ U is the identity. Hence we get a commutative diagram
where j i : X → X i is the inclusion. This implies: (j
I. First let us study the case k = 0.
So we need only to compute H 0 DB (X, Z(p)):
where the second map coincides with the injective mapping
II. Consider now the case k = 1: First we have:
Proof: a) obvious. b) see loc.cit. c) We have an exact sequence
where the last map corresponds to
), where c is a singular 1-cycle in X an which is a boundary in X an .
In order to see this, note that we have a commutative diagram
. Then g can be considered as a rational function on X. If g is in the kernel, its divisor whose support is contained in D must be 0, hence g extends to an element of
III. The interesting case is k = 2. The fact that H 2 db (X, Z(p)) is independent of the choice of the compactification will be confirmed by the relation to Picard groups. Now we have:
is surjective, because of the exponential sequence. This is the case: look at the commutative diagram
where k is the number of irreducible components of D and n = dim X (without loss of generality we may assume that X is purely n-dimensional). Note that for singular cohomology,
, whereD is the (non-singular) normalization of D and the coefficients are arbitrary, because 
In the next section we will show that H 2 db (X, Z(1)) ≃ P ic X.
Line bundles on smooth algebraic varieties
Let X be a smooth complex algebraic variety (not necessarily irreducible). Choose a good compactification as before.
Before turning to the main result about the algebraic Picard group it is useful to have some preparation:
Let j : X → X be the inclusion.
Lemma 2.1:
, and there is an exact sequence
Proof: Look at the exact cohomology sequence for
. Now we have two alternatives: a) We know already that the sequence
is exact. Let us first show that we may replace here H 1 (X, j * O * X ) by P ic X, without destroying the exactness:
is injective, see [Go] I Th. 4.5.1, p. 82. So we may indeed replace H 1 (X, j * O * X ) by P ic X in the sequence above. Now it is well-known that P ic X → P ic X is surjective, see [Ha] II Prop. 6.5. So we obtain the desired exact sequence; furthermore,
. Now P ic U → P ic U ∩X is surjective, hence s 1 comes fromŝ 1 ∈ P ic U. Then s 1 comes from a line bundle on U. On some neighbourhood of x the latter is trivial, so after shrinking U if necessary we may assume thatŝ 1 = 0, hence s 1 = 0. As in the proof of a), the mapping
is flabby, because we may assume without less of generality that X is irreducible and because the sheaf under consideration is the sheaf of Cartier divisors with support in D; cf. [Go] II Example 3.1.1, p. 147. Therefore H 1 (X, j * O ) = 0. We obtain now the desired exact sequence as part of the long exact cohomology sequence for 0
In order to show this look at the long exact cohomology sequence for
X are flabby: the connected components of X are irreducible because X is smooth, so we may suppose without loss of generality that X is irreducible. Then M X is constant, see [Ha] II proof of Prop. 6.15, p. 145, hence M * X , too. Furthermore note that M * X /O * X is the sheaf of Cartier divisors. The rest follows from [Go] II Example 3.1.1, p. 147. We know by part b) in the proof of Lemma 2.1 that
Proof: We proceed similarly as in the proof of [EV] Prop. 2.12:
. Suppose that ω is a closed logarithmic 1-form: (1)) which fits into an exact sequence
Obviously we obtain an exact sequence
Now P ic(X) → P ic X is surjective, and we have an exact sequence (1)) -as soon as the two exact sequences fit together to a commutative diagram
Now let us show that this is the case:
We have a complex analytic analogue of the short exact sequence in Lemma 2.1:
X an is the sheaf of differential p-forms which are holomorphic an X an and meromorphic on X an . This leads to a commutative diagram:
The second vertical arrow is bijective by GAGA. The first vertical is bijective, too, because in both cases we are dealing with Cartier divisors on X with support in D.
where it is easy to verify that the square on the right is commutative, too.
, then we obtain our statement.
In order to derive Theorem 0.4 let us quote a result by M. Saito: Proposition 2.5: (see [S] Prop. 3.4, p. 294) The natural mappings
are all injective, the middle map is bijective, and the first map has a finite cokernel.
Proof of Theorem 0.4: We use Proposition 2.5. In particular, there is an injective mapping
Remark: In [S] Remarks 3.5 (i), p. 297, we find comments about the injections:
a) It is said that the cokernel of P ic X → H 2 AH (X, Z (1) 
b) It is said that the cokernel of the mapping
is not torsion (i.e. not a finite group) under some Hodge theoretic condition, in particular if X is the complement of an elliptic curve in P 2 : See the comment after Lemma 2.14 below; our example b) in section 4 corresponds to Saito's example.
Let us turn to related results:
, because X → X is affine, and
. But the situation for k = 1 is much more complicated: If X is compact we still have 
There is an exact sequence
c) There is an exact sequence
Proof: a) As in Theorem 2.4 we have an exact sequence
This implies that 0
, where i j : D j → X is the inclusion, see (*) of the proof of Theorem 2.4. Note that the lower exact sequence can be extended to the right by → H 2 (X an , O * X an ). b) The beginning of the proof of Theorem 2.4 shows the exactness of the sequence
an ). The rest follows from Theorem 2.4 and Corollary 1.6. c) Look at the following commutative diagram:
On the right we may extend the rows by
, by the upper line of the commutative diagram above. Then z → x.
Corollary 2.7: We have injective mappings
In particular we obtain the following description of H 1 (X an , j m * O * X an ) from Proposition 2.6c):
an which can be represented by a line bundle L. This will be proved in a subsequent paper.
Remark 2.10:
is not bijective, in general, see above, we conclude that meromorphic line bundles are not necessarily effectively meromorphic.
This answers a question by Deligne [D] , p. 66, and Malgrange [M] , p. 154.
Remark 2.11:
In the case of the algebraic Picard group there is no obvious reason why to restrict to the smooth case. In the singular case one can proceed as follows:
1. Suppose that X is a complex algebraic variety, Sing X compact. Define H k DB and H 2 db as before. Then P ic X ≃ H 2 db (X, Z(1)): Proceed as in the proof of Theorem 2.4, using a compactification X of X such that X \ Sing X is smooth and D := X \ X is a divisor with normal crossings. We have again that H 2 db (X, Z(1)) is the set of all elements of H 2 DB (X, Z(1)) whose image in H 2 (X an ; C) is contained in W 2 H 2 (X an ; C). In fact, note that Lemma 0.3 still holds in our context: For the cohomology of (X an , X an ) it does not matter whether X is smooth or not, by excision. 
2. If X is smooth, P ic X coincides with the group of classes of Cartier divisors as well as of Weil divisors. This holds no longer in general. Now suppose that codim Sing X ≥ 2 (e.g. X normal). Let Cl X be the group of classes of Weil divisors on X. Then Cl X ≃ H 2 db (X \ Sing X, Z(1)): According to [Ha] II Prop. 6.5, p. 133, we have Cl X ≃ Cl X \ Sing X, the rest follows from Theorem 2.4. Proposition 2.12: Let f : X → Y be a morphism between smooth complex algebraic varieties. Assume that f induces isomorphisms
Proof: a) This follows from the commuative diagram with exact rows:
Here we take convenient compactifications of X, Y such that f extends to a morphism X → Y .
. Therefore the first, second,fourth and fifth vertical are isomorphisms, so the third one, too. Or use Lemma 2.15 below.
b) This follows from a) because P ic X ≃ H 2 db (X, Z (1)). In fact, the injectivity is clear because (1)) is injective. Surjectivity: Assume that c ∈ H 2 db (X, Z(1)), i.e. c ∈ H 2 DB (X, Z(1)) and the image in H 2 (X an ; C) is contained in W 2 H 2 (X an ; C). Then c has an inverse image in H 2 DB (Y, Z(1)), the image in H 2 (Y an ; C) is mapped onto the image of c, so it is contained in W 2 H 2 (Y an ; C).
Alternatives: use Lemma 2.14 or 2.16 below.
We can define an analogue of the Néron-Severi group NS(X) :
Lemma 2.13:
Compare with [HL1] Theorem 3.1:
We have a precise description of the difference between P ic X and H 2 DB (X, Z(1)):
Lemma 2.14: We have an exact sequence
Proof: It is sufficient to show that
is exact, i.e. that the sequence
is exact, using Lemma 2.13 and [HL1] loc. cit. But this is easy to verify.
Replacing Z by Q, we may deduce that the cokernel of the mapping H 2 AH (X; Z(1)) → H 2 DB (X; Z (1)
) is not finite if and only if (H
We have an exact sequence
This leads to a short exact sequence:
Lemma 2.15: There is an exact sequence
(see [S] (3.2.1), p. 292).
Proof: We have a long exact sequence
The first mapping corresponds to the inclusion
, so it is injective. Therefore we obtain short exact sequences, and
The rest is clear from the preceding long exact sequence. Now we pass to absolute Hodge cohomology: Lemma 2.16: There is an exact sequence
Of course we may replace H 2 AH (X, Z(1)) by P ic X here, see Theorem 0.4.
Proof: According to [S] (3.2.2), p. 292, we have an exact sequence
If we take Q instead of Z this implies our lemma with Q instead of Z, see [S] (3.2.4), p. 293. But in the case of the ring Z we proceed directly:
). Now we look at the exact sequence
Algebraic line bundles with connections
Let P ic cir X be the group of isomorphism classes of line bundles on X with a regular integrable connection.
Proof: a) Look at p = 2. Then we have an exact sequence:
which induces an exact sequence
In fact, the second mapping is well-defined because d : (1)). On the other hand, we have an exact sequence
see [HL2] Theorem 3.10, Lemma 3.11. So P ic cir (X) ≃ H 2 db (X, Z(2)), as soon as the two exact sequences fit together to a commutative diagram
In order to show this, let us start with the commutative diagram
where
§3. The first, second, and fifth vertical are bijective by GAGA. The lower exact sequence is the long exact cohomology sequence for
cf. Lemma 2.3. This sequence can be mapped to
Now the cone in the middle is quasiisomorphic to Z(2) DB . So we obtain a commutative diagram
The left vertical is bijective, see Lemma 0.3 (i.e. [EV] ), the second and fifth vertical are bijective, too, as we know already. Now we may replace H 
But the elements of H 2 db (X, Z(2)) correspond to certain connections which are integrable, hence H 2 db (X, Z(3)) ≃ H 2 db (X, Z(2)), because the last arrow is given by the curvature of the connection in question.
is represented by an analytic line bundle with an integrable connection, so its first complex Chern class vanishes. But this is the image of c(a). By Lemma 1.5 we obtain our statement.
(ii) It is sufficient to show this for p ≥ dim X. Then H 2 DB (X, Z(p)) is the hypercohomology of the cone of Rj
) by Deligne's existence theorem, see [D] II Th. 5.9, p. 97.
is the zero map, because of Deligne's existence theorem which guarantees that we deal with algebraic line bundles.
In order to take connections into account which are not integrable or which are irregular, we modify the definition of Deligne-Beilinson cohomology: Let S(p) ) (hybrid Deligne cohomology) and (1)) is independent of the compactification we see that H 2 DH (X, Z(p)) and H 2 dh (X, Z(p)) are independent, too.
Proof: a) There is an exact sequence
which leads to an exact sequence
Again the second mapping is well-defined because (1)). On the other hand, there is an exact sequence
, cf. Lemma 0.3. In detail we proceed similarly as in the case of Theorem 3.1, with
leads to an exact sequence
Comparison with the exact sequence (3)). In order to show this, recall first that
X ) corresponds to the first line of the following commutative diagram:
As for the transition from the second to the third line, note that, with Ω
and we have a morphism (2)) is bijective by a), and
. Now we can argue similarly as in the proof of Theorem 3.1 b), using alternative (i) or (iii).
Consequence: In comparison with the analytic case, the new objects are P ic(X), P ic c (X) and P ic ci (X). Already P ic(X) requires a modification of Deligne-Beilinson cohomology, this holds even more for P ic c (X) and P ic ci (X).
Remark 3.3: One may ask whether it is more reasonable to look at
Examples
a) Put X := C * × C * . Let us compute the Deligne-Beilinson cohomology group H 2 DB (X, Z(1)). Put X := P 1 × P 1 . We have an exact sequence (1)) ≃ Z. On the other hand, P ic X = 0 because X ⊂ C 2 and P ic C 2 = 0, see [Ha] By [Ha] V Prop. 4.8, p. 401, we have P ic X ≃ Z 7 . According to [Ha] II Prop. 6.5, p. 133, we have an exact sequence Z → P ic X → P ic X → 0. The hyperplane at infinity defines a Cartier divisor on X which is not principal, so Z → P ic X is not the zero map, hence injective. In fact, let H ⊂ P 3 be the hyperplane at infinity. Then the corresponding first Chern class is = 0, and H 2 (P an 3 ; Z) → H 2 (X an ; Z) is surjective, by the Lefschetz theorem on hyperplane sections. Therefore we have a short exact sequence: 0 → Z → P ic X → P ic X → 0. This implies that rk P ic X = 6. On the other hand, look at the arithmetic genus p a of X: By [Ha] So both examples show that P ic X and H 2 DB (X, Z(1)) are different, in general. Example a) shows that H 1 (X an , j m * O * X an ) and H 2 DB (X, Z(1)) are in general different, too, whereas Example b) shows that the same holds for P ic X and H 1 (X an , j m * O * X an ). c) Let k ≥ 2 and X be a smooth hypersurface of degree d ≥ k + 2 in P k+1 . Then, by [Ha] III Exc. 5.5, p. 231: p a = dim H k (X an , O X an ), and by [Ha] I Exc. 7.2, p. 54: p a = d−1 k+1 = 0. On the other hand, in contrast to H k (X an , O X an ), the group H k (X an ; Z) is finitely generated. The exponential sequence implies that H k (X an , O * X an ) = 0, whereas H k (X, O * X ) = 0 according to the Remark 2.2. So we have no GAGA principle for H k (X, O * X ), k ≥ 2. The situation is not better if we useČech cohomology instead of ordinary (flabby) cohomology: Note that it is not clear whether these cohomology theories agree for O * X , X algebraic variety, because this sheaf is not coherent algebraic and X is not paracompact. Anyhow,Ȟ 2 (X, O * X ) → H 2 (X, O * X ) is injective, see [Go] , so for k = 2 we obtainȞ k (X, O * X ) = 0, so there is no GAGA principle forȞ 2 (X, O
