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NUMBER OF SINGULAR POINTS OF A GENUS g CURVE
WITH ONE POINT AT INFINITY
MACIEJ BORODZIK
Abstrat. Using tehniques developped in [BZ1℄ and [BZ2℄ we bound
the maximal number N of singular points of a plane algebrai urve C
that has preisely one plae at innity with one branh in terms of its
rst Betti number b1(C). Asymptotially we prove that N <∼
17
11
b1(C)
for large b1. In partiular, in the ase of urves with one plae at innity,
we onrm the Zaidenberg and Lin onjeture stating that N ≤ 2b1+1.
1. Introdution
1.1. Presentation of results. In [BZ3℄ the authors have proved that if
C ⊂ C2 is an algebrai urve homeomorphi to C∗ then C may have at
most three singular points at nite distane. This onrms the following
onjeture, due to Zajdenberg and Lin
Conjeture 1.1 (ZajdenbergLin onjeture, [ZL℄). If C ⊂ C2 is a redued,
irreduible, algebrai plane urve with rst Betti number b1, then C has at
most 2b1 + 1 singular points at nite distane.
In this artile we use essentially the same tehniques as in [BZ3℄ to study
the number of singular points of urves of arbitrary genus (by genus we
always mean geometri genus) g with one plae at innity. We onrm
ZajdenbergLin onjeture in this ase, providing an assymptotially (as b1
goes to innity), better estimates.
The ondition for a urve to have one plae at innity, makes the om-
putational part muh simpler than in the ase of general urves. We are
onvined that the methods presented in this paper an be applied to prove
ZajdenbergLin onjeture in its full generality. However the omputations
without additional assumptions seem to be rather lengty.
The methods developped in [BZ1℄ and [BZ2℄ allow us to prove two follow-
ing theorems, whih are the ore of this artile. Before we state them, let us
agree on a onvention that shall be used throughout the paper.
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Convention 1.2. In the whole paper, unless speied otherwise, C will denote
an algebrai urve in CP 2 interseting the line at innity L∞ preisely at
one point z∞, suh that C has one branh at z∞. The ane part C∩C2 will
be denoted by C0. When talking about genera (arithmeti and algebrai)
of the urve, we will have always in mind the genera of C. The rst Betti
numbers of C and C0 are equal (by MayerViettoris sequene).
Theorem 1. Let C0 ⊂ C2 be a plane algebrai urve with one plae at
innity with N singular points at nite distane. Assume that all these points
are uspidal. Let g > 0 denote the geometri genus of the urve. Then it is
impossible that all the following inequalities hold at the same time:
N ≥ Ia(g) := 2g + 3(1.1a)
N ≥ Ib(g) :=
24
11
g +
20
11
(1.1b)
N > Ic(g) := 2g +
2
3
+
√
20
3
g +
28
9
(1.1)
N > Id(g) := 2g −
1
4
+
√
7g +
177
16
(1.1d)
N > Ie(g) :=
36
17
g +
18
17
(1.1e)
N > If (g) :=
29
14
g +
31
28
+(1.1f)
+
√
1
196
g2 +
1067
196
g +
793
784
.
In other words we have
Corollary 1.3. Let I(g) = max(Ia(g), Ib(g), Ic(g), Id(g), Ie(g), If (g)). Then
for any uspidal urve C0 with geometri genus g and one plae at innity,
the number of singular points at nite distane does not exeed I(g).
Before we state the seond theorem we need one tehnial denition.
Denition 1.4. Let C ⊂ X be a projetive urve. The total number of
branhes of C is the sum
(1.2) R =
∑
i∈I
(ri − 1),
where i goes through all singular points of C and ri is the total number of
branhes of C at the i-th singular point.
Theorem 2. Let C0 be a plane algebrai urve with one plae at innity and
N singular points at nite distane. Let g be the geometri genus. Moreover
let R > 0 be the total number of branhes of C. Then it is impossible that
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all the following inequalities hold at the same time:
N ≥ Ja(g,R) := 2g + 3 +R(1.3a)
N ≥ Jb(g,R) :=
24
11
g +
17
11
R+
18
11
(1.3b)
N > Jc(g,R) := 2g +R+
2
3
+
√
20
3
g + 4R+
22
9
(1.3)
N > Jd(g,R) := 2g +R−
1
4
+
√
7g + 5R +
177
16
(1.3d)
N ≥ Je(g,R) :=
36
17
g +
23
17
R+
18
17
(1.3e)
N > Jf (g,R) :=
29
14
g +
17
14
R+
31
28
+(1.3f)
+
√
(g + 3R)2
196
+
1067
196
g +
513
196
R+
793
784
Corollary 1.5. Let J(g,R) = max(Ja(g,R), Jb(g,R), Jc(g,R), Jd(g,R),
Je(g,R), Jf (g,R)). Then for any uspidal urve C
0
with geometri genus
g and one plae at innity, the number of singular points at nite distane
does not exeed J(g,R).
Remark 1.6. The ase g = 0 from Theorem 1 results from the famous
ZaidenbergLin theorem. Any urve homeomorphi to a disk an have at
most one singular point at nite distane. For g = 0 and R = 1 there is
[BZ1℄ a onjetural lassiation of all suh urves. All found ases have at
most three singular points.
The struture of this artile is the following. We end this setion with a
disussion of the behaviour of quantities I(g) and J(g,R). In fat, we have
formulated the theorems above to make the proof as transparent as possible.
It remains to show how all these inequalities are related eah to other. This
gap we shall ll in Setion 1.2.
In Setion 2 we reall denitions of some non lassial invariants of planar
singular points as a odimension. We prove several bounds relating multipli-
ities, δ-invariants and odimensions of singular points to the genus, degree
and the total number of branhes of the urve C. We turn the attention of
the reader to Proposition 2.5 whih is an important generalisation of known
inequalities and is of interest on its own.
Setion 2 loses with a set of inequalities from whih we will dedue The-
orems 1 and 2.
The proof of Theorem 1 is ontained in Setion 3. It is onsiderably
simpler than the proof of Theorem 2, whih is omprised in Setion 4.
Altough these proofs are highly tehnial, it is worth to mention that the
method, whih informally an be resumed as write down all the inequalities
and see what happens, proves very eient in the study of ane algebrai
urves.
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1.2. Inequalities in Theorems 1 and 2. First let us do the easy ase
of quantities Ia(g), . . . If (g). We see that the leading term in g is
24
11
g and
appears in Ib(g). Therefore, asymptotially, I(g) = Ib(g).
We observe that always Ie(g) < Ib(g). For g > 0, the inequality (1.1a)
is not stronger than (1.1b). In fat, we have Ia(g) ≤ Ib(g) for g ≥ 4, but
for g = 1, 2, 3 the both inequalities are equivalent, as N is assumed to be an
integer.
Let us write Lb =
24
11
g + 20
11
, Lc = 2g +
2
3
, Ld = 2g −
1
4
, Lf =
29
14
g + 31
28
.
Moreover, let Rc =
20
3
g + 28
9
, Rd = 7g +
177
16
and Rf =
g2
196
+ 1067
196
g + 793
784
.
Lemma 1.7. We have I(g) = Ib(g), if g ≥ 747.
Proof. We shall prove only that for g ≥ 747, Lb = Ib(g) ≥ Lf+
√
Rf = If (g).
We have
(Lb − Lf )
2 −Rf =
6
847
(g2 −
2239
3
g −
875
12
).
The polynomial on the right hand side has two roots x = 2239±
√
5015746
6
.
The larger one is approximately 746.4. The other inequalities are proven
similarly. 
For g < 747 we an bound I(g) for example by
I(g) ≤ 3g +
3
2
, 2.4g + 6, 2.2g + 20.
These bounds have been found experimentally using omputer. They are not
optimal, but linear in g and therefore muh easier to handle. In partiular,
as the rst Betti number b1(C
0) is equal to 2g, we prove
Corollary 1.8. A urve C0 of geometri genus g > 1 without selfinter-
setions at nite distane and having one point at innity annot have more
than 2b1(C
0) + 1 singular points.
We onrm the ZaidenbergLin onjeture in this ase. As for the ase g =
1, the inequality (1.1d) does not hold for N = 6, so urves with six singular
points are apparently allowed. See Remark 3.2 for detailed disussion.
Things are obviously more ompliated in the ase R > 0. Again the
quantity Jb(g,R) is assymptotially the largest both in g and R so a urve
with large arithmeti genus g + R annot have more than 24
11
g + 17
11
R + 18
11
singular points, whereas the rst Betti number is equal to 2g +R. However
for urves of smaller genus, the quantities as Jd(g,R) or Jf (g,R) may be
larger.
Lemma 1.9. For g ≥ 752− 3R we have J(g,R) = Jb(g,R).
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Proof. We shall only prove that Jb(g,R) ≥ Jf (g,R). This amounts to the
fat that(
24
11
g +
17
11
R+
18
11
−
29
14
g −
17
14
R−
31
28
)2
≥
≥
(g + 3R)2
196
+
1067
196
g +
513
196
R+
793
784
.
After straighforward transformations we get
(g + 3R− 376)2 ≥ 141479.25 − 1936R.
But if g + 3R ≥ 752, the right hand side at least 141376. As R ≥ 1 this is
larger than the left hand side. 
Using a simple omputer program we an hek, that for all integer values
g ≥ 0 and R ≥ 1 suh that g + 3R ≤ 752 (there are only nitely many
of them), with exeption of g = 0, R = 1 and g = 0, R = 2, we have
[J(g,R)] ≤ 4g+2R+1, where [·] denote the integer part. This onrms the
ZaidenbergLin onjeture in these ases. As for the ase g = 0, R ≤ 2, see
Remark 4.12.
2. Basi inequalities
2.1. Bounding multipliities. Let z1, . . . , zN be singular points of a pla-
nar algebrai urve C. Let z∞ ⊂ CP 2 be the point of C at innity. In the
whole paper we assume that C has only one plae at innity and preisely
one branh at that point.
Let mi be the multipliity of zi, δi the δ-invariant of zi and ri the number
of branhes of C at zi.
Let ν : Σ→ C be the normalisation map. The omposition Σ→ C →֒ C2
is given by two meromorphi funtions x and y. x and y have preisely one
pole, let us all it t∞. Let p and q be orders of poles x and y respetively at
t∞. We an always assume that p < q and p6 |q. Otherwise, if p|q we apply a
de Jonquière automorphism y → y − onst · xq/p and redue the order of y.
Note that q is the degree of C.
Now for i = 1, . . . , N , let ti1, . . . , tiri be the inverse images of zi under ν.
If x has order nij at the point tij , i.e. x(t) = x(tij) + O((t − tij)
nij ), then
the multipliity of C at zi is at least
∑ri
j=1 nij . Therefore
ri∑
j=1
ordtij dx ≥ mi − ri,
where ord denotes the order of zero of the meromorphi form dx. But dx
has only one pole, at t∞, and the order of this pole is p+1. Using standard
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arguments from geometry of urves we infer that
(2.1)
N∑
i=1
(mi − ri) ≤ p+ 2g − 1.
This is the simplest bound we are going to use. Nevertheless it proves very
important. At the beginning we will use it to bound the multipliities of the
singular points. But later on, we shall also bound p using this inequality.
2.2. Bounding Milnor numbers. To obtain a seond bound we have to
reall the following lemma from [BZ1, Proposition 2.11℄
Lemma 2.1. Let us be given a germ of a planar uspidal singularity (A, 0)
parametrised loally by
(2.2) x = tn + . . . , y = tm + . . . .
Then the Milnor number of number µ(A) of this singularity an be written
as
(2.3) µ(A) = (n− 1)(m− 1) + n′ − 1 + µ′(A),
where n′ = gcd(n,m) µ′(A) ≥ 0. Moreover, if x and y are generi in the
spae of all onvergent series of the form (2.2) then µ(A) = 0.
Let us apply this lemma to the singularity of C at innity. We obtain the
fat that the Milnor number at innity is equal to (q−1)(q−p−1)+p′−1+µ′∞,
where p′ = gcd(p, q). Here we use essentially the assumption that C has
preisely one plae at innity. As the singularity at innity is unibranhed,
its Milnor number is twie the δ-invariant of the singularity. We reall that
the δ-invariant measures the number of double points hidden at a given
singular point (see [BZ1℄).
Reall that C is a urve of degree q and geometri genus g. By genus
formula
(q − 1)(q − 2)−
N∑
i=1
2δi − 2δ∞ = 2g.
We sum up all the δ−invariants at nite distane and the δ−invariant at
innity. By Lemma 2.1 we obtain
(2.4)
N∑
i=1
2δi + µ
′
∞ = (p − 1)(q − 1)− p
′ + 1− 2g
def
= D.
The quantity D will be alled the number of double points at nite distane. A
generi urve C (i.e. where x(t) and y(t) are generi meromorphi funtions
with presribed order of pole at t∞) has only double points as its singularities
at nite distane. The number of these double points is D/2.
Below we shall bound 2δi and µ
′∞ in terms of multipliity of a given
singular point and soalled odimension of the singular point. The equality
(2.4) will beome vital in our estimates. But rst let us do some loal
analysis.
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2.3. Codimension of a singular point. Let (A, 0) ⊂ (C2, 0) be a germ
of a planar singular urve. Let π : X → C2 be the minimal resolution of
the singularity with E = E1 + · · ·+Es the exeptional divisor with redued
sheme struture and A′ the strit transform of A. In H2(X,Q) A′ is homol-
ogous to a linear ombination of the divisors Ei, i.e. A
′ =
∑
αiEi. Dene
KE =
∑
βiEi by the ondition that
Ei · (KE + Ei) = −2 for all i = 1, . . . , s,
where · denotes the intersetion produt. KE is the (loal) anonial divisor
of X.
Denition 2.2 (see [BZ2℄). The quantity
ext ν = KE · (KE + E +A
′)
is alled the odimension of the singular point. Moreover, let KE+A
′+E =
PE + NE be the ZariskiFujita deomposition of the divisor KE + A
′ + E.
PE is the nef part and NE , the negative part. The quantity
η := −N2E ≥ 0
is alled the exess of the singular point.
Remark 2.3. In [BZ1℄ and [BZ2℄ the external odimension is dened in a
dierent way, namely by means of Puiseux expansion of branhes of the
given singular point. That denition, in general, depends on the hoie of
oordinates near a singular point. Yet, if the oordinates are generi, by
Lemma 2.1 and Proposition 4.1 in [BZ2℄, both denitions agree. We should
perhabs all the quantity KE(KE +E +A
′), rough M¯ -number, but we nd
the term odimension to be more geometri.
We have the following
Lemma 2.4. (see [BZ1, Proposition 2.9, 2.16 and Denition 3.6℄) With the
notation as above, let δ be the δ-invariant of A and m, the multipliity. If A
has one branh then
(2.5) 2δ ≤ m(ext ν −m+ 2).
If A has two branhes, we have
(2.6) 2δ ≤ m(ext ν −m+ 3).
There similarity of the two formulae is striking. In fat, we an generalise
them as follows
Proposition 2.5. With the notation as above, if r denotes the number of
branhes of A then
(2.7) 2δ ≤ m(ext ν −m+ r + 1).
Proof. The proof is very similar to the proof of formula (2.6), whih is on-
tained in [BZ1, Proposition 2.16℄. We proeed with indution with respet
to r. In order to do this, we have to introdue some additional notation.
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For an r-branhed singularity A with multipliity m, δ-invariant δ and
external odimension ext ν, let A1, . . . , Ar be its irreduible omponents.
Given a branh Ai, let mi be its multipliity, δi its δ-invariant, ext νi its
odimension and νi = ext νi − mi + 2 its y-odimension (see [BZ2, Deni-
tion 2.3℄).
Moreover, for two distint branhes Ai and Aj we denote by νij the tan-
geny odimension (see [BZ2, Remark 1℄) of Ai and Aj and by εij , the loal
intersetion index of Ai and Aj .
We have
m = m1 + · · ·+mr(2.8a)
ext ν =
r∑
i=1
ext νi +
r∑
j=2
max
1≤i<j
νij + 2r − 2 (see [BZ2℄)(2.8b)
2δ =
r∑
i=1
2δi + 2
∑
i<j
εij .(2.8)
In [BZ1℄ it was proved that
2δi ≤ miνi = mi(ext νi −mi + 2)(2.8d)
εij ≤ mi(νj + νij + 1).(2.8e)
Up to reordering of rst r − 1 branhes we may assume that
(2.9) max
i≤r−1
νir = νr−1,r.
Let δ˜, m˜ and ext ν˜ be orresponding invariants of the singularity A˜ = A1 +
· · ·+Ar−1. By (2.8b) we have
(2.10) ext ν˜ =
r−1∑
i=1
ext νi +
r−1∑
j=2
max
1≤i≤j−1
νij + 2r − 4.
From (2.8b) we derive
(2.11) ext ν = ext ν˜ + νr−1,r + ext νr + 2, f. [BZ2, formula (2.9)℄
The indution assumption that we are making is
(2.12) 2δ˜ ≤ m˜(ext ν˜ − m˜+ (r − 1) + 1),
while we want to prove (2.7), i.e. 2δ ≤ m(ext ν −m+ r + 1). By (2.8) we
have
(2.13) 2δ = 2δ˜ + 2
r−1∑
i=1
εir + 2δr.
From (2.8e) and the obvious fat that εir = εri we infer that
2εir ≤ mi(νr + νir + 1) +mr(νi + νir + 1).
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Summing this up and applying (2.9) we obtain
(2.14) 2
r−1∑
i=1
εir ≤ m˜(νr + νr−1,r + 1) +mr(
r−1∑
i=1
(νi + νir) + r − 1).
By indution assumption (2.12) we obtain from (2.13), (2.14) and (2.8d)
2δ ≤m˜ (ext ν˜ − m˜+ r + νr + νr−1,r + 1)+
+mr
(
r∑
i=1
νi + r − 1 +
r−1∑
i=1
νir
)
.
(2.15)
The rst term in parenthesis is equal to ext ν − m + r + 1 by (2.11). It
remains to prove that
r∑
i=1
νr + r − 1 +
r−1∑
i=1
νir ≤ ext ν −m+ r + 1.
But νi = ext νi −mi + 2, so the above inequality beomes
(2.16)
r∑
i=1
ext νi +
r−1∑
i=1
νir + 2r − 2 ≤ ext ν.
By the reursive formula (2.8b) the inequality (2.16) is equivalent to
(2.17)
r−1∑
i=1
νir ≤
r∑
j=2
max
1≤i≤j−1
νij .
This will follow from the following
Lemma 2.6. ([BZ2, Lemma 2.13℄) Assume we are given three branhes A,
B and C of one given singular point and let ν(A,B), ν(A,C) and ν(B,C)
denote the orresponding tangeny odimensions. If ν(A,C) < ν(A,B) then
ν(A,C) = ν(B,C).
From this lemma, formula (2.17) follows by indution on r. Suppose that
we already know that
r−2∑
i=1
νi,r−1 ≤
r−1∑
j=2
νj−1,j.
We ask whether
r∑
i=1
νir ≤
r∑
j=2
νj−1,j.
Substrating both sides of these inequalities we see that the indution step
shall be aomplished one we have shown that
r−2∑
i=1
(νir − νi,r−1) + νr−1,r ≤ νr−1,r.
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Suppose that νir > νi,r−1 for some i ≤ r − 2. By Lemma 2.6 it follows that
νi,r−1 = νr−1,r. But then νir > νr−1,r whih ontradits (2.9). 
Example 2.7. The many inequalities that appear in the above proof suggest
that the estimate (2.7) is not optimal and ould be improved. This impres-
sion is unfortunately misleading, as an be seen by looking on the ordinary
n-tuple point. Suh a point has external odimension of n − 2, multipliity
n and δ-invariant 2δ = (n2 − n). For suh singularity we have the equality
of both sides of (2.7).
Let us reall also the estimate for µ′(A) dened in Lemma 2.1.
Lemma 2.8. (see [BZ1, Proposition 2.11℄) Let x = tn + . . . , y = tm + . . .
give a loal parametrisation of an unibranhed singularity. Let µ′(A) be as
in Lemma 2.1 and n′ = gcd(n,m). Then
µ′(A) ≤ n′ν ′,
where ν ′ is the subtle odimension (see ibidem) of the singular point.
Let us return for a while to notation of Setion 2.1. Let the i-th singular
point has ri branhes and odimension ext νi. Let the subtle odimension at
innity be denoted by ν ′∞. Introdue the notation
(2.18) E :=
N∑
i=1
mi(ext νi −mi + ri + 1) + p
′ν ′∞.
Then, the equality (2.4) together with inequality (2.7) and Lemma 2.8 yield
(2.19) ∆ = D − E ≤ 0.
In all instanes of the proof of Theorem 1 and Theorem 2, we shall strive
to prove that if all the inequalities (1.1a),. . . , (1.1f) (respetively (1.3a),. . . ,
(1.3f)) hold then always ∆ > 0.
2.4. Estimating odimensions. The bounds of type (2.7) are of no use to
us if we annot ontrol the sum of odimensions of dierent singular points of
a xed algebrai urve C. However the BogomolovMiyaokaYau inequality
(see [KNS℄) an be used to estimate this sum. Let us reall and slightly
generalise the results obtained in [BZ2℄.
Reall that we are studying a urve C ⊂ CP 2 with N singular points
z1, . . . , zN at nite distane and one plae at innity z∞ with one branh.
Let L∞ be the line at innity. Let π : X → CP 2 be the minimal resolution
of singularities C˜ = C ∪ L∞ suh that π−1(C˜)red is an NC divisor. Denote
by C ′ = π′(C˜) the strit transform of C˜ and by E, the redued exeptional
divisor. Finally, let K = KX be the anonial divisor and let us put D =
C ′ +E.
We assume that the resolution is minimal, so E does not ontain any
(−1)−urve F suh that F (E − F ) ≤ 2. We shall assume also that the pair
(X,D) is relatively minimal. There are arguments in [BZ2℄ that if (X,D) is
not relatively minimal then the estimates obtained are even better. Therefore
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the relative minimality assumption is used only to make the disussion below
more transparent to the reader.
We are interested only in the ase when degC ≥ 4 and C has at least
three singular points. By [Wa℄ κ¯(CP 2 \C) = 2, so κ¯(X \D) is also equal to
2. Here κ¯ stays for the logarithmi Kodaira dimension.
By the relative minimality and sine κ¯(X\D) ≥ 0, there exists the Zariski
Fujita deomposition of the divisorK+D. Let H denotes the nef part and N
the negative part ofK+D. We haveK+D = H+N and (K+D)2 = H2+N2
with N2 < 0. The BMY inequality says that
H2 ≤ 3χ(X \D) = 3− 3χ(C0).
But C is a urve of geometri genus g with total number of branhes R (see
Denition 1.4). Then the Euler harateristi of C0 is equal to 1− 2g − R.
Therefore we obtain
(K +D)2 ≤ 6g + 3R+N2.
Now (K +D)2 = K(K +D)+D(K +D) = K(K +D)+ 2pa(D)− 2, where
pa(D) is arithmeti genus of D. By invariane of arithmeti genus we have
pa(D) = pa(C ∪ L∞) = g +R. Hene we obtain
(2.20) K(K +D) ≤ 4g +R+ 2− (−N2).
Observe now that W = PicX ⊗ Q is spanned by the lass of (inverse im-
age of) a generi line L in CP 2 and by exeptional divisors of the map
π. Let V0 ⊂ W be the onedimensional linear subspae of W spanned
by L (we denote the divisor and its lass in W by the same letter). Let
Vi ⊂ W , i ∈ {1, 2, . . . , N,∞} be the subspae spanned by exeptional di-
visors Ei1, . . . , Eisi suh that π(Eij) = zi. It is easy to see that W is the
diret sum of spaes V0, V1, . . . , VN , V∞ and all omponents of this sum are
pairwise orthogonal with respet to the intersetion form. Therefore we an
ompute K(K +D) by projeting K and K +D onto spaes Vi, omputing
Ki(Ki +Di) and summing up the results.
More preisely, let K = K0+K1+ · · ·+KN +K∞, D = D0+D1+ · · ·+
DN + D∞ be the deomposition of K and D into piees lying in dierent
subspaes Vi. Obviously we have K0 = −3L and D0 = −(degC + 1)L.
Moreover, by onstrution Ki(Ki +Di) = ext νi for i = 1, . . . , N .
Lemma 2.9. ([BZ2, Lemma 4.26℄) With the notation as above we have
K∞(K∞ +D∞) = q + q − p− 2 + ν ′∞.
Therefore we obtain from (2.20)
(2.21)
N∑
i=1
ext νi + ν
′
∞ ≤ p+ q − 2 + 4g +R− (−N
2).
To omplete our task in this setion we have to estimate N2. By denition
N is supported on all rational twigs of D (see [Fu℄). So N is the sum of
omponents Ni lying in Vi for i ∈ {1, . . . , N,∞}, −N
2 = −N21 − · · · −N
2
N −
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N2∞. But −N
2
i = ηi is the exess of the singular point zi. The inequality
(2.21) an be rewritten as
(2.22)
N∑
i=1
ext νi + ν
′
∞ ≤ p+ q − 2 + 4g −
N∑
i=1
ηi.
The term η∞ in (2.22) has been omitted. In fat, for a multibranhed sin-
gularity the only thing we know about η is that it is nonnegative. For
example, for an ordinary n−tuple point, η = 0. On the other hand we have
the following
Lemma 2.10 (see [ZO, BZ2℄). For a uspidal singularity η > 1
2
. Moreover
if the multipliity of the singular point is equal to 2 then η ≥ 5
6
.
Remark 2.11. This oeient
5
6
aets very strongly the estimates given
in Theorems 1 and 2 (e.g.
24
11
= 4 · (5
6
+ 1)−1). There is a hope that a
renement of the BMY inequality (for example suh like in [Lan℄) an lead
to an improvement of our results.
3. Proof of Theorem 1
We will attempt to pik suh ext νi, mi and later p and q so that E
is maximal possible and then ∆ is as small as possible, ensuring that the
inequalities (2.1) and (2.22) are satised.
First we observe that while we are studying the quantity E (see (2.18))
two possibilities may our: either the term
∑N
i=1mi(ext νi −mi + ri + 1)
is dominating, or the term p′ν ′∞ is dominating. The seond possibility may
our when p′ > maxmi, in partiular p′ ≥ 3 (otherwise we an inrease,
say ext ν1, at the ost of dereasing ν
′
∞ and E will not derease). Therefore
we shall disuss two separate ases.
3.1. When singularities at nite distane are dominating. Upom
renumerating z1, . . . , zN we may assume that m1 ≥ m2 ≥ · · · ≥ mN . Ob-
serve that, by assumptions of Theorem 1, ri = 1. Therefore the inequality
(2.1) takes the following form
(3.1)
N∑
i=1
(mi − 1) ≤ p+ 2g − 1.
It is easy to see that E is maximal if ext ν1 is maximal possible and ext νi,
ν ′∞ are minimal possible. We an also assume that mi are minimal possible
for i ≥ 2. More onretely, suppose rst that m2, . . . ,ms+1 ≥ 3 and ms+2 =
· · · = mN = 2. Denoting
(3.2) r = N − 1− s
we arrive at
(3.3) E = m1(ext ν1 −m1 + 2) + 2r + 6s,
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where
m1 + r + 2s ≤p+ 2g(3.4a)
ext ν1 ≤p+ q + 4g −
5
2
−
11
6
r −
7
2
s.(3.4b)
In the seond inequality (3.4b) we used the fat that there are preisely r
singular points with multipliity 2 (so exess is at least 5
6
and odimension
at least 1), and s points with multipliity 3, so their odimension is at least
3. There are s + 1 points m1, . . . ,ms+1 with exess greater than
1
2
. As E
grows with ext ν1, we shall assume the equality in (3.4b).
Now observe that ext ν1 is larger than 2(p − 2g − 2s − r). Therefore the
quadrati funtion m1 → m1(ext ν1−m1+2) is inreasing for m1 satisfying
(3.4a). Hene E is maximal if m1 is maximal possible.
Therefore we write
(3.5) E ≤ E1 = 2r + 6s + (p + 2g − r − 2s)(q + 2g −
5
6
r −
3
2
s−
1
2
).
Using N = r + s+ 1 we obtain from the above formula
E1 = 2N + 4s− 2 + (p+ 2g − s−N + 1)(q + 2g −
5
6
N −
2
3
s+
1
3
).
Dierentiating E1 with respet to s we get
∂E1
∂s
= 4 +
4
3
s− (q + 2g −
5
6
N +
1
3
)−
2
3
(p+ 2g −N + 1).
As q ≥ p+1, by (2.1) we see that the rst expression in parenthesis is greater
or equal to s + 1
6
N + 7
3
, while the seond is bounded from below by s + 2.
Therefore
∂E1
∂s ≤
1
3
− 1
3
s− 1
6
N < 0. Hene
E1 ≤ E2 := E1|s=0 = 2N − 2 + (p+ 2g −N + 1)(q + 2g −
5
6
N +
1
3
).
Remark 3.1. We ould not have just simply dierentiated (3.5) with respet
to s to obtain that E1 dereases with s. In fat, if we keep N onstant
then hanging s results in hanging also r aording to (3.2). Therefore,
before applying
∂
∂s we have put E1 in suh a form, that other variables do
not depend impliitly on s. This type of reasoning will be used in the sequel
without additional omments.
Now let us dene ∆2 = D − E2. As p
′ ≤ q − p we an write
∆2 ≥ ∆3 = (p−1)(q−1)−(p+2g−N+1)(q+2g−
5
6
N+
1
3
)−2g−2N+p−q+3.
The derivative of ∆3 with respet to q is equal to −2g + N − 3. By (1.1a)
∆3 is inreasing with respet to q. Putting q = p+ 1 we obtain
∆3 ≥ ∆4 = ∆3|q=p+1 =p(p− 1)− (p+ 2g −N + 1)
(
p+ 2g −
5
6
N +
4
3
)
−
− 2g − 2N + 2.
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∆4 is a linear funtion with p with leading oeient
11
6
N − 4g −
10
3
.
But, by (1.1b) this term is positive. Therefore ∆4 will be minimal if p is
minimal possible. In view of (3.1) we have p ≥ N + 1− 2g. Hene
∆4 ≥ ∆5 = ∆4|p=N+1−2g = N2 − 4gN + 4g2 −
4
3
N − 4g −
8
3
.
From (1.1), N > 2g + 2
3
+
√
20
3
g + 28
9
, so ∆5 > 0.
Therefore in the ase when terms with m1(ext ν1 −m1+2) is larger than
p′ν ′∞ leads to ∆ > 0.
Remark that if, say, (1.1b) does not hold then ∆4 is linear funtion that
dereases with p. Therefore we an by no means expet that ∆4 > 0 for all
reasonable values of p: we an take p as large as we want so that ∆4 < 0 and
nothing an be done. Therefore the inequality (1.1b) has real importane.
3.2. When p′ dominates. Sine p′ ≥ 3 we have also (see beginning of
Setion 3).
(3.6) p ≥ 6.
Let us assume that there are s singular points at nite distane with
multipliity ≥ 3 and r singular points with multipliity 2. Together there
are N = r+ s singular points at nite distane. Observe that in this ase we
do not distinguish a speial singular point m1 and formula r = N − s diers
from formula (3.2) from the previous setion.
It is easy to see that E is maximal if odimensions and multipliities at
singular points at nite distane are minimal possible. So we put m1 = · · · =
ms = 3, ms+1 = · · · = mN = 2, ext ν1 = · · · = ext νs = 3, ext νs+1 = · · · =
ext νN = 1 in E . So we obtain
E = 2r + 6s+ p′ν ′∞.
From (2.22) we know that
(3.7) ν ′∞ ≤ p+ q + 4g −
11
6
r −
7
2
s− 2.
This formula diers from (3.4b) by the term −1
2
that is absent in (3.7) (we
have −2 instead of −7
2
). This dienene omes from the fat that there are
r+ s+1 singular points in the previous ase and r+ s singular points in this
ase.
Substituting (3.7) into E , and assuming an equality in (3.7) we get
E =2r + 6s+ p′(p + q + 4g −
11
6
r −
7
2
s− 2) =
=2N + 4s + p′(p+ q + 4g −
11
6
N −
5
3
s− 2).
(3.8)
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Obviously
∂E
∂s = 4−
5
3
p′ < 0 as p′ ≥ 3. Therefore
E ≤ E6 = E|s=0 = 2N + p
′(p + q + 4g −
11
6
N − 2).
Dene ∆6 = D − E6. We obtain
∆6 = (p − 1)(q − 1)− p
′ + 1− p′(p + q + 4g −
11
6
N − 2)− 2g − 2N.
Clearly ∆6 is inreasing with q. Thus
∆6 ≥ ∆7 = ∆6|q=p+p′ =(p − 1)(p + p
′ − 1)− p′(2p+ p′ + 4g −
11
6
N − 2)−
− 2g − 2N − p′ + 1.
But p′ → ∆7(p′) is a onave funtion. So ∆7(p′) ≥ min(∆7(3),∆7(p/2)) as
p′ ∈ [3, p/2]. With p′ = 3 we obtain.
∆7(3) = p
2 − 5p− 14g +
7
2
N − 7.
Reall that by (3.6) p ≥ 6. Therefore ∆7(3) grows with p. Putting p ≥
N − 2g + 1 we obtain
∆7(3) ≥ ∆8 = (N − 2g +
1
4
)2 − 7g −
177
16
.
Using (1.1d) we obtain ∆7(3) > 0.
On the other hand let
∆9 = ∆7(
p
2
) =
1
4
p2 − p(2g −
11
6
N + 2)− 2g − 2N + 2.
Then
2
∂∆9
∂p
= p− 4g +
11
6
N − 4
p≥N−2g+1
≥
17
6
N − 6g − 3.
The latter part is positive by (1.1e). So
∆9 ≥ ∆10 = ∆9|p=N−2g+1 =
7
6
(
N2 − (
29
7
g +
31
14
)N +
30
7
g2 −
6
7
g +
3
14
)
.
But by (1.1f) we have ∆10 > 0. This ends the proof of Theorem 1.
Remark 3.2. If g = 1, the inequality (1.1d) is not satised for N = 6 beause
7
4
+
√
7 + 177
16
= 6. This is a slight problem, sine a genus 1 urve with 6 sin-
gular points at nite distane would violate the ZaidenbergLin onjeture.
But if N = 6, and g = 1 then ∆7(3) = p
2 − 5p. But by (3.6) ∆7(3) > 0 for
g = 1 and N = 6. This ase has not been rejeted diretly, beause for small
N and g, the inequality p ≥ N − 2g + 1 may be weaker than p ≥ 6.
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4. Proof of Theorem 2
The proof goes along the lines of the proof of Theorem 1. It has however
an additional ingredient: urves are allowed to have more branhes at a given
singular point.
Namely let us observe that the quantity E dened in (2.18) is maximal if
preisely one term is dominating, as in the proof of Theorem 1. We have then
two ases depending on whether this dominating term omes from singularity
at nite distane, or it is the term p′ν ′∞ that is the ontribution from innity.
4.1. When singularities at nite distane dominate. In this ase it is
a trivial observation that E is maximal if ext ν1 is as large as possible and
ext ν2, . . . , ext νN , ν
′
are minimal. Let us disuss the minimal possible values
of ext νi depending on the type of the singular point zi.
1 zi is a unibranhed singular point with multipliity 2. Then we may
assume that ext νi = 1 and ηi ≥
5
6
. r will denote the number of these
points.
2 zi is a unibranhed singular point with multipliity at least three.
We shall assume that ext νi = 3, mi = 3 and ηi >
1
2
. Suh a point
will ontribute mi(ext νi−mi+2) = 6 to the sum E . We will assume
that there are preisely s suh points.
3 zi has ri > 1 branhes. Then ext νi must be larger than ri − 2. We
shall assume that ext νi = ri − 2 and mi = ri, what orresponds
to an ordinary ri-tuple point. Suh point will give a ontribution of
mi(ext νi−mi+ ri+1) = ri(ri−1) to E (f. Example 2.7). For xed
ri we shall assume that there are exatly kri suh points.
Altogether we have 1+ r+ s+
∑
ki = N singular points. Let us also denote
(4.1) A := max
1≤i≤N
ri
the maximal total number of branhes of singular points at nite distane.
Remark 4.1. Sine mi ≥ ri (multipliity is never smaller than the number of
branhes), we have maxmi ≥ A. Therefore m1 ≥ A.
Using the above notation we obtain
E = 2r + 6s+
A∑
j=2
kjj(j − 1) +m1(ext ν1 −m1 + r1 + 1).
In the sequel we shall use the notation B = r1. Let also
(4.2) Tn :=
A∑
j=2
kjj
n.
We will try to maximise the quantity
(4.3) E = 2r + 6s + T2 − T1 +m1(ext ν1 −m1 +B + 1)
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under onstrains
T1 − T0 +B − 1 = R see (1.2)(4.4a)
T0 + r + s+ 1 = N(4.4b)
m1 −B + r + 2s ≤ p+ 2g − 1 see (2.1)(4.4)
ext ν1 + T1 − 2T0 ≤ p+ q − 2 +R+ 4g −
11
6
r −
7
2
s. see (2.22)(4.4d)
We shall assume that there is an equality in (4.4d). As T1− 2T0 = R−N +
2 + r + s−A by (4.4a) and (4.4b) we have
(4.5) ext ν1 = p+ q + 4g +N − 4−
17
6
r −
9
2
s+B
Proposition 4.2. The quantity E in (4.3) is maximal under onstrains
(4.4a)(4.4d) if the following onditions are satised:
(a) there is an equality in (4.4);
(b) B = A.
() s = 0;
(d) k2 = R− 1, A = 2 and ki = 0 for i ≥ 3;
(e) r = N −R− 1.
Proof. The proof is split into several, mostly trivial, lemmas.
Lemma 4.3. E grows with m1, if m1 satises (4.4).
Proof. As m1 ≤ p + 2g + B − r − 2s − 1 ≤
1
2
(ext ν1 + B + 1), the funtion
m1 → (ext ν1 +B + 1−m1) is inreasing in m1. 
Aording to the lemma we put
m1 = p+ 2g − 1 +B − r − 2s.
Therefore, from (4.3):
E =(p + 2g − 1 +B − r − 2s)(q + 2g +B −
11
6
r −
5
2
s+N − 2)+
+ 2r + 6s+ T2 − T1.
(4.6)
Lemma 4.4. E is optimal if B = A.
Proof. Assume that, say for the singular point z2 we have r2 > B branhes.
The ontribution from points z1 and z2 into E is equal
c := m1(ext ν1 −m1 + r1 + 1) + r
2
2 − r2.
Consider singular points z′1 and z
′
2 with the following parameters: m
′
1 =
m1 + 1, ext ν1
′ = ext ν1 + 1, r′1 = r1 + 1, r
′
2 = r2 − 1 and z
′
2 is an ordinary
(r2 − 1)-tuple point. The ontribution from z
′
1 and z
′
2 into E is equal to
c′ = (m1+1)(ext ν1−m1+ r1+2)+ r22 − 3r2+2 = ext ν1+ r1+5− 2r2+ c.
But ext ν1 + r1 + 1 ≥ 2m1 by the proof of Lemma 4.3. Then c
′ − c ≥
4 + 2m1 − 2r2. But m1 ≥ m2 = r2 by assumption that the singular points
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are ordered. Hene suh hange of the number of branhes leads to an
inrement of E . 
Remark 4.5. Now we are playing only with inequalities. We are not inter-
ested, at least in this paper, whether from the existene of urve with singular
points z1, . . . , zN of given type, one an dedue the existene of urve with
points of type z′1, z
′
2, z3, . . . , zN . The answer in general ase is apparently
negative.
Remark 4.6. At the beginning of this setion we laimed that E is maximal
if ext ν1 is maximal possible and all other odimensions are minimal. A
rigorous proof of this laim ould follow the lines of the proof of Lemma 4.4.
Lemma 4.7. If N , R and ki are xed, so only r and s are allowed to vary,
then E dereases with s.
Proof. By (4.4b) −r = −N + T0 + s+ 1. Therefore
E =(p+ 2g +A+ T0 −N − s)(q + 2g +A−
5
6
N +
11
6
T0 −
2
3
s−
1
6
)+
+ 2N + 4s− 2 + T2 − T1 − T0,
where we have written A instead of B aording to Lemma 4.4. Thus
∂E
∂s
=
4
3
s−
2
3
(p+ 2g +A+ T0 −N)− (q + 2g +A−
5
6
N +
11
6
T0 −
1
6
) + 4.
On the other hand, ombining (4.4b) and (4.4) we obtain
s ≤ p+ 2g + T0 +A−N.
Therefore
∂E
∂s
≤
19
6
−
1
3
s−
5
3
A−
5
6
T0 −
1
6
N.
But A ≥ 2, so ∂E∂s < 0. 
Putting s = 0 in (4.6) we obtain.
(4.7) E ≤ E1 = E|s=0 =
= (p + 2g − 1 +A− r)(q + 2g +A−
11
6
r +N − 2) + 2r + T2 − T1.
Lemma 4.8. If we keep N , R, A and r xed then E1 is maximal if k3 =
· · · = kA−1 = 0.
Proof. The dependeny of E , N and R on ki is hidden in quantities Tj (see
(4.2)). Observe that if we want to keep N and R xed, we must x preisely
T1 and T0 by (4.4a) and (4.4b).
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Assume that 2 ≤ x < y < z ≤ A are integers and we apply the hange
kx →kx + δx = kx + δz
z − y
y − x
kx →ky + δy = ky + δz
x− z
y − x
kx →kz + δz = kz + δz
y − x
y − x
with δz > 0. We have δx > 0 and δy < 0. Then T0 and T1 are obviously
xed and
T2 → T2 +
δz
y − x
(zx(x− z) + zy(z − y) + xy(y − x))
and zx(x−z)+zy(z−y)+xy(y−x) > 0 (this is left as an exerise). Putting
x = 2 and z = A we an then make the above hange for any 3 ≤ y ≤ A− 1
with δy = −ky. Then T2 will inrease and so E1. 
Let us now assume that k3 = · · · = kA−1 = 0. Then
T0 = k2 + kA
T1 = 2k2 +AkA.
So T2−T1 = (A+1)T1−2AT0. Expressing T1 and T0 with the help of (4.4a)
and (4.4b) yields
T2 − T1 = A(R−N + r −A+ 2) + (R+N −A− r).
Substituting this into E1 in (4.7) we get
E1 ≤ E2 =(p+ 2g +A− r − 1)(q + 2g +A+N −
11
6
r − 2)+
+A(R−N + r + 1) + (R+N − r)−A2.
(4.8)
Lemma 4.9. E2 is optimal if ki = 0 for i ≥ 3.
Proof. Keeping A,R and N xed we shall try to optimise the number of
uniuspidal singular points with multipliity 2. Let us dierentiate (4.8)
with respet to r:
∂E2
∂r
=
11
3
r −
11
6
(p + 2g +A− 1)− (q + 2g +A+N − 2) +A+ 1.
But r ≤ p+ 2g − 1 by (4.4) so this derivative is bounded by
5
6
r −
11
6
A−N + 1
As N ≥ r + 1 by (4.4b) and A ≥ 2 we get ∂E2∂r < 0. Therefore we must put
r as small as possible. By (4.4b) this is the same as putting T0 as large as
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possible, when T1 − T0 is kept xed (by (4.4a)). Consider the hange
k2 → k2 + δ2 =
A− 1
A− 1
δ2
kA → kA + δA = −
2− 1
A− 1
δ2.
Then T1 − T0 = (A− 1)kA + k2 is xed. On the other hand T0 = k2 + kA →
T0 +
A−2
A−1δ2. Therefore T0 is maximal if k2 is maximal and kA = 0. 
Assuming ki = 0 for i ≥ 3 we obtain T1 = 2T0 so by (4.4a) and (4.4b)
(4.9) r = N +A−R− 2.
And
T2 − T1 = 2T0 = 2R + 2− 2A.
Substituting the two above quanities into (4.8) yields
E2 ≤ E3 =(p+ 2g + 1 +R−N)(q + 2g +
11
6
R−
5
6
A−
5
6
N +
5
3
)+
+ 2N − 2.
(4.10)
Obviously E3 dereases with A. The minimal value of A is 2. So we get
(4.11) E3 ≤ E4 = E3|A=2 = (p+2g+1+R−N)(q+2g+
11
6
R−
5
6
N)+2N−2.
The proposition is now proved and E ≤ E4 depends only on p, q, g, R and
N . 
The remaining part of the proof of Theorem 2 follows the proof of Theo-
rem 1. Dene
∆4 = (p − 1)(q − 1)− q + p− 2g + 1− E4.
As (p− 1)(q − 1) + q − p− 2g ≤ D (see (2.4)) and E4 ≥ E , we have ∆4 ≤ ∆.
To omplete the proof it sues to show that ∆4 > 0. Dierentiating ∆4
with respet to q yields
∂∆4
∂q
= −2g − 3−R+N.
By (1.3a) the latter expression is nonnegative. Thus
∆4 ≥ ∆5 = ∆4|q=p+1.
More preisely
∆5 = p
(
11
6
N −
17
6
R− 4g − 3
)
−
−
11
6
R2 +
8
3
NR−
17
3
gR−
5
6
N2 +
11
3
gN − 4g2 −
17
6
R−
1
6
N − 6g − 1.
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By (1.3b) ∆5 is growing with p. The minimal value of p is given by (4.4):
it is r − 2g + 1. But r = N − R by (4.9) and the fat that A = 2. So
p ≥ N −R− 2g + 1. Substituting this into ∆5 yields
∆5 ≥ ∆6 = ∆5|p=N−R−2g+1.
After straightforward omputations we obtain
∆6 =
(
N − 2g −R−
2
3
)2
−
(
20
3
g + 4R+
22
9
)
.
So by (1.3) we have ∆6 > 0.
4.2. When p′ is dominating. Here E will be maximal when ν ′∞ is maximal
and all other odimensions are minimal possible. Assume that we have
(ompare beginning of Setion 4.1)
• r unibranhed singular points with multipliity 2;
• s unibranhed singular points with multipliity 3;
• kj ordinary j−tuple points.
Then using Ti as in (4.2) we an write
E = 2r + 6s + T2 − T1 + p
′ν ′∞.
And all the variables p, q, g, ki, r, s, R, A and N are subjet to ontrains
similar to (4.4a). . . (4.4d). Namely
T1 − T0 = R(4.12a)
r + s+ T0 = N(4.12b)
r + 2s ≤ p+ 2g − 1(4.12)
ν ′∞ + T1 − 2T0 ≤ p+ q − 2 +R+ 4g −
11
6
r −
7
2
s.(4.12d)
The dierene between (4.12a). . . (4.12) and (4.4a). . . (4.4) lies in the fat,
that in the previous setion we had a distinguished singular point with mul-
tipliity m1 and B branhes.
Lemma 4.10. Under ontrains (4.12a). . . (4.12d), with xed Ti, E is maxi-
mal if s = 0.
Proof. By (4.12b) r = N − T0 − s. Then
ν ′∞ ≤ p+ q − 2 +R+ 4g +
23
6
T0 − T1 +
11
6
T1 −
5
3
s.
As 2r + 6s = 2N − 2T0 + 4s,
∂E
∂s = 4s−
5
3
p′. But p′ ≥ 3. 
Using the above lemma we get
E ≤ E7 = E|s=0 = 2r + T2 − T1 + p
′(p + q − 2 +R+ 4g −
11
6
r + 2T0 − T1).
In other words, using (4.12a) and (4.12b) we get 2T0 − T1 = N −R− r so
(4.13) E7 = 2r + T2 − T1 + p
′(p+ q − 2 + 4g −
17
6
r +N).
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By Lemma 4.8 we an assume that k3 = · · · = kA−1 = 0. Thus T2 − T1 =
(A+ 1)T1 − 2AT0 = (A+ 1)R + (1−A)N + (A− 1)r. So
E7 ≤ E8 = A(R −N + r) +R+N + r + p
′(p+ q − 2 + 4g −
17
6
r +N).
Lemma 4.11. We have p′ > A.
Proof. If p′ ≤ A, the term p′ν ′∞ is not dominating in E , beause some multi-
pliity of a singular point (say z1) at nite distane is larger than p
′
. Then
inreasing ext ν1 at the ost of dereasing ν
′∞ makes E grow. 
From this lemma we onlude that
∂E8
∂r < 0. Using essentially the same
arguments as in the proof of Lemma 4.9 we infer that A = 2 and ki = 0 for
i ≥ 3. Then T1 = 2T0 so
(4.14) r = N −R.
The meaning of this formula is lear: N is the number of all singular points,
under assumption that A = 2, R beomes the number of singular points with
2 branhes and r is the number of singular points with one branh, beause
s = 0.
Substituting (4.14) into E8 we obtain
E8 ≤ E9 = 2N + p
′(p + q − 2 + 4g +
17
6
R−
11
6
N).
The appearane of 2N in E9 is not surprising, for any unibranhed singular
point ontributes 2 and any ordinary double point ontributes 2. So 2N is
the ontribution into E of all singular points at nite distane.
Now dene
∆9 = (p − 1)(q − 1)− p
′ + 1− 2g − E9.
Obviously ∆ ≥ ∆9. We shall strive to show that ∆9 > 0. We see that ∆9
grows with q so
∆9 ≥ ∆10 = ∆9|q=p+p′ =(p− 1)(p + p
′ − 1) + 1− 2g − 2N
− p′(2p + p′ − 1 + 4g +
17
6
R−
11
6
N).
But p′ → ∆10(p′) is a onave funtion. If p′ ∈ [3, p/2] (by Lemma 4.11
p′ > A ≥ 2), ∆10 attains its minimum at the boundary of this interval.
Estimating ∆10(3). Assuming p
′ = 3 we get
∆10(3) = p
2 − 5p− 14g −
17
2
R+
7
2
N − 7.
As p′ ≥ 3, ∆10(3) grows with p. Putting p ≥ N −R− 2g + 1 we get
∆10(3) ≥ ∆11 = (N − 2g −R+
1
4
)2 − 7g − 5R−
177
16
.
By (1.3d) we get ∆11 > 0.
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Estimating ∆10(p/2). Assuming p
′ = p/2 we get
∆10(p/2) = ∆12 =
1
4
p2 + p(−2g −
17
12
R+
11
12
N − 2)− 2g − 2N + 2.
Then
∂∆11
∂p =
1
2
p − 2g − 17
12
R + 11
12
N − 1. By (4.12) and (4.14) we have
p ≥ r − 2g + 1 = N −R− 2g + 1,so
∂∆12
∂p
≥
17
12
(N −
36
17
g −
23
17
R−
18
17
).
Using (1.3e) we get that this derivative is nonnegative. Hene
∆12 ≤ ∆13 =
7
6
((
N −
29
14
g −
17
14
R−
31
28
)2
−
−
((
1
14
g +
3
14
R
)2
+
1067
196
g +
513
196
R+
793
784
))
.
By (1.3f) ∆13 > 0. The proof is ompleted
Remark 4.12. As it was mentioned at the end of Setion 1.2, for g = 0,
R = 1, 2 the bounds (1.3), (1.3d) and (1.3f) are unsatisfatory. The reason
is the same as observed in Remark 3.2: for small g and R, the bound p ≥
N − R− 2g + 1 is weaker than the bound p ≥ 6. Repeating the arguments
of this Setion for g = 0 and R = 1, 2, using the inequality p ≥ 6 instead
would show that N ≤ 3 for g = 0, R = 1 and N ≤ 5 for g = 0, R = 2. We
do not give the straightforward prove here.
Remark 4.13. The method presented in this paper an be applied to bound
the number of singular points of an arbitrary algebrai urve in C2. We plan
to investigate it in subsequent papers.
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