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Abstract
A technique is presented for multiplexing two ergodic measure pre-
serving transformations together to derive a third limiting transformation.
This technique is used to settle a question regarding rigidity sequences of
weak mixing transformations. Namely, given any rigidity sequence for an
ergodic measure preserving transformation, there exists a weak mixing
transformation which is rigid along the same sequence. This establishes a
wide range of rigidity sequences for weakly mixing dynamical systems.
1 Introduction
Fix a Lebesgue probability space. Endow the set of invertible measure preserv-
ing transformations with the weak topology. It is well known that both the
properties of weak mixing and rigidity are generic properties in this topologi-
cal space [16]. This is interesting since the behaviors of these two properties
contrast greatly. Weak mixing occurs when a system equitably spreads mass
throughout the probability space for most times. Rigidity occurs when a system
evolves to resemble the identity map infinitely often. Since both of these behav-
iors exist simultaneously in a large class of transformations, it is natural to ask
what types of rigidity sequences are realizable by weak mixing transformations.
Here we resolve this question to show all rigidity sequences are realizable by the
class of weak mixing transformations.
Theorem 1.1. Given any ergodic measure preserving transformation R on a
Lebesgue probability space, and any rigid sequence ρn for R, there exists a weak
mixing transformation T on a Lebesgue probability space such that T is rigid on
ρn.
Prior to proving this main result, we present a new and direct method for
combining two invertible ergodic finite measure preserving transformations to
obtain a third limiting transformation. The technique iteratively utilizes the
Kakutani-Rokhlin lemma ([19],[24]). A measure preserving transformation T
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on a separable probability space (X,B, µ) is ergodic if any invariant measurable
set A has measure 0 or 1. In particular, TA = A implies µ(A) = 0 or 1.
Lemma 1.2. (Kakutani 1943, Rokhlin 1948) Let T : X → X be an ergodic
measure preserving transformation on a nonatomic probability space (X,B, µ),
h a positive integer and ǫ > 0. There exists a measurable set B ⊂ X such
that B, TB, . . . , T h−1B are pairwise disjoint and µ(
⋃h−1
i=0 T
i(B)) > 1 − ǫ. The
collection {B, TB, . . . , T h−1B} is referred to as a Rokhlin tower of height h for
transformation T .
Clearly, this lemma demonstrates that any ergodic measure preserving trans-
formation can be approximated arbitrarily well by periodic transformations in
an appropriate topology (i.e. uniform topology). See Halmos [17], [16], Rokhlin
[25], Katok and Stepin [22]. Much of the early work in this regard focuses on
the topological genericity of specific properties of measure perserving transfor-
mations. In [22], results are presented on rates of approximation by periodic
transformations, and connections with dynamical properties. Recent research
of Kalikow demonstrates the utility of developing a general theory of Rokhlin
towers [20]. Also, it is clear from the Kakutani-Rokhlin lemma that any ergodic
measure preserving tranformation can be approximated arbitrarily well by an-
other ergodic measure preserving transformation from any isomorphism class.
This observation is utilized repeatedly in this work.
Two input transformations R and S are multiplexed together to derive an
output transformation T with prescribed properties. The multiplexing opera-
tion is defined using an infinite chain of measure theoretic isomorphisms. In the
case where R is ergodic and rigid, and S weak mixing, we present a method for
unbalanced multiplexing of R and S. Over time, transformations isomorphic
to R are used on a higher proportion of the measure space, as the action by S
dissipates over time. We refer to this process informally as slow weak mixing.
A measure preserving transformation T : X → X is weak mixing, if for all
measurable sets A and B,
lim
n→∞
1
n
n−1∑
i=0
|µ(T iA ∩B)− µ(A)µ(B)| = 0.
Clearly, if T is weak mixing, then T is ergodic. Also, T is weak mixing, if
and only if T has only 1 as an eigenvalue, and all eigenfunctions are constants
almost everywhere. An ergodic measure preserving transformation R is rigid on
a sequence ρn →∞, if for any measurable set A,
lim
n→∞
µ(T ρnA△A) = 0.
The sequence ρn is called a rigidity sequence for R.
Several forms of rigidity have been studied in both ergodic theory and topo-
logical dynamics. In the case of topological dynamics, both rigidity and uni-
form rigidity are considered. Uniform rigidity was introduced in [14] and given
a specific generic characterization. In [18], it is shown the notion of uniform
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rigidity is mutually exclusive from measurable weak mixing on a Cantor set. In
particular, every finite measure preserving weak mixing transformation has a
representation that is not uniformly rigid. Weak mixing and rigidity have been
studied for interval exchange transformations. See [7] and [3] for recent results
in this regard. Rigid, weak mixing transformations have been studied in the
setting of infinite measure preserving transformations, as well as nonsingular
transformations. Mildly mixing transformations are finite measure preserving
transformations that do not contain a rigid factor. These are the transforma-
tions which yield ergodic products with any infinite ergodic transformation [13].
See works [1], [2], [4] and the references therein for results related to notions of
weak mixing and rigidity for infinite measure preserving or nonsingular transfor-
mations. The notion of IP-sequences was introduced by Furstenberg and Weiss
in connection with rigid transformations. There has been recent research on
IP-rigidity sequences (i.e. IP-sequences which form a rigid sequence) for weak
mixing transformations. See [4] and [15] for results on IP-rigidity.
The notion of rigidity was extended to α-rigidity by Friedman [10]. Trans-
formations are constructed which are α-rigid and (1−α)-partial mixing for any
0 < α < 1. See [12] and [9] for further research on α-rigid transformations.
Many of these notions have been studied for more general group actions. See
[5] for a survey of weak mixing group actions. Since our results depend mainly
on the use of Lemma 1.2 which extends to more general groups (i.e. amenable,
abelian), there should exist an extension of techniques provided in this work
to a wider class of groups. Since some of the principles provided in this work
appear new, we focus exclusively on the case of measure preserving Z-actions
on [0, 1) with Lebesgue measure.
For a recent comprehensive account on rigidity sequences, we recommend
recent publications [4] and [8]. Both of these works provide much detail on the
current understanding of rigidity for weak mixing transformations.
2 Towerplex Constructions
The main result is established constructively using Lemma 1.2. Given two trans-
formations R and S, we define a third transformation T which is constructed
as a blend of R and S, such that T acts more like R, asymptotically. We will
define a sequence of positive integers hn, n ∈ IN, and a sequence of real numbers
ǫn > 0 such that
∑∞
n=1 1/hn < ∞ and
∑∞
n=1 ǫn < ∞. Also, let rn and sn for
n ∈ IN be sequences of real numbers satisfying: 0 ≤ rn, sn ≤ 1.
2.1 Initialization
Suppose R and S are ergodic measure preserving transformations defined on a
Lebesgue probability space (X,µ,B). Partition X into two equal sets X1 and Y1
(i.e. µ(X1) = µ(Y1) = 1/2). Initialize R1 isomorphic to R and S1 isomorphic to
S to operate on X1 and Y1, respectively. Define T1(x) = R1(x) for x ∈ X1 and
T1(x) = S1(x) for x ∈ Y1. Produce Rohklin towers of height h1 with residual less
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than ǫ1/2 for each of R1 and S1. In particular, let I1, J1 be the base of the R1-
tower and S1-tower such that µ(
⋃h1−1
i=0 R
i
1I1) > 1/2(1−ǫ1) and µ(
⋃h1−1
i=0 S
i
1J1) >
1/2(1 − ǫ1). Let X
∗
1 = X1 \
⋃h1−1
i=0 R
i
1(I1) and Y
∗
1 = Y1 \
⋃h1−1
i=0 S
i
1(J1) be the
residuals for the R1 and S1 towers, respectively. Choose I
′
1 ⊂ I1 and J
′
1 ⊂ J1
such that
µ(I ′1) = r1µ(I1) and µ(J
′
1) = s1µ(J1).
Set X2 = X1 \ [
⋃h1−1
i=0 R
i
1(I
′
1)] ∪ [
⋃h1−1
i=0 S
i
1(J
′
1)] and Y2 = Y1 \ [
⋃h1−1
i=0 S
i
1(J
′
1)] ∪
[
⋃h1−1
i=0 R
i
1(I
′
1)]. We will define second stage transformations R2 : X2 → X2 and
S2 : Y2 → Y2. First, it may be necessary to add or subtract measure from the
residuals so that X2 is scaled properly to define R2, and Y2 is scaled properly
to define S2.
2.2 Tower Rescaling
In the case where µ(I ′1) 6= µ(J
′
1), we give a procedure for transferring measure
between the towers and the residuals. This is done in order to consistently
define R2 and S2 on the new inflated or deflated towers. Let a = µ(
⋃h1−1
i=0 R
i
1I1)
and b = h1(µ(J
′
1) − µ(I
′
1)). Let c be the scaling factor and d the amount of
measure transferred between
⋃h1−1
i=0 S
i
1(J
′
1) and X
∗
1 . Thus, a + b − d = ca and
1/2− a+ d = c(1/2 − a). The goal is to solve two unknowns d and c in terms
of the other values. Hence, d = (1− 2a)b and c = 1 + 2b.
2.2.1 R Rescaling
If d > 0, define I∗1 ⊂ J
′
1 such that µ(I
∗
1 ) = d/h1. Let X
′
1 = X
∗
1 ∪(
⋃h1−1
i=0 R
i
1(I
∗
1 )).
If d = 0, set X ′1 = X
∗
1 . If d < 0, transfer measure from X
∗
1 to the tower. Choose
disjoint sets I∗1 (0), I
∗
1 (1), . . . , I
∗
1 (h1 − 1) contained in X
∗
1 such that µ(I
∗
1 (i)) =
d/h1. Denote I
∗
1 = I
∗
1 (0). Begin by defining µ measure preserving map α1
such that I∗1 (i + 1) = α1(I
∗
1 (i)) for i = 0, 1, . . . , h1 − 2. In this case, let X
′
1 =
X∗1 \ [
⋃h1−1
i=0 I
∗
1 (i)].
2.2.2 S Rescaling
The direction mass is transferred depends on the sign of b above. If d > 0,
then µ(J ′1) > µ(I
′
1) and mass is transferred from the residual Y
∗
1 to the S1-
tower. Choose disjoint sets J∗1 (0), J
∗
1 (1), . . . , J
∗
1 (h1 − 1) contained in Y
∗
1 such
that µ(J∗1 (i)) = d/h1. Denote J
∗
1 = J
∗
1 (0). Begin by defining µ measure pre-
serving map β1 such that J
∗
1 (i + 1) = β1(J
∗
1 (i)) for i = 0, 1, . . . , h1 − 2. In this
case, let Y ′1 = Y
∗
1 \ [
⋃h1−1
i=0 J
∗
1 (i)]. If d = 0, set Y
′
1 = Y
∗
1 . If d < 0, transfer
measure from the S1-tower to the residual Y
∗
1 . Define J
∗
1 ⊂ J1 \ J
′
1 such that
µ(J∗1 ) = d/h1. Let Y
′
1 = Y
∗
1 ∪ (
⋃h1−1
i=0 S
i
1(J
∗
1 )).
Note, if d 6= 0, then both ǫ1 and µ(X
∗
1 ) may be chosen small enough (relative
to r1) to ensure the following solutions lead to well-defined sets and mappings.
For subsequent stages, assume ǫn is chosen small enough to force well-defined
rescaling parameters, transfer sets and mappings Rn, Sn.
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2.3 Stage 2 Construction
We have specified three cases: d > 0, d = 0 and d < 0. The case d = 0, can
be handled along with the case d > 0. This gives two essential cases. Note the
case d < 0 is analogous to the case d > 0, with the roles of R1 and S1 reversed.
However, due to a key distinction in the handling of the R-rescaling and the
S-rescaling, it is important to clearly define R2 and S2 in both cases.
Case 2.1 (d ≥ 0). Define τ1 : X
′
1 → X
∗
1 as a measure preserving map between
normalized spaces (X ′1,B ∩ X
′
1,
µ
µ(X′
1
) ) and (X
∗
1 ,B ∩ X
∗
1 ,
µ
µ(X∗
1
) ). Extend τ1 to
the new tower base,
τ1 : [I1 \ I
′
1] ∪ [J
′
1 \ I
∗
1 ]→ I1
such that τ1 preserves normalized measure between
µ
µ([I1 \ I ′1] ∪ [J
′
1 \ I
∗
1 ])
and
µ
µ(I1)
.
Define τ1 on the remainder of the tower consistently such that
τ1(x) =
{
Ri1 ◦ τ1 ◦R
−i
1 (x) if x ∈ R
i
1(I1 \ I
′
1) for 0 ≤ i < h1
Ri1 ◦ τ1 ◦ S
−i
1 (x) if x ∈ S
i
1(J
′
1 \ I
∗
1 ) for 0 ≤ i < h1
Define R2 : X2 → X2 as R2 = τ
−1
1 ◦R1 ◦ τ1. Note
R2(x) =
{
S1(x) if x ∈ S
i
1(J
′
1 \ I
∗
1 ) for 0 ≤ i < h1 − 1
R1(x) if x ∈ R
i
1(I1 \ I
′
1) for 0 ≤ i < h1 − 1
Clearly, R2 is isomorphic to R1 and R.
Define ψ1 : Y
′
1 → Y
∗
1 as a measure preserving map between normalized spaces
(Y ′1 ,B ∩ Y
′
1 ,
µ
µ(Y ′
1
) ) and (Y
∗
1 ,B ∩ Y
∗
1 ,
µ
µ(Y ∗
1
) ). Extend ψ1 to the new tower base,
ψ1 : [J1 \ J
′
1] ∪ J
∗
1 ∪ I
′
1 → J1
such that ψ1 preserves normalized measure between
µ
µ([J1 \ J ′1] ∪ J
∗
1 ∪ I
′
1)
and
µ
µ(J1)
.
Define ψ1 on the remainder of the tower consistently such that
ψ1(x) =


Si1 ◦ ψ1 ◦ S
−i
1 (x) if x ∈ S
i
1(J1 \ J
′
1) for 0 ≤ i < h1
Si1 ◦ ψ1 ◦R
−i
1 (x) if x ∈ R
i
1(I
′
1) for 0 ≤ i < h1
βi1 ◦ ψ1 ◦ β
−i
1 (x) if x ∈ J
∗
1 (i) for 0 ≤ i < h1
In this case, define S2 : Y2 → Y2 such that S2 = ψ
−1
1 ◦ S1 ◦ ψ1. Note
S2(x) =


R1(x) if x ∈ R
i
1I
′
1 for 0 ≤ i < h1 − 1
S1(x) if x ∈ S
i
1(J1 \ J
′
1) for 0 ≤ i < h1 − 1
β1(x) if x ∈ J
∗
1 (i) for 0 ≤ i < h1 − 1
ψ−11 ◦ S1 ◦ ψ1(x) if x ∈ Y
′
1 ∪ S
h1−1
1 (J1 \ J
′
1) ∪R
h1−1
1 I
′
1 ∪ β
h1−1
1 J
∗
1
and S2 is isomorphic to S1 and S.
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Case 2.2 (d < 0). Define τ1 : X
′
1 → X
∗
1 as a measure preserving map between
normalized spaces (X ′1,B ∩ X
′
1,
µ
µ(X′
1
) ) and (X
∗
1 ,B ∩ X
∗
1 ,
µ
µ(X∗
1
) ). Extend τ1 to
the new tower base,
τ1 : [I1 \ I
′
1] ∪ I
∗
1 ∪ J
′
1 → I1
such that τ1 preserves normalized measure between
µ
µ([I1 \ I ′1] ∪ I
∗
1 ∪ J
′
1)
and
µ
µ(I1)
.
Define τ1 on the remainder of the tower consistently such that
τ1(x) =


Ri1 ◦ τ1 ◦R
−i
1 (x) if x ∈ R
i
1(I1 \ I
′
1) for 0 ≤ i < h1
Ri1 ◦ τ1 ◦ S
−i
1 (x) if x ∈ S
i
1(J
′
1) for 0 ≤ i < h1
αi1 ◦ τ1 ◦ α
−i
1 (x) if x ∈ I
∗
1 (i) for 0 ≤ i < h1
In this case, define R2 : X2 → X2 such that
R2(x) =


S1(x) if x ∈ S
i
1J
′
1 for 0 ≤ i < h1 − 1
R1(x) if x ∈ R
i
1(I1 \ I
′
1) for 0 ≤ i < h1 − 1
α1(x) if x ∈ I
∗
1 (i) for 0 ≤ i < h1 − 1
τ−11 ◦R1 ◦ τ1(x) if x ∈ X
′
1 ∪R
h1−1
1 (I1 \ I
′
1) ∪ S
h1−1
1 J
′
1 ∪ α
h1−1
1 I
∗
1
Clearly, R2 is isomorphic to R1 and R.
Define ψ1 : Y
′
1 → Y
∗
1 as a measure preserving map between normalized spaces
(Y ′1 ,B ∩ Y
′
1 ,
µ
µ(Y ′
1
) ) and (Y
∗
1 ,B ∩ Y
∗
1 ,
µ
µ(Y ∗
1
) ). Extend ψ1 to the new tower base,
ψ1 : [J1 \ (J
′
1 ∪ J
∗
1 )] ∪ I
′
1 → J1
such that ψ1 preserves normalized measure between
µ
µ([J1 \ (J ′1 ∪ J
∗
1 )] ∪ I
′
1)
and
µ
µ(J1)
.
Define ψ1 on the remainder of the tower consistently such that
ψ1(x) =
{
Si1 ◦ ψ1 ◦ S
−i
1 (x) if x ∈ S
i
1(J1 \ [J
′
1 ∪ J
∗
1 ]) for 0 ≤ i < h1
Si1 ◦ ψ1 ◦R
−i
1 (x) if x ∈ R
i
1(I
′
1) for 0 ≤ i < h1
Define S2 : Y2 → Y2 such that S2 = ψ
−1
1 ◦ S1 ◦ ψ1. Note
S2(x) =
{
R1(x) if x ∈ R
i
1(I
′
1) for 0 ≤ i < h1 − 1
S1(x) if x ∈ S
i
1(J1 \ [J
′
1 ∪ J
∗
1 ]) for 0 ≤ i < h1 − 1
Transformation S2 is isomorphic to S1 and S.
Define T2 as
T2(x) =
{
R2(x) if x ∈ X2
S2(x) if x ∈ Y2
Clearly, neither T1 nor T2 are ergodic. For T1, X1 and Y1 are ergodic com-
ponents, and X2, Y2 are ergodic components for T2. See the appendix for a
pictorial of the multiplexing operation used to produce R2 and S2 from R1, S1
and the intermediary maps defined in this section.
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2.4 General Multiplexing Operation
For n ≥ 1, suppose that Rn and Sn have been defined onXn and Yn respectively.
Construct Rohklin towers of height hn for each Rn and Sn, and such that In is
the base of the Rn tower, Jn is the base of the Sn tower, and µ(
⋃hn−1
i=0 R
i
nIn) +
µ(
⋃hn−1
i=0 S
i
nJn) > 1− ǫn. Let I
′
n ⊂ In be such that µ(I
′
n) = rnµ(In). Similarly,
suppose J ′n ⊂ Jn such that µ(J
′
n) = snµ(Jn).
We define Rn+1 and Sn+1 by switching the subcolumns
{I ′n, Rn(I
′
n), R
2
n(I
′
n), . . . , R
hn−1
n (I
′
n)}
and
{J ′n, Sn(J
′
n), S
2
n(J
′
n), . . . , S
hn−1
n (J
′
n)}.
Let
Xn+1 = [
hn−1⋃
i=0
Rin(In \ I
′
n)] ∪ [
hn−1⋃
i=0
SinJ
′
n] ∪ [Xn \
hn−1⋃
i=0
RinIn]
Yn+1 = [
hn−1⋃
i=0
Sin(Jn \ J
′
n)] ∪ [
hn−1⋃
i=0
RinI
′
n] ∪ [Yn \
hn−1⋃
i=0
SinJn].
As in the initial case, it may be necessary to transfer measure between each
column and its respective residual. We can follow the same algorithm as above,
and define maps τn, αn, ψn and βn. Thus, we get the following definitions:
Case 2.3 (d ≥ 0).
τn(x) =
{
Rin ◦ τn ◦R
−i
n (x) if x ∈ R
i
n(In \ I
′
n) for 0 ≤ i < hn
Rin ◦ τn ◦ S
−i
n (x) if x ∈ S
i
n(J
′
n \ I
∗
1 ) for 0 ≤ i < hn
Rn+1(x) =


Sn(x) if x ∈ S
i
n(J
′
n \ I
∗
n) for 0 ≤ i < hn − 1
Rn(x) if x ∈ R
i
n(In \ I
′
n) for 0 ≤ i < hn − 1
τ−1n ◦Rn ◦ τn(x) if x ∈ X
′
n ∪R
hn−1
n (In \ I
′
n) ∪ S
hn−1
n (J
′
n \ I
∗
n)
and Rn+1 = τ
−1
n ◦Rn ◦ τn.
ψn(x) =


Sin ◦ ψn ◦ S
−i
n (x) if x ∈ S
i
n(Jn \ J
′
n) for 0 ≤ i < hn
Sin ◦ ψn ◦R
−i
n (x) if x ∈ R
i
n(I
′
n) for 0 ≤ i < hn
βin ◦ ψn ◦ β
−i
n (x) if x ∈ J
∗
n(i) for 0 ≤ i < hn
Sn+1(x) =


Rn(x) if x ∈ R
i
nI
′
n for 0 ≤ i < hn − 1
Sn(x) if x ∈ S
i
n(Jn \ J
′
n) for 0 ≤ i < hn − 1
βn(x) if x ∈ J
∗
n(i) for 0 ≤ i < hn − 1
ψ−1n ◦ Sn ◦ ψn(x) if x ∈ Y
′
n ∪ S
hn−1
n (Jn \ J
′
n) ∪R
hn−1
n I
′
n ∪ β
hn−1
n J
∗
n
and Sn+1 = ψ
−1
n ◦ Sn ◦ ψn.
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Case 2.4 (d < 0).
τn(x) =


Rin ◦ τn ◦R
−i
n (x) if x ∈ R
i
n(In \ I
′
n) for 0 ≤ i < hn
Rin ◦ τn ◦ S
−i
n (x) if x ∈ S
i
n(J
′
n) for 0 ≤ i < hn
αin ◦ τn ◦ α
−i
n (x) if x ∈ I
∗
n(i) for 0 ≤ i < hn
Rn+1(x) =


Sn(x) if x ∈ S
i
nJ
′
n for 0 ≤ i < hn − 1
Rn(x) if x ∈ R
i
n(In \ I
′
n) for 0 ≤ i < hn − 1
αn(x) if x ∈ I
∗
n(i) for 0 ≤ i < hn − 1
τ−1n ◦Rn ◦ τn(x) if x ∈ X
′
n ∪R
hn−1
n (In \ I
′
n) ∪ S
hn−1
n J
′
n ∪ α
hn−1
n I
∗
n
and Rn+1 = τ
−1
n ◦Rn ◦ τn.
ψn(x) =
{
Sin ◦ ψn ◦ S
−i
n (x) if x ∈ S
i
n(Jn \ [J
′
n ∪ J
∗
n]) for 0 ≤ i < hn
Sin ◦ ψn ◦R
−i
n (x) if x ∈ R
i
n(I
′
n) for 0 ≤ i < hn
Sn+1(x) =


Rn(x) if x ∈ R
i
n(I
′
n) for 0 ≤ i < hn − 1
Sn(x) if x ∈ S
i
n(Jn \ [J
′
n ∪ J
∗
n]) for 0 ≤ i < hn − 1
ψ−1n ◦ Sn ◦ ψn(x) if x ∈ Y
′
n ∪ S
hn−1
n (Jn \ [J
′
n ∪ J
∗
n]) ∪R
hn−1
n (I
′
n)
and Sn+1 = ψ
−1
n ◦ Sn ◦ ψn.
2.5 The Limiting Transformation
Define the transformation Tn+1 : Xn+1 ∪ Yn+1 → Xn+1 ∪ Yn+1 such that
Tn+1(x) =
{
Rn+1(x) if x ∈ Xn+1
Sn+1(x) if x ∈ Yn+1
The set where Tn+1 6= Tn is determined by the top levels of the Rokhlin towers,
the residual and the transfer set. Note the transfer set has measure d. Since
this set is used to adjust the size of the residuals between stages, it can be
bounded below a constant multiple of ǫn. Thus, there is a fixed constant κ,
independent of n, such that Tn+1(x) = Tn(x) except for x in a set of measure
less than κ(ǫn + 1/hn). Since
∑∞
n=1(ǫn + 1/hn) < ∞, T (x) = limn→∞ Tn(x)
exists almost everywhere, and preserves normalized Lebesgue measure. Without
loss of generality, we may assume κ and hn are chosen such that if
En = {x ∈ X |Tn+1(x) 6= Tn(x)}
then µ(En) < κǫn for n ∈ IN. In the following section, additional structure and
conditions are implemented to ensure that T inherits properties from R and S,
and is also ergodic.
For the remainder of this paper, assume the parameters are chosen such that
1. limn→∞ rn = 0;
2.
∑∞
n=1 rn =
∑∞
n=1 sn =∞;
3. limn→∞ µ(Yn) = 0;
4.
∑∞
n=1 ǫn <∞.
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2.6 Isomorphism Chain Consistency
In the following sections, rigidity and ergodicity will be established on sets from a
refining sequence of partitions. For n ∈ IN, let Pn be a refining sequence of finite
partitions which generates the sigma algebra. By refining Pn further if necessary,
assume Xn, Yn, X
∗
n, Y
∗
n ∈ Pn. Also, assume R
i
n(I
′
n), R
i
n(In \ I
′
n), S
i
n(J
′
n), S
i
n(Jn \
J ′n) are elements of Pn for 0 ≤ i < hn. Finally, assume for 0 ≤ i < hn − 1, if
p ∈ Pn and p ⊂ R
i
n(In) then Rn(p) ∈ Pn. Likewise, assume for 0 ≤ i < hn − 1,
if p ∈ Pn and p ⊂ S
i(Jn) then Sn(p) ∈ Pn. Previously, we required that τn map
certain finite orbits from the Rn and Sn towers to a corresponding orbit in the
Rn+1 tower. In this section, further regularity is imposed on τn relative to Pn
to ensure dynamical properties of Rn are inherited by Rn+1.
Let P ′n = {p ∈ Pn|p ⊂
⋃hn−1
i=0 R
i
n(In \ I
′
n)}. For each of the following three
cases, impose the corresponding restriction on τn:
1. for dR = 0 and p ∈ P
′
n, τn is the identity map (i.e. τn(p) = p);
2. for dR > 0 and p ∈ P
′
n, τn(p) ⊂ p;
3. for dR < 0 and p ∈ P
′
n, p ⊂ τn(p).
This can be accomplished by uniformly distributing the appropriate mass from
the sets Rin(I
∗
n) using τn. Note that τn either preserves Lebesgue measure in
the case dR = 0, or τn contracts sets relative to Lebesgue measure in the case
dR > 0, or it inflates measure in the case dR < 0. In all three cases, for p ∈ P
′
n,
µ(p)
µ(τn(p))
=
µ(Xn+1)
µ(Xn)
.
It is straightforward to verify for any set A measurable relative to P ′n,
µ(A△τnA) < |
µ(Xn+1)
µ(Xn)
− 1|.
The properties of τn allow approximation of Rn+1 by Rn indefinitely over time.
This is needed to establish our rigidity sequence for the limiting transformation
T . This lemma is not required for establishing ergodicity, but for convenience
we will reuse it to prove our limiting T is ergodic.
Lemma 2.5. Suppose δ > 0 and n ∈ IN is chosen such that
|
µ(Xn+1)
µ(Xn)
− 1| <
δ
7
,
rn + ǫn + µ(Yn) <
δ
7
.
Then for A,B ∈ Pn and i ∈ IN, the following holds:
1. |µ(Rin+1A ∩B)− µ(A)µ(B)| < |µ(R
i
nA ∩B)− µ(A)µ(B)| + δ;
2. µ(Rin+1A△A) < µ(R
i
nA△A) + δ.
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Proof. For A,B ∈ Pn, let A
′ =
⋃
p∈P ′
n
p ∩ A and B′ =
⋃
p∈P ′
n
p ∩ B. Since
µ(
⋃hn−1
j=0 R
j
n(I
′
n)) = hnµ(I
′
n) < rn and µ(X
∗
n) < ǫn, then µ(A△A
′) < rn + ǫn <
δ
7 . Likewise, µ(B△B
′) < δ7 . Since |
µ(Xn+1)
µ(Xn)
− 1| < δ7 , then µ(A△τnA) <
δ
7 . By
applying the triangle inequality several times, we can get our approximations.
Below is a sequence of quantities to chain through such that consecutive values
in the chain are less than δ/7 apart.
µ(Rin+1A ∩B)→ µ(R
i
n+1A ∩B
′)→ µ(Rin+1A
′ ∩B′) = µ(τ−1n R
i
nτnA
′ ∩B′)
µ(τ−1n R
i
nτnA
′ ∩B′)→ µ(RinτnA
′ ∩ τnB
′)→ µ(RinτnA
′ ∩B′)
→ µ(RinA
′ ∩B′)→ µ(RinA
′ ∩B)→ µ(RinA ∩B)
Each arrow in the chain signifies less than δ7 difference. Hence,
|µ(Rin+1A ∩B)− µ(R
i
nA ∩B)| < δ
which implies
|µ(Rin+1A ∩B)− µ(A)µ(B)| < |µ(R
i
nA ∩B)− µ(A)µ(B)| + δ.
The second part of the lemma can be proven in a similar fashion using the
triangle inequality, or chaining through the following six approximations.
µ(Rin+1A△A)→ µ(R
i
n+1A△A
′)→ µ(Rin+1A
′△A′) = µ(τ−1n R
i
nτnA
′△A′)
µ(τ−1n R
i
nτnA
′△A′)→ µ(RinτnA
′△τnA
′)→ µ(RinτnA
′△A′)
→ µ(RinA
′△A′)→ µ(RinA
′△A)→ µ(RinA△A)
Since each arrow indicates a difference less than δ7 , then
|µ(Rin+1A△A)− µ(R
i
nA△A)| < δ.
This completes the proof of the lemma.
3 Establishing Rigidity
Suppose that ρn is a rigidity sequence for R. In this section, we define parame-
ters such that T is rigid on ρn.
3.1 Waiting for Rigidity
Let δn be a sequence of positive real numbers such that limn→∞ δn = 0. Since
Tn|Xn = Rn is rigid, choose natural numberM
1
n > max {hn−1,M
1
n−1} such that
for N ≥M1n, and A ∈ Pn−1 ∩Xn,
µ(RρNn A△A) < δn.
Choose ǫn such that
ǫn−1
M1n
< ǫn. (1)
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Also, without loss of generality, assume hn > M
1
n. Below we show this choice of
ǫn is sufficient to produce T (x) = limn→∞ Tn(x) rigid on ρn. First, we provide
a diagram and heuristic description of our method for establishing rigidity on
ρn.
3.2 The Key Idea
hn−1 M
1
n hn M
1
n+1 hn+1
To establish rigidity of T , we can focus on the asymptotic rigidity of T on the
intervals (M1n,M
1
n+1]. We have chosen M
1
n sufficiently large such that rigidity
”kicks in” for Rn and ρi > M
1
n. Lemma 2.5 allows us to approximate Rn by
Rn+1 as ρi becomes closer toM
1
n+1. The fact that we can choose ǫn+1 arbitrarily
small compared to 1/M1n+1 allows us to carry over the approximation to T . A
precise proof is given below.
3.3 Rigidity Proof
If En+1 = {x ∈ X : Tn+2(x) 6= Tn+1(x)} and
E1n+1 =
M1
n+1−1⋃
i=0
[T−in+2En+1 ∪ T
−i
n+1En+1]
then µ(E1n+1) < 2M
1
n+1κǫn+1. For x /∈ E
1
n+1, T
i
n+2(x) = T
i
n+1(x) for 0 ≤
i ≤ M1n+1. Let Eˆ
1
n+1 =
⋃∞
k=n+1 E
1
k. For x /∈ Eˆ
1
n+1 and 0 ≤ i ≤ M
1
n+1,
T i(x) = T in+1(x). Also,
µ(Eˆ1n+1) <
∞∑
k=n+1
2M1kκǫk <
∞∑
k=n+1
2κǫk−1 → 0
as n→∞.
Proof of rigidity. Let A be a set in Pn1 for some n1, and let δ > 0. Choose
n2 ≥ n1 such that for n ≥ n2,
1. |µ(Xn+1)
µ(Xn)
− 1| < δ/28;
2. rn + ǫn + µ(Yn) < δ/28;
3. δn < δ/6;
4.
∑∞
i=n2
2κǫi < δ/12.
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For n > n2, let M
1
n < N ≤M
1
n+1, A1 = A \ Eˆ
1
n+1 and A2 = A ∩Xn. Thus,
µ(T ρNA△A) ≤ µ(T ρNA△T ρNA1) + µ(T
ρNA1△A)
= µ(A△A1) + µ(R
ρN
n+1A1△A)
<
δ
4
+ µ(RρNn+1A1△R
ρN
n+1A) + µ(R
ρN
n+1A△A)
<
δ
2
+ µ(RρNn+1A△A).
By Lemma 2.5,
µ(T ρNA△A) <
δ
2
+ µ(RρNn+1A△A) <
3δ
4
+ µ(RρNn A△A)
≤
3δ
4
+ µ(RρNn A△R
ρN
n A2) + µ(R
ρN
n A2△A2) + µ(A2△A)
<
3δ
4
+ 2µ(Yn) + δn < δ.
Therefore, ρn is a rigidity sequence for T .
4 Ergodicity
A measure preserving transformation T on a Lebesgue space is ergodic if any
invariant set has measure zero or one. It is well known this is equivalent to the
mean and pointwise ergodic theorem. For our purposes, we use the following
equivalent condition of ergodicity: for all measurable sets A and B,
lim
N→∞
1
N
N−1∑
i=0
µ(T iA ∩B) = µ(A)µ(B).
Let Pn, n ∈ IN be a sequence of finite refining partitions as defined in the
previous section. Using approximation, T is ergodic if the previous condition
holds for all natural numbers n and sets A and B from Pn.
4.1 Ergodic Parameter Choice
Let δn be a sequence of positive real numbers such that limn→∞ δn = 0. Since
Tn|Xn = Rn is ergodic, choose natural numberMn =M
2
n such that for N ≥Mn,
and sets A,B ∈ Pn ∩Xn,
|
1
N
N−1∑
i=0
µ(T inA ∩B)
µ(Xn)
−
µ(A)µ(B)
µ(Xn)2
| < δn.
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Note that
|
1
N
N−1∑
i=0
µ(T inA ∩B) − µ(A)µ(B)|
= µ(Xn)|
1
N
N−1∑
i=0
µ(T inA ∩B)
µ(Xn)
−
µ(A)µ(B)
µ(Xn)
|
≤ µ(Xn)|
1
N
N−1∑
i=0
µ(T inA ∩B)
µ(Xn)
−
µ(A)µ(B)
µ(Xn)2
|
+ |
µ(A)µ(B)
µ(Xn)
− µ(A)µ(B)|
< δn +
µ(Yn)
µ(Xn)
Choose ǫn+1 such that
ǫn
Mn
< ǫn+1. (2)
4.2 Approximation
As previously, set En+1 = {x ∈ X : Tn+2(x) 6= Tn+1(x)}. Let
E2n+1 =
Mn+1−1⋃
i=0
[T−in+2En+1 ∪ T
−i
n+1En+1]
Thus, µ(E2n+1) < 2Mn+1κǫn+1. For x /∈ E
2
n+1, T
i
n+2(x) = T
i
n+1(x) for 0 ≤
i ≤ Mn+1. Let Eˆ
2
n+1 =
⋃∞
k=n+1 E
2
k. For x /∈ Eˆ
2
n+1 and 0 ≤ i ≤ Mn+1,
T i(x) = T in+1(x). Also,
µ(Eˆ2n+1) <
∞∑
k=n+1
2Mkκǫk <
∞∑
k=n+1
2κǫk−1 → 0
as n→∞.
Proof of ergodicity. Let A and B be sets in Pn1 for some n1, and let δ > 0.
Choose n2 ≥ n1 such that for n ≥ n2,
1. |µ(Xn+1)
µ(Xn)
− 1| < δ/28;
2. rn + ǫn + µ(Yn) < δ/28;
3. δn +
µ(Yn)
µ(Xn)
< δ/4;
4.
∑∞
i=n2
2κǫi < δ/12.
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For n > n2, let Mn < N ≤Mn+1, A1 = A \ Eˆ
2
n+1 and B1 = B \ Eˆ
2
n+1.
|
1
N
N−1∑
i=0
µ(T iA ∩B) − µ(A)µ(B)|
≤ |
1
N
N−1∑
i=0
µ(T iA ∩B)−
1
N
N−1∑
i=0
µ(T iA1 ∩B)|
+ |
1
N
N−1∑
i=0
µ(T iA1 ∩B)− µ(A)µ(B)|
≤
1
N
N−1∑
i=0
|µ(T iA)− µ(T iA1)|
+ |
1
N
N−1∑
i=0
µ(Rin+1A1 ∩B)− µ(A)µ(B)|
<
δ
4
+ |
1
N
N−1∑
i=0
µ(Rin+1A1 ∩B)− µ(R
i
n+1A ∩B)|
+ |
1
N
N−1∑
i=0
µ(Rin+1A ∩B)− µ(A)µ(B)|
<
δ
2
+ |
1
N
N−1∑
i=0
µ(Rin+1A ∩B)− µ(A)µ(B)|.
Since A,B ∈ Pn, then by Lemma 2.5,
|
1
N
N−1∑
i=0
µ(T iA ∩B) − µ(A)µ(B)|
<
δ
2
+
1
N
N−1∑
i=0
|µ(Rin+1A ∩B)− µ(A ∩B)|
<
3δ
4
+
1
N
N−1∑
i=0
|µ(RinA ∩B)− µ(A ∩B)| < δ.
Since δ is chosen arbitrarily, and the above holds for any n > n2 and Mn <
N ≤Mn+1, then T is ergodic.
5 Weak Mixing
Since the weak mixing component is dissipative, and the resulting transforma-
tion inherits its rigidity properties from R, we do not focus on multiplexing with
general weak mixing transformations. Instead, we set S equal to the famous
Chacon transformation. It is defined via cutting and stacking, and considered
the earliest construction demonstrated to be weak mixing and not mixing. See
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[11] for a precise definition. For the remainder of this paper, assume both R
and S are defined on ([0, 1), µ,B) where µ is Lebesgue measure. In this section,
we further specify hn and switching sets Cn =
⋃hn−1
i=0 R
i
n(I
′
n) for n ∈ IN. As in
previous sections, all conditions imposed are easily satisfied by choosing a faster
growing sequence of tower heights hn. No upper bounds are imposed on the
growth rate of hn.
5.1 Switching Set Definition
For each k ∈ IN and n > k, denote Unk =
⋃n−1
j=k Cj , V
n
k = (U
n
k )
c and V˙ nk = V
n
k ∩
Xn. Since Rn is ergodic on Xn, rn is fixed, and Cn predominantly represents
long orbits of Rn, then hn may be chosen sufficiently large such that Cn is near
conditionally independent of V˙ nk for each k < n.
Precisely, define hn and Cn such that
|
µ(Cn ∩ V˙
n
k )
µ(Xn)
−
µ(Cn)µ(V˙
n
k )
µ(Xn)2
| ≤
1
2
µ(Cn)µ(V˙
n
k ). (3)
Lemma 5.1. For each k ∈ IN, limn→∞ µ(V
n
k ) = 0.
Proof. Suppose the claim is not true, and there exists k0 ∈ IN such that
lim
n→∞
µ(V nk ) > 0.
Since limn→∞ µ(Yn) = 0, we can choose k1 > k0 such that µ(Yj) <
1
2µ(V
k1+n
k1
)
for j ≥ k1 and n ∈ IN. Thus,
µ(Ck1+1 ∩ V˙
k1+1
k1
)
µ(Xk1+1)
≥
µ(Ck1+1)µ(V˙
k1+1
k1
)
µ(Xk1+1)
2
−
1
2
µ(Ck1+1)µ(V˙
k1+1
k1
)
µ(Ck1+1 ∩ V˙
k1+1
k1
) ≥ µ(V k1+1k1 )
µ(V k1+1k1 ∩Xk1+1)
µ(V k1+1k1 )
µ(Ck1+1)[
1
µ(Xk1+1)
−
µ(Xk1+1)
2
]
>
1
4
µ(Ck1+1)µ(V
k1+1
k1
).
Hence,
µ(V k1+2k1 ) = µ(V
k1+1
k1
)− µ(Ck1+1 ∩ V
k1+1
k1
)
< µ(V k1+1k1 )[1 −
1
4
µ(Ck1+1)]
< (1 −
1
4
µ(Ck1))(1 −
1
4
µ(Ck1+1)).
Extending this inductively produces
µ(V k1+nk1 ) <
n−1∏
i=0
(1−
1
4
µ(Ck1+i)).
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Note that
µ(Cn) = µ(I
′
n)hn =
µ(I ′n)
µ(In)
µ(In)hn = rnµ(Xn).
Since
∑∞
n=1 rn = ∞ and limn→∞ µ(Xn) = 1, then both
∑∞
n=1 µ(Cn) = ∞ and∑∞
n=1
1
4µ(Cn) =∞. This is sufficient to force limn→∞
∏n−1
i=0 (1−
1
4µ(Ck1+i)) = 0
which proves our claim by contradiction.
The previous claim establishes the following property that almost every point
falls in infinitely many sets Cn.
Property 5.2. µ(
⋂∞
n=1
⋃∞
i=n Ci) = 1.
5.2 Multiplexing Chacon’s Transformation
Chacon’s transformation S is typically defined using cutting and stacking [11].
Initialize I01 = [0, 2/3) and C1 = I
0
1 . Cut I1 into 3 pieces of equal width, I
0
2 =
[0, 2/9), I12 = [2/9, 4/9), I
3
2 = [4/9, 2/3), and add a single spacer I
2
2 = [2/3, 8/9)
above interval I12 . Stack into a single column C2 =< I
0
2 , I
1
2 , I
2
2 , I
3
2 >. Define S
as the linear map from Ii2 to I
i+1
2 for i = 0, 1, 2. Let Hn = (3
n − 1)/2 be the
height of column Cn. Obtain Cn+1 by cutting Cn into 3 subcolumns of equal
width, C0n, C
1
n, C
2
n, adding one spacer above the second subcolumn and stacking
left to right. Again, S maps each level linearly to the level directly above it.
Also, notice the height of Cn+1 equals Hn+1 = 3Hn + 1 =
3n+1−1
2 . The main
property we utilize in this work is related to one of its limit joinings.
Lemma 5.3. Let S be Chacon’s transformation. Given any two measurable
sets, A and B,
lim
n→∞
µ(SHnA ∩B) = (µ(A ∩B) + µ(S−1A ∩B))/2.
Proof. Each column Cn, n ∈ IN, has a single level of spacer above precisely
half the mass of the top level of Cn. This includes the spacers added when Cn
is cut into 3 subcolumns, as well as the infinitely many spacers added when
Cn+1, Cn+2, . . . are cut into 3 subcolumns and stacked. Thus, S
Hn maps half
of each level to the same level, and maps the other half to the level directly
below itself. This establishes the lemma for sets consisting of a finite union of
levels. Since the levels of the columns form a refining sequence of partitions
which generate the sigma algebra, the lemma follows by approximation.
5.3 Weak Mixing Stage
Now we define Sn inductively to ensure the final transformation T is weak
mixing. Let S1 be the Chacon transformation defined on Y1. Suppose Sn ≃ S
has been defined on Yn. Now we specify the manner in which Sn+1 should be
defined.
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5.3.1 Local Approximation of Switching Sets
Choose natural number kn > n such that for each i = 0, 1, . . . , hn−1, there exists
a finite collection of indices Kˆin and dyadic intervals K
i
n(j), j ∈ Kˆ
i
n, such that
µ(Kin(j)) =
1
2kn and K
i
n =
⋃
j∈Kˆi
n
Kin(j) satisfies µ(R
i
nI
′
n△K
i
n) < (
ǫn
hn
)2µ(I ′n).
Let Gˆin = {j ∈ Kˆ
i
n : µ(R
i
nI
′
n ∩K
i
n(j)) > (1 −
ǫn
hn
)µ(Kin(j))}. It is not difficult
to show µ(
⋃
j∈Gˆi
n
Kin(j)) > (1 −
ǫn
hn
)µ(I ′n). Set G
i
n =
⋃
j∈Gˆi
n
Kin(j). For each
n ∈ IN, define
Dn =
hn−1⋃
ℓ=0
Gℓn.
Note that
µ(Cn \Dn) <
hn−1∑
ℓ=0
ǫn
hn
= ǫn.
Next, we show almost every point falls in infinitely many Dn.
Property 5.4. µ(D) = 1 where D =
⋂∞
n=1
⋃∞
i=nDi.
Proof. Given ǫ > 0, choose N = N(ǫ) ∈ IN such that
∑∞
n=N ǫn < ǫ. Thus,
µ(
∞⋃
n=N
Dn) ≥ µ(
∞⋃
n=N
Cn)−
∞∑
n=N
µ(Cn \Dn)
> 1−
∞∑
n=N
ǫn > 1− ǫ.
Since ǫ is arbitrarily small, then µ(
⋃∞
n=N Dn) = 1, and Property 5.4 is es-
tablshed.
5.3.2 Weak Mixing Component
The main goal in this work is to demonstrate how properties of a given ergodic
transformation can be transferred to produce a tailored weak mixing trans-
formation. Since the weak mixing component will dissipate over time, we do
not focus on introducing general properties using S. Instead, we set S to the
Chacon transformation inside our towerplex construction. Thus, Sn will be iso-
morphic to Chacon’s transformation. By Lemma 5.3, for each n ∈ IN, there
exists mn ∈ IN such that for each i = 0, 1, . . . , hn − 1, j ∈ Kˆ
i
n and A = K
i
n(j),
|µ(S
Hmn
n+1 A ∩ A)−
1
2
µ(A)| < ǫnµ(A)
and
|µ(S
Hmn
n+1 A ∩ S
−1(A)−
1
2
µ(A)| < ǫnµ(A).
Let wn = min {µ(K
i
ℓ(j)) > 0 : 1 ≤ ℓ ≤ n, 0 ≤ i ≤ hn − 1, j ∈ Kˆ
i
ℓ}. Choose hn+1
such that
hn+1 >
Hmn
ǫnwn
. (4)
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6 Slow Weak Mixing Theorem
In this final section, we prove our main result using the towerplex construc-
tions. First, we give explicit parameters rn and sn that can be used to gen-
erate our rigid weak mixing examples. Let rn =
µ(I′
n
)
µ(In)
= 12(n+2) and sn =
µ(J′
n
)
µ(Jn)
= 12 . Thus, each of the switching sets have measure µ(
⋃hn−1
i=0 R
i
n(I
′
n)) =
(µ(Xn)− µ(X
∗
n))/2(n+ 2) and µ(
⋃hn−1
i=0 S
i
n(J
′
n)) = (µ(Yn)− µ(Y
∗
n ))/2 for n ∈
IN. This implies
µ(Yn+1) =
1
2(n+ 2)
[(n+ 1)µ(Yn) + 1] + κnǫn
where |κn| is bounded for all n ∈ IN. If all residuals had zero mass, then
κnǫn = 0 and by induction:
µ(Xn) =
n
n+ 1
and µ(Yn) =
1
n+ 1
.
In the case the residuals are not null, the next lemma obtains
lim
n→∞
µ(Xn) = 1, lim
n→∞
µ(Yn) = 0.
Parameters given here are called the canonical towerplex settings.
Lemma 6.1. If real numbers ǫn > 0 are chosen sufficiently small for n ∈ IN,
then a canonical towerplex construction, given by rn =
1
2(n+2) and sn =
1
2 has
the property, for n ∈ IN,
1
n+ 2
< µ(Yn) <
1
n
. (5)
Proof. The function f(y) = (1/2(n+ 2))[(n + 1)y + 1] has a fixed point at
y = 1/(n+ 3). If y > 1/(n+ 3), then f(y) > 1/(n+ 3). Thus, if ǫn is sufficiently
small, and µ(Yn) > 1/(n+ 2), then µ(Yn+1) > 1/(n+ 3). This establishes the
first inequality from (5).
To prove the second inequality, assume y = µ(Yn) < 1/n for fixed n ∈ IN.
Thus,
f(y) <
1
2(n+ 2)
[(n+ 1)(
1
n
) + 1] =
1
2(n+ 2)
[2 +
1
n
]
=
1
n+ 2
+
1
2n(n+ 2)
=
1
n+ 1
+
1− n
2n(n+ 1)(n+ 2)
≤
1
n+ 1
.
Therefore, if ǫn is sufficiently small, µ(Yn+1) <
1
n+1 .
Now, we are ready to prove our main theorem.
Theorem 6.2. Given an ergodic measure preserving transformation R on a
Lebesgue probability space, and a rigid sequence ρn for R, there exists a weak
mixing transformation T on a Lebesgue probability space such that T is rigid on
ρn.
18
Proof. Much of the details have been established in the previous sections. In
particular, the conditions imposed in each of the sections on ergodicity, rigidity
and weak mixing, are consistent. Essentially, ǫn → 0 arbitrarily fast which is
possible since only the extra mass from successive Rokhlin towers is bounded by
ǫn. Also, each section imposes a lower bound on the growth rate of the tower
heights hn, but no upper bound. Appendix B lists conditions that can be used
to support the explicit proofs. Below, we need to complete the argument that
T is weak mixing.
Suppose f 6= 0 is an eigenfunction for T with eigenvalue λ. Since we estab-
lished that T is ergodic, we may assume |f | is a constant. Without loss of gener-
ality, assume |f | = |λ| = 1. Given δ > 0, there exists a set Λδ of positive measure
such that for x, y ∈ Λδ, |f(x)− f(y)| < δ. Let Λ
′
δ be the set of Lebesgue density
points of Λδ. In particular, if Λ
′
δ = {x ∈ Λδ : limη→0
µ(Λδ∩(x−η,x+η))
2η = 1}, then
µ(Λ′δ) = µ(Λδ) > 0. Choose x ∈ Λ
′
δ ∩ D. Choose η
′ > 0 such that for η < η′,
µ(Λδ∩(x−η,x+η))
2η > 1 − δ. Choose n ∈ IN such that
1
2kn < η
′,
∑∞
i=n ǫi < δ and
x ∈ Dn. There exists i = i(x) such that x ∈ G
i
n, and subsequently j = j(x)
such that x ∈ Kin(j). Let ηx = max {|y − x| : y ∈ K
i
n(j)}. Note ηx < η
′, and
µ(Λδ∩(x−ηx,x+ηx))
2ηx
> 1− δ. Thus,
µ(Λδ ∩K
i
n(j)) > µ(K
i
n(j))− 2ηxδµ(K
i
n(J))− 2δµ(K
i
n(j)) (6)
≥ (1− 2δ)µ(Kin(j)). (7)
Hence,
|µ(S
Hmn
n+1 (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j))) −
1
2
µ(Λδ ∩K
i
n(j))|
≤ |µ(S
Hmn
n+1 (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j))) − µ(S
Hmn
n+1 (K
i
n(j)) ∩K
i
n(j))|
+ |µ(S
Hmn
n+1 (K
i
n(j)) ∩ (K
i
n(j))) −
1
2
µ(Kin(j))|
+ |
1
2
µ(Kin(j)) −
1
2
µ(Λδ ∩K
i
n(j))|
< 4δµ(Kin(j)) + ǫnµ(K
i
n(j)) + δµ(K
i
n(j)) = (5δ + ǫn)µ(K
i
n(j)).
We wish to establish that T is weak mixing, and T does not equal Sn+1 every-
where. In particular, T may differ from Sn+1 on the top levels of the towers of
height hn+1, hn+2, . . ., on the accompanying residuals, and on the transfer sets.
However, we have chosen the growth of the tower heights sufficient to ensure
the set where T and Sn+1 may differ will be small relative to interval, K
i
n(j).
Thus,
µ({x ∈ Yn+1 : Tx 6= Sn+1x}) <
∞∑
i=n+1
[
1
hi
+ 4ǫi] (8)
<
∞∑
i=n
[
5ǫiwn
Hmi + 1
]. (9)
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This implies
µ({x ∈ Yn+1 : T
ix 6= Sin+1x, i = 1, 2, . . . , Hmn + 1})
< wn(Hmn + 1)
∞∑
i=n
5ǫi
Hmi + 1
< 5wn
∞∑
i=n
ǫi < 5δwn.
Hence,
|µ(THmn (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j))) −
1
2
µ(Λδ ∩K
i
n(j))|
≤ |µ(THmn (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j)))
− µ(S
Hmn
n+1 (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j)))|
+ |µ(S
Hmn
n+1 (Λδ ∩K
i
n(j)) ∩ (Λδ ∩K
i
n(j))) −
1
2
µ(Λδ ∩K
i
n(j))|
< 5δwn + (5δ + ǫn)µ(K
i
n(j)) ≤ (10δ + ǫn)µ(K
i
n(j)).
For δ and ǫ sufficiently small, there exists x1 ∈ Λδ ∩ K
i
n(j) such that
THmnx1 ∈ Λδ ∩K
i
n(j), and x2 ∈ Λδ ∩K
i
n(j) such that T
Hmn+1x2 ∈ Λδ ∩K
i
n(j).
Thus,
|λHmn f(x1)− f(x1)| = |f(T
Hmnx1)− f(x1)| < δ, (10)
and
|λHmn+1f(x2)− f(x2)| = |f(T
Hmn+1x2)− f(x2)| < δ. (11)
Hence,
|λHmn − 1| <
δ
|f(x1)|
= δ and |λHmn+1 − 1| <
δ
|f(x2)|
= δ.
Therefore,
|λ− 1| = |λHmn+1 − λHmn | ≤ |λHmn+1 − 1|+ |λHmn − 1| < 2δ.
Since δ > 0 may be chosen arbitrarily small, then λ = 1. Since it was established
that T is ergodic in an earlier section, then f must be a constant. Therefore, T
is weak mixing.
Our theorem establishes the following corollaries which answer questions
raised in the ground-breaking works [4] and [8].
Corollary 6.3. Given any ergodic measure preserving transformation R on a
Lebesgue probability space with discrete spectrum, and a rigidity sequence ρn for
R, there exists a weak mixing transformation T with rigidity sequence ρn. In
particular, for any k ∈ IN, k ≥ 2, there exists a weak mixing transformation with
kn, n ∈ IN, as a rigidity sequence.
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The next corollary gives an explicit characterization of ”large” rigid se-
quences for weak mixing transformations. While this corollary appears known in
[2], our characterization gives a general concrete method for establishing ”large”
rigidity sequences of weak mixing transformations. Given a sequence A, define
the density function gA : IN→ [0, 1] such that gA(k) = #(A ∩ {1, 2, . . . k})/k.
Corollary 6.4. Given any real-valued function f : IN→ (0,∞) such that
lim
n→∞
f(n) = 0,
there exists a weak mixing transformation with rigidity sequence A such that
lim
n→∞
f(n)
gA(n)
= 0.
Also, there exist weak mixing transformations with rigidity sequences ρn satis-
fying
lim
n→∞
ρn+1
ρn
= 1.
Proof. Let α be an irrational number and Rα the rotation by 2πα on the unit
circle. Given ǫ > 0, define A(ǫ) = {j ∈ IN : | exp (2παj) − 1| < ǫ}, and for
n ∈ IN, define A(ǫ, n) = A(ǫ) ∩ {1, 2, . . . n}. For ǫ¯ = {ǫ1 < ǫ2 < . . .}, let
A(ǫ¯) =
⋃∞
n=1A(ǫn, n). If limn→∞ ǫn = 0 and A(ǫ¯) is infinite, then A(ǫ¯) forms
a rigidity sequence for Rα. Let f : IN→ (0,∞) be such that limn→∞ f(n) = 0.
Since A(1/2i) has positive density for i ∈ IN, there exists ji ∈ IN such that
|A(1/2i, j)|
j
> f(j).
for all j ≥ ji. For k ∈ IN, choose i = ik ∈ IN such that ji + 1 ≤ k ≤ ji+1. Set
ǫk =
1
2i and let A = A(ǫ¯). Thus,
gA(k) =
|A ∩ {1, 2, . . . , k}|
k
(12)
≥
|A(ǫk, k)|
k
> 2if(k). (13)
Hence,
f(k)
gA(k)
>
1
2i
. (14)
This confirms that limk→∞ f(k)/gA(k) = 0 for the rigidity sequence A. There-
fore, by Theorem 6.2, A is a rigidity sequence for a weak mixing transformation.
The second assertion of Corollary 6.4 can be established in a similar manner.
Since ergodic rotations on the unit circle have rigid sequences ρn such that
limn→∞ ρn+1/ρn = 1, then weak mixing transformations admit these rigid se-
quences as well.
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Previously, it was established that denominators from convergents of con-
tinued fractions serve as rigidity sequences for weak mixing transformations. A
partial result was provided in [8] for restricted convergents, and then a general
result was established in [4]. In this paper, we extend these results to show that
any rigidity sequence for an ergodic rotation on the unit circle is also a rigidity
sequence for a weak mixing transformation. This includes sequences qn formed
from the denominators of convergents pn/qn of an irrational α.
Corollary 6.5. Let α ∈ (0, 1) be any irrational number, and let ρn be a sequence
of natural numbers satisfying
lim
n→∞
| exp (2πiαρn)− 1| = 0.
Then there exists a weak mixing transformation T such that ρn is a rigidity
sequence for T .
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A Towerplex Pictorial
This appendix provides an illustration of towers for R1, S1, and the multiplexing
operation applied to obtain towers for R2 and S2. The picture below represents
only the case where dR > 0 and dS < 0. The other cases are handled as
described in the section on towerplex constructions. Also, the general case of
deriving Rn+1 and Sn+1 from Rn and Sn is analogous to the initial multiplexing
operation for deriving R2 and S2.
I1
R1
r1
I ′1
X∗1X1
J1
S1
s1
J ′1
dR/h1
⊃ I∗1
Y ∗1Y1
Transformations R2 and S2 are derived from R1 and S1 by switching the red
subcolumn with the green subcolumn. We refer to these sets as the switching
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sets, and are the main multiplexing operation. In order to preserve maps iso-
morphic to R and S, and avoid redefining R1 or S1 on most of the probability
space, it may be necessary to transfer measure between the towers and residuals.
This is a rescaling operation, and these sets are referred to as transfer sets. In
the case where dR > 0, the blue colored subcolumn I
∗
1 from J
′
1 ⊂ Y1 is absorbed
into X ′1. For dS < 0, mass is removed from Y
∗
1 and added as a blue subcolumn
to define S2.
I1
R1
R2
s1
J ′1 \ I
∗
1
S1
X ′1
X2
dS/h1
J∗1 J1
S1
S2
r1
I ′1
R1
Y ′1
Y2
B Towerplex Conditions
Below is a list of explicit conditions that can be used to prove theorem 6.2.
1. limn→∞ rn = 0;
2.
∑∞
n=1 rn =
∑∞
n=1 sn =∞;
3. limn→∞ µ(Yn) = 0;
4. ǫn/max {M
1
n,M
2
n} < ǫn+1;
5. hn−1 < M
1
n,M
2
n < hn;
6. hn sufficiently large such that equation 3 holds;
7. hn+1ǫnwn > Hmn + 1;
8. ǫn+1(Hmn + 1) < ǫnwn;
9. Hmn+1 ≥ Hmn .
If rn = 1/2(n+ 2) and sn = 1/2, and ǫn is sufficiently small such that Lemma
6.1 holds, then we have a canonical towerplex construction.
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