In this note we present an ∞-categorical framework for descent along adjunctions and a general formula for counting conjugates up to equivalence which unifies several known formulae from different fields.
Introduction
The notion of "conjugate objects" or "objects of the same genus" arises in many fields in mathematics: in commutative algebra as objects that become isomorphic after a field extension ( [Ser79] ), in homotopy theory as spaces that have equivalent Postnikov truncations ( [Wil76] ) and in group theory as nilpotent groups that have isomorphic localizations ([DDK77] ). Often, one also has a formula computing the number of conjugates of a given object. In the three examples mentioned above, those are in terms of Galois cohomology, lim 1 of a tower of groups and a double coset formula respectively.
The goal of this paper is twofold:
A. To unify and generalize the examples above by giving an abstract ∞-categorical definition of conjugates (definition 1.2) and a general formula for counting them (theorem A).
B. To prove a descent result which facilitates the construction of the above ∞-categorical framework in many cases of interest (theorem B and its dual, corollary 1.3).
For a general definition of conjugate objects, we first need to fix some notation. Let I be a simplicial set. An I-diagram of ∞-categories is a map I → Cat ∞ , which we denote by D • (where D a is the image of a vertex a ∈ I). A cone on D • is an extension of the map I → Cat ∞ to the cone I ⊳ . We denote such a cone by C → D • , where C is the image of the cone point. In this situation we get a canonical comparison functor C → lim ← − (D • ). Now assume that we are in the following setting: Setting 1.1. Let I be a simplicial set, D • an I-diagram of ∞-categories, and C → D • a cone. Denote by F a : C → D a the functor corresponding to the edge from the cone point to a ∈ I and by F : C → lim ← − (D • ) the comparison functor (see fig. 1 ).
Given two objects x, y ∈ C one can try to distinguish between them by comparing F a (x) and F a (y) in D a . If F a (x) and F a (y) fail to be equivalent for some a ∈ I, then clearly x and y cannot be equivalent in C. Two objects x and y are called conjugate if they can't be distinguished in this way. More formally, D a ( ( P P P P P P P P P P P P P Definition 1.2. In the setting 1.1, two objects x and y in C will be called conjugate if there exist (not necessarily compatible) equivalences F a (x) ≃ F a (y) for every index a in I. Let Conj(x) ⊆ C ≃ denote the full ∞-subgroupoid of conjugates of x.
Our main results are:
Theorem A (Conjugates formula). In the setting 1.1, if the comparison functor F :
is an equivalence, then it induces an equivalence of ∞-groupoids 1 :
for every object x ∈ C. In particular, passing to the set of connected components we get a formula counting the number of conjugates of x up to equivalence:
Theorem B (Adjoint descent). In the setting 1.1, if for every a ∈ I the functor F a : C → D a has a right adjoint and C has all I-limits, then the comparison functor F : C → lim ← − (D • ) has a right adjoint G, given as a composition of two functors:
(theorem 5.5 below). In particular, the comparison functor F is an equivalence if and only if the unit and counit maps are equivalences for all objects.
The proof of theorem A is completely straightforward (see section 3). Its utility comes from the combination with theorem B. To explain this, let us first informally describe the functor G I . Let G a be the right adjoint of F a for each a ∈ I. An object y ∈ lim ← − D • is roughly a "compatible system" of objects (y a ) a∈I with y a ∈ D a . Using the "compatibility data", the collection of objects G a (y a ) ∈ C, for each a ∈ I, can be organized in an I-diagram, which is defined to be the value of G I on y. Thus, the functor G itself can be informally described by the following formula:
Moreover, given an object x ∈ C, the unit of the adjunction is the map
induced by the cone which consists of the units of the individual adjunctions x → G a (F a (x)). Similarly, the a-component of the counit, is the map
given by applying F a to the projection lim
We emphasize that it is this description of the adjunction which is the main point of theorem B and not just the mere existence of the adjoint, which under quite general hypothesis exists by formal arguments (e.g. if all ∞-categories are presentable and all functors are left adjoints, this follows from [Lur09, proposition 5.5.3.13]
2 ). One reason for this, is that it provides a concrete formula for the unit and counit, thus reducing the question of whether the comparison functor is fully faithful or an equivalence to an object-wise condition on the unit and counit (as demonstrated in the examples of section 2). Another reason, is that this process can be sometimes applied in reverse. Given an adjunction, we may get new information about it by representing one of the categories as a limit of a certain diagram and using the specific description of the adjoint provided by theorem B. We refer the reader to example 2.5 for a demonstration of this strategy.
Theorem B has an obvious dual version obtained by considering the opposites of the ∞-categories involved. Since some of the examples use this dual form, we spell it out for the convenience of the reader. Denoting by H a the left adjoint of F a for all a ∈ I, the functor H can be informally described by the formula
with the analogues description of the unit and counit. We conclude by briefly sketching the proof of theorem B. Since the right adjoint G is constructed as a composition of two functors, G 
has a right adjoint, which we denote by G I (this is an ∞-categorical version of a lemma of Barwick ([Bar10] ) which is the main ingredient in the proof). By composition with the adjunction ∆ I : C ⇆ C I : lim ← − , we obtain an adjunction C ⇆ Lax ← − − (D • ). Finally, it remains to observe that the left functor factors through the full subcategory lim ← − D • and coincides with the comparison functor, hence the adjunction restricts to
Organization In section 2, we give some examples of conjugates in different settings and sketch the derivation of known counting formulas for them using theorem A and theorem B. The section concludes with an application of theorem B to decomposition of colimits.
In section 3, we give a general formula for counting conjugates by proving theorem A.
In section 4, we discuss some generalities regarding the lax limit of an I-diagram of ∞-categories. We recall the definition and discuss its functoriality and compatibility with the (non-lax) limit of the diagram. We also provide some details about the level-wise descriptions of these constructions.
In section 5, we prove an ∞-categorical version of a lemma of Barwick (proposition 5.1) showing that a level-wise left adjoint map of I-diagrams of ∞-categories induces a left adjoint functor on the lax limits with a specific level-wise description. Finally, we use this to prove theorem 5.5, which is a more detailed version of theorem B.
Terminology We work in the setting of ∞-categories 3 using heavily the results and terminology of [Lur09] . In particular, we make extensive use of the technology of Cartesian and coCartesian fibrations. Therefore, we adopt the notation of [Lur09] whenever possible, unless stated otherwise. For example, we use the symbols lim ← − and lim − → for the (∞-categorical) limit and colimit of a functor between ∞-categories. We denote by C ≃ the maximal ∞-subgroupoid of an ∞-category C. We abuse notation by identifying ordinary categories with their nerves viewed as ∞-categories.
In this section we sketch rather informally some examples of the main theorem. All these examples are well known results and our contribution is only in the unified perspective offered by our main theorems. The omitted details consist mainly of the formal verification that the respective unit and counit maps of the adjunction produced by our theorem are indeed the expected ones. The final example is of a somewhat different flavor, as it is about an application solely of theorem B, highlighting the explicit description of the adjoint.
Example 2.1 (Postnikov towers). Following [Lur09, 5.5.6], let I be the nerve of Z op ≥0 as a partially ordered set, and C a presentable ∞-category. Let τ ≤n C ⊂ C denote the full sub-category of ntruncated objects. The inclusion functor has a left adjoint τ ≤n : C → τ ≤n C called the "n-truncation".
The truncation functors assemble into an I-diagram
Since all the truncation functors τ ≤n appearing in the cone are left adjoint to the respective embeddings, we can apply theorem B to obtain an adjunction F : C ⇆ lim ← − τ ≤• C : G. The unit of this adjunction is the canonical map X → lim ← − τ ≤• X from an object X ∈ C to the limit of its "Postnikov tower". The counit for an object y ∈ lim ← − τ ≤• C with components y n ∈ τ ≤n C is the natural map τ ≤n (lim ← − y n ) → y n . Hence, if those maps are equivalences for all objects, the functor F is an equivalence and we can apply theorem A.
In the classical case where C = S is the ∞-category of spaces, every space is the homotopy limit of its Postnikov tower, hence the unit of the adjunction is always an equivalence. Similarly, the counit map is always an equivalence since the homotopy groups of the spaces in the tower (y n ) stabilize. This implies the well known fact that the comparison functor S → lim ← − τ ≤• S is an equivalence. Now, by applying theorem A to a space X we get
Finally, the right hand side simplifies by a well known formula (see [MP11, lemma 2.2.9]) to
where hAut is the group of auto-equivalences upto homotopy. Putting everything together, we recover Wilkerson's formula for Postnikov conjugates (see [Wil76] ):
Example 2.2 (Galois descent, Borel and Serre [Ser79] ). Let E/F be a finite Galois extension of fields with Galois group Γ. The group Γ acts on the category of E-vector spaces Vect E by twisting the coefficients. Identifying Γ with a single object category, this action turns Vect E into a coherent Γ-diagram. The extension of scalars functor Vect F → Vect E transforms coherently under the action of Γ, defining a coherent Γ-cone, with homotopy limit (Vect E ) hΓ called the homotopy fixed points. Since the extension of scalars functor is a left adjoint, theorem B produces an adjunction
hΓ with right adjoint given on an E-vector space W by taking the Γ-fixed points of the underlying F -vector space W F . The unit and counit of this adjunction are the obvious maps
The Galois property implies η is a natural isomorphism, and classical "Galois descent" implies ε is a natural isomorphism as well. Hence, we obtain an equivalence of categories Vect F ≃ (Vect E ) hΓ . Similarly, and more interestingly, we can consider the categories C F and C E of vector spaces equipped with tensors of specified signature satisfying some identities (e.g. associative algebras, Lie algebras, Frobenious algebras, quadratic spaces etc.). A similar argument gives an equivalence
hΓ 4 . In all such cases the conjugates formula (1) of theorem A specializes to non-abelian group cohomology
Thus, recovering the classical formula.
Example 2.3 (Arithmetic square for nilpotent spaces, [DDK77] ). In this example we rely on the excellent book [MP11] for the relevant facts about localizations of nilpotent spaces. In our framework, we can summarize the situation as follows. Let Nil be the full subcategory of the ∞-category of spaces spanned by nilpotent spaces. More generally, given a set of prime numbers T , let Nil T be the full subcategory spanned by T -local nilpotent spaces. The existence of T -localizations and their universal property implies that the inclusion Nil T ֒→ Nil has a left adjoint, taking each space X to its T -localization X T . Let T i be a set of prime numbers for each i = 1, . . . , n. Denote their union by T = T i and intersection by S = T i . Assume further that T i ∩ T j = S for all i = j (e.g. T 1 = {p} and T 2 the set of all primes which are not p. In this case, T is the set of all primes and S is empty. Hence, T -localization is the identity functor and S-localization is rationalization).
The collection of localization functors Nil Ti → Nil S forms a multi-span diagram of ∞-categories
which we denote by Nil • and the collection of localization functors Nil T → Nil Ti together with Nil T → Nil S forms a cone on this diagram.
Since all these functors are left adjoints by construction, by theorem B we obtain an adjunction Nil T ⇆ lim ← − Nil • . The component of the unit of this adjunction at a space X is the map from X to the limit of the diagram of spaces:
To verify that the counit map is an equivalence, it is enough to show that the induced localization maps Q Ti → X i are equivalences for all i = 1, . . . , n, which is indeed true (see [MP11, 8.1.7 and 8.1.10]). We can now apply theorem A to get a formula for the conjugates of a T -local nilpotent space X. Unwinding the definitions we get:
This formula is a variant of the known double coset formula for the Mislin genus (see [MP11, p. 168]). A similar (and simpler) analysis applies to the special case of nilpotent groups. We refer the reader to [MP11, section 7] for details.
Example 2.4 (Principal bundles andČech cohomology). In this example we work with the 1-category of topological spaces Top. Fix a compact topological group G (e.g. O(n)) and for each space X consider Bun G (X), the groupoid of principal G-bundles over X. Given an open cover X = U α of X, we construct a map U = U α → X and the associatedČech nerve U • : ∆ op → Top with U n = U × X · · · × X U. Since principal G-bundles pull back along continuous maps, we get an augmented cosimplicial diagram of groupoids Bun G (X) → Bun G (U • ), which induces a map
We would like to demonstrate the well known fact that this map is an equivalence, but considering this as a diagram of categories does not seem to fit into our framework, since maps of groupoids have no adjoints unless they are equivalences (and they aren't in this case). Nevertheless, it is possible to enlarge these categories and functors in a way which will fit the hypothesis of theorem B.
Let Top G (X) be the category of G-spaces with an equivariant map to X considered as a G-space with the trivial G-action. We will denote such an object by Y → X and refer to it as a G-space over X. We have a fully faithful embedding Bun G (X) ֒→ Top G (X). Moreover, a continuous map f : X → Y induces a pullback functor f * : Top G (Y ) → Top G (X) extending the pullback functor of principal bundles. Only this time, it has a left adjoint f ! : Top G (X) → Top G (Y ) given simply by post composition with f . Applying corollary 1.3 we obtain an adjunction:
Given Y → X in Top G (X), let us denote the counit of the adjunction induced by the map U n → X by Y | Un → Y . The counit of the adjunction R ⊢ L at the object Y → X is the map lim − → Y | U• → Y and is well known to be an isomorphism (see [Vis05, proposition 4 .1]). Similar considerations show that the unit of the adjunction is an isomorphism as well. Hence, we obtain an equivalence of
Since being a principal G-bundle is a local condition, this restricts to an equivalence of groupoids Bun G (X)
. Applying the formula for conjugates to the trivial G-bundle τ X on X we get
The left hand side is the set of isomorphism classes of principal G-bundles trivialized by the cover U. For the right hand side, note that since we are dealing with 1-truncated spaces, we can truncate the diagram at level 2 without changing its limit. Namely, we can equivalently consider the limit of the truncated cosimplicial diagram (we omitted the degeneracies for typographical reasons):
Unwinding the definitions, we see that π 0 of this limit can be identified with collections of continuous functions g 
In other words, we recover the usual formula that identifies the isomorphism types of principal G-bundles trivialized by U with the theČech cohomology setȞ 1 U (X; G). Example 2.5 (Colimits and decomposition of diagrams). This example is closely related, and should be compared with, the material discussed in [Lur09, section 4.2.3]. Let f : K → C be a K-diagram in an ∞-category C. It is possible to compute the colimit of f by breaking K into smaller pieces, computing the colimit over each piece separately, and then taking the colimit of all these partial colimits.
More formally, let K • : I → Cat ∞ be an I-diagram of ∞-categories with colimit K. This induces an I op -diagram of functor categories C K• with limit C K . The functors F a : C K → C Ka take each K-diagram f to its restriction along K a → K, which we denote by f | Ka . Consider the constant diagram functor F : C → C K . F has a left adjoint if and only if C has all K-indexed colimits, in which case the left adjoint is the functor lim − →K . On the other hand, we can represent F as the comparison functor induced by the cone C → C K• with all F a being the constant diagram functors. If C has all K a -indexed colimits for all a ∈ I, each of the functors F a admits a left adjoint given by lim − →K a . If in addition C has all I-colimits, we can apply corollary 1.3 to construct a left adjoint to F . Namely, we conclude that each K-diagram f : K → C has a colimit given by the formula: 
On the other hand, we observe that for each a ∈ I, we have a pullback diagram
Since I-limits commute with pullbacks, the lemma follows.
Lax Limits of ∞-Categories
In this section we discuss (in a rather ad hoc fashion) the lax limit of a diagram of ∞-categories, its functoriality and its relation to the ordinary (∞-categorical) limit. All proofs are by more or less straightforward manipulations of coCartesian fibrations.
We start by recalling the definition of a lax limit of an I-diagram of ∞-categories.
Definition 4.1. Let I be a simplicial set and C • : I → Cat ∞ an I-diagram of ∞-categories, and q : C • → I the coCartesian fibration classifying C • . We define the lax limit of C • to be the ∞-category of sections of this coCartesian fibration and denote it by Lax ← − − (C • ) = Map I (I, C • ). Namely, Lax ← − − (C • ) is the pullback of the following diagram:
where the lower horizontal map picks the identity of I. According to [Lur09,  Remark 4.3. We can think of an object x ∈ Lax ← − − (C • ) given by a section x : I → C • as a "lax compatible system" of objects (x a ) a∈I , where x a ∈ C a is the value of the section x on the vertex a ∈ I. The values of the section x on higher simlicies of I encode the (lax) compatibility of the system.
Remark 4.4. The notation Lax ← − − (C • ) is not used in [Lur09] . An alternative construction of the lax limit is given in [GHN15] and shown to be equivalent to the ∞-category of sections.
We now discuss the functoriality of the lax limit. A map of I-diagrams of ∞-categories induces a functor between their lax limits in the following way.
I be the map corresponding to the identity 
hence the coCartesian fibration p 0 is classified by C • : I → Cat ∞ . On the one hand, exponentiating and pulling back along the map ι 0 : ∆ 0 → I I that picks the identity map we get a pullback diagram
On the other hand, the fiber E 0 is given by the pullback diagram
Observe that in both diagrams the composition of the bottom maps gives the same map ∆ 0 → (I × ∆ 1 ) I , therefore Lax ← − − (C • ) and E 0 are both pullbacks of p I along the same map, and therefore we have an equivalence
• be a map of I-diagrams of ∞-categories. We refer to the functor
of lemma 4.7 as the lax limit functor associated to F • .
The associated lax limit functor has the following level-wise description.
Lemma 4.9. Let F • : C • → D • be a map of I-diagrams of ∞-categories and
the associated lax limit functor.
(1) The associated lax limit functorF takes a section
(2) If x is a coCartesian section, then so isF (x).
Proof. For (1) let x be an object of Lax ← − − (C • ). Consider x as a vertex of E by identifying Lax ← − − (C • ) with E 0 . In order to applyF to x, choose a Lax ← − − (p)-coCartesian edge e : x → y over 0 → 1. Then y is a vertex of E 1 ≃ Lax ← − − (D • ), equivalent toF (x). The edge e : ∆ 1 → E → ( F • ) I is p I -coCartesian, and by the exponential rule defines a section s : I × ∆ 1 → F • of p. By [Lur09, proposition 3.1.2.1] for every vertex a of I, the induced edge s a : {a} × ∆ 1 → F • is p-coCartesian. The restriction of the section s to I × ∆ {0} is a section of p 0 : E 0 → I × ∆ {0} that corresponds to x : ∆ 0 → E 0 under the exponential rule, and the restriction of s to I × ∆ {1} corresponds to y : ∆ 0 → E 1 . Therefore for every a ∈ I we have a p-coCartesian edge s a : x a → y a , showing that y a ≃ F a (x a ). Since y ≃F (x) it follows thatF (x) a ≃ y a ≃ F a (x a ) for every a ∈ I. Remark 4.11. Note that the top horizontal map in diagram (4) does not carry coCartesian edges to coCartesian edges. It therefore does not correspond to a map of I-diagrams (Lax ← − − (C • )) ct → C • . Instead, it should be thought of as a lax map. Indeed, it is the "universal lax limiting cone" on C • .
Lax Limits & Adjoint Functors
In this section we prove an ∞-categorical version of a lemma of Barwick [Bar10] showing that for a map of I-diagrams of ∞-categories, which is level-wise left adjoint, the induced functor on the lax limits is also left adjoint. We then use it to finish the proof of theorem B.
