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Abstract 
We consider graph applications of the well-known paradigm “killing two birds with one stone”. 
In the plane, this gives rise to a stage graph as follows: vertices are the points, and {u, II} is an 
edge if and only if the (infinite, straight) line segment joining u to u intersects the stage. Such 
graphs are shown to be comparability graphs of ordered sets of dimension 2. Similar graphs can 
be constructed when we have a fixed number k of stages on the plane. In this case, {u, u} is an 
edge if and only if the (straight) line segment uu intersects one of the k stages. In this paper, 
we study stage representations of stage graphs and give upper and lower bounds on the number 
of stages needed to represent a graph. 
1. Introduction 
Suppose we have a flock of birds and wish to kill all birds by throwing stones. 
As the saying goes, we might be able to kill two birds with one stone. Birds are 
stationary and our positions may be delimited by certain areas of the plane or the 
space, possibly disconnected due to the presence of, e.g., lakes. The objective is to find 
shooting positions that will minimize the total number of stones thrown. Geometrical 
optimization and graph-theoretic interpretations of this problem have been studied in 
[Il. 
In this paper, we consider a new graph representation which is inspired by this 
paradigm and study a parameter closely related to this representation, the stage number 
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of graph. Consider a line segment L, called the stage, contained in the x-axis of the 
plane and a set of points X with positive y-coordinates. We assume that no three points 
are collinear. We define a graph G(X,L) with vertex set X in which two vertices are 
adjacent if the (infinite) line connecting them intersects L. G(X,L) is called a plane 
stage ray-shooting graph with one stage, or simply a stage graph. We also consider 
generalizations of plane l-stage ray-shooting graphs to plane ray shooting graphs from 
several stages. We assume a collection of n points on the plane in general position 
(i.e., no three co-linear) with positive y-coordinates, as well as k fixed but arbitrary 
finite, closed, non-intersecting, straight line segments (also called stages) all lying on 
the x-axis. We define a graph as follows: Vertices are the given points, and {u, v} is 
an edge if and only if the infinite (straight) line segment uu joining the point u to u 
intersects one of the k stages. We say that the graph is represented (via ray-shooting) 
by k stages. 
I. 1. Preliminaries 
A binary relation < over a set X defines a partial order P(X, <) on X if it is 
transitive and antisymmetric. The partially ordered set (or poset) P(X, <) is a linear 
order if it also satisfies x < y or y < x, for all distinct x, y E X. Let P(X, < ) be a 
poset. A realizer of P of size k + 1 is a collection of linear orders { < 0, < 1,. . . , <k} 
on the same set X such that <O n < 1 f~. . . fl <k= < . It can be proved that every 
poset can be obtained as the intersection of a number of linear orders. The minimal 
number of linear orders realizing a poset is called its dimension. 
Comparability graphs are undirected graphs G which can be oriented in such a way 
that if we have u -+ u and v + w in G then u + w is also an edge of G. Comparability 
graphs of dimension 2 have received a fair amount of attention in the literature (see 
[3, 8, 121). The following characterization theorem is from [l]. 
Theorem 1.1. A graph G is a plane ray-shooting graph if and only if G is the com- 
parability graph of a partially ordered set of dimension 2. 
Using the fact that recognition of orders of dimension 2 can be done in O(n2) time 
[12], it follows that plane ray shooting graphs can be recognized in 0(n2) time. In 
fact, our characterization theorem implies an O(min{n2, n + m log n}) time algorithm 
to recognize stage graphs with n vertices and m edges. 
1.2. Results of the paper 
We prove upper and lower bounds on the number of stages needed to represent a 
graph. We show that every graph can be represented with at most [n(n - 1)/4] stages 
and show that any tree can be represented with at most two stages. We prove the exis- 
tence of graphs which require Q(n2/log n) stages for their representation; furthermore, 
we show how to construct graphs requiring sZ(&i) stages for their representation. 
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2. Upper bounds 
For any graph G on n vertices let ST(G) be the minimum number k of stages needed 
in order to represent the graph by k stages as a multiple stage graph on n points. In 
the sequel we consider the size ST(G) as a function of the number of vertices of the 
graph. As an immediate application of Theorem 1.1 we can determine whether or not 
the stage number of a graph is 1. For example, the line graph L, on n vertices (i.e., 
a path) can be represented with a single stage and hence ST(L,) = 1. The cycle C, 
on n vertices can be represented with a single stage if and only if n < 4. Moreover, 
ST(C,, ) = 2, for n 3 5. A graph with girth 3 5 requires at least two stages for its 
representation. In addition, the complete bipartite graph K,,, can be represented with 
one stage. 
It is easy to see (see proof of Theorem 2.1) that any graph with m edges can be 
represented with at most m stages. In general, the following theorem gives an upper 
bound on the number of stages. 
Theorem 2.1. Every n vertex graph can be represented with at most [n(n - 1)/41 
stages. 
Proof. Let G be a graph with n vertices and m edges. Represent the graph on a set 
of n points in the plane which are in general position such that for all points U, v in 
the given set the line segment uv is not parallel to the x-axis. Further assume all the 
points lie above the x-axis. 
For each edge e of the graph locate a “small” stage S, (i.e., a closed interval) on the 
x-axis in such a way that the infinite line segment determined by e intersects S,, but 
for no other edge of the graph does the corresponding infinite line segment intersect 
S,. Without loss of generality we may assume the line segments S,, for e an edge of 
the graph, are pairwise nonintersecting. 
Color every such stage S, “blue”. In addition, add a “red” stage for each non-edge 
of the graph in such a way that the red and blue stages are pairwise non-intersecting. 
There are m blue stages. Let r be the number of red stages. Notice that 
m+r= 
n(n - 1) 
2 . 
Now traverse the x-axis from --oo to +oc and join adjacent stages of the same color 
into single stages of that same color. It is clear that the number s of the resulting blue 
stages is d min{ m, r}. It follows that 
n(n - 1) 
2s<Zmin{m,r}<mfr=~~ 
which proves that s < [n(n - 1)/4], as desired. 0 
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Fig. 1. A tree requiring two stages; vertices 6 and 7 cannot be placed together in the region marked R. 
2.1. Stage Number of Trees 
Fig. 2. Placing the vertices of the tree on a grid. 
Next we study the representation of trees as stage graphs. A special case of trees 
are caterpillars which have the property that the elimination of a caterpillar’s leaves, 
results in a line graph. First of all, we observe that caterpillars are precisely the trees 
representable with one stage. Fig. 1 displays a tree requiring two stages. On the other 
hand, the following theorem comes as a surprise. 
Theorem 2.2. Every tree can be represented with two stages. 
Proof. Let T be a rooted tree. Assume that the vertices of T are labeled 1,. . . , n in 
such a way that the children of vertex i, if any, have consecutive labels (see Fig. 2). 
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Fig. 3. Two stage representation. 
Using this labeling, we now find a temporary layout of 
as follows: 
T on the n x n integer grid 
1. Vertex 1 is placed on the point with coordinates (0, n - 1). 
2. If vertex i is a child of 1, place it at the point with coordinates (0,n - i). 
3. Inductively proceed as follows: Assume that vertex i has been placed on the grid 
in such a way that its parent lies on the vertical (resp. horizontal) line through it. If j 
is a child of i, place it at the point with coordinates (j - 1, n - i) (resp. (i - 1, IZ - j)) 
(see Fig. 2). Notice that in this layout of T, the edges of T may intersect. 
We now choose our stages as follows: consider the line L with equation x-y = m for 
m sufficiently large, and let the stages be the intervals Si and Sz at which L intersects 
the vertical and horizontal strips generated by the n x n lattice (see Fig. 3). 
We now claim that if m is large enough, the cones generated by any point with 
coordinates (i,j); 0 < i, j < n - 1 with the two chosen stages Si and S, are such that 
the only points of the grid contained in them are on the same horizontal or vertical line 
as (i, j). This produces a stage graph containing all the edges of T plus for each vertex i 
of T, all the edges connecting all pairs of children of i. We show how to eliminate these 
extra edges and obtain a representation of T. Starting at 1 and proceeding inductively 
on i we reposition 2,. . . , n in the following way. 
Assume that the children of 1 are vertices 2,. . . , i. Consider the cone generated by 
point 1 and St, where L is the left and R is the right segment bounding the cone. Let 
p be the point of intersection of R with the line y = n - 2. Let q be the point of 
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Fig. 4. Repositioning the tree vertices on the grid 
intersection of L with the line y = n - i. Consider now the line segment A4 joining p 
to q. Place the points j, j = 2,. . . , i from their initial position to the intersection of A4 
with the line y = n - j (see Fig. 4). 
We claim that vertices 2,..., i are no longer adjacent. Since the vertices j, j = 
2, _ _ . , i are placed in the cone of 1 to 4, 1 is connected to all of them. Because of our 
construction, the cone of any of these vertices to Si is empty, therefore they are not 
connected to each other anymore. Furthermore, the other adjacencies of j, j = 2,. . . , i, 
are unaltered, since they are still placed on the grid-lines. 
A similar procedure now applies to vertices 2,. . . , n alternating between Si and Sz 
according to the depth of vertex i in T, i = 2, _. . ,n. Our result now follows. 0 
3. Lower bounds 
In the sequel we give two lower bound proofs. The first result proves the existence of 
graphs which require n/log n stages without giving any indication on how to construct 
them. 
Theorem 3.1. There exist graphs G E 9 requiring at least Q(n/log n) stages for 
their representation. 
Proof. As was shown in [l], and discussed in Section 1.1, a l-stage graph is a compa- 
rability graph of dimension 2 and therefore it can be represented using a permutation 
E. Kranakis et al. I Discrete Applied Mathematics 75 (1997) 71-80 17 
71 on { 1,2,. . . , n} as follows: 
1. V = {(&71(i)) : i = l,..., n}, 
2. G = {{(i,rc(i)),(_j,n(j))} : i < j,n(i) < n(j)}. 
Thus every such graph can be encoded with a single permutation. Hence a graph 
which is representable with k stages can be encoded with 2k - 1 permutations. In turn, 
each of these 2k - 1 permutations can be encoded with n log n bits, for a total of 
(2k - 1)n log n bits. 
Now assume that k is such that every graph is representable with k stages. There 
are at least 2’(“‘) possible graphs and they can all be encoded with (2k - 1)n log IZ 
bits. It follows that (2k - 1)n log n = Q(n’). This proves the required lower bound. 
cl 
In the sequel we use a result of Warren [ 151 on the number of sign patterns of a set 
of polynomials in order to prove the existence of graphs whose representation requires 
superlinear number of stages. 
Let pi, ~2,. , pm be polynomials in Y variables and for x = (xi,. ,xr) let the sign- 
pattern at x be the vector (sgn p,(x), . , sgn pm(x)) consisting of + 1 and - 1. Let 
S(Pl,... , pm) be the number of different sign-patterns for all values of x E R’. 
Our main theorem makes use of the following result of Warren [ 151. 
Theorem 3.2. If p1 ,..., pm are polynomials in r variables with degree 
number of sign-patterns is 
< d then the 
Theorem 3.3. There exist graphs which require !S(n2/log n) stages for their repre- 
sentation. 
Proof. If P 1,. . . , P,, are points in the plane and [Qi, RI], . . , [Qk, Rk] are the stages then 
the resulting graph is determined by the signs of the following set of polynomials. For 
any three points P, Q, R the sign of the determinant 
D(P,Q,R) = det((P,,P,, l>,KLQ,, l),(&,R,, 1)) 
tells us whether point R is to the left or to the right of the directed line PQ. Now the 
line determined by fi and 4 hits stage [Qr,Rl] if and only if 
D(Pi,Pj, Ql)@f’i,p,,Ri) < 0. 
There are m = (!$k polynomial conditions of degree d = 4 in r = 2n + 4k variables. 
By the previous theorem the number of sign-patterns is bounded by 
n2kC 
( > 
2nt4k 
2n +4k ’ 
where C is a constant. 
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In order to represent all possible graphs this quantity must be at least 2(i). Taking 
logarithms and ignoring lower-order terms this means that 
k = s2(n2/ log n). 
This completes the proof of the theorem. q 
A more careful analysis of the proof indicates that a similar result is valid for any 
sufficiently large class Y of graphs. For example, for an arbitrary class 9 we have that 
k , log 191 - 2n log e - 6n log n 
, 
4 log( en3 ) 
Thus, we obtain the following result as a corollary. 
Theorem 3.4. For any class 9? of graphs on n vertices such that log ]Y( Z cn log n, 
for some constant c > 6, there exist graphs G E Y requiring at least Q(log (9]/log n) 
stages for their representation. 0 
By using standard results on the number of graphs of specific type (e.g., regular, 
bipartite, etc.) it is possible to determine lower bounds for such classes of graphs 
[4,5, ch. 151. 
3.1. Constructive lower bounds 
Nevertheless, Theorems 3.1, 3.3 and 3.4 still give no indication on how to construct 
graphs requiring a large number of stages. To give such a construction we use the 
previous observation that every cycle with 5 or more nodes requires at least two stages 
for its representation. This means that graphs which are representable with a single 
stage must have girth < 4. We take advantage of this fact in order to prove the 
following result. 
Theorem 3.5. Every graph G with minimal degree d and girth > 5 requires at least 
[d/2] stages for its representation via ray-shooting. 
Proof. Assume on the contrary that G can be represented with less than Ld/2J stages, 
say s. Let Gi be the subgraph of G corresponding to the ith stage. Let e,ei be the 
number of edges of the graphs G, Gi, respectively. Observe that 
2Cei >2e 
i=l 
= c degG(u) 
UEV 
3 nd. 
It follows that for some i Q s we must have that ei > ndl2.s > n. This implies that 
the graph Gi must have a cycle. However, since the girth of the graph G is k 5 so is 
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the girth of the graph Gi. This means that the graph Gi cannot be representable with 
one stage, which contradicts its very definition. 0 
What is the best lower bound that can be achieved via the construction implied by 
Theorem 3.5? In other words, for a given d what is the smallest possible number of 
nodes n of a regular graph of degree d? A well-known theorem of ErdGs and Tutte [9] 
(see also [6,10,11]) gives an indication on the number of stages required by n-node 
graphs with girth 2 5. For completeness we give its simple proof. 
Theorem 3.6. Every graph G with minimal degree d and girth 2 5 must have more 
than A2 vertices. 
Proof. Let u E V be an arbitrary but fixed vertex of the graph. Let Vi be the set of 
vertices at distance exactly i from U, where i = 0, 1,2. Notice that since the girth of 
the graph is 3 5 every vertex v E fi has exactly one edge to a vertex of P’_i. This 
means that 
IV01 = 1, IV,\ 2 d, IVzl 3 (d - l)\V,l. 
lt follows that n 3 I Vo( + I VI ( + I Vz 1 > d2 + 1, as desired, q 
There are constructions in the literature of d-regular graphs with girth 5. For example, 
see [2, 7, 9-111 as well as the inductive construction in [14,6,10,12]. An interesting 
construction of a regular bipartite graph of degree p + 1, p2 + p + 1 nodes and girth 
6, p prime, is the projective plane over the Galois Field on p elements, with p + 1 
lines each line containing exactly p + 1 points [6,10,15]. It is clear from Theorem 
3.5 that this last graph requires at least (p + 1)/2 stages for its representation. This 
gives a graph G on n vertices and 0(n312) edges such that ST(G) = Q( fi). It is also 
known [ 13, Theorem 4.21 that a graph with n > 2 vertices, girth > 5 can have at 
most in- edges. Hence, O(,/‘$ is the highest possible stage number for a graph 
obtained by Theorem 3.5. 
4. Conclusion and open problems 
The notion of stage number, as a graph theoretic parameter, seems to be interesting in 
its own right. This suggests, the search for tighter (constructive or not) upper and lower 
bounds on the stage number of specific classes of graphs. The small gap between the 
upper bound [n(n - 1)/4] and the lower bound n’/log n is left as an open problem. It 
would be interesting to know whether planar graphs can be represented with a constant 
number of stages. Our upper bounds assume that the stages lie on the x-axis and the 
points have positive y-coordinates. The lower bounds presented in this paper are valid 
even without this assumption. For fixed n, let S!?k denote the class of graphs (on n 
points in general position) which can be represented by k stages. Another interesting 
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problem is to determine the complexity of the recognition problem G E gk, both for 
fixed as well as variable k. For k = 1 graphs in !3i can be recognized in 0(n2) time. 
It has been shown in [l] that in single stage graphs (k = 1) maximum matchings 
can be computed in time O(n log2 n). It would be interesting to know if there is a 
similar “maximum matching” theorem for the graphs in $!?k that takes into account k 
as a parameter. Furthermore, it would be natural to consider variations in the stage 
placement, for example, in the exterior of the convex hull of the point set, which may 
result in interesting classes of graphs. 
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