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For a pair of n× nHermitianmatricesH and K , a real ternary homo-
geneous polynomial defined by F(t, x, y) = det(tIn + xH + yK) is
hyperbolic with respect to (1, 0, 0). The Fiedler conjecture (or Lax
conjecture) is recently affirmed, namely, for any real ternary hyper-
bolic polynomial F(t, x, y), there exist real symmetric matrices S1
and S2 such that F(t, x, y) = det(tIn + xS1 + yS2). In this paper, we
give a constructive proof of the existence of symmetric matrices for
the ternary forms associated with trigonometric polynomials.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let p(x) = p(x1, x2, . . . , xm) be a real homogeneous polynomial of degree n. The polynomial p(x)
is called hyperbolic with respect to a real vector e = (e1, e2, . . . , em) if p(e) = 0, and for all vectors
w ∈ Rm linearly independent of e, the univariate polynomial t → p(w − te) has all real roots. Let A
be an n × nmatrix. The real ternary form F(t, x, y) associated with A is defined as
F(t, x, y) = det(tIn + x(A + A∗)/2 + y(A − A∗)/(2i)). (1.1)
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Kippenhahn [6] characterized that the numerical range W(A) = {x∗Ax; x ∈ Rn, ‖x‖ = 1} of A is the
convex hull of the real affine part of the dual curve of the curve F(t, x, y) = 0.
For any real pairs x and y, the matrix x(A + A∗)/2 + y(A − A∗)/(2i) is Hermitian which has all
real eigenvalues. Therefore, the ternary form F(t, x, y) associated with A is hyperbolic with respect to
(1, 0, 0). The converse part of determinantal representation was conjectured by Fiedler [3] and Lax
[7], namely, for any real ternary hyperbolic form F(t, x, y), there exist Hermitian(or real symmetric)
matrices S1 and S2 such that
F(t, x, y) = det(tIn + xS1 + yS2). (1.2)
The dehomogenized polynomial f (x, y) = F(1, x, y) in (1.1) plays an important role to deal with the
numerical range of A. Such f is called a real zero polynomial, that is, for any vector (x, y) ∈ R2, the
univariate polynomial t → f (tx, ty) has all real roots. Recently, the Fiedler–Lax conjecture is affirmed
in Ref. [8] based on the papers [4,13]. Real zero polynomials are characterized in Proposition 6 of [8]
via hyperbolic forms. Related topics are discussed by some authors (cf. [2,9]). However, the method
to construct S1 and S2 given in Ref. [4] is rather complicated to perform an explicit construction of S1
and S2. In the case that F(1, x, y) = 0 is a rational curve, a simpler method is provided by Henrion
[5] based on Bezoutians. In Ref. [1], the authors of this paper deal with a typical rational plane curve,
called roulette curve, given by
x(θ) = cos(mθ) + a cos((m − 1)θ),
y(θ) = sin(mθ) − a sin((m − 1)θ),
0  θ  2π,m = 2, 3, . . ., and 0 < a < 1. It turns out that this roulette curve is the curve of the
ternary form associated with a matrix.
In this paper, we apply Henrion’s method to construct real symmetric matrices S1 and S2 satisfying
(1.2) for a hyperbolic form Fφ corresponding to a general trigonometric polynomial φ. A criterion for
the associated form Fφ to be hyperbolic with respect to (1, 0, 0) is given.
2. Construction
Let φ(θ) be a complex trigonometric polynomial defined by
φ(θ) =
m∑
j=−m
cj exp(ijθ), (2.1)
where i = √−1. The conjugate of (2.1) is denoted by
ψ(θ) =
m∑
j=−m
cj exp(−ijθ) =
m∑
j=−m
c−j exp(ijθ). (2.2)
The curve Cφ in the Gaussian plane associated with the trigonometric polynomial φ is defined as
Cφ = {(	(φ(θ)),
(φ(θ))) : 0  θ  2π}.
By changing s = tan(θ/2), (2.1) and (2.2) become
φ(θ) = c0 +
m∑
j=1
⎛
⎝cj
(
1 − s2
1 + s2 + i
2s
1 + s2
)j
+ c−j
(
1 − s2
1 + s2 − i
2s
1 + s2
)j⎞⎠ , (2.3)
ψ(θ) = c0 +
m∑
j=1
⎛
⎝c−j
(
1 − s2
1 + s2 + i
2s
1 + s2
)j
+ cj
(
1 − s2
1 + s2 − i
2s
1 + s2
)j⎞⎠ .
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Then
φ(θ)um =
m∑
j=−m
cju
m+j, (2.4)
ψ(θ)um =
m∑
j=−m
c−jum+j,
where u = ((1 − s2) + 2is)/(1 + s2). The function (1 + s2)mφ(θ) is then expressed as a polynomial
in s of degree 2m:
(1 + s2)mφ(θ) = α2ms2m + α2m−1s2m−1 + · · · + α1s + α0, (2.5)
where the leading coefficient α2m = ∑mj=−m(−1)jcj and the constant term α0 = ∑mj=−m cj. Denote
x = x(θ) = 	(φ(θ)) the real part of φ(θ), and y = y(θ) = 
(φ(θ)) the imaginary part. From (2.5),
we have the equations
L1(s, x) = −(s2 + 1)mx + a2ms2m + a2m−1s2m−1 + · · · + a1s + a0 = 0, (2.6)
L2(s, y) = −(s2 + 1)my + b2ms2m + b2m−1s2m−1 + · · · + b1s + b0 = 0, (2.7)
for some real coefficients aj, bj, j = 2m, 2m − 1, . . . 1, 0. In particular, a0 = ∑mj=−m 	(cj), b0 =∑m
j=−m 
(cj), a2m =
∑m
j=−m(−1)j	(cj) and b2m =
∑m
j=−m(−1)j
(cj).
Our aim in this section includes the following three subjects
(i) to present a real form F(t, x, y) for which the curve F(1, x, y) = 0 in the Euclidean plane contains
the curve Cφ ,
(ii) to give a criterion of the form F(t, x, y) to be hyperbolic,
(iii) to find Hermitian matrices so that F(t, x, y) has determinantal representation.
From (2.6) and (2.7), we define two polynomials
L˜1(s, x, t) = −(s2 + 1)mx + t(a2ms2m + a2m−1s2m−1 + · · · + a1s + a0),
L˜2(s, y, t) = −(s2 + 1)my + t(b2ms2m + b2m−1s2m−1 + . . . + b1s + b0).
Consider the two polynomials in s, there are coefficients αj(x, t), βj(y, t) so that
L˜1(s, x, t) =
2m∑
j=0
αj(x, t)s
j, (2.8)
L˜2(s, y, t) =
2m∑
j=0
βj(y, t)s
j. (2.9)
The Bezoutian matrix of (2.8) and (2.9) is a (2m) × (2m)matrix
Bez = {(gi,j), 1  i, j  2m},
where
gi,j =
∑
0kmin(i−1,j−1)
(αi+j−1−k(x, t)βk(y, t) − αk(x, t)βi+j−1−k(y, t))
(for Bezoutian, see, [10,14]). For example, whenm = 2, the 4 × 4 Bezoutian matrix
Bez = (gij), 1 ≤ i, j ≤ 4
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is symmetric with entries
g11 = α1β0 − α0β1, g12 = α2β0 − α0β2,
g13 = α3β0 − α0β3, g14 = α4β0 − α0β4,
g22 = α3β0 + α2β1 − α1β2 − α0β3, g23 = α4β0 + α3β1 − α1β3 − α0β4,
g24 = α4β1 − α1β4, g33 = α4β1 + α3β2 − α2β3 − α1β4
g34 = α4β2 − α2β4, g44 = α4β3 − α3β4
We define a form F˜(t, x, y) of degree 4m as the Bezoutian determinant det(Bez). Decompose Bez
as
Bez = t2 A1 + t xA2 + t yA3, (2.10)
where A1, A2, A3 are (2m)× (2m) real symmetric matrices. Define a ternary form associated with the
trigonometric polynomial φ(θ) by
F(t, x, y) = F˜(t, x, y)/t2m = det(tA1 + xA2 + yA3).
The form F(t, x, y) is not necessarily irreducible in C[t, x, y]. By the analyticity of φ(θ), there exists a
unique irreducible factor F0(t, x, y) of F(t, x, y) such that
F0(1,	(φ(θ)),
(φ(θ))) = 0
for 0  θ  2π .
Theorem 2.1. Let φ(θ) be the trigonometric polynomial defined in (2.1), and A1 be the associated ma-
trix defined in (2.10). If cm = 0, ∑mj=−m(−1)jcj = 0 and det(A1) = 0 then the two polynomials
L1(s, 0), L2(s, 0) in (2.6) and (2.7) have a common root s0 in the Gaussian plane for which u0 = 0.
Proof. By the condition
∑m
j=−m(−1)jcj = 0, at least one of the coefficients a2m, b2m does not vanish.
It is well known that det(Bez) = 0 if and only if the polynomials (2.8) and (2.9) have a common
root. Hence the condition det(A1) = 0 implies that the two real polynomials L1(s, 0), L2(s, 0) have
a common root s = s0 in the Gaussian plane. If s0 is an imaginary number, then its conjugate is
also a common root since L1(s, 0), L2(s, 0) are real polynomials. Suppose s0 = ±i is a common root
of L1(s, 0) = L2(s, 0) = 0 then, from (2.3), we have 4mcm = 4mc−m = 0, a contradiction to the
assumption. Thus s20 + 1 = 0. By the Eqs. (2.4) and (2.5), the two polynomials L1(s, 0), L2(s, 0) have
a common root s0 for which u0 = ((1 − s20) + 2is0)/(1 + s20) = −(s0 − i)2/(1 + s20) = 0. 
We focus on a trigonometric polynomial φ(θ) with a relatively large |cm| so that φ(θ) = 0 for
0  θ  2π and dArg(φ(θ))/dθ) = d
(Log(φ(θ))/dθ) is positive in an interval (a, b) ⊂ [0, 2π ].
Theorem 2.2. Let φ(θ) be the trigonometric polynomial defined in (2.1) satisfying φ(θ) = 0 for 0 
θ  2π and cm = 0. Then the following two conditions are mutually equivalent.
(i) Every root of the polynomial p(z) = c−m + c−m+1z + · · · + cmz2m is contained in the open unit disc{z : |z| < 1}.
(ii) The function Arg(φ(θ)) = 
(Log(φ(θ))) is strictly increasing on the interval 0  θ  2π , and the
winding number of φ(θ) around 0 for 0  θ  2π is m.
Proof. (ii) ⇒ (i). By the condition cm = 0 and φ(θ) = 0, the polynomial p(z) = c−m + . . .+ cmz2m
has no root on the unit circle |z| = 1. It is clear that
p (exp(iθ)) = φ(θ) exp(i mθ).
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The condition (ii) implies that the winding number of p(exp(iθ)) for 0  θ  2π is 2m. Hence every
root of p(z) is contained in the unit disc by Cauchy’s argument principle.
(i) ⇒ (ii). Assume that the roots of p(z) are αj with |αj| < 1, j = 1, 2, . . . , 2m. Then
Arg(φ(θ)) = Arg
⎛
⎝cm exp(−imθ) 2m∏
j=1
(exp(iθ) − αj)
⎞
⎠
= Arg(cm) +
2m∑
j=1
(
−θ
2
+ Arg(exp(iθ) − αj)
)
.
Hence, it suffices to prove that∫ 2π
0
dArg
(
exp
(
i
θ
2
)
− α exp
(
−iθ
2
))
= π,
and
d
dθ
(
Arg
(
exp
(
i
θ
2
)
− α exp
(
−iθ
2
)))
> 0,
0  θ  2π , |α| < 1. By the equality
exp
(
i
θ
2
)
− |α| exp(iψ) exp
(
−iθ
2
)
=
(
exp
(
i
(
θ
2
− ψ
2
))
− |α| exp
(
−i
(
θ
2
− ψ
2
)))
exp
(
i
ψ
2
)
,
we may assume that 0  α < 1. In this case, the function
g(θ) = Arg(exp(iθ/2) − α exp(−iθ/2))
satisfies
g(θ) = θ
2
+ 
(Log(1 − α exp(−iθ)).
Then we compute that
∫ 2π
0
g′(θ)dθ =
∫ 2π
0
1
2
+ 

(
αi exp(−iθ)
1 − α exp(−iθ)
)
dθ
=
∫ 2π
0
1 − α2
2(1 − 2α cos θ + α2)dθ = π,
g′(θ) = 1
2
+ 

(
αi exp(−iθ)
1 − α exp(−iθ)
)
= 1 − α
2
2(1 − 2α cos θ + α2) > 0,
∫ 2π
0
g′(θ)dθ =
∫ 2π
0
1 − α2
2(1 − 2α cos θ + α2)dθ = π,
which completes the proof. 
Nextwe give a sufficient condition for the ternary form F(t, x, y) associatedwithφ to be hyperbolic
with respect to (1, 0, 0).
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Theorem 2.3. Let φ(θ) be the trigonometric polynomial defined in (2.1) that satisfies the following
conditions
(i) cm = 0,
(ii) φ(θ) = 0 for 0  θ  2π ,
(iii) the function Arg(φ(θ)) = 
(Log(φ(θ))) is strictly increasing on [0, 2π ],
(iv) the winding number of φ(θ) around 0 for 0  θ  2π is m.
Then the form F(t, x, y) associated with φ is hyperbolic with respect to (1, 0, 0).
Proof. Since cm = 0, the degree of F(1, x, y) in x, y is exactly 2m. We shall prove that F(1, 0, 0) =
0. If φ(θ) = cm exp(imθ) then F(t, x, y) is a constant multiple of (x2 + y2 − c2mt2)m and hence
F(1, 0, 0) = 0. We may assume that the polynomial p(z) = cmz2m + · · · + c−m has a non-zero root.
Suppose F(1, 0, 0) = 0, that is, det(A1) = 0. By Theorem 2.1, the two polynomials
m∑
j=m0
cjz
j−m0 ,
−m0∑
j=−m
c−jzj−m0
would have a non-zero common root, wherem0 < m be the minimal integer j with cj = 0. However
this is impossible since every root z0 of the former polynomial satisfies |z0| < 1, and the roots of the
later are expressed as 1/z0 by such roots. Hence we proved that F(1, 0, 0) = 0.
Next we examine the roots of the equation F(t, x0, y0) = 0 in t for (x0, y0) ∈ R2. By the conditions
on the function φ, there exist points 0  θ1 < θ2 < · · · < θ2m < 2π satisfying
	(φ(θj)) : 
(φ(θj)) = 1 : tan θ
for every angle 0  θ < π . Thus the equation F(t, x0, y0) = 0 in t has 2m non-zero real solutions
counting the multiplicities for every non-zero (x0, y0) ∈ R2. By the analyticity of the function φ(θ)
and the relation F(1,	(φ(θ)),
(φ(θ))) = 0 for 0  θ  2π , F(t, x, y) has a unique irreducible
factor F1(t, x, y) which is hyperbolic with respect to (1, 0, 0) and F is expressed as F = Fp1 for some
integer p  1. 
Remark. Wegive an example of a trigonometric polynomial which satisfies condition (iii) of Theorem
2.3 but does not satisfy (iv). Consider the trigonometric polynomial
φ(θ) = 1
100
exp(−2iθ) − 5 exp(iθ) + exp(2iθ).
Then
d
dθ
Arg(φ(θ)) > 0
for every 0  θ  2π . But the winding number of φ(θ) around 0 for 0  θ  2π is not 2 but 1.
Theorem 2.4. Let φ(θ) be the trigonometric polynomial defined in (2.1) that satisfies conditions (i), (ii),
(iii), (iv) of Theorem 2.3. Then the (2m) × (2m) real symmetric matrix A1 in (2.10) associated with φ(θ)
is positive definite.
Proof. We may assume that cm = 1. Consider an one-parameter family of trigonometric polynomi-
als φν :
φν(θ) = exp(imθ) +
m−1∑
j=−m
cjν
m−j exp(ijθ)
for 0  ν  1. Then φ1(θ) = φ(θ) and φ0(θ) = exp(imθ). Denote by A1[ν] the real symmetric
matrix associated with φν in (2.10). By Theorem 2.3, every form Fν associated with φν is hyperbolic
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with respect to (1, 0, 0), and thus Fν(1, 0, 0) = det(A1[ν]) = 0 for 0  ν  1. The eigenvalues of
A1[ν] depend continuously on the parameter ν . For the trigonometric polynomial φ0(θ), the zeros of
the polynomial φ0(θ)(1 + s2)m = (−1)m(s − i)2m are contained in the upper half-plane 
(s) > 0.
Then the matrix A1[0] is positive definite by Hermite’s criterion (cf. [11,15]). If the matrix A1[1] has a
negative eigenvalue then, by the intermediate value theorem, there exists 0 < ν < such that A1[ν]
has a zero eigenvalue. It implies that det(A1[ν]) = 0, a contradiction. Thus A1 = A1[1] is positive
definite. 
Corollary 2.5. Let φ(θ) be a complex trigonometric polynomial given by (2.1) with coefficients satisfying
the condition
m−1∑
j=−m
|cj| < |cm|. (2.11)
Then the matrix A1 in (2.10) associated with φ(θ) is positive definite.
Proof. Weassume that the coefficients cJ ’s satisfy (2.11). The condition (i) of Theorem2.4 clearly holds.
Let
p(z) = cm + c−m+1z + · · · + cmz2m.
Suppose that z0 is an arbitrary complex number with |z0|  1. Then we have
|c−m + c−m+1z0 + · · · + cm−1z2m−10 + cmz2m0 |
 |cm||z0|2m − |c−m + c−m+1z0 + · · · + c−m+1z2m−10 |
 |cm||z0|2m −
(
|c−m| + |c−m+1| + · · · + |cm−1|
)
|z0|2m−1

(
|cm| − (|c−m| + |c−m+1| + · · · + |cm−1|)
)
|z0|2m > 0.
Thus every root z0 of the polynomial p(z) satisfies |z0| < 1. Hence the trigonometric polynomial φ(θ)
does not vanish on the interval 0  θ  2π , that is, the condition (ii) of Theorem 2.3 holds. Then, by
Theorem 2.2, the conditions (iii) and (iv) of Theorem 2.3 are satisfied. Therefore, by Theorems 2.4, the
matrix A1 is positive definite. 
Let φ(θ) be a trigonometric polynomial and t2A1 + txA2 + tyA3 be the Bezout matrix defined in
(2.10), where A1, A2, A3 are real symmetric. If φ(θ) satisfies conditions (i), (ii), (iii), (iv) of Theorem
2.3, then A1 is positive definite. In this case,
tA1 + xA2 + yA3 = A1/21
(
tI2m + x
(
A
−1/2
1 A2A
−1/2
1
)
+ y
(
A
−1/2
1 A3A
−1/2
1
))
A
1/2
1 .
A constructive solution of the Lax conjecture of determinantal representation of F(t, x, y) by a pair of
real symmetric matrices A
−1/2
1 A2A
−1/2
1 and A
−1/2
1 A3A
−1/2
1 is then obtained as follows.
Theorem2.6. Let F(t, x, y) be the real hyperbolic ternary formassociatedwith a trigonometric polynomial
φ(θ) in (2.1) which satisfies (i), (ii), (iii), (iv) of Theorem 2.3. Then
F(t, x, y)
det(A1)
= det
(
tI2m + x
(
A
−1/2
1 A2A
−1/2
1
)
+ y
(
A
−1/2
1 A3A
−1/2
1
))
,
where t2A1 + txA2 + tyA3 is the Bezout matrix defined in (2.10).
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