This study proposes a trainable adaptive window switching (AWS) method and apply it to a deep-neural-network (DNN) for speech enhancement in the modified discrete cosine transform domain. Timefrequency (T-F) mask processing in the short-time Fourier transform (STFT)-domain is a typical speech enhancement method. To recover the target signal precisely, DNN-based short-time frequency transforms have recently been investigated and used instead of the STFT. However, since such a fixed-resolution short-time frequency transform method has a T-F resolution problem based on the uncertainty principle, not only the short-time frequency transform but also the length of the windowing function should be optimized. To overcome this problem, we incorporate AWS into the speech enhancement procedure, and the windowing function of each time-frame is manipulated using a DNN depending on the input signal. We confirmed that the proposed method achieved a higher signal-to-distortion ratio than conventional speech enhancement methods in fixed-resolution frequency domains.
INTRODUCTION
Speech enhancement is used to recover the target speech from a noisy observed signal. A recent advancement in this area is the use of deep learning to estimate a time-frequency (T-F) mask [1] [2] [3] [4] [5] [6] ; a T-F mask is estimated using a deep-neural-network (DNN) and applied to T-F represented observation, then the estimated signal is re-synthesized using the inverse transform. Traditionally, the shorttime Fourier transform (STFT) and a real-valued T-F mask is used as a T-F transform and its T-F mask, respectively. This means most algorithms only manipulate the magnitude; thus, the performance upper bound is limited by the noisy phase. To overcome this limit, phase-reconstruction methods, including complex-valued T-F mask estimation [7] , consistency-based methods [8, 9] , model-based methods [10, 11] , and DNN-based phase estimation [12] [13] [14] [15] , have been investigated.
In contrast to the phase-reconstruction methods, the use of another T-F transforms have also been investigated. Using a realvalued T-F transform, such as the modified discrete cosine transform (MDCT) [16] , enables us to avoid dealing with phase prediction [17] , and we have reported that a DNN for estimating a T-F mask in the MDCT domain can be trained by extending DNN-based source enhancement to end-to-end manner [18] . More recently, trainable T-F transforms have been investigated such as auto-encoder transform [19, 20] , STFT convolution [21] , TasNet [22] , and the use of the warped filter bank frame [23] . Here, "trainable" means that the parameters of transform can be trained for minimizing an objective function. These studies suggest the existence of a more suitable basis-domain than the STFT-domain for speech enhancement. Another problem of T-F analysis in audio signal processing is the T-F resolution tradeoff; a fixed-resolution short-time frequency transform has a T-F resolution problem based on the uncertainty principle. Figure 1 shows an example of this problem in speech enhancement. The length of the windowing function L relates to the resolution of both time and frequency components; a long L results in better frequency resolution but poor time resolution, and vice versa. Thus, although a long L results in a higher segmental signalto-distortion ratio (SDR) in the stationary phoneme intervals, it also results in a worse segmental SDR at the change points of phonemes and/or consonant intervals. Thus, to recover the target signal more precisely, not only the basis functions of the short-time frequency transform but also L should be manipulated depending on the characteristics of each time-frame.
We propose a trainable adaptive window switching (AWS) method and apply it to the MDCT-domain speech enhancement. In AWS [24, 25] , L is manipulated depending on the characteristics of each segment, and L is operated by a binary variable that denotes whether the target frame should be analyzed using a long or short window. Thus, since the unknown parameter of AWS is the binary variable, the proposed method estimates this variable by using a DNN, and both a binary-decision DNN and mask-estimation DNN are simultaneously trained to minimize the same objective function.
CONVENTIONAL METHOD

General form of T-F mask processing
Let us consider that the K samples of time-domain observation x = (x1, x2, ..., xK ) ⊤ is a mixture of a target s and noise n as x = s + n, (1) where ⊤ denotes the transposition. The goal with speech enhancement can be formulated as recovering an estimate of s asŝ from x.
In T-F mask processing,ŝ can be estimated using two functions; a T-F transform function P : x → X and T-F mask estimator M θ with parameter θ. Here, X is a T-F representation of x, and M θ outputs a T-F mask with the same size as X. Thus, T-F mask processing can be generally written aŝ
where P −1 is the (pseudo-)inverse transform of P, ϕ is an acoustic feature extracted from x, and ⊙ denotes the element-wise product. In most cases, P is taken to be the STFT, and M θ returns a realvalued T-F mask. These values are constrained to lie between 0 to 1.
Recently, M θ has been implemented using a DNN, and θ has been trained to minimize an objective function J θ by using the gradient method.
A problem with T-F mask processing in the STFT-domain is that a real-valued T-F mask only manipulates the magnitude; thus, the upper bound of speech enhancement performance is limited by the noisy phase. There are roughly two solutions, i.e., the use of a phasereconstruction methods [7] [8] [9] [10] [11] [12] [13] [14] or another T-F transform [18] [19] [20] [21] [22] . In this study, we focus on the later, and in the next section, we briefly describe speech enhancement in the MDCT-domain [18] .
T-F mask processing in the MDCT-domain
First, we separate x into T short-time signals of length L = L/2 without overlap, where an even number L is the length of the windowing function. Then, the t-th separated signal is written as xt := (x L(t−1)+1 , x L(t−1)+2 , ..., x L(t−1)+L ) ⊤ .
(
Then, the MDCT and its inverse can be written as
respectively. Here, X C t := ( X C t,1 , ..., X C t,L ) ⊤ are MDCT coefficients and M = CW ∈ R L×L is the analysis matrix. The matrices C ∈ R L×L and W ∈ R L×L are the MDCT matrix and a diagonal matrix for windowing, respectively. In the MDCT, the analysis/synthesis windowing function must satisfy the Princen-Bradley condition [16] , and the sine-window is typically used. Since C is not a square matrix, it does not have the inverse. Thus, xt ̸ = x (C2) t and x (C2) t include time-domain aliasing. In the MDCT, this aliasing can be canceled by overlap-add as
Since P and P −1 are defined with (4) and (5) , generalized T-F mask processing (2) is possible in the MDCT-domain as follows:
andŝ is calculated by adding these outputs aŝ st =ŝ 
(2) Mask estimation DNNs (9) (1) Trainable adaptive window switching 
Adaptive window switching in the MDCT-domain
Although T-F mask processing is powerful for speech enhancement, it may have a T-F resolution problem, as shown in Fig. 1 . The AWS in the MDCT-domain [24, 25] overcomes the T-F resolution problem without losing the perfect-reconstruction (PR) property by switching the four types of windows labeled "long", "start", "short", and "stop". A "long" window with length Llong is used when the signal spectrum remains stationary or varies slowly over time. When the signal changes rapidly, a "short" window with length Lshort is used. The transition windows "start" and "stop" are used to change windows without losing the PR property; the start window is used in a transition from long to short and vice versa. This transition is manipulated using a one-hot-vector at = (a1,t, a2,t). If a1,t = 1 or a2,t = 1, the window is changed to be "long" or "short", respectively, as shown in Fig 2. In the audio-coding area, at is determined based on a psycho-acoustics model [26] .
PROPOSED METHOD
Trainable adaptive window switching
Since fixed-resolution T-F transform connotes the T-F resolution trade-off, as shown in Fig 1, for speech enhancement, not only the short-time frequency transform but also the window lengths should be trained to change L. Thus, we propose a speech enhancement method with a trainable AWS, as shown in Fig. 3 . First, we generalize trainable T-F transform. "Trainable" means that a T-F analysis function P is parameterized by θP , and we can train θP to minimize an objective function. Thus, in contrast to (2) , generalized T-F mask processing with a trainable T-F transform can be written asŝ = P −1
] . In AWS, the four types of windows are switched using at = (a1,t, a2,t); thus, we estimate at by using a DNN A θ P and incorporated into a T-F analysis function. Since at is a one-hot-vector, the sigmoid or softmax activation is not suitable for estimating at. To use the backpropagation algorithm, logical operators, such as "switch" and/or "if", are not also suitable because the output signal needs to be differentiable w.r.t. θP . Thus, as an implementation, we use the Gumbelsoftmax activation [27] to obtain at = G (A θ P [xt], τ ) , where G is the Gumbel-softmax activation and τ is the sofmax temprature.
Then, a one-hot-vector zt = (z1,t, z2,t, z3,t, z4,t) ⊤ , which denotes the selected window at time-frame t, can be calculated by the following recursive formula as
where z1,t = 1, z2,t = 1, z3,t = 1, and z4,t = 1 denote the selected window at t as "long", "start", "short" and "stop", respectively. The matrices Q:,:,i are the following state-transition matrices:
As an example of (8), when a1,t = 1 and the window of t − 1 is "short" zt−1 = (0, 0, 1, 0) ⊤ , the j = 3rd column of Q:,:,1 is added to zt−1. Namely, zt = zt−1 + Q:,3,1 = (0, 0, 0, 1) ⊤ . Thus, the window at t is "stop". Since the windowing function at t is selected, the output signal can be obtained with four MDCT analysis matrices Mj and DNNbased T-F mask estimators M j θ M,j corresponding to the j-th window. The implementation of Mj is described in the next section. First, the output signal of the j-th window is calculated as
where ϕj,t is the input vector for the j-th window at t. Then, since zt is a one-hot-vector, the output signal can be obtained as a zj,tweighted sum ofŝ
as follows:
Implementation of analysis matrices
As an objective function for the training of DNN parameters, the following mean-absolute-error (MAE) is often used:
where ∥·∥1 means the L1 norm, and θ = {θA, θM,1, θM,2, θM,3, θM,4}. Since J WA θ independently evaluates the estimated accuracy of st for each t, it is better for the length of st in all t be the same for computational efficiency even though L is not the same in each t. To satisfy this constraint, the size of the analysis matrices of "long" M1 and "short" M3 must be the same. To achieve this, we design M3 to use the "short" Llong/Lshort times consecutively. Namely, we connect Llong/Lshort analysis matrices of the "short" window in the row direction, as shown in Fig. 4 . Then, the analysis matrix outputs the connected Llong/Lshort MDCT spectra, which are analyzed by the "short" window with half-overwrap. The details of the implementation of each analysis matrix are as follows:
where Clong and Cshort is the MDCT matrix with Llong and Lshort, respectively. The "long" and "short" windows are w l and w s , respectively, and w l 1 and w l 2 denote the first and later half of w l , respectively. The vectors 1 and 0 are one/zero vectors with Llong/4 − Lshort/4, respectively, and I C,h and I R,h denote the indexes of a matrix with h ∈ {0, ..., Llong/Lshort − 1} as follows: 
Proposed and comparison methods
We tested Llong = 512 and Lshort = 128. Bi-directional long shorttime memory (BLSTM) with two 512-unit layers was used as M j and P. Since the MDCT-spectrum is not shift invariant, we used the modified complex lapped transform (MCLT) spectrum [28] as the input feature of M j ; ϕj,t was calculate as the before/after R = 5 frame concatenated the log-amplitude-MCLT spectrum with j-th window length. The ϕ1,t was used as the input feature of A and τ = 10 −4 was used as the temperature parameter. The rectified linear unit and sigmoid function were used as the activation functions of the first and output layer, respectively. We also used the following two pre-trainings and one fine-tuning; (i) M 1 and M 3 were trained using only "long" and "short" windows, and M 2 and M 4 were trained alternately using "start" and "stop" windows. The objective function was J WA θ . (ii) The P was trained to minimize
p(ai,t = 1) ln p(ai,t = 1) q(ai,t = 1) . Here, p(a1,t = 1) = elong,t/(elong,t + eshort,t) and p(a2,t = 1) = eshort,t/(elong,t + eshort,t), where elong,t and eshort,t are ∥st+1 −ŝt+1∥1 when using the long and short window, respectively. The q(a1,t = 1) and q(a2,t = 1) were the outputs of the softmax function of A instead of the Gumbel-softmax. (iii) The M j and A were fine-tuned to minimize the following objective function simultaneously:
where λ = 0.1.
To investigate the effectiveness of AWS, the proposed method was compared with fix-resolution T-F transforms, i.e., the STFT with size 512 points and the MDCT with L = 512 and L = 128. The same BLSTM architecture as M j was used for each method. Before/after 5 frames concatenated log amplitude STFT spectrum was used as the input feature for STFT, and MCLT-based acoustic features ϕ1,t and ϕ3,t were used as that of the MDCTs, respectively. Each method was trained for minimizing J WA θ .
Datasets and training setup
The Wall Street Journal (WSJ-0) corpus and noise dataset CHiME-3 were used as the training dataset. The WSJ-0 dataset consisted of 14633 utterances. CHiME-3 consisted of four types of background noise: cafes, street junctions, public transport (buses), and pedestrian areas [29] . The noisy signals was formed by mixing clean speech utterances with the noise at signal-to-noise ratio (SNR) levels of -6 to 12 dB. As the test datasets, 400 utterances randomly selected from the TIMIT corpus were used for the target-source dataset, four types of ambient noise F16, factory 1, M109, and Machinegun from the NOISEX92 dataset were used as the noise dataset.
The training schedule was designed based on [30] . We defined an epoch as having 1k utterances and train with a minibatch of 5 utterances. We fixed the learning rate for the initial 100 epochs and decreased it linearly between 100-300 epochs down to a factor of 100 using Adam which was started with a learning rate of 10 −3 . We also used annealed dropout [31] for BLSTM layers, where we started with an initial dropout rate of 0.5 and reduce it linearly after 50 epochs. We always concluded training after 300 epochs.
Objective experiment
The speech enhancement performance of the proposed method was compared with those of the conventional methods using SDRimprovement. Two input SNR conditions, -6 and 6 dB, were tested. Table 1 shows the evaluation results. Under most of input SNR and noise conditions, the proposed method outperformed conventional methods, i.e. fixed-frequency transforms. Although some scores of MDCT (L = 512) were lower than that of the STFT and MDCT (L = 128), the proposed method outperformed both methods. These results indicate that to locally use a short instead of long window is effective. SDRs of STFT were higher than that of MDCT (L = 512) in some conditions, thus the STFT maybe more effective depending on noise type. Fortunately, AWS can be used for not only the MDCT but also other T-F transforms including the STFT. Thus, incorporating the trainable AWS into the STFT will improve speech enhancement performance in the STFT-domain. Figure 5 shows an example of the AWS of the proposed method. When a "long" window was used in all ts, the segmental SDRs were higher at around 0.3, and 2.0 sec, namely, the spectrum remained stationary or varied slowly. On the other hand, when a "short" window was used in all ts, the segmental SDRs were higher at around 0.8 and 1.4 sec, namely, significant change point of phoneme. The proposed method selected the better window when a clear difference appeared in the segmental SDR. This may be a reason the proposed method outperformed the fixed-resolution T-F transforms.
CONCLUSIONS
We proposed a trainable AWS method and applied it to the MDCTdomain speech enhancement. AWS is incorporated into the speech enhancement procedure and the parameters for manipulating each window are estimated using a DNN. The experimental results indicate that the proposed method outperformed the fixed-resolution T-F transforms. Thus, we conclude that the proposed method can be effective for speech enhancement.
In the experiments, the proposed method was not compared with trainable T-F transforms because trainable AWS with these methods is not an antithetical concept. Thus, we plan to develop a more flexible trainable T-F transform; simultaneous optimization of trainable T-F transforms and AWS.
