We study two-receiver Poisson channels using tools derived from stochastic calculus. We obtain a general formula for the mutual information over the Poisson channel that allows for conditioning and the use of auxiliary random variables. We then use this formula to compute necessary and sufficient conditions under which one Poisson channel is less noisy and/or more capable than another, which turn out to be distinct from the conditions under which this ordering holds for the discretized versions of the channels. We also use general formula to determine the capacity region of the more capable Poisson broadcast channel with independent message sets, the more capable Poisson wiretap channel, and the general two-decoder Poisson broadcast channel with degraded message sets.
I. INTRODUCTION
The Poisson channel models a direct-detection optical communication system in which the input to the channel X T 0 represents the strength of the optical input signal, and the output of the channel is a Poisson process with rate aX T 0 + λ, where a accounts for attenuation and λ represents the rate of the dark current. Capacity studies of this channel have been ongoing since it was introduced as a viable model in [1] , [2] .
Broadly speaking, the channel has been studied using two mathematical approaches. Early work calculated mutual information and related quantities for the channel using stochastic calculus and, in particular, the theory of point process martingales [3] , [4] . Most later work followed the approach of Wyner [5] who argued that the encoder and decoder could be restricted to use the channel so that it behaves like a discrete-time, memoryless, binary channel, with no essential loss of performance. One then applies standard techniques for such channels [6] - [9] .
We espouse the former approach in this paper, both on the general principle that, when the existing tools are insufficient for a new problem, it is preferable to extend the tools rather than to reduce the problem, and for certain pragmatic reasons. The reduction to a discrete-time binary channel is somewhat involved, and it must be reproved for each new variation. Once the appropriate stochastic-calculus-based tools have been developed, on the other hand, they can be directly applied to new problems. Moreover, it is unclear how to extend Wyner's [5] reduction to some setups, such as the wiretap version of the channel considered herein.
Of course, the stochastic calculus approach also has its disadvantages: it requires more sophisticated mathematics, and one cannot apply results from the extensive literature on discrete memoryless channels. One cannot even presume that the capacity is governed by the maximal mutual information, for instance, an oversight in the early work that used this approach. On the other hand, once the necessary tools are developed, coding theorems follow expeditiously.
The goal of this paper is to develop those tools that are necessary for various multi-decoder extensions of the Poisson channel. The two-decoder Poisson channel consists of a single transmitter (which inputs process X T 0 ) and two receivers with output processes Y T 0 and Z T 0 , where Y T 0 and Z T 0 are Poisson process with rates a y X T 0 + λ y and a z X T 0 + λ z , respectively. We shall consider both the broadcast channel (either with independent or degraded message sets) and the wiretap channel (where one of the receivers is an eavesdropper).
We derive a general formula for the mutual information over a Poisson channel, which generalizes an existing formula [3] , [4] by allowing the use of auxiliary random variables and conditioning. We also obtain a continuoustime Csiszár-sum-like identity for Poisson channels. Using these tools, we obtain necessary and sufficient conditions for which the broadcast channel is less noisy and more capable, and show that these orderings are in fact equivalent. These conditions turn out not to be equivalent, however, to the analogous conditions for the discrete-time binary channel obtained as a reduction of the Poisson channel [10] , indicating that some care is required when interpreting results obtained via this reduction. We also rederive the capacity of the more capable broadcast channel with independent message sets (found earlier using the reduction method [10] ), extend the secrecy capacity results of the degraded wiretap channel to the more capable wiretap channel, and obtain the capacity of the broadcast channel with degraded message sets.
II. PRELIMINARIES
We will construct a probability space (Ω, F, P ) on which all stochastic processes considered here are defined. For a finite T > 0, let (F t : t ∈ [0, T ]) be an increasing family of σ-fields with F T ∈ F. Stochastic processes are denoted as X T 0 = {X t , 0 ≤ t ≤ T }. The process X T 0 is said to be adapted to the history (F t : t ∈ [0, T ]) if X t is F t measurable for all t ∈ [0, T ]. The internal history recorded by the process X T 0 is denoted by F X t = (σ(X s ) : s ∈ [0, t]), where σ(A) denotes the σ-field generated by A. A process X T 0 is called (F t : t ∈ [0, T ])-predictable if X 0 is F 0 measurable and the mapping (t, ω) → X t (ω) defined from (0, T ) × Ω into R (the set of real numbers) is measurable with respect to the σ-field over (0, T ) × Ω generated by rectangles of the form (s, t] × A; 0 < s ≤ t ≤ T, A ∈ F s .
(
Let N T 0 denote the set of counting realizations (or point-process realizations) on [0, T ], i.e., if N T 0 ∈ N T 0 , then for t ∈ [0, T ], N t ∈ N (the set of non-negative integers), is right continuous, and has unit jumps with N 0 = 0.
For two given σ-fields F 1 and F 2 , the smallest σ-field containing the union of these two fields is denoted by F 1 ∨ F 1 . For two measurable spaces (Ω 1 , F 1 ) and (Ω 2 , F 2 ), the product space is denoted by (Ω 1 × Ω 2 , F 1 ⊗ F 2 ). We say that A ⇄ B ⇄ C forms a Markov chain under measure P , if A and C are conditionally independent given B under P . P ≪ Q denotes that the probability measure P is absolutely continuous with respect to the measure Q. 1{E} denotes the indicator function for an event E and log(x) is the natural logarithm of x. Convergence in probability and almost sure (a.s.) convergence are denoted by p − → and a.s.
−→, respectively. Throughout this paper we will adopt the convention that 0 log(0) = 0, exp(log(0)) = 0, and 0 0 = 1.
We will use the following form of Jensen's inequality.
Lemma 1: If φ(x) is a convex function, then

E[φ(X)] ≥ E[φ(E[X|A, B])] ≥ E[φ(E[X|A])] ≥ φ(E[X]).
We now recall the definition of mutual information for general ensembles and its properties. Let A, B, and C be measurable mappings defined on a given probability space (Ω, F, P ), taking values in (A, F A ), (B, F B ), and (C, F C ) respectively. Consider partitions of Ω, Q A = {A i , 1 ≤ i ≤ N A } ⊆ σ(A) and Q B = {B j , 1 ≤ j ≤ N B } ⊆ σ(B). Wyner defined the conditional mutual information I(A; B|C) as [11] I(A; B|C) = sup
where the supremum is over all such partitions of Ω. Wyner showed that I(A; B|C) ≥ 0 with equality if and only if A ⇄ C ⇄ B forms a Markov chain [11, Lemma 3.1] , and that (generally referred to as) Kolmogrov's formula holds [11, Lemma 3.2] I(A, C; B) = I(A; B) + I(C; B|A).
Hence if I(A; B) < ∞, then I(C; B|A) = I(A, C; B) − I(A; B). The data processing inequality can be obtained from (3) as well: if A ⇄ C ⇄ B forms a Markov chain, then I(A; B) ≤ I(C; B). Denote by P A,B , the joint distribution of A and B on the space (A × B, F A ⊗ F B ), i.e.,
Similarly, P A and P B denote the marginal distributions. Gelfand and Yaglom [12] proved that if P A,B ≪ P A ×P B , then the mutual information I(A; B) (defined via (2) by taking σ(C) to be the trivial σ-field) can be computed as
3 A sufficient condition for P A,B ≪ P A × P B is that I(A; B) < ∞ [13, Lemma 5. 
, where
and H(M ) is the entropy of M .
III. DOUBLY-STOCHASTIC POISSON PROCESS
Definition 1: Let X T 0 be a non-negative process. A counting process N T 0 is called a doubly-stochastic Poisson process with rate process X T 0 under measure P if
with convention 0 0 = 1, • conditioned on X T 0 the increments in disjoint intervals of [0, T ] are independent. Throughout this paper, the rate process X T 0 will be a bounded càdlàg (right continuous with left limits) process. Definition 2: If N T 0 is a counting process adapted to the history (
Definition 3: Given a doubly-stochastic Poisson process N T 0 , a counting processÑ T 0 is called the time-reversed N T 0 process ifÑ 0 = 0 and for
will denote a point process on [0, T ] which has no arrival before t 1 , after t 2 , and the same arrivals as process N T 0 on the interval [t 1 , t 2 ]. Specifically, letN t denote the value of the process N t2 t1 at time t. Then N t = 0, t < t 1 ,
Lemma 3: Suppose N T 0 is a doubly-stochastic Poisson process with rate process X T 0 under measure P and N T 0 is the time-reversed N T 0 process. ThenÑ T 0 is a doubly-stochastic Poisson process with rate processX T 0 = X t = X (T −t)− : t ∈ [0, T ] under measure P .
Proof: See the Appendix. Lemma 4: Suppose N T 0 is a doubly-stochastic Poisson process with rate process Λ T 0 under measure P and
t1 at time t ∈ [0, T ], i.e., the processN T 0 has no arrivals prior to t 1 and after t 2 and the same arrivals instants as process 
IV. CHANNEL MODEL
The two-user Poisson Channel considered here consists of an encoder E T x and two decoders D T y and D T z . Let X T 0 denote the set of all waveforms over [0, T ] which are non-negative, right continuous with left limits, and peak power limited by unity. This is the set of inputs to the channel, i.e.,
The received signal at the first receiver Y T 0 is a doubly-stochastic Poisson process with rate a y X T 0 + λ y . Here a y ≥ 0 accounts for possible attenuation of the signal at the first receiver and λ y ≥ 0 is the dark current intensity due to background noise and is independent of the input process X T 0 . Similarly the received signal at the second receiver is Z T 0 , where Z T 0 is a doubly-stochastic Poisson process with rate a z X T 0 + λ z with a z , λ z ≥ 0. Let (X T 0 , F X ) denote the input space, where F X is the σ-field on X T 0 generated by the open sets of X T 0 when endowed with the Skorohod topology [14, Chapter 3, Section 12, p. 121]. Similarly, let (N T 0 , F Y ) and (N T 0 , F Z ) be the first and second receiver's output space respectively, where F Y and F Z are the σ-field generated by the open sets of N T 0 when endowed with the Skorohod topology. Let P
0 ) be the probability measure on the first receiver's (respectively second receiver's) output space such that point process Y T 0 (respectively Z T 0 ) is a unitrate Poisson process. Then we will take the output space of the channel to be the product space (N T 0 ×N T 0 , F Y ⊗F Z ) and our reference measure P 0 will be the product measure P 0 = P
(·) denote the transition probability function from the input space
The channel is modeled through the following Radon-Nikodym derivative:
where
where we recall the convention exp(log(0)) = 0. Then due to Girsanov's theorems [15, Chapter VI, Theorems T2-T4, p. 165-168], the process
Note that the above model implies that for given x T 0 ∈ X T 0 , processes Y T 0 and Z T 0 are independent doubly-stochastic Poisson processes with rate processes a y x T 0 + λ y and a z x T 0 + λ z respectively [15, Theorem T4, Chapter II, p. 25].
Let M be a random variable on a measurable space (M, F M ). For the most part of this paper M will represent a message intended for either or both of the users, in which case M is a finite set and we will take F M to be the power set of M. However, in proving Theorem 3 to follow, we will take the space (M, F M ) to be isomorphic to the input space (X T 0 , F X ). Let µ m (dx T 0 ) denote the transition probability function from (M, F M ) to the input space (X T 0 , F X ). Let ν(dm) be a probability measure on (M, F M ). Then these measures induce a joint measure P on (Ω, F), where
From (7), we have
forming a Markov chain under P . This Markov chain structure will play a dual role in the upcoming analysis. First, it implies the finiteness of mutual information quantities (and hence absolute continuity of measures) of the form I(A; U t2 t1 ) for U ∈ {Y, Z}, where
t1 is a Markov chain (see Lemma 5) . Also it allows us compute the log-likelihood ratio martingales through the intensity of the point process U t2 t1 (see Theorem 1). We will assume that the given filtration (F t : t ∈ [0, T ]), P , and F satisfy the "usual conditions" [15, Chapter III, p. 75]: F is complete with respect to P , F t is right continuous, and F 0 contains all the P -null sets of F t .
In the rest of this paper we will consider mappings A and B from Ω in (7) ) and I(A; U t2 t1 |B) are finite. The mutual information expressions considered in the sequel will be of this form. The following theorem provides a way of computing such expressions. It will be applied repeatedly in the later sections.
Theorem 1 (Log Radon-Nikodym derivatives and Mutual Information Expression): Fix 0 ≤ t 1 < t 2 ≤ T , and let
where the above equality is P A,Û T 0 -a.s., and 
where for u ∈ {y, z} we define Proof: We will consider the measurable space
Here A is the set on which A takes values and F A is its σ-field.
Here we have abused notation slightly since this random variable will be defined on a larger probability space in the proof.
i.e., underP A,
0 is a Poisson process with deterministic rate µ T 0 , independent of A and X T 0 , where
, A is independent ofÛ T 0 , using Lemma 4 we conclude that the 
can be computed as
Here the subscriptP indicates that the expectation is taken with respect toP A,X
non-negative absolutely-integrable martingale. By the martingale representation theorem, the process L T 0 can be written as [15, Chapter III, Theorem T17, p. 76] (where we have taken σ(A) to be the "germ σ-field"):
Moreover due to uniqueness of predictable intensities [15, Theorem T12, Chapter II, p. 31], from Lemma 4, we can take for
where for each t ∈ [t 1 , t 2 ],
Noting that processÛ T 0 has no arrivals prior to t 1 and later than t 2 , and the same arrivals as U T 0 between t 1 and t 2 , substituting value of Ψ t from (10), (9) yields
. This proves part (1) of the theorem. Writing (12) in terms of Ψ t , we get
and recalling that
Similarly E log dPÛ
Using (4) and Lemma 5 we can compute the mutual information expression
Now we use Kolmogorov's formula and the fact that all the mutual information expressions are finite due to Lemma 5:
Now define a new point processŨ T 0 as the time-reversed version of the processÛ T 0 . From Lemma 3,Ũ T 0 is a doubly-stochastic Poisson process with rate process
whereX t = X (T −t)− . LetŨ t denote the value of processŨ T 0 . Then
Note that since a càdlàg process can have at most countably many jumps over a bounded interval 1{X t− = X t } = 0.
Taking expectation and using Fubini's theorem
where we have defined S to be a random variable uniformly distributed over [t 1 , t 2 ] and independent of all other σ-fields. We can then write I(A; U t2 t1 |B) as
where for (a) we have used (19) . This completes the proof of part (2) of the theorem. We now derive some properties of I(A; U T 0 |B).
Proof: See the Appendix. Proof: See the Appendix. We now prove an identity which parallels the Csiszár sum identity [18] for discrete memoryless channels.
Theorem 2: With the channel model in (7):
where we take
Proof:
is a Markov chain, the mutual information expressions considered below are finite. Using [11, Lemma 3 .3] we get
Similarly,
From (22) and (23),
Taking limits, we will consider both terms separately
where, for (a) and (b) we have used the fact that I(U t2 t1 ; A|B) is monotonic in t 1 and t 2 since
As the integrand is non-negative due to Jensen's inequality, I A; U t2 t1 B is non-increasing in t 1 for fixed t 2 and non-decreasing in t 2 for fixed t 1 . Also, since the integrand is bounded,
This gives (c). Similarly,
This proves part (1). Since ; Z T t Y t 0 , M are bounded over ǫ > 0 from Lemma 7, we use the dominated convergence theorem to swap the integral and limit in (20) to get
Taking U = Z, A = Y t 0 and B = M in the left-hand side of (26), Lemma 6 gives
Since X T 0 is a càdlàg process, we can repeat the same argument as in the proof of Theorem 1 to replace X t− in the above integral with X t . We get
Similarly, taking U = Y , A = Z T t and B = M in the right hand side of (26), Lemma 6 gives
The second part of the lemma now follows since (27) and (28) are equal from (26).
V. LESS NOISY AND MORE CAPABLE TWO-RECEIVER POISSON CHANNEL
Motivated by the definition for the discrete memoryless channels [8] , we define a less noisy receiver and a more capable receiver for the two-user Poisson channel as follows.
Definition 5 (Less Noisy Receiver): Receiver 1 is said to be less noisy than receiver 2 if
is a Markov chain. Definition 6 (More Capable Receiver): Receiver 1 is said to be more capable than receiver 2 if I(
for all probability measures on the input space (X T 0 , F X ). We shall call a channel with less a noisy receiver to be a less noisy Poisson channel and similarly a channel with more capable receiver to be a more capable Poisson channel.
Theorem 3: In a two-user Poisson channel the following conditions are equivalent:
(II) Receiver 1 is less noisy than receiver 2.
(III) Receiver 1 is more capable than receiver 2.
Φ(x) is a convex function if and only if
• a y ≥ a z and a 2 y λ z ≥ a 2 z λ y ; or • 0 < a y < a z and a 2 y (a z + λ z ) ≥ a 2 z (a y + λ y ). Proof: To prove (I) implies (II), note that Theorem 1 yields
where (a) is due to Theorem 2. Since Φ(x) is a convex function, Jensen's inequality gives
Note that (II) implies (III) trivially. We now prove that (III) implies (I). There exists a sequence of input distributions (indexed by n), such that X T 0 is binary and stationary with the following limit [3] , [4] lim
Thus choosing X t such that P (X t = p) = 1 − P (X t = q) = α, 0 ≤ α ≤ 1 and taking the limit gives
Hence Φ(x) is a convex function. The channel parameters for which the channel is less noisy can be obtained by calculating conditions under which the second derivative of Φ(x) is non-negative for 0 ≤ x ≤ 1.
Note that these channel parameters include the parameters for which the channel is known to be stochastically degraded [19] 
The conditions given in Theorem 3 differ from the conditions under which the discretized Poisson channel is more capable. A discretized Poisson channel is a discrete memoryless channel in which the input is binary and constant over τ -duration intervals, where τ is very small. The output in an interval is taken to be "1" if there are one or more arrivals during this interval and "0" otherwise. Wyner [11] shows that, for the purposes of reliable communication, the Poisson channel is equivalent its discretized version, so that coding theorems for the former may be inferred from the latter. This equivalence carries over to Poisson broadcast channels [19] .
Kim et al. [10] determine the range of parameters under which the discretized Poisson broadcast channel is less noisy and more capable. The conditions under which the discretized channel is less noisy match those in Theorem 3. The conditions for the discretized channel to be more capable, however, are strictly weaker: if a y = 0.4, λ y = 0.01, a z = λ z = 1, for example, the discretized channel is more capable [10, Theorem 1], whereas the continuous-time, continuous-space channel considered here is not. The reason is that there exists a process X T 0 taking two values near unity such that I(
only takes values in {0, 1}, on the other hand, then this inequality is impossible. Of course, for the purposes of reliable communication, X T 0 need only takes values in {0, 1}, as noted above.
Nair [20] defines one discrete memoryless channel to be essentially more capable than another if a condition similar to the usual definition of "more capable" holds under a restricted set of input distributions that dominates all others in certain single-letter mutual information expressions. The statement that one discretized Poisson channel is more capable than another thus translates into something akin to "essentially more capable" when expressed in terms of the underlying continuous Poisson channels. This analogy is not exact, however, in that "essentially more capable" is defined in terms of mutual information expressions while the reduction from the Poisson channel to its discretized version is operational. All of this indicates that some care is required when translating statements between the Poisson channel and its discretized version.
We next apply the results obtained thus far to characterize the capacity (regions) for several multi-receiver communication problems. The first of these is the more-capable Poisson broadcast channel. Our result here is less general than that obtained by Kim et al. [10] , although our proof is more self contained in that it does not require a discretization argument. We then prove new results on the Poisson broadcast channel with degraded message sets and the Poisson wiretap channel.
VI. MORE CAPABLE POISSON BROADCAST CHANNEL
We first prove several lemmas. Let T n = nτ for some τ > 0. Construct an auxiliary process V Tn 0 to be piecewise constant, taking value in the finite alphabet V = {1, . . . , K v } as follows. We divide the interval [0, T n ] into n intervals each of equal length τ . The process will be constant on each of these sub-intervals with value given by
whereV i 's are independent and identically random variables with P (V i = j) = α j , j ∈ V. Let V Tn 0 denote the collection of all such processes. The input waveform X Tn 0 is binary and piecewise constant with
The following lemma shows that with the above input to the channel, we have essentially decomposed the single channel use into n independent and identical channel uses.
t be the point process corresponding to the arrival time process U iτ
) is independent and identical across the disjoint blocks for i = 1, . . . , n and U ∈ {Y, Z}.
For fixed V 
Definition 7:
The following mutual information densities are defined whenever the corresponding Radon-Nikodym derivatives exist and are strictly positive, in which case we will say that the mutual information densities exist. .
Lemma 10:
The mutual information densities in Definition 7 exist, and for all ǫ > 0 there existsτ and N such that if n ≥ N and τ ≤τ then
Proof: See the Appendix. Lemma 11: If user 1 is more capable than user 2, then
Proof: See the Appendix.
A. Encoding and Decoding
An (L y , L z , T ) code for the Poisson broadcast channel consists of a source (equipped with an encoder E T x ) and two receivers each with a decoder (D T y and D T z ). The source has two independent messages M y and M z for the first and second user, respectively, where M y and M z are uniformly distributed on sets M y = {1, . . . , L y } and
Given messages M y and M z the encoder selects a waveform in
Let ∆ x T 0 (dx T 0 ) be the Dirac measure on the input space induced by the given messages m y , m z , and the encoder E T x . Then the probability space (Ω,
Here ν(m y , m z ) is the uniform distribution on M y × M z , and 2 My×Mz is the power set of M y × M z . On observing Y T 0 and Z T 0 , each decoder chooses a message D
The average probability of error for this code is
A
The capacity region (C y , C z ) is the closure of achievable rate pairs. Let P (y) e and P (z) e denote the average probability of error at the first and second receiver respectively. Then for given code
Hence P e → 0 if and only if P (y)
Theorem 4 (Capacity of more capable Poisson broadcast channel):
The capacity of the more capable Poisson broadcast channel when receiver 1 is more capable than receiver 2 is given by the convex hull of the union over all 0 ≤ α ≤ 1 2 and 0 ≤ p, q ≤ 1 of rate pairs satisfying
Although the proof of the above theorem can be found in [10] , we provide an alternate proof using tools derived from stochastic calculus without resorting to the discretization of the continuous-time, continuous-space Poisson channel. Similar proof techniques will be used in proving the capacity theorem of the Poisson broadcast channel with degraded message set to follow. The achievability and converse arguments are provided in next two subsections.
B. Achievability
We first note that that C y and C z are upper bounded by the point-to-point capacity of the single-receiver Poisson channel to the first and second user respectively, which for the channel parameters (a u , λ u ), u ∈ {x, y} is given by [3] - [5] 
Let κ = αp + (1 − α)q, and using the convexity of φ u :
Thus if α, p, and q are such that either C y or C z is zero, then achievability follows from the point-to-point achievability argument in [5] . Hence we consider the cases when both of these quantities are strictly positive. Let T n = nτ for some finite τ > 0. Construct an auxiliary process V Tn 0 to be a piecewise constant binary-valued process. We divide the interval [0, T n ] into n intervals each of equal length τ . The process will be constant on each of these sub-intervals with value given by
whereV i 's are independent and identically Bernoulli random variables with P (V i = 1) = α. The input waveform X Tn 0 is binary and piecewise constant with
An application of Lemma 10 yields:
For all ǫ > 0 there existτ and N such that if n ≥ N and τ ≤τ , then
1) Encoding Operation:
We use superposition coding. Fix δ > 0, and let R y = C y − δ and 
for some γ z > 0, and outputsM z = j. If the decoder does not find any such V Tn 0 , or if it finds more than one V Tn 0 that satisfy (48), then the decoder arbitrarily outputs someM
The first receiver decodes both M y and M z , and we declare an error if either or both messages are decoded incorrectly. It seeks a unique i and j that satisfy both 1
The decoder considers only those X Tn 0 and V Tn 0 for which the above random variables are well defined (i.e., they do not evaluate to ∞ − ∞) and finite.
Without loss of generality assume that X Tn 0 (1, 1) was transmitted. Let P
e,0 denote the probability of the error event that the second decoder does not find any V 
e,j denote the corresponding error probability. Then we have for j = 1
By the union bound
Thus
e ] can be made arbitrarily small. Similar to the second decoder, the average probability E C [P (y) e,0 ] that the first receiver cannot find any (i, j) that satisfy both (49) and (50) can be made small due to Lemma 12. Let E (y) e,(i,j) denote the error event that for some (i, j) = (1, 1), (i, j) satisfies both (49) and (50). First consider E are independent, and for j = 1, the corresponding error probability P (y) e,(i,j) is upper bounded by the probability that (i, j) satisfies (49). 
The average probability of error can be upper bounded using the union bound as
which can be made arbitrarily small since R y = C y − δ and
where we have used the more capable property of the channel:
Hence by Markov's inequality, for a given ǫ > 0 there exists N andτ such that for all n ≥ N , and τ ≤τ , a codebook with T = nτ satisfying (43) can be found.
C. Converse
Suppose that (R y , R z ) is achievable. Then there exists a code such that (43) holds.
Here P (y) e and P (z) e are the average probability of error at the first and second receiver respectively. Since
). Then applying Lemma 2 gives (a), and (b) is an application of Fano's inequality. Hencẽ
Now consider
Here, (a) is due to the independence of M y and M z , (b) due to an application of Kolmogrov's formula, (c) follows
is an application of Theorem 1, and (f) follows by defining S to be a random variable uniformly distributed on [0, T ], and independent of all σ-fields on (Ω, F). 3 Similarly,
Here, (a) follows from Theorem 1, (b) from Jensen's inequality applied to the convex function φ z , (c) is due to Lemma 11, and (d) holds since S is the random variable, uniformly distributed on [0, T ] and independent of all other variables. Since the capacity region is convex, to find its boundary we will compute for µ y , µ z ≥ 0, max
Note that (53), (56), and (57) imply
where 
Due to the convexity of φ y (x) and 0 ≤ X S ≤ 1 with E[
Equations (58)- (62) give
Since ǫ is arbitrary, taking ǫ → 0 we get the converse part of the theorem.
VII. MORE CAPABLE POISSON WIRETAP CHANNEL
A. Encoding and Decoding
Here we will consider the first receiver to be the legitimate user and the second receiver to be an eavesdropper. The transmitter (equipped with a stochastic encoder E T x ) wishes to communicate a message M , which is uniformly distributed on M = {1, . . . , L}, to the legitimate user (equipped with decoder D T y ). To transmit message M = m, the encoder chooses an input waveform X T 0 ∈ X T 0 . Upon observing Y T 0 , the legitimate decoder chooses a symbol M ∈ M. We will call such an arrangement an (L, T ) code. The average probability of error at the legitimate receiver is
The metric to measure the secrecy will be
The secrecy capacity is defined to be the supremum of achievable secrecy rate.
Theorem 5:
The secrecy capacity of the more capable Poisson wiretap channel is
where we recall Φ(x) = φ y (x) − φ z (x) and Φ(x) is a convex function. Note that this capacity expression is same as that of the capacity of the degraded Poisson wiretap channel in [22] . Since the achievability argument is identical to that for the degraded Poisson wiretap channel in [22, Section III], we shall only prove the converse here.
B. Converse
Suppose R s is achievable. Then there exists an (L, T ) code satisfying (65). Let R = log(L)
). Then applying Lemma 2 gives (a), and (b) is an application of Fano's inequality. This gives
Here, for (a) we have used Theorem 1, for (b) we have used Theorem 2, for (c) we have applied Jensen's inequality to both terms in the integral, and (d) follows from fixing the mean of the input distribution to α and maximizing over all such distributions and then maximizing over α. Due to the convexity of Φ(x), the maximizing distribution puts mass on the extreme points {0, 1}, that is, mass 1 − α on 0 and mass α on 1.
Hence we get,
VIII. GENERAL POISSON BROADCAST CHANNEL WITH DEGRADED MESSAGE SETS
In this setting the transmitter has a common message M o ∈ M 0 = {1, . . . , L 0 } for both of the users and a private message M y ∈ M y = {1, . . . , L y } for the first user. Messages M 0 and M y are assumed to be independent and uniformly distributed on their respective support. The transmitter uses an encoder E T x which maps these messages into an input
Upon observing Y T 0 , the first receiver estimates both common and private messages using decoder
Similarly the second receiver employs D T z to decode the common message D
We will call the above setup an (L 0 , L y , T ) code. The average probability of error of this code is
The rate pair (R 0 , R y ) is said to be achievable if for any ǫ > 0 and for any sufficiently large T , there exists an
The capacity region is the closure of the achievable rate pairs. Let P (y) e,0 , P
e,y denote the average probability of decoding messages M 0 and M y , respectively, at the first receiver and similarly let P (z) e,0 denote the average probability of error at the second receiver. Then for a given code
Theorem 6: The capacity region of the general Poisson broadcast channel with degraded message sets is given by the union over all 0 ≤ α i , p i ≤ 1, i = 1, 2, 3 with
α i = 1 of rate pairs satisfying:
A. Achievability
We will show the achievability of the following equivalent region.
It suffices to show that the rate pairR 0 = C z > 0 andR y = min((Ĉ y +C y − C z ),Ĉ y ) > 0 is in (69). This follows sinceR 0 andR y satisfyR
We use superposition coding and a similar argument as that used in the achievability proof for the more capable Poisson broadcast channel with independent message sets. We divide the interval [0, T n ] into n intervals each of equal length τ = T n /n. Here we take V Tn 0 to be a ternary stochastic process. The process will be constant on each of these sub-interval with value given by
whereV i are independent and identically distributed random variables with
We construct the input processes, X T 0 , as binary and piecewise constant with X t =X i for (i − 1)τ ≤ t < iτ, i = 1, 2, . . . , n,
and
Lemma 10 gives that for all ǫ > 0 there existsτ and N such that if n ≥ N and τ ≤τ then
Encoding and Decoding Operation: Let (R 0 , R y ) be strictly positive, satisfying (69), and letR u = R u − δ, u ∈ {0, y} for some δ > 0. We generate L 0 = exp(T nR0 ) many V Both of the receivers consider only those inputs for which the mutual information densities (in Definition 7) evaluate to a finite value (computed using Theorem 1) for given received point process. The first receiver seeks unique i and j that satisfy both 1
The second decoder finds the unique j such that 1
for some γ z > 0. Without loss of generality assume that X T 0 (1, 1) was transmitted over the channel. Using a similar argument as that for the error analysis in the achievability proof of the more capable channel with independent messages we get the following. SinceR
the expectation (over random codebook generation) of the average probability of error at the first receiver can be made arbitrarily small. Similarly, asR 0 = C z − δ, the expectation of the average probability of error at the second receiver can be made arbitrarily low. Hence there exists a sequence of codebooks which achieve the rates in (69) with arbitrarily low probability of error.
B. Converse
For a given sequence of (L 0 , L y , T ) codes, using Lemma 2 and Fano's inequality, we get
where we have used the fact that the first user needs to decode both M 0 and M y , whereas second receiver requires only M 0 . We now upper bound the mutual information expressions in the above inequalities.
In (a), we have used Theorem 1, in (b) and (c), we have applied Jensen's inequality to the second and first terms in the integrand, respectively, and in (d), we have defined S to be a random variable, uniformly distributed on [0, T ] and independent of all other random variables and processes. Now consider
Here (a) is due to the Markov chain
is due Jensen's inequality, and (c) follows because S is a uniformly distributed on [0, T ].
Similar to (55), we can show
Here, (a) is due to Theorem 1, 
Due to the convexity of φ u ,
Substituting we get the following. From (79)
where ε(ǫ) → 0 as ǫ → 0. From (80) we get
where ε ′ (ǫ) → 0 as ǫ → 0. Finally (81) gives
where ε ′′ (ǫ) → 0 as ǫ → 0. As ǫ is arbitrary, taking ǫ → 0 completes the converse argument.
APPENDIX PROOFS OF LEMMAS
Proof of Lemma 3:
where we have used the fact that since X T 0 is càdlàg, the set {t : Proof of Lemma 4:
Here, (a) is due to the fact that if 
Also,Λ T 0 is F 0 -measurable and thus (F t : t ∈ [0, T ])-predictable. Hence the (P, 
Here, (a) is due to the fact that D s is G s− measurable [15, Exercise E10, Chapter I, p. 9], and (b) is due to (87).
Hence the (P,
Proof of Lemma 5:
Using the data processing inequality
where the last inequality is due to [3] - [5] . Hence P A,Û
We will first show that f (t) is right continuous. Letδ n be a non-increasing positive subsequence approaching 0 as n → ∞. Define the following (suppressing the time index t)
Since the sample paths of X t are right-continuous lim n→∞ X n → X t and H 1 ⊃ H 2 ⊃ . . . , we have the following equalities P -a.s.
Here, (a) is due to the definition of X n and H n , (b 
Similarly, lim
is also a Markov chain. Taking t 1 = t, t 2 = t + δ, Theorem 1 yields
where the last equality is due to the fact that if f (x) is right continuous at t, then
LetŨ T 0 to be the time-reversed U T 0 process. ThenŨ T 0 is a doubly-stochastic Poisson process with rate process {X t = X (T −t)− , t ∈ [0, T ]}, and
Proof of Lemma 7: We have
where φ * u = max 0≤x≤1 |φ u (x)|. The second part of the lemma follows similarly.
Proof of Lemma 8:
Consider 
Here, (a) is due to Theorem 1, (b) is due to Lemma 6, and (c) is due to Lemma 7 and the dominated convergence theorem. The proof of the second part of the lemma follows similarly. 
is the point process corresponding to Z iτ (i−1)τ , and for t ∈ [0, T ],
then Ψ
i , for i = 1, 2, . . . , n are independent and identically distributed with
where φ * z = max 
as n → ∞, and we have used Theorem 1. From Lemma 6
Thus given any ǫ > 0, we can chooseτ such that
and then choosing N large enough we can ensure that
Note that V 
Here, we have used the fact that since Also, similar to the second receiver, we can show that for a given ǫ > 0 there exists N andτ such that n ≥ N and τ ≤τ implies that
Since P V Thus for given ǫ > 0 there exists N andτ such that n ≥ N and τ ≤τ implies that
Proof of Lemma 11: Note that
In (a) we have added and subtracted a term, (b) is due to Theorem 2, (c) is due to the definition of Φ(x), and (d) is due to convexity of Φ(x) and Jensen's inequality.
Proof of Lemma 12:
In this case we have 
