Investigation of the quality of umbilical artery Doppler waveforms by Hoskins, Peter R.
AN INVESTIGATION OF THE QUALITY OF
UMBILICAL ARTERY DOPPLER WAVEFORMS
Peter R Hoskins BA, MSc
PhD thesis, University of Edinburgh, 1990
Acknowledgements
I would like to thank Professor McDicken for his support and guidance
throughout the duration of this thesis. I acknowledge the work performed by my
colleagues which I have been able to use in this thesis, namely the design and
construction of the flow phantom electronics by Mr T Anderson, the construction of
specialist transducer holders by Mr R Borthwick, the mathematical modelling of
Doppler speckle by Dr T Loupas, and the machine code for transfer of data from
the spectrum analyser to the Archimedes microcomputer by Dr H M Brash. I thank
my colleagues in the Royal Infirmary and from Edinburgh University for helpful
discussions; namely Dr T Loupas, Mr T Anderson, Dr S Pye, Dr S E Chambers, Dr
F D Johnstone, Mr A Millar, Mr I Marshall, Dr R Baldock, Dr R Elton and Mrs C
A Mclntyre. Thanks to Sisters Mary Compton and Fiona Dagbell, and Glenda White
for acquiring the data from which the clinical trial was derived. Thanks to Mrs A
MacMillan and Mrs D Nicholson for typing the papers from which much of this
thesis was taken. Finally thanks to my parents for their continuing support and
help.
I declare that the work contained in this thesis is my own and that the thesis has






Chanter 1. Introduction. ....... 1
1.1 Medical ultrasonics........ 1
1.2 Current ultrasonic instumentation. ..... 1
1.2.1 B- scan devices. ...... 1
1.2.2 Doppler effect. ...... 2
1.2.3 Stand-alone continuous wave Doppler units. . . 2
1.2.4 Duplex systems. ...... 4
1.2.5 Colour flow. ...... 4
1.3 Doppler ultrasound in obstetrics. ..... 5
1.4 Factors affecting umbilical artery Doppler waveforms. . . 12
1.4.1 Physiological variables. . . . . . 12
1.4.2 Physical and technical factors. . . . . 15
1.4.3 Overall variability of waveform indices obtained in
clinical practice. . . . . . . 19
1.5 Aims of thesis. ....... 20
Chapter 2. Design and evaluation of a physiological flow phantom. . 22
2.1 Introduction. . . . . . . . . 22
2.2 Flow phantom. ....... 22
2.3 Evaluation. ........ 29
2.3.1 Flow calibration. ...... 29
2.3.2 Distortion of the waveform shape. .... 30
2.3.3 Comparison of control waveforms and Doppler
waveforms. ....... 32
2.4 Conclusion. ........ 34
Chapter 3. A comparison of the Doppler spectra from human
blood and artificial blood used in the flow phantom. ... 35
3.1 Introduction. ....... 35
3.2 Method. ........ 35
3.2.1 Experimental set up. ..... 35
3.2.2 Measurement of statistical parameters. ... 38
3.2.3 Measurement of relative Doppler power. ... 39
3.3 Results. . . . . . . . . 41
3.4 Discussion. .......
3.5 Conclusion........
3.6 Appendix: first order statistics of a Rayleigh variable
after baseline shift.......
Chanter 4. Accuracy of estimation of the maximum frequency
envelope and pulsatilitv index as a function of 3 physical
variables. ........
4.1 Introduction. ......
4.2 Literature concerning the detection of the maximum
frequency envelope of the Doppler waveform.
4.3 Method. .......
4.3.1 Acquisition of Doppler waveforms. .
4.3.1.1 Beam-vessel angle.....
4.3.1.2 Misalignment between beam and vessel axes.
4.3.1.3 Thickness of attenuating material. .
4.3.2 Processing of Doppler waveforms. .
4.3.2.1 Ensemble averaging of Doppler waveforms.
4.3.2.2 Maximum frequency follower.
4.3.2.3 Bias and variability of the maximum
frequency envelope.
4.3.2.4 Bias and variability of pulsatility index. .
4.4 Results. .......
4.4.1 Effect of beam-vessel angle.
4.4.2 Effect of beam-vessel misalignment.
4.4.3 Effect of attenuation. ....
4.5 Discussion. .......
4.6 Conclusion........
Chapter 5. A comparison of three different filters for speckle
reduction of Doppler spectra. .....
5.1 Introduction. ......
5.2 Filtering techniques. .....
5.2.1 Double Window Modified Trimmed Mean
(DWMTM) filter. .....
5.2.2 Lee's filter. ......
5.2.3 Directional filtering......
5.3 Local image measures. ...... 80
5.3.1 Local statistics. ...... 80
5.3.2 Slope. ....... 81
5.3.3 Edge parameter. . . . . . . 81
5.4 Methods. ........ 82
5.4.1 Data acquisition. ...... 82
5.4.2 Filtering. ....... 84
5.4.3 Ensemble averaged waveforms. .... 84
5.4.4 Assessment of filter performance. .... 85
5.5 Results. ........ 87
5.5.1 Parametric images. ...... 87
5.5.2 Comparison of filters. ..... 90
5.6 Discussion. ........ 97
5.7 Conclusion......... 97
Chapter 6. The effect of noise reduction algorithms on the
maximum frequency envelope and on the pulsatilitv index. . 98
6.1 Introduction. ....... 98
6.2 Methods. ........ 98
6.2.1 Filtering of the maximum frequency envelope
from unprocessed waveforms. .... 98
6.2.2 Filtering of the Doppler spectra from unprocessed
waveforms. ....... 99
6.3 Results. . . . . . . . . 100
6.4 Discussion. . . . . . . . . 103
6.5 Conclusion. . . . . . . . . 105
Chanter 7. A comparison of three Doppler waveform quality indices. 106
7.1 Introduction. . . . . . . . 106
7.2 Method. ........ 107
7.2.1 Waveform quality indices. . . . . . 108
7.2.1.1 Correlation of the maximum frequency
envelope of successive waveforms. . . . 108
7.2.1.2 Measure of local linearity. . . . . 109
7.2.1.3 Frequency content of the Fourier transform
of the maximum frequency envelope. . . 109
7.2.2 Dependence of the quality indices on physiological
variables. . . . . . . . Ill
7.2.2.1 Pulsatility. . . . . . . Ill
7.2.2.2 Waveform length. . . . . . Ill
7.2.2.3 Fetal breathing. . . . . . Ill
7.2.3 Comparison of quality indices with estimates of the
accuracy of the maximum frequency envelope and
pulsatility index. . . . . . . 112
7.2.3.1 Correlation of each quality index with MFEer
and PIer. . . . . . . 112
7.2.3.2 Performance of each quality index when
maximum acceptable values of MFEer and
PIer are specified. . . . . . 113
7.2.4 Assessment of computational efficiency of each quality
index.. . . . . . . . 113
7.3 Results. . . . . . . . . 113
7.3.1 Dependence of quality indices on physiological
variables. . . . . . . . 113
7.3.2 Dependence of quality indices on physical parameters. . 115
7.3.3 Relationship between quality indices and MFEer. . . 117
7.3.4 Relationship between quality indices and PIer • • 119
7.3.5 Computational efficiency of each quality index. . . 121
7.4 Discussion. ........ 121
7.5 Conclusion. . . . . . . . . 123
Chapter 8. The use of quality indices on waveforms on which
noise reduction algorithms have been applied. . . . . 123
8.1 Introduction. ....... 123
8.2 Method. ........ 123
8.3 Results. ........ 123
8.3.1 Dependence of quality indices on physiological
variables. . . . . . . . 123
8.3.2 Dependence of quality indices on physical variables. . 124
8.3.3 Relationship between quality indices and MFEer . . 126
8.3.4 Relationship between quality indices and PIer . . 128
8.4 Discussion. ........ 129
8.5 Conclusion......... 131
Chapter 9. A clinical trial of umbilical artery Doppler waveform
quality indices. ........ 133
9.1 Introduction. . . . . . . . 133
9.2 Methods. . . . . . . . . 133
9.2.1 Acquisition of data. . . . . . . 134
9.2.2 Calculation of waveform parameters. . . . 134
9.2.3 Subjective assessment of waveforms. . . . 136
9.3 Results. ........ 141
9.3.1 Reproducibility study. . . . . . 141
9.3.2 Quality index values and envelope scores from
the calibrated waveforms. . . . . . 142
9.3.3 Results for waveforms from patients. . . . 143
9.3.3.1 Assessment of envelope clarity for
the data as a whole.. . . . . 143
9.3.3.2 Dependence of quality indices on
various factors. . . . . . 145
9.3.3.3 Results for the DWMTM filtered
envelopes. . . . . . . 149
9.4 Discussion. . . . . . . . . 151
9.5 Conclusion. . . . . . . . . 156
Chanter 10. Future work. ....... 157
References. . . . . . . . . . 159
Appendix 1 Program listings. . ...... 180
Appendix 2 Publications. ....... 195
ABSTRACT
In Doppler systems which automatically calculate the maximum frequency
envelope and pulsatility index (PI) of umbilical artery Doppler waveforms there is
the possibility of error in these parameters when the technical quality of the
acquired waveform is low. Low quality waveforms may arise when there is an
inappropriate set of physical parameters or when there are other sources of noise
such as overlying vessels signals. In this thesis the effect of physical parameters on
the envelope and on PI are investigated, and also methods for the detection of low
quality waveforms are described and tested.
A flow phantom which is able to produce realistic looking umbilical artery
Doppler waveforms is described. This is based upon microcompruter control of a
stepping motor / gear pump combination. The statistics of the Doppler spectra
produced using artificial blood and human blood in the phantom are found to be
identical.
The effect of a number of physical parameters on the simulated umbilical artery
waveforms produced using the phantom is investigated. The accuracy of estimation
of the envelope and the PI is similar over a wide range of physical conditions.
A suitable image processing algorithm for speckle reduction of Doppler
waveforms is developed and tested using simulated waveforms from the phantom.
Using the flow device it was found that both filtering of the envelope and also
speckle suppression of the spectrum improved the accuracy of estimation of the
envelope and of the PI.
A number of quality indices based upon the degree of noise of the envelope are
described. Using the flow device there is found to be a high correlation between
the quality index values, and the errors in PI and errors in envelope estimation
respectively. In a clinical trial the quality index values from umbilical arteries were
compared with the waveform quality as assessed by a skilled observer. The clinical
results show that quality indices are able to separate high and low quality
waveforms when the indices are calculated from the unprocessed envelope, but not
when calculated from the filtered envelope
Chapter 1.
1.1 Medical ultrasonics.
The non-invasive diagnosis and assessment of disease by ultrasonic techniques
is now an established discipline which is practiced worldwide. This widespread use
is reflected in the number of ultrasound units which are used; approximately 4000
in the UK and 100 times that number throughout the world. There are 2 basic
techniques in diagnostic medical ultrasonics. The first is the depiction of cross
sectional anatomy in real time and the second is the provision of information
related to the flow of blood. These techniques are considered in the next section.
1.2 Current ultrasonic instrumentation
For detailed information on the physics of ultrasound and the different types
of instrumentation in use the reader is referred to the standard textbooks on the
subject; examples of which include Wells (1977), Hill (1988), McDicken (1981) and
Evans et al (1989).
1.2,1 B-scan devices.
Most ultrasonic imaging is now performed using real time devices. A hand
held probe is placed on the skin and ultrasound transmitted into the patient at a
frequency of typically 3 to 10 MHz along a focused beam. Scattering of the
ultrasound occurs in the tissue and a portion of this is detected by the transducer.
The time delay of the received echoes is used to derive the depth from which the
echo arose, and the power of the echo is used to modulate the brightness of the
display. This is called brightness mode or B-mode scanning. The image is built up
line by line at a rate sufficient to enable images to be acquired with rapid
repositioning of the transducer. This allows a large volume of tissue to be
interrogated quickly. Real time scanning also allows the visualisation of moving
structures. A number of transducer types are used to sweep the beam through the
tissue, such as linear or curvilinear arrays, mechanical sector transducers, phased
array and annular arrays. Improvements in the ultrasonic image quality have
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occured from the sixties to the present. Many modern scanners have multi-element
transducers in which the formation and reception of the beam are controlled by a
computer allowing the production of high resolution images. Improvements in
digital electronic processing speed have made possible advanced techniques of real
time processing of the ultrasonic images. Examples of this include automatic time
gain compensation and speckle suppression.
1.2.2 Doppler Effect
The change in frequency produced by the scattering of waves by a moving
object is a general effect called the Doppler effect. Using ultrasonic equipment the
Doppler shift SF is given by equation 1.1 below.
£F _ 2F _v cos (9) eqn. 1.1
c
where F is the transmitted frequency
v is the velocity of blood
9 is the beam-vessel angle
c is the speed of sound in tissue
Typically the transmitted frequency is 2-8 MHz. In arteries velocities up to 5
or 6 ms"' are present producing Doppler shift frequencies up to about 20 kHz
which is just within the audible range. Doppler ultrasound is mostly used to obtain
velocity information from moving blood however any moving object will produce a
Doppler shift. High amplitude low frequency signals produced by vessel walls
moving during the cardiac cycle are filtered out by a high pass filter. Occasionally
other moving structures such as the fetus produce high amplitude signals which
may obliterate the Doppler signal from blood.
1.2.3 Stand alone continuous wave Doppler units
In these devices a simple pencil probe is used. Continuous wave ultrasound is
emitted in a fixed direction by a transmitting element and detected by an adjacent
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receiving element. The Doppler shift signal is extracted and presented in real time
as a spectrum (figure 1.1). This is a display of the Doppler frequency shift against
time. The Doppler frequency shift is calculated every 5-10ms. The intensity at a
particular point is related to the amount of blood moving at the corresponding
velocity v.
Using a stand alone continuous wave device there is no information supplied
by the machine regarding the depth or location of the vessel. This limits the use of
these devices to those vessels with well defined locations separate from other
vessels, and to those vessels which show well defined waveform shapes.
a)
Figure 1.1. Umbilical artery Doppler waveforms acquired using a 4MHz
continuous wave Doppler unit. The vertical bar indicates a 1 kHz Doppler shift,
a) normal waveforms, b) abnormal waveforms.
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1.2.4 Duplex systems.
A duplex system is a combination of a B-scan device and a Doppler device.
A dotted line along the B-scan image can be used to give the direction of the
Doppler beam. The use of pulsed Doppler enables blood flow information to be
acquired from a known location along the beam. The location is identified by a
cursor which can be manually moved along the line. Visualisation of the vessel in
relation to the direction of the Doppler beam enables the beam vessel angle to be
measured and the spectrum to be calibrated in units of velocity. A number of
configurations of duplex system are available commercially. Use of a linear array
or phased array allows simultaneous real time B-scanning and display of Doppler
waveforms. Simultaneous real time display using a mechanical sector scanner is
more difficult as the B-scan transducer must move in order to update the B-scan,
and the vibrations produced are detected by the Doppler device. This usually
necessitates switching the Doppler detector off during B-scan update.
1.2.5 Colour flow
Using a duplex system blood flow information is obtained from one particular
location within a vessel. A colour flow system combines B-scan imaging with a
superimposed real time colour image representing the flow of blood. The basic
Doppler information presented at a particular point is the mean velocity. Shades of
red and blue are usually used to represent velocities away from and towards the
transducer. The Doppler signal processor also produces an index called variance
based upon the variability over short time periods of the Doppler signal. This
quantity is related to the degree of turbulence present in the flow. The variance
can be displayed separately, typically as a shade of green, or mixed in with the red
and blue. As with duplex systems there are a number of configurations of colour
flow systems. Using linear and phased array systems simultaneous real time B-
scanning and colour flow Doppler is possible. Using mechanical sector scanning
this is more difficult for the reasons mentioned above. The image quality of colour
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flow systems has improved considerably since their introduction in 1982. Signal
processing can be performed to suppress the display of colour on moving tissue,
and also to increase the sensitivity to low velocities. Use of a duplex or colour
flow system is essential for obtaining Doppler signals when there are a number of
closely lying vessels such as in the abdomen or fetus.
1.3 Doppler ultrasound in obstetrics
Over the last decade there has been an enormous increase in the use of non¬
invasive tests for the assessment of fetal growth and fetal well being. Typically a
high risk pregnancy can expect to be monitored using ultrasonic imaging for
assessment of fetal size, cardiotocography and biophysical profiles. In recent years
there has been increasing interest in the use of Doppler ultrasound to investigate
blood flow in pregnancy. Two approaches have been taken; volume flow
measurement and Doppler waveform analysis. For accurate measurements of flow
considerable attention must be paid to the technique used as there are a number of
sources of potential error, (for example see Eik-Nes et al (1984) and Evans (1986)).
Also a duplex system is essential for volume flow estimation, whereas umbilical and
utero-placental waveforms have been acquired using stand alone continuous wave
units. Flow has been measured in the fetal aorta (Chen et al 1988, Eik-Nes et al
1984), and in the umbilical vein (Gill et al 1984, Warren et al 1988). Using
specially designed equipment the group from Sydney (Gill and co-workers) have
made high quality measurements of flow in the umbilical vein and compared these
with umbilical artery waveform analysis. They claim that the assessment of flow is
a more accurate predictor of risk than waveform analysis. This technique could be
of general interest in the future if accurate flow measurements are more readily
available, however at present most centres perform only waveform analysis. The
remainder of this section is devoted to waveform analysis.
In the normal placenta there is a reduction of the resistance to flow throughout
pregnancy which is attributed to the continued growth and proliferation of the
5
tertiary stem villi (Cohen-Overbeek et al 1985). Doppler waveforms from the
umbilical, utero-placental and fetal arteries have been used to assess the resistance
to flow of the placenta; a high resistance indicative of disease being associated with
a high pulsatility (figure 1.1). The degree of diastolic flow is characterised by
simple indices of the maximum frequency envelope such as resistance index (RI)
(Pourcelot 1974), pulsatility index (PI) (Gosling and King 1974), (figure 1.2), or
A/B ratio (Stuart et al 1980). The basis of this approach came from observational
studies made on other arteries where it was noticed that distal vasodilation resulted
in increased diastolic flow and loss of pulsatility of the Doppler waveform. In the
obstetric field a number of studies have been performed to investigate the validity
of this approach. An increase in the pulsatility of umbilical artery Doppler
RI = MAX - MIN PI = MAX - MIN
MAX MEAN
Figure 1.2. Two commonly used indices for characterisation of the waveform
pulsatility; RI (resistance index) and PI (pulsatility index).
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waveforms was associated with a decrease in the number of small arteries from the
terminal villi of the placenta (Giles et al 1985, McCowan et al 1987a). Using fetal
lambs it has been shown that blockade of the placental vasculature by acute
embolisation with microspheres is associated with elevated pulsatilty of the
umbilical artery waveform (Trudinger et al 1987b, Nimrod et al 1989, Maulik et al
1989b, Morrow et al 1989), and of fetal aorta waveforms (Noordam et al 1987). Of
most interest in terms of a scientific framework to the subject is the relationship
between the distal resistance assessed using arterial pressure and flow measurments,
and the Doppler waveform pulsatility. This has been investigated for the umbilical
artery by Nimrod et al (1989), Morrow et al (1989) and Adamson et al (1990). The
first two of these studies show good correlation between the A/B ratio and the
placental resistance when acute blockade of the placental circulation was
performed, however both of these studies have methodological problems. Nimrod et
al (1989) make no mention of pressure measurements which are essential to
calculate resistance, and Morrow et al (1989) estimate flow from the time averaged
Doppler maximum frequency envelope which makes the unproven assumption that
the umbilical artery diameter remains unchanged throughout the study. The
excellent study by Adamson (1990) showed that there is a high correlation between
placental resistance and umbilical artery RI and PI for placental blockade by
microspheres. They also infused a vasoconstrictor, angiotensin II, into the
circulation. This produced increased resistance of the umbilical artery, but caused
no change in the resistance of the placenta or the umbilical vein, and most
significantly produced no significant change in the RI and PI of the umbilical
artery waveforms. A complementary approach to experimental work is that of
mathematical modelling. Thomson et al (1989) modelled the placental circulation
and predicted that umbilical artery PI is related to the ratio of the placental
resistance to the umbilical artery resistance. It should be noted that this does not fit
in with the experimental measurements of Adamson et al (1990). Thomson et al
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(1989) also predicted that umbilical artery pulsatility increases when placental
vessels are obliterated and when their diameter is reduced. For the utero-placental
circulation Clewell et al (1988) could find no correlation between distal resistance
and uterine artery PI values in 3 sheep. Computer modelling of the utero-placental
circulation has been performed by the group from Toronto (Mo et al 1988a,
Adamson et al 1989). They predicted that increased utero-placental vascular
resistance causes the appearance of a dicrotic notch in the velocity waveform, and
also of elevated pulsatility. For the fetal cerebral circulation there have been no
specific measurements on the relationship between cerebral resistance and the
cerebral artery waveforms. In conclusion for this discussion, though there is still
much work to be done it seems clear, at least for the umbilical artery waveforms,
that increases in waveform pulsatility are associated with increases in resistance to
flow at the placental level.
The A/B ratio is mathematically related to the RI (RI=1-1/(A/B)), so will not
be referred to further, except where necessary for specific studies. The relationship
between waveform indices for the umbilical artery has been considered by a
number of authors. Thomson et al (1986) showed that RI and PI were highly
correlated except when there was absent end diastolic flow. Hoskins et al (1989b)
showed that RI and PI performed identically in discriminating those fetuses who
went on to develop fetal compromise. There appears to be no strong tendency to
use one or the other of RI and PI in the literature, so both will be referred to in
this thesis.
The acquisition of Doppler waveforms from the umbilical cord can be
performed using a non-imaging continuous wave system (Fitzgerald and Drumm
1977, Brar et al 1988), whereas for fetal vessels it is necessary to use a duplex or
colour flow system. Waveforms from the more complex utero-placental circulation
have been obtained using continuous wave and duplex systems. Using a duplex
system it has been claimed that waveforms can be obtained from the arcuate
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arteries (Campbell et al 1983), however these vessels are difficult to identify.
Using a continuous wave system it is impossible to tell which level of branching is
being considered, and it is known that this will affect the pulsatility of the
waveforms (Bewley et al 1989, Mehalek et al 1989). A further error arises because
of the similarity between waveforms from the internal iliac artery and abnormal
utero-placental waveforms (Pearce and MacParland 1988). Studies have also been
performed demonstrating that utero-placental waveforms have lower pulsatility
when taken from the placental side of the uterus (Chambers et al 1988, Kofinas et
al 1988, Bewley et al 1989). The use of colour flow for visualisation of utero¬
placental arteries may help in the establishment of a more reproducible and
accurate technique.
Many clinical studies have considered the application of Doppler ultrasound to
intra-uterine growth retardation (IUGR). Early reports using umbilical artery
waveforms described the positive association between increased pulsatility and
NORMAL ABNORMAL
Scale • < 1
0 10 20
Figure 1.3. Histogram of RI values for patients with and without fetal compromise
(redrawn from Chambers et al 1989 with permission).
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IUGR (Reuwer et al 1984, Erskine and Ritchie 1985, Trudinger et al 1985a,
Fleischer et al 1985). Later reports have focused on the prediction of fetal
compromise (Trudinger et al 1985b, Reuwer et al 1987, Rochelson et al 1987,
Laurin et al 1987, Haddad et al 1988, Johnstone et al 1988). Comparative studies
between utero-placental and umbilical (Gudmundsson and Marsal 1988, Mulders et
al 1989) and also abdominal circumference measurements (Chambers et al 1989)
have been performed. All 3 studies demonstrated that prediction of fetal
compromise was best performed using the umbilical artery (Specificities of 80% and
77% respectively for Mulders et al (1989) and Chambers et al (1989) for a
sensitivity of 100%) (figure 1.3). The results for utero-placental waveforms were
more variable with only Mulders et al (1989) reporting a high specificity
(Specificities of 64% and 2% respectively for Mulders et al (1989) and Chambers et
al (1989) at a sensitivity of 100%). This variability may be associated with the
previously discussed difficulty in obtaining utero-placental waveforms from known
and reproducible sites. Chambers et al (1989) demonstrated that identification of
the small-for-dates baby using Doppler was poor compared to the standard
technique of fetal abdominal circumference measurement using B-scan imaging. In
other high risk groups such as diabetics Doppler waveform analysis from the
umbilical artery has not been correlated with fetal compromise (Johnstone et al, in
press). This has been attributed to the multifactoral nature of diabetes.
The use of umbilical artery Doppler waveform analysis in a screening
population has been considered by Beattie and Dornan (1989) and Hanretty et al
(1989). Beattie and Dornan (1989) considered a number of clinical endpoints
including centile birthweight for gestation, ponderal index, cord blood pH and
packed cell volume, but umbilical waveforms did not adequately predict any of
these. Johnstone et al (1989) in a discussion of the paper by Beattie and Dornan
(1989) comment that umbilical waveform analysis is perhaps more suited to the
prediction of fetal compromise in a high risk population, rather than for use as a
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screening tool. The use of utero-placental waveform analysis during the second
trimester in a screening population has been considered by Campbell et al (1986),
Arduini et al (1987) Steel et al (1988b) and Hanretty et al (1989). The first 3 of
these studies have suggested that patients with abnormal waveforms are more likely
to develop hypertensive disorders of pregnancy and IUGR, however this has not
been supported by Hanretty et al (1989).
A number of groups have studied the fetal circulation. Fetal aorta waveform
pulsatility was elevated in many cases of IUGR (Joupilla et al 1984, Griffin et al
1984, Tonge et al 1986). A study of fetal renal artery waveforms demonstrated
elevated pulsatility in small for gestational age fetuses (Vyas et al 1989).
Waveforms from the fetal internal carotid, middle cerebral, posterior cerebral and
anterior cerebral arteries have been acquired (Wladimiroff et al 1986, 1988, Woo et
al 1987, Lang et al 1988, Veille and Cohen 1990), and in IUGR the pulsatility of
these waveforms decreases. It has been suggested that this is indicative of
redistribution of blood flow within the fetus to favour brain blood flow.
The relationship between Doppler waveforms and fetal hypoxia, as assessed
using umbilical vein blood gases, has been examined by Tyrrell et al (1989) and
Bilardo et al (1990). Bilardo et al (1990) acquired waveforms from a number of
vessels and found that the best correlation with a measure of asphyxia came from a
combination of the fetal common carotid PI and the fetal aorta mean velocity. This
combination of indices seems to be related to the changes in flow pattern occuring
during brain-sparing, which suggests that this approach, though more complex, may
be more sensitive than the use of individual waveforms such as the umbilical
artery. Clearly more work needs to be done in this area.
There has been one small randomised trial of the use of Doppler in obstetrics.
Trudinger et al (1987a) using umbilical artery waveforms reported that the
availability of Doppler measurements reduced the incidence of fetal distress and
caesarian section in labour. It is generally perceived that there is insufficient
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knowledge to justify the widespread use of Doppler in obstetrics (Redman 1989,
Neilson 1987), and that further work is needed.
1.4 Factors affecting umbilical artery Doppler waveforms
Though not yet proven, the use of umbilical artery Doppler ultrasound as a
long term predictor of fetal compromise shows considerable promise. The technique
relies upon identification of the maximum frequency envelope, and calculation of
RI and PI to characterise waveform pulsatility. A number of factors apart from
disease will affect the calculated RI and PI values. These factors will be considered
in terms of physiological factors, and physical and technical factors.
1.4.1 Physiological factors.
In the normal pregnancy diastolic flow is initially absent, but appears abruptly
at between 11 and 14 weeks, which it has been suggested is consistent with tertiary
villous vascular formation (Fisk et al 1988, Loquet et al 1988). Pulsatility drops
steadily from about 16 weeks to term (Fitzgerald et al 1984, McCowan et al 1987b,
Pearce et al 1988, Hendricks et al 1989). These studies show that from 18 to 40
weeks mean RI falls from 0.8 to 0.55 (30% drop), and mean PI falls from 1.3 to 0.8
(40% drop). The normal spread at a particular gestational age can be described by
the coefficient of variation; for RI this is 10 to 17%, and for PI is 15 to 17%. Most
clinical studies do not correct waveform indices for gestational age, however this
has been performed by Chambers et al (1989).
Fetal breathing describes the movements made by the chest and diaphragm of
the fetus. If there is strong fetal breathing then considerable modulation of the
waveform results (Fouron et al 1975, Hoskins et al 1988b). Many studies in the
literature report acquisition of umbilical artery waveforms during fetal apneoa, and
this is certainly desirable when it can be achieved, however in practice the fetus
can breathe for prolonged periods. Patrick et al (1978, 1980) studied fetal breathing
movements over a 24 hour period and found them to be present, on average for
31% of the time. During any one period breathing movements occured from 0% up
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to 86% of the time. Hoskins et al (1988a) studied the RI and PI of good quality
waveforms from 20 patients during periods of fetal breathing and fetal apneoa. The
average values considered for the 20 patients as a whole were lower during
breathing by 0.03 for RI and 0.10 for PI. This was considered to be a small effect.
The within patient variability of RI and PI was higher during breathing, however
the standard error of the mean could be reduced by averaging over more
waveforms. For a standard error in RI of 0.015 or less, and in PI of 0.038 or less it
was recommended that during fetal apneoa the average of 5 waveforms should be
taken, whereas during breathing the average of 15 waveforms should be used, and
that waveforms obtained during strong fetal breathing should be rejected. This is
the current practice in our hospital. This approach is perhaps not ideal, however in
a unit in which 1500 separate studies were performed in 1989, it is an attempt to
overcome the very real logistical problems which would be encountered if
waveforms were always obtained during fetal apneoa.
Variation in fetal heart rate is a factor which might be expected to influence RI
and PI values. Intuitively it might be expected that when the heartrate decreases,
the blood velocities in the umbilical artery have more time to reach a lower value,
Author
Mires et al 1987
Fairlie et al 1988
Kofinas et al 1989






Table 1.1. Correlation coefficients for fetal heartrate versus A/B ratio of umbilical
artery Doppler waveforms. (The A/B ratio has been reported in this table rather
than RI or PI as it is common to the above 4 papers.)
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hence RI, PI and also the A/B ratio will increase. A number of studies have
been performed in which the correlation between heartrate and waveform indices
has been investigated, (table 1.1). All of these studies demonstrate some degree of
correlation between the heartrate and the A/B ratio, which is consistent with the
above hypothesis. Some of these studies conclude that it is worth correcting for
heartrate (Mires et al 1987), while others conclude that correction is unnecessary
(Kofinas et al 1989). From these studies, where waveforms from different patients
have been correlated, it is unclear what the relationship is between waveform
indices and heartrate for individual patients. This is of interest since it raises the
possibility of using a normalised index to reduce the within patient coefficient of
variation. Hoskins et al (1989a) investigated the dependence of RI and PI on beat to
beat pulse length over short time intervals for 20 individual patients. A least
squares regression line was fitted to the data for each patient and normalised
indices calculated based upon the slope of the line. This led to a reduction in the
average coefficient of variation from 4.3% to 3.6% for RI and from 6.8% to 5.1%
for PI. Acquisition of a large number of waveforms in order to derive a regression
line for normalisation is impractical in the clinical situation. A common
normalisation formula was derived which could be applied to individual waveforms.
This led to a coefficient of variation of 3.9% for RI, which was not significantly
different from the coefficient of 4.3% for the non-normalised RI values, and of
6.1% for PI, which was significantly lower than the coefficient of 6.8% for the
non-normalised PI values. The very small changes in the coefficient of variation
after normalisation led to the conclusion that it is not worth correcting short term
changes in RI and PI values for heartrate.
The dependence of cord sampling site on waveform indices has been reported
by Abramawicz et al (1989) and Mehalek et al (1989) who noted lower A/B values
at the placental end of the cord compared to the fetal end of 28% and 15%
respectively. This is consistent with the higher downstream resistance to flow at the
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fetal end of the cord. These studies indicate that the cord sampling site could
be important, however most studies, which are performed using non-imaging
continuous wave Doppler units, do not take this into account.
Other factors such as behavioural state (van Eyck et al 1987, 1988) and blood
viscosity (Steel et al 1988a, 1989) have been reported to affect umbilical artery
waveforms. In general, apart from fetal breathing, no attempt is made to
standardise for or to correct for physiological variables which could affect the
umbilical artery Doppler waveforms.
1,4,2 Physical and technical variables.
Relatively little attention has been given to the physical and technical factors
which influence the calculated PI and RI values. Two sources of variability are
relevant. Firstly the factors influencing the Doppler spectrum, and secondly the
inaccuracy and variability arising as a result of the estimation of RI and PI from
the Doppler spectrum.
The Doppler ultrasound signal from blood contains a spectrum of frequencies
whose amplitude is related to the velocity distribution of blood in the vessel. The
relationship between the velocity distribution of blood <3>(v) in the vessel at a
particular time and the Doppler frequency amplitude profile ^(SF) is influenced by
a number of physical factors. These factors can be illustrated with reference to
steady flow, which has a parabolic velocity profile with maximum velocity vmax,
and a velocity distribution as shown in figure 1.4a. A Doppler spectral profile will
typically have the appearance shown in figure 1.4b. This was obtained from a
continuous wave Doppler unit where the beam-vessel angle was 55°, and the
transducer-vessel depth was 5 cm. This spectral profile is very noisy. This noise is
called Doppler speckle which is a characteristic of Doppler spectra derived from
Fourier transform based spectrum analysers, and is considered in more detail in
chapter 2. The spectral amplitude can be considered to be made up of an
underlying component \I>U(5F) and a Doppler speckle (noise) component ^rn(6F),
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such that;
tf(SF) = <PU(5F) + *n(SF) eqn. 1.2
In chapter 2 it will be shown that the spectra are not correlated along the time axis.
In this case, for steady flow, averaging over N adjacent spectral profiles will
reduce the noise level by a factor of (N)^. For large values of N the noise is
reduced sufficiently to reveal the underlying spectral profile ^U(5F), which is
shown in figure 1.4c. In the absence of other effects, which are considered later in







Figure 1.4. a) Velocity distribution <£(v) for steady flow of maximum velocity
vmax approximately lm/s. b) Typical single amplitude spectral profile ^(SF)
from a continuous wave Doppler unit, c) Underlying amplitude spectral profile
^U(5F) obtained by averaging 240 consecutive profiles.
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the ultrasound beam and the pattern of flow of blood in the vessel. If the
ultrasound beam uniformly insonates the vessel then all the velocity components
will be equally represented in the Doppler signal. Non-uniform insonation has been
studied using computer simulations for the case of a coaxial beam and vessel by
Evans (1982), and for the case of misalignment between the beam and vessel by
Cobbold et al (1983). For alignment of the vessel and beam, non-uniform
insonation leads to reduction of the low frequency components of the Doppler
signal, which is the case for figure 1.4c. For misalignment of the beam and vessel
there is some loss of high frequency componenents. If non-uniform insonation was
the only physical effect occuring a sharp cut-off in 1Iru(5F) would be expected at
the maximum frequency. ^(SF) is not sharp due to intrinsic spectral broadening.
This arises due to the finite size of the transducer, which results in the velocity
vector of each red cell in the ultrasound beam subtending a range of angles, hence
producing a range of Doppler shifts. This has been investigated over a number of
years by Newhouse's group. Early papers used simple geometrical models of the
beam pattern (Newhouse et al 1980). In a recent publication using diffraction
methodology (Censor et al 1988) they showed that the bandwidth SF^ of the
spectral broadening will be;
8f, = 2v_D sin(fl) 13a R A
where R is the focal distance, v is the blood velocity, D is the transducer diameter,
and A is the wavelength. The sin 6 dependence of SF^ should be contrasted to the
cos 6 dependence of the main Doppler shift component (equation 1.1). This makes
intrinsic spectral broadening of most importance for angles near 90°.
Commonly a continuous wave non-imaging system is used for acquisition of
umbilical artery Doppler waveforms. With this system the operator has no
independent knowledge of the beam-vessel angle, vessel depth or the degree of
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alignment between the beam and the vessel. The question then arises as to how
these factors affect the calculated RI and PI values.
A number of other characteristics of the Doppler spectrum can be attributed to
the instrument. Figure 1.4c shows that no signal is present for low frequencies. This
is due to the high pass filter in the Doppler detector, which is necessary to remove
low frequency large amplitude components arising as a result of vessel wall
pulsation. The received Doppler power will vary, depending on such factors as the
number of red cells in the sample volume and the thickness of the tissue between
the vessel and the transducer. In order to display the waveforms at the correct
intensity levels the user has control over the amplifier gain. If the signal strength is
low, the high gain necessary for display leads to the appearance of amplifier noise
on the spectrum. If the signal strength is higher, then a high gain will lead to
saturation of the amplifier output. This produces additional spectral components
which appear as a 'ghosting' of the original signal. This effect is most noticeable
when high amplitude low frequency components are produced by fetal movement
or transducer movement across the skin. The resulting distortion can completely
obliterate the desired arterial waveforms. Other vessels may also intersect the
Doppler beam giving rise to masking of the desired arterial signal.
All of the above factors can influence the identification of the maximum
frequency envelope of the umbilical artery Doppler waveforms. Commercial
instruments provide 2 different methods for calculation of RI and PI. Firstly the
operator manually defines the waveform envelope, or particular points of the
envelope such as the peak systolic and end diastolic frequencies, and the RI and PI
are calculated from this data. The second method is automatic calculation of the
indices by the Doppler machine. This requires the following steps;
i) Adjustment of the amplifier gain to display the waveform; this step is
performed by the operator,
ii) Calculation of the maximum frequency envelope,
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iii) Calculation of the start and end points of each waveform,
iv) Calculation of the RI and PI values for each waveform,
v) Display of the RI and PI.
For each of these 2 methods the operator should have an appreciation of what
constitutes an acceptable quality Doppler waveform, so that indices of RI and PI
are not in error. In our institution we have favoured the manual method as this
forces the operator to make a conscious decision as to the location of the maximum
frequency envelope, which should engender an appreciation of waveform quality.
The automatic method is more likely to be prone to abuse as it allows the operator
to simply read the RI and PI values off the screen, and to a greater or lesser extent
ignore the quality of the waveforms and the envelope from which these values
arose. The possibility then arises of inaccurate calculation of RI and PI, with the
consequent scenario of management of the patient by clinical staff based upon
incorrect data. At best, in the wrong hands this could lead to the Doppler test being
discredited. At worst it could lead to inappropriate obstetric management. It would
therefore seem desirable to give an indication to the operator of when the
waveform quality is acceptable, with the implication that the indices of RI and PI
are reliable.
1.4.3. Overall variability of waveform indices obtained in clinical practice.
In the previous 2 sections the sources of variability of Doppler waveforms and
of RI and PI have been considered. In clinical practice these factors will combine.
The descriptors of the error in RI and PI which are relevant are the reproducibility
and the accuracy. In order to judge the accuracy it is necessary to have a gold
standard for RI and PI. In clinical practice this would be difficult if not impossible
to obtain, so that in the literature studies on overall variability have concentrated
on the reproducibility of waveforms, (Spencer et al 1989, Maulik et al 1989a,
Gudmundsson et al 1990, Murrels 1987). These studies, performed during fetal
apneoa, show inter-observer coefficients of variation of 8.4 to 14.3%, and intra-
19
observer coefficients of 8.5 to 10.9% for PI.
1.5 Aims of thesis.
The discussion in section 1.4 of the factors influencing the calculated RI and
PI values generated 2 questions which will form the aims of this thesis. These are;
i) What is the effect of physical parameters such as beam-vessel angle and beam-
vessel alignment on the waveform quality, as characterised by the maximum
frequency envelope and the calculated RI and PI values, of umbilical artery
Doppler waveforms?
ii) Is it possible to produce waveform quality indices which could be calculated
by a Doppler machine in order to indicate to the operator the degree of reliability
of the RI and PI values obtained from the umbilical artery Doppler waveforms?
The thesis is arranged as follows to try and answer these questions;
Chapters 2 and 3: In order to investigate the effect of physical parameters on
umbilical artery Doppler waveforms in a well controlled manner it is necessary to
devise a source of reproducible velocity waveforms. Chapter 2 describes the
construction of a physiological flow phantom, and chapter 3 considers the effect of
the artificial blood on the Doppler signal.
Chapter 4: In this chapter is described the effect of physical parameters on the
calculated maximum frequency envelope, and on RI and PI.
Chapters 5 and 6: These chapters are concerned with methods for improvement of
the estimation of the maximum frequency envelope and on the RI and PI. The first
method is noise reduction of the Doppler spectrum. The development of a suitable
image processing algorithm is described in chapter 5. The second method is
filtering the maximum frequency envelope. These methods are tested fully in
chapter 6.
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Chapters 7 and 8: In these chapters waveform quality indices are described and
tested using the set of waveforms acquired from the flow phantom. In this way the
quality indices could be compared with the quantitative errors in the envelope and
in the PI.
Chapter 9: The performance of the 2 most promising quality indices is tested on
450 sets of real umbilical artery waveforms. In this trial waveform quality was
assessed subjectively.
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Chapter 2. Design and evaluation of a physiological flow phantom.
2.1 Introduction.
In order to systematically study the effect of physical parameters on the RI and
PI, and on the waveform quality indices it is neccessary to produce a source of
reproducible velocity waveforms in a vessel which simulates the umbilical artery.
Desirable features of a physiological flow phantom are to generate reproducibly a
wide variety of waveform shapes in such a manner that the waveform shape can
easily be changed. Many of the early systems described lack these facilities. These
are described in Law et al (1987). Flow phantoms with the ability to change
waveform shape are described by a number of authors (Issartier et al 1978, Wemeck
et al 1984, Peterson 1984, McCarty and Locke 1986, Law et al 1987, Shortland et al
1989). The ability of the phantom to generate a variety of waveform shapes is
discussed only in the recent paper by Shortland et al (1989). The flow phantom
described in this chapter is an extension of a steady flow phantom described by
McDicken (1986).
2.2 Flow phantom.
It would be difficult and time consuming to physically model the physiological
circulation consisting of a beating heart and a system of bifurcating tubes (however
an approximation to this approach has recently been reported (Shortland et al
1989)). The chosen approach was the commonly used one whereby the waveform
shape is controlled by a variable flow pump. The pump used was a gear pump
(model 120-040, Micropump Corp, Concord, California, USA). This model delivers
0.316 ml/revolution. Previously we had used a larger gear pump delivering 1.73
ml/revolution however it was found that for the smallest of the vessels of interest,
at the desired flow rates the pump was unstable, producing a ripple on the Doppler
signal associated with the action of the teeth (figure 2.1). No such problems
existed with the smaller pump.
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Figure 2.1 Unstable flow at low flow rates for a high output gear pump. The
ripple is caused by the action of the teeth of the gears.
The tubing used must be relatively stiff. If very elastic tubing is used there
are problems of kinking. We have also observed that there are large changes in
waveform shape along the length of an elastic tube. This is thought to be due to
reflected pressure waves from the end of the tube. This is discussed later. For the
tubing which was insonated transparent heat shrink tubing was used. This was
moulded around rods of known diameter as described in McDicken (1986). Pipes
of 3 mm internal diameter were made to simulate the umbilical artery. These had a
wall thickness of 0.36 mm. Other connecting pieces of tubing were made of PVC.
There was no visible change in diameter of the tubing as assessed during pulsatile
flow with an Acuson 128 scanner. The length of the insonation vessel was made
large enough to produce stable flow conditions at the point of insonation. The
inlet length L for pulsatile flow is quoted as
L = 0.04 d Re (McDonald 1974) eqn. 2.1
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where L is the pipe length
d is the pipe diameter
Re is the Reynolds number
L can also be expressed in terms of the mean flow rate Q. This expression is
independent of the tube diameter d.
^ _ 0.16 p Q eqn. 2.2
7r 77
where p is the fluid density
77 is the viscosity
O Q -1-1
For the solution used, p = 1.1 x 10 kgm and 77 = 0.004 kgm s .
If Q is expressed in ml min "*, this gives
L = 1.7507 x 10"2 Q eqn. 2.3
If the upper value of Q is for example 1000 ml min"*, L is 17.5 cm;
for Q = 2000 ml min"*, L is 35 cm. The pipes used in this study were all 35 cm
or more long.
The acoustic properties of the prepared heat shrink material were estimated
(table 2.1). The speed of sound was measured by timing 3.5MHz ultrasound pulses
from transmission by one transducer to reception by a second 3.5MHz transducer.
The pulses passed through water in which a block had been inserted. The block
consisted of layers of flat prepared heat shrink material giving a total thickness of
1.0 to 1.35 cm. The estimated speed of sound through the heat shrink material was
1850 m/s. This is higher than the speed of sound in water (1480 m/s) or in tissue
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(1450 m/s to 1650 m/s), (data from Wells 1977). This will lead to refraction of the
sound as it travels through the tubing. Using Snell's law, at a water/heat shrink
interface the Doppler angle at which total reflection occurs is approximately 37°. In
chapter 4 the effect of beam-vessel angle on waveforms is considered, and in that
chapter it will be noted that no waveforms can be acquired for Doppler angles less
than 40°, which is consistent with the 37° critical angle. In a second experiment
the attenuation coefficient of the material was measured by observing the change in
received ultrasonic peak height occuring on insertion of a 3.5 mm block of the
material into ultrasonic gel. The same transmit and receive transducers were used as
before. The estimated attenuation coefficient was 18dB/cm. For the simulated
umbilical artery, which had a wall thickness of 0.36mm, there is approximately 97%
transmission of ultrasound which is normally incident. Law et al (1989) review the
design of flow phantoms. They report longitudinal velocities in typical vessel
materials such as polyethylene (1950 m/s), perspex (2750 m/s) and pyrex glass
(5040 m/s). These velocities are all higher than the velocity of 1850 m/s measured
for the heat shrink material used in this study. In chapter 4 the effect of a number
of physical parameters on the Doppler waveforms is considered. Further discussion
of the influence of diffraction of the ultrasound beam by the tubing used will be
considered in relation to the results obtained in that chapter.
Physical parameter Value Units
Density 940 + 45 kgm-3
Speed of sound 1850 ± 10 ms" ^
Attenuation coefficient 18 ±2 dBcm"^
Characteristic impedance 1.74xl06 ± O.lOxlO6 -2 -kgm s
Table 2.1. Physical properties of prepared heatshrink material. Errors given are 1
standard deviation of 3 separate measurements.
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The blood substitute used was a suspension of Sephadex particles (type G25,
Pharmacia, Uppsala, Sweden) in a mixture of glycerol and water, as described by
McDicken (1986). Blood is a non-Newtonian fluid, however McDonald (1974)
states that the effects of non-Newtonian behaviour at high shear rates are
important only in small vessels of arteriolar dimension. Following Pedley (1980)
blood is taken to be a Newtonian fluid of viscosity 0.004 kgm~'s~*. A mixture of
42%/58% glycerol/water by mass gives a viscosity of 0.004 kgm~'s~^ at 20°C (CRC
handbook of chemistry and physics 1985). It is known that gear pumps will cause
damage to the sephadex particles; however this damage as observed by a microscope
is small after several hours use. A magnetic stirrer was used to keep the particles
in suspension. Further consideration of the sephadex suspension is given in chapter
3.
A block diagram of the system is shown in figure 2.2 The pump was powered
using a stepping motor. The stepping motor speed was controlled using a
microcomputer (BBC master 128, Acorn Computers, Cambridge, England) to
produce the desired waveform. The waveform shapes used were generated by hand
using a tracker ball and stored to disc. The control digital output from the
microcomputer could be varied over the range 0 to 4095. A new value of the
waveform shape was sent every 5 ms, and the waveform was repeated once the
endpoint had been reached. This was converted to an analogue signal by a
combination of a D/A converter and a voltage/frequency converter. It was
necessary to smooth the output of the voltage/frequency converter in order to avoid
discontinuous jumps in the output which the stepping motor could not follow. This
smoothing did not affect the waveform shape. The system could support both
forward and reverse flow. Reverse flow was indicated by a control bit sent from



















Figure 2.2. Block diagram of the flow phantom.
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Waveforms were acquired using a Doptek 4 MHz continuous wave Doppler
unit. The maximum frequency envelope or the entire Doppler spectrum could be
sent to the microcomputer for storage. Analysis of the Doppler waveforms was
performed using the microcomputer.
Typical waveforms acquired using the final system are shown in figure 2.3.
The beam-vessel angle was 45°. The pump speed was adjusted to give a maximum
velocity of approximately 0.8 ms"'. Simulated umbilical artery waveforms are
shown in figure 2.3a and 2.3b. In order to demonstrate the flexiblity of the
phantom simulated uterine artery waveforms using the 6 mm tube are shown in
figure 2.3c and 2.3d.
Figure 2.3. Waveforms produced using the flow phantom, a) and b); umbilical





Constant flow levels were generated by the microcomputer. Flow was
measured using a measuring cylinder and stopwatch. This was done for both
forward and reverse flow over the range of interest (figure 2.4a).
Figure 2.4. Relationship between the control output value from the micrcomputer
and the flow rate, a) before correction (points), b) after correction (crosses).
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At low flows the curve of microcomputer control value versus volume flow is
non-linear. This is a combination of non-linearity in the control board electronics,
and in pump efficiency. In particular, when the microcomputer output value is
zero there is a residual flow of 0.0017 mls"^. For a 3 mm tube this gives a
maximum Doppler shift of about 1.2 Hz which is much smaller than the filter level
of 70 Hz. This small flow will however affect the accuracy of volume flow
measurement performed using a measuring cylinder and stopwatch when very
pulsatile flow is used. This was overcome by reversing the direction of flow of the
pump every 5 ms when the microcomputer output was zero. By using the curve of
figure 2.4a, correction factors were calculated from which the microcomputer
output was corrected to increase the stepping motor speed for the low flow region.
Correction was performed by linear interpolation over 14 regions between the
values -1000 and 1000. This results in the more linear curve of figure 2.4b.
2,3.2 Distortion of the waveform shape
The tubing which is connected to the pump outflow had its other end in the
reservoir of sephadex suspension. If the tube is very elastic there are obvious
distortions in the recorded Doppler waveform, such as the presence of a second
peak, which can be reduced by increasing the resistance to flow at the end of the
pipe arising from a mismatch between the impedance of the pipe and that of the
sephadex solution. This suggests that the distortion is due to reflected pressure
waves from the end of the pipe. This type of distortion was also present when the
relatively stiff pipes of moulded heat shrink tubing were used. A number of
methods were tried to remove these effects. Basically these methods attempted to
match the impedance between the tubing and the sephadex syspension. The
methods tried included drilling holes in the tubing wall for several centimetres
from the end, shaping the end to be a slanted cut instead of a blunt cut, and tying
a piece of foam tightly around the end. The first two of these methods had no
effect. The third method did cause a reduction in waveform distortion. This,
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however, is not a desirable method as pieces of foam fray off and could damage
the gear teeth. The distortion was reduced when the heat shrink tubing was of
reduced diameter for the last 20-30 cm of its length before entering the reservoir.
A diameter reduction of a half was used. The reduction in distortion achieved was
greater as the length of the narrow tube was increased (figure 2.5). The reasons for
the removal of the distortion using this method are not entirely clear. One possible
explanation is that the mismatch in impedance at the interface between the
insonation tube and the narrow tube causes reflected pressure waves which cancel
out the distorting effects of the pressure waves reflected from the end of the tube.
Another possible explanation is that, as the speed of the fluid in the narrow pipe is
a factor of four greater than in the insonation tube, this impedes the progress of
the reflected waves from the end of the pipe. Though empirical this method does
give some reduction in distortion.
Figure 2.5. Reduction in waveform distortion using an adjoining narrow bore
tube a) control waveform, b) narrow bore length = 0 cm, c) narrow bore length =
18 cm, d) narrow bore length = 31 cm.
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2.3.3 Comparison of control waveforms and Doppler waveforms.
Waveforms with a wide range of pulsatility, including reverse flow, were
generated at a pulse rate of 120 per minute. RI values were calculated for the
control waveform and for the maximum frequency envelope of 5 Doppler
waveforms. The results are presented in figure 2.6. The RI of the Doppler
waveforms is in general lower than that of the control waveforms, but only by a
Figure 2.6. Comparison of the control waveforms and Doppler waveforms using
the resistance index. The solid line is the line of best fit; the dotted line is the line
of identity.
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small amount (<0.1). Perfect agreement would not be expected since the control
waveform influences the mean velocity, and it is known that the velocity profile
and hence the relationship between the mean and maximum velocity changes over
the waveform cycle. In some cases there was obvious disagreement between the
control waveform and the Doppler waveform. Figure 2.7a shows a case where
there is diastolic flow when the control waveform has absent end diastolic flow.
Figure 2.7b shows a case where there is a tertiary Doppler peak which is not
present on the control waveform. This distortion could be caused by residual
reflected waves within the system.
I I I
l »."V. il ) %(
V 1 V V
Figure 2.7. Cases where there is obvious disagreement between the control and
Doppler waveforms, a) the control waveform has no end diastolic flow whereas the
Doppler waveform does have end diastolic flow, b) the Doppler waveform possesses
a tertiary peak which is absent in the control waveform.
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2.4 Conclusion.
A flow phantom based upon microcomputer control of a stepping motor/gear
pump combination has been described. The system works well and is able to
generate a wide variety of physiological waveforms.
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Chapter 3. A comparison of the Doppler spectra from human blood and artificial
blood used in the flow phantom.
3.1 Introduction.
The Doppler signal from blood results from the combination of the ultrasound
scattered from each red cell. The average distance between two red cells is about
10% of its diameter for a haematocrit of 45% (Shung et al 1976). In this situation
the red cells must be considered as interacting. Theoretical modelling of the
Doppler signal from blood taken as a suspension of interacting scatterers has been
performed by a number of authors (Atkinson and Berry 1974, Shung 1982, Mo and
Cobbold 1986a). Angelson (1980) treated blood as a continuum and therefore
bypassed the interaction. For blood the Doppler shifted signal arises from
fluctuations in red cell concentration in the sample volume. The fluctuating nature
of this signal gives rise to the characteristic speckle pattern of the Doppler
spectrum from discrete Fourier transform based spectrum analysers.
The use of blood as a scattering medium is inconvenient - the red cells are
easily damaged, it is difficult not to introduce air bubbles into the blood, stringent
microbiological safety precautions are necessary, and a large supply can be difficult
to obtain. It is much more convenient to use a blood substitute. The blood
substitute used was Sephadex G25 superfine particles (Pharmacia, Uppsala, Sweden)
in a glycerol solution. These particles have a swollen diameter of 20-70 /rm which
is much larger than the red cell dimensions of approximately 2.4 by 8.5 /jm. The
question then arises as to whether the backscattered Doppler power and the
statistics of the Doppler spectrum are similar for human blood and for a suspension
of the Sephadex particles. It is the purpose of this chapter to investigate these
aspects.
3.2 Method.
3.2,1 Experimental set up.
The artificial blood was a suspension of Sephadex particles in a mixture of 42%
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glycerol to 58% water. This has a viscosity of 0.004 kgm~^s~' at 20°C, identical to
the viscosity of blood at 37°C. The flow phantom and artificial blood were kept at
20°C for the duration of the study. The artificial blood was prepared in such a
manner as to remove air bubbles. Boiling water was added to the glycerol to
remove the dissolved air.
The Sephadex was prepared by adding a weighed amount of dry Sephadex to
the glycerol solution and heating for 2-3 hours at 85°C. This swells the particles to
their final volume and removes dissolved air. As a precautionary measure the
glycerol solution and the Sephadex suspension were placed in an evacuated chamber
of pressure less than 50 mmHg for 1-2 minutes to remove any final air bubbles.
No air was observed to come off from the solution and suspensions. The flow
phantom was flushed with water degassed by boiling and by exposing it to low
pressure. Special care was taken to remove air trapped within the gear pump. This
Figure 3.1: Diameter distribution of swollen Sephadex particles. This was
calculated from diameter measurements made on 500 particles.
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could be done by inverting the gear pump and running it at high speed. The
presence of microbubbles was monitored using Doppler ultrasound. A microbubble
produced a very high intensity Doppler signal. Flushing was repeated until no
recirculating bubbles were observed. The flow phantom was further flushed with
glycerol solution, then the Sephadex suspension introduced. Dilution of the original
Sephadex suspension was performed using degassed glycerol solution carefully
added to the Sephadex. Figure 3.1 shows the distribution of the swollen particle
diameters. Diameter measurements were made using a microscope with a calibrated
eyepiece. The mean and 2 standard deviations of the diameter was 46 - 26 /im,
which gives a range of approximately 20 to 70 fim.
Fluman blood was taken from a willing volunteer. This was withdrawn slowly
through a 19 gauge butterfly into 50 ml syringes to prevent bubble formation. This
was emptied carefully into a beaker. 0.25 ml of heparin at a concentration of 1000
units per ml were used with each 50 ml of blood to prevent clotting.
Gear pumps are known to cause damage to particulate suspensions. During the
course of the experiments the damage to the Sephadex particles was minimal as
observed through a microscope. The red blood cells are more fragile and so were
not recirculated. The blood was sucked through the system so that the blood did
not encounter the gear pump until after it had passed the insonation site.
Doppler spectra were acquired using the Doptek continuous wave unit. The
transducer-vessel distance was 7.4 cm, the beam-vessel angle was 47° and the
vessel inner diameter was 4 mm. This set up is similar to that which occurs in
practice when Doppler waveforms are acquired from vessels in the body. A 1 cm
layer of tissue equivalent attenuator (reticulated foam) was placed between the
vessel and the transducer to avoid saturation of the Doppler signal when the higher
concentrations of Sephadex were used. A 4 MHz transducer focused at 5 cm was
used with the transducer face submerged under water.
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3.2.2 Measurement of statistical parameters.
The initial Sephadex concentration was 50% by volume. The flow rate of the
pump was set to a constant value which gave a 3 kHz maximum frequency shift.
This corresponds to a maximum velocity of about 0.8 ms"'. The suspension was
allowed to circulate for 15-20 seconds to give a uniform concentration of particles.
The Doptek frequency range was 4 kHz; that is the highest displayed frequency was
4 kHz. A new spectral line was produced every 10 ms. The Doppler gain was
adjusted to keep pixel saturation to a minimum. A spectrum of 240 lines (2.4
seconds) was transferred to the BBC microcomputer. Dilution of the Sephadex was
performed taking care not to create air bubbles. This procedure was repeated
until the Sephadex concentration was between 1 and 8%.
Without touching the transducer, attenuator or vessel, the Sephadex was flushed
from the flow phantom using degassed water. Blood was introduced and spectra
were acquired. All spectra were transferred to the BBC microcomputer and then to
an Archimedes microcomputer for analysis.
For each spectrum the 240 consecutive spectral profiles were used to generate
data on the standard deviation of pixel values as a function of the mean pixel
value. A single data point was derived by calculating the mean and standard
deviation of the 240 values corresponding to a particular frequency. This was
repeated for all frequencies from 100 to 2850 Hz. The mean and standard
deviation are parameters describing the first order statistics of the Doppler
spectrum. Second order statistics refer to the relationship between the value of a
pixel and that of the surrounding pixels. This can be described by the normalised
autocovariance function NAF(k).
N-k
£ [P(i) -F][P(i+k) - F)
_1 i=i
NAF(k) = n eqn. 3.1
N-k £ [P(i) - F]2
i=l
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where P(i) is an array of N elements, F~ is its mean value and k = 0, 1,2 is
the lag variable.
If this function has a simple shape it can be characterised by its full width at
half maximum height (FWHM). This values gives an indication of the size of the
speckle seen on the image. The NAF was calculated in both the time and the
frequency direction. Calculation along the time axis was performed over a period
of 2.4 seconds (240 points) for each frequency from 1000 Hz to 2850 Hz. The
average NAF along the time axis, NAFt was then calculated. Calculation of the
NAF along the frequency axis, NAFr- was performed over the interval from 19001 9
to 2850 Hz (20 points). This was performed for each of the 10 ms spectral lines
and the average value taken. For calculation of NAFf ideally the region should be
uniform; that is the mean pixel value should not be a function of frequency.
Along the frequency direction the mean pixel value increases as the frequency
increases. This is a consequence of the relative geometry of the beam and velocity
profile of the vessel. The maximum variation of average/pixel values over the
region 1900 to 2850 Hz was -13%. Along the time axis the mean pixel value does
not change. Normalisation removes any dependency of the autocovariance function
on the mean value for that line hence the requirement for uniformity in the
frequency direction is not so strict.
3.2.3 Measurement of relative Doppler power.
The measurement of relative power can be explained with the help of figure
3.2. The Doppler signal is a fluctuating signal Vj(t). Vj(t) is the Doppler signal
after directional demodulation. The upper channel only was used. The power of
1the signal is related to the average value of Vj (t). In figure 3.2 RQut is the
output resistance of the Doptek unit. is a digital attenuator reading from 0 to
1000. Rjn is the input resistance of an RMS voltmeter. After the introduction of
the Sephadex of 50% concentration the attenuation value was set to 100,
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corresponding to a high attenuation, and the RMS voltage noted. Subsequent
dilution of the Sephadex suspension produced a different output power. The
attenuation resistance was adjusted so that the RMS voltage level returned to its
baseline value. From the equivalent circuit the ratio M of Vj to V2 is
Vj (R, + Rout)(Rin + R2)
M = = + 1 eqn. 3.2
V2 (RinR2)
Using this the power P of the Doppler measurement relative to the first
measurement can be calculated
pn Ml
— = —— eqn. 3.3
P, M?
Figure 3.2: Circuit for the calculation of relative Doppler power. Rout is the
Doptek output impedance and Rjn the input impedance of the RMS voltmeter. RA
is an attenuator. RA is split into Rj and R2. The values of Rj and R2 depend on
the attenuation needed to maintain V2 constant.
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The attenuation values Rj and R2 were measured directly using an ohmeter. The
input and output impedances were measured using the standard electrical
techniques. An alternative method of power measurement is to use the power
readings direct from the RMS meter. Non-linearities in the calibration of the
meter could be present which would affect the measurements. Using the meter as a
null device meant that the meter was being used at fixed point hence non-
linearities were not relevant.
The measurement of the relative power of blood using the flow phantom was
found to be difficult. This was due to the limited time available as the blood could
not be recirculated. An alternative approach was devised. A 60 ml syringe was
connected to a 1 metre length of silicon rubber tubing whose outlet was placed in a
beaker. Blood or Sephadex suspension at a concentration of 20% by volume was
introduced. Doppler measurements from the fluid in the silicon rubber tubing
could be taken by emptying and refilling the syringe. The beam-vessel angle and
transducer-vessel distance were identical to the values used in the previous
measurements. It was possible to pass blood then Sephadex, after flushing, through
the tubing without disturbing the beam-vessel geometry. Maximum frequencies of
2.8 to 3.2 kHz were produced by this method which gave a stable power reading
for a sufficient length of time to enable the measurements to be performed. Using
this method the relative power of blood and Sephadex at 45% concentration by
volume was measured.
3.3 Results.
The relative Doppler power is plotted as a function of Sephadex concentration
by volume in figure 3.3. The relative power peaks at approximately 40%
concentration and falls as the concentration increases. A similar effect has been
shown to occur for blood, where the backscattering coefficient reaches a peak for a
haematocrit between 12 and 25% (Shung et al 1976, Mo and Cobbold 1986a).
Newhouse et al (1982) measured backscattered power as a function of the
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concentration of cellulose MN300 particles and demonstrated that the power
plateaus, rather than peaks. It was suggested that this effect was caused by settling
out of the powder at higher concentrations; so that the concentration of suspended
powder approaches an almost constant value. The plateau concentration of
suspended powder was suggested to be dependent on stirrer speed and geometry, so
that for example at higher speeds the concentration of suspended powder would be
higher, as would the plateau power. In our apparatus we attempted to keep all of
-to
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Figure 3.3: Doppler power for Sephadex as a function of concentration, and for
blood. Three series of measurements are shown for Sephadex indicated by o , •
and +. The measurement for blood is shown as ■ . The solid line is a line of best
fit.
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the Sephadex in suspension by using a high stirrer speed. No deposition of
Sephadex was observed in the tubing or beaker. The power of blood was less than
the power of Sephadex of similar concentration by a factor of approximately 150-
250. It should be noted that the power readings for blood were still difficult to
make so that the factor of 150 may represent a lower limit. In practice the relative
power may be higher than this.
Figure 3.4 shows the standard deviation of pixel values for a given frequency
plotted against the mean pixel value. The points represent measurements taken
from four blood spectra (224 points in all). For Sephadex, measurements from 46
spectra were taken resulting in a total number of 2576 points. Because of the very
large number of points only two solid curves showing the spread of the results
(average - 2 x standard deviation) are displayed in figure 3.4. There was no
dependence of this data on Sephadex concentration. Nearly all the points for the
blood spectra lie within the two solid curves, indicating that the first order
statistics of blood and Sephadex are identical.
Previous work has provided evidence that the amplitude level of any particular
Doppler frequency obtained from blood follows a Rayleigh distribution (Mo and
Cobbold 1986b, Luckman et al 1988). Consequently the points of figure 3.4 for
blood should lie in a straight line passing through the origin of the axes, since the
mean of a Rayleigh random variable is proportional to its standard deviation. In an
attempt to explain the discrepancy between the theoretically expected and
experimental results it was assumed that the deviation from Rayleigh statistics is
due to a signal processing operator applied to the spectral data. One such operator,
which can be used before displaying the spectral information in order to reduce the
background noise, is known as baseline shift. This operator subtracts an amount C
from each signal amplitude. If the resulting signal level is less than zero it is set to
zero. The broken curve of figure 3.4 was obtained using the first-order statistics
of a Rayleigh variable after baseline shift by a level C which represents 5% of the
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available dynamic range (see section 3.6). This value provides good agreement with
the experimental results, as can be seen from figure 3.4.
Figure 3.4: Standard deviation of pixel values is plotted as a function of mean
pixel value. The solid curves represent the average - 2 x standard deviation for
the Sephadex spectra. The broken curve is that from theoretical modelling when
there is a baseline shift of 5%. The data for blood is shown as • .
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A typical example of NAFt is shown in figure 3.5a. NAFt drops to the noise
level after 10 ms (1 pixel) indicating no correlation between the value of
neighbouring points along the time axis. This was the case for all the Sephadex
spectra and for blood. With the frequency range used the frequency resolution was
50 Hz and the length of the data sweep 20 ms. Overlapping of adjacent data by
50% is employed in order to generate a new profile every 10 ms. With this degree
of overlap the measured lack of correlation along the time axis warrants further
investigation. A possible explanation is that the autocovariance function is
proportional to the square of the overlap between data in the time domain. In
order to test this hypothesis the whole process was simulated by computer. This
involved generation of Doppler signals in the time domain using the speckle model
of Mo and Cobbold (1986a), calculation of the Fourier transform of the time
domain data, calculation of the sample autocovariance function (128 of them) and
averaging in order to obtain an estimate of the ensemble autocovariance function.
For a rectangular window with 50% overlap the value of the NAF{ for lag one was
0.23, whereas for a Hanning window NAFt for lag one was 0.04. The Doptek uses
a Hanning window and the value of 0.04 is consistent with the experimental
observation that NAF{ drops to the noise level after one pixel. On the other hand
NAFf drops to the noise level after 100 Hz (2 pixels). If it is assumed that the
Doppler signal is a Gaussian process the autocovariance of the spectrum would be
expected to behave like a delta function (Jenkins and Watts, 1968). The spread
observed in the experimentally measured NAFf (figure 3.5b) is consistent with the
use of a Hanning window by the Doptek instrument before spectral analysis; an
operation which increases the width of the autocovariance of the spectrum of a
random process (Jenkins and Watts 1968). The FWHM was estimated by linear
interpolation from the NAFf values at 0 and 50 Hz. These are plotted as a
function of concentration in figure 3.6. There is no dependence of the FWHM on
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Figure 3.5: Typical examples of the normalised autocovariance function along the
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Figure 3.6: FWHM of the NAFf as a function of Sephadex concentration. Three
series of measurements are shown indicated by o , • and +. The measurement for
blood is shown as ■.
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42.8 - 0.7 Hz for blood. These values are significantly different (p < 0.001)
however the difference is still small.
3.4 Discussion.
Under the conditions that have been used in this experiment it has been shown
that the first and second order statistics of blood and a Sephadex suspension are
very similar. Two factors are discussed below where care is needed before
implementation of these conclusions. The first is the time resolution of the device
used. A 10 ms time resolution has been used in this study as that is commonly
used in our hospital. Measurements of NAFt demonstrated a 6 - correlation; that
is no correlation for lags of 1 pixel or greater. If a lower time resolution was used
it is possible that there would be correlation at shorter time intervals. The second
factor is the frequency of the transducer. If the particle size is much less than the
wavelength it is known that Rayleigh scattering occurs. In this experiment, with a
4 MHz transducer, the wavelength was 380 /im. The Sephadex particle diameters
were 20-70 /zm; that is 5-18% of the wavelength which is a small proportion. The
similarity of the first and second order statistics of blood and Sephadex, and the
agreement between the measured first order statistics and the mathematical model
gives support to the validity of assuming Rayleigh scattering in this case. At
higher frequencies the particle diameters will be a larger fraction of the wavelength
and there may come a point where Rayleigh scattering can be no longer assumed to
apply.
3.5 Conclusion.
Under the conditions in which these measurements have been made it has been
shown that the first and second order statistics of blood and a suspension of
Sephadex particles in a glycerol solution are very similar. This suggests that
investigations in which Doppler speckle plays an important role may be performed
in the laboratory using the flow phantom. This is particularly important for the
investigations described in the subsequent chapters of this thesis. The statistical
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parameters are also independent of Sephadex concentration, so no special measures
need to be taken to ensure a suspension of the correct concentration. The relative
Doppler power from blood is much lower than the power from the Sephadex
suspension.
3.6 Appendix. First order statistics of a Ravleieh variable after baseline shift
The probability density function fx(x) of a Rayleigh random variable x is given
Baseline shift subtracts an amount C from each signal amplitude, and if the
resulting signal amplitude is less than zero the value is set to zero. This can be




Using a theorem which provides the probability density function fy(y) of the
random variable y in terms of fx(x) (Papoulis 1981) it can be shown that
{(y + C)/a}exp{-(y + C)2/2a}





Based on fy(y) the first two moments of y can be calculated.
+oo




= 2a exp(-C2/2a) + 2C(5ra/2)1/2{erf[C/(2a)1/2] - 1}
where erf(z) is the error function (Abramowitz and Stegun 1964). The mean my
2 2 2-
and variance of y are then equal to my = mj and ay = - nij respectively.
Of course for C = 0 the mean and variance of the Rayleigh distribution are
obtained.
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Chapter 4. Accuracy of estimation of the maximum frequency envelope and
pulsatilitv index of simulated umbilical artery waveforms as a function of 3
physical parameters.
4.1 Introduction.
In chapter 1, section 1.4, the sources of variability of RI and PI values calculated
from umbilical artery waveforms were considered. It was noted that there had been
no systematic study of the effect of physical parameters on umbilical artery
waveforms; specifically, of the effect of physical parameters on the maximum
frequency envelope and on the RI and PI derived from the envelope. It is the
purpose of this chapter to perform such a systematic study with simulated umbilical
artery waveforms from the flow phantom described in chapters 2 and 3.
The identification of the maximum frequency envelope of a Doppler waveform
is an edge detection problem. The relevant literature to this problem will be
considered first.
4.2 Literature concerning the detection of the maximum frequency envelope of the
Doppler waveform.
Edge detection is important in other image processing areas such as computer
vision and there is a large literature on the subject. Early studies used differential
techniques of edge detection (Ballard and Brown 1982). These techniques calculate
the first derivative of pixel values in a window about the central element. The
points where local maxima of the first derivative occur are declared to be the edge
points. Differential methods are known to be highly sensitive to noise. A second
class of edge detection techniques involves convolution with the first or second
order derivative of a Gaussian operator. First order derivative Gaussian operators
have been described by Canny (1983), and Torre and Paggio (1984). Second order
operators have been described by Marr and Hildreth (1980). The result of the
convolution is an image which has high values where there are edges. These
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techniques are relatively insensitive to noise but are computationally demanding.
Other more complex edge detectors have also been described including methods
based on surface fitting (Haralick 1984).
For Doppler waveforms in which the region above the waveform is either
devoid of any other signal or is filled with uniform electronic noise, the problem of
maximum frequency envelope identification should be simpler than the general
problem of edge detection. Note that this may not be true when there are other
sources of noise such as substantial interference from overlying vessels, however
these are not considered in this chapter. A number of maximum frequency
followers have been described in the past. Early methods used the analogue
Doppler signal (Sainz et al 1976, Skidmore and Follet 1978). More recently digital
maximum frequency followers applied to the Doppler spectrum have been
described. These followers can be split into percentile and threshold-based
techniques.
In the percentile method the total value T of pixel values of a single spectral
line is calculated. The maximum frequency is the point where the sum of pixel
values below that frequency just exceeds a specified percentage of T, typically^ or
1^6 expressed in percentage terms. The percentile method is known to be sensitive
to background noise however it is still widely used.
In the threshold method the maximum frequency follower algorithm starts from
the high frequency end of a spectral line and works to the lower frequencies
comparing each pixel value with the threshold value. The highest frequency at
which the pixel value exceeds the threshold value is called the maximum frequency.
The underlying principle of this method is that a threshold value can be chosen
which lies above the majority of the noise pixel values, but is less than the pixel
values corresponding to the maximum frequency envelope. For systems which
utilise a fixed threshold value the performance of the system will start to
deteriorate when the noise level exceeds the threshold level. Adjustment of the
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threshold level with background noise can be either performed manually (Prytherch
and Evans 1985) or automatically on the basis of measurements of the background
noise level (D,Alessio 1985, Mo et al 1988b). Mo et al (1988b) compared a
percentile follower, threshold followers adaptive to the level of background noise,
and a hybrid follower combining features of the threshold and percentile methods.
They found the best performance given equally by the hybrid follower and an
optimised adaptive threshold follower. In this study an adaptive threshold maximum
frequency follower was used which was similar to that described by Mo et al
(1988b). This is discussed further in section 4.3.2.2.
4.3. Method
A brief description of the methodology is given here. Detailed description is
given in the sections following. The use of a flow phantom allowed the production
of a large number of identical velocity waveforms in a vessel which simulated the
typical diameter and depth of an umbilical artery. Doppler waveforms could then
be obtained with knowledge of the beam-vessel angle, beam-vessel axial
misalignment, and the thickness of attenuating material. Series of waveforms were
acquired with alteration of one of these physical parameters at a time. For each
measurement a cohort of 16 consecutive waveforms was acquired. A
microcomputer was used to calculate the maximum frequency envelope of each
waveform and perform subsequent analysis.
In order to investigate the effect of each physical parameter on the maximum
frequency envelope it was necessary to define a 'gold standard' or ideal envelope
with which subsequent envelopes could be compared. The gold standard for each
series of measurements was taken in each case from the cohort of 16 Doppler
waveforms obtained with a beam-vessel angle of 50°, no offset between beam axis
and vessel axis, and 2 cm of attenuator. Visually these waveforms had a clearly
defined outline and no background noise. Ensemble averaging of these 16
waveforms was performed in order to reduce Doppler speckle, which would
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otherwise affect the maximum frequency envelope. The gold standard maximum
frequency envelope obtained from the ensemble averaged waveform was compared
with subsequent envelopes, allowing calculation of bias and variability of the
envelope as a whole, and also bias and variability of the PI derived from the
envelope.
4,3.1 Acquisition of Doppler waveforms.
Doppler waveforms were acquired from the flow phantom. The tubing diameter
was 3 mm which was chosen as being representative of the diameter of the
umbilical artery. A Doptek 4 MHz continuous wave unit was used for waveform
acquisition. In each case the amplifier gain was adjusted to allow the best possible
display of waveforms. Doppler spectra of 2.4 seconds of data or 240 spectral lines
could be transferred from the Doptek to the BBC microcomputer. Subsequent
analysis was performed using a second microcomputer (Archimedes 440, Acorn
Computers Ltd, Cambridge).
Waveforms were acquired for the conditions listed below. Simulated umbilical
artery waveforms were used of 500 millisecond duration. In each case 3
pulsatilities were used of PI values of 0.8, 1.4 and 2.3 (figure 4.1). For each
measurement a cohort of 16 consecutive waveforms (4 screens of data) was
acquired.
4,3.1.1 Beam-vessel angle
A simple transducer holder was constructed which could be clipped on to the
side of the flow tank and which enabled the beam-vessel angle 6 to be adjusted
manually. The angle was altered about a fixed centre of rotation which was
positioned to coincide with the centre of the 3 mm tubing. In this way the
transducer - vessel distance was fixed at 5 cm. The tubing was positioned so that
the vessel and beam axes were coincident. Reticulated foam was fixed to the
transducer giving a fixed path length of 2 cm of attenuating material. Doppler
waveforms were acquired for values of 6 from 90° to 40° in 5° steps.
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Figure 4.1: Examples of the 3 waveform pulsatilities used in the study,
a) PI = 0.8, b) PI = 1.4, c) PI = 2.3
4.3.1.2 Misalignment between beam and vessel axes.
A second simple transducer holder was constructed which could be clipped
across the top of the flow tank enabling the transducer to be moved across the
vessel. The transducer was held at a fixed angle of 50° with respect to the vessel.
Sideways movement was produced using a screw thread. Reticulated foam giving
an ultrasound path length of 2 cm of attenuating material was used. Doppler
waveforms were acquired for values of the offset d between the beam and vessel
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axes from d = 0 to 18 mm in 1.5 mm steps. At the highest value of d the
waveforms were only just visible through the background noise.
4.3.1.3 Thickness of attenuating material.
A beam-vessel angle of 50° was used. The beam axis and vessel axis were
coincident. The path length of attenuating reticulated foam was adjusted between
2 and 5 cm and Doppler waveforms acquired.
4.3.2 Processing of Doppler waveforms
4.3.2,1 Ensemble averaging of Doppler waveforms.
Ensemble averaging of the cohort of waveforms from each series of
measurements with 2 cm of attenuator, 50° beam-vessel angle and no misalignment
of beam and vessel axes was performed. The cohort of 16 waveforms was
composed of 4 screens of 4 waveforms each. For the first screen the position of
the start of the waveform was entered manually. The registration of subsequent
waveforms was calculated automatically as follows. For the first screen ensemble
averaging of the waveforms was performed on the basis of the manually entered
point and the 500 millisecond period between waveforms. For subsequent screens
the approximate start position was entered manually. This position was then
refined by calculating the correlation between the current averaged waveform and
the current Doppler waveform for waveform start values up to 5 pixels on either
side of the manual guess. The true start of the waveform was calculated as the
point where the correlation was maximum. The ensemble averaged waveform was
displayed and the maximum frequency envelope calculated (see section 4.3.2.2). If
the manually entered first point was not actually the start point of the waveform
this showed up clearly on the envelope. The new start point of the ensemble
averaged waveform was entered manually and the waveform was redisplayed
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Figure 4.2: The gold standard maximum frequency envelope is obtained from
the ensemble averaged waveform of 16 individual waveforms, a) 4 of the 16
waveforms, b) ensemble averaged waveform, c) gold standard maximum frequency
envelope.
For investigation of bias and variability produced by axial offset and by
attenuator thickness the ideal maximum frequency envelope could be used directly
as the angle in these measurements was fixed. For investigation of bias produced
by beam-vessel angle the height of the ideal envelope must be corrected as the
angle will substantially affect the height of the envelope from individual
waveforms, and therefore from the ensemble averaged envelope. The height of the
envelope was adjusted using the assumption that correction by cos 0 was sufficient.
A direct result of this assumption is that when the transducer is normal to the
vessel there should be no detected Doppler shift. This correction is described in
equation 4.1 below.
Mc(0) = M(0) COS (g) _ eqn. 4.1
cos(50°)
where M(0) and Mc(0) are the ideal maximum frequency envelopes before and
56
after correction respectively.
4.3.2.2 Maximum frequency follower.
The maximum frequency envelope was calculated using a threshold method
where the threshold value was adaptive to the level of background noise. The
reasons for the choice of this maximum frequency follower are outlined in section
4.2. The equation relating the threshold level THR and the mean background noise
level BG will depend upon the first order statistics of the noise; that is on the
relationship between the mean pixel value and the standard deviation of pixel
values. This relationship is influenced by smoothing introduced by windowing the
Doppler signal and any baseline shift used in the display of the spectrum. Mo et al
(1988b) in their mathematical model assumed that a Hanning window was used and
that there was no baseline shift. The equation relating the threshold level and the
background noise level they used was:
THR = A BG eqn. 4.2
where A was 3 for a signal to noise ratio (SNR) between 5 and 13dB, and 4.5
for a SNR between 13 and 20dB.
For the Doppler instrument used in this study measurements of the first order
statistics (chapter 3) suggest that there is a baseline shift of 5% of the dynamic
range. A Hanning window function is used by this device. This indicates that
equation 4.2 cannot be used for this machine. Suitable threshold values were
chosen for a wide variety of signal to noise ratios for waveforms obtained from a
flow phantom. The background noise level in each case was measured using a 6 x
5 window at the high frequency end. The threshold values and background values
were used to derive an empirical equation relating the threshold level and the
background noise level. This relationship is shown in figure 4.3. It should be noted
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BACKGROUND LEVEL
Figure 4.3: Relationship between the threshold level used by the maximum
frequency follower and the measured background level. For the ensemble averaged
Doppler waveforms there was no background noise so a fixed threshold of 5 was
used.
that, due to the variable nature of the noise, there may be background noise
present in some pixels for a particular spectral line when the measured background
value for that line is zero. An offset threshold value of 5 for a background value
of 0 was necessary to ensure that the maximum frequency follower was not
erroneously influenced by noise in that case.
4,3.2.3 Bias and variability of the maximum frequency envelope.
For each series of measurements made one of the three physical parameters was
altered. In each case this resulted in a series of waveforms ranging from
waveforms with a clearly defined outline and no background noise to waveforms
with an ill defined outline sometimes with substantial background noise. Each
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cohort of maximum frequency envelopes obtained was assessed in terms of the
overall bias in comparison with the 'ideal' envelope and in terms of the variability.
The indices of bias and variability described below apply to the whole envelope,
not a particular point of the envelope.
eqn. 4.3BS(%) - " E B(I)
where B(I) = (M(I) - M(I))2 eqn. 4.4
SD<%>-(ir LV(I))'/2(t) eqn'4'5
1 Nl ~ 2where Y(I) =— £ (Mj(I) - M (I))z eqn. 4.6N1 j=i
where N is the number of points of the maximum frequency envelope,
is the number of envelopes of the cohort; = 16,
M is the individual envelope from a cohort,
M is the 'ideal' envelope,
Mj^ is the maximum height in Hz of the ideal envelope,
M is the ensemble averaged envelope.
B(I) is the squared difference between the ensemble averaged maximum
frequency envelope and the ideal envelope for point I of the envelope. This is
averaged over the whole waveform. The square root is taken and normalisation by
Mj^ performed to give BS(%) which is a measure of bias in relationship to the
maximum height of the ideal enyelope. V(I) is the variance for point I of the
envelope calculated over the cohort of 16 envelopes. This is averaged over the
whole waveform. The square root is taken and normalisation by Mm performed to
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give SD(%) which is a measure of the variability in relationship to the maximum
height of the ideal envelope. Indices of bias and variance used in a similar manner
to this have been described by Vaitkus et al (1988a).
A parameter which gives a single estimate of the overall accuracy of estimation
of the maximum frequency envelope is the normalised root-mean square error,
MFEgr
i_
MFE„r = (SD(%)2 + BS(%)2) e<3n- 4-7CI
Calculation of BS(%) and SD(%) over a cohort of maximum frequency
envelopes in this manner assumes that the start of the waveforms are aligned. This
had been performed by correlating individual envelopes with the ideal envelope for
that cohort (see section on maximum frequency followers). However because of the
coarse size of the pixels in the time direction (10ms), a difference of one pixel
produced by slightly different correlation conditions will give a large difference in
the envelope values in the frequency direction, particularly at the leading edge of
the waveform. The question arises as to whether this will affect the indices BS(%)
and SD(%). To investigate this linear interpolation of the envelope points was
performed for individual envelopes and for the ideal envelope. Waveforms were
realigned and the indices BS(°/o) and SD(%) calculated. This was performed for 3
cohorts of waveforms and the average value of the indices BS(%) and SD(%)
calculated. Interpolation had no effect upon BS(%), but did affect SD(%). As the
interpolation factor increased SD(%) tended to a value of about 3.7, which was a
25% decrease from the starting value of 5.0. An interpolation factor of 3 gave a
22.5% decrease in SD(%). This factor was chosen as a suitable compromise between
reduction in SD(%) and increase in computational time.
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4.3.2.4 Bias and variability of oulsatilitv index.
Another way of examining the performance of a maximum frequency follower
is to consider the bias and variability of typically calculated indices of the
maximum frequency envelope such as resistance index (RI) and pulsatility index
(PI). In this study only PI was considered (equation 4.8). For each individual
waveform the start and end point had been found as described previously. The
minimum (MIN) and maximum (MAX) values were found by searching all
maximum frequency envelope values between the waveform start and end points.
The mean (MEAN) value was also calculated.
pi = MAX - MIN eqn. 4.8
MEAN
The PI was calculated from the gold standard maximum frequency envelope
(PIj) and compared with the average PI value (PIav) from a particular cohort, to
give the bias 5PI for that cohort
SPI = PIj - PIav eqn. 4.9
The standard deviation (PIscj) of PI values from a cohort is a measure of the
variability of PI.
In a similar manner to the calculation of MFEer, a parameter can be derived
relating to the accuracy of calculation of PI for a particular cohort of maximum
frequency envelopes. PIav and PIsd are estimates of the average PI value and
standard deviation of PI values for the maximum frequency envelopes of
waveforms obtained with a particular set of values of beam-vessel angle, attenuator
thickness etc. If from a similar ensemble of waveforms n are chosen to measure
PI, then the 90% confidence interval for the measured PI value will be
PIav - PIsd < PIms < PIav + PIsd eqn. 4.10
s/n" /rT
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The measured PI value, PIms, will in general not be an unbiased estimator of the








- PI,av eqn. 4.12
or PI,er 6PI + L96 PIsd
>/n
eqn. 4.13
PIer is a measure of the overall error of estimation of PI taking into account
both the bias and variability components. If the number of waveforms used to
estimate PI is large (n —♦ oo) then the error PIgr will be determined only by the bias
component. In the more realistic case where n is small, say n = 5, PIer is
determined by roughly equal quantities of the bias and variability components.
In some situations knowledge of the start and end points of the waveform can
be found from the ECG. The start point can also be found directly from the
Doppler waveform for example by searching for a steep rising edge. It would be
expected that the performance of such a waveform-start detector would be
dependent upon the design of that detector and on the physical factors which are
being investigated in this study. Hence the indices of the maximum frequency
envelope and PI would be influenced by the chosen waveform-start detector and by
the physical parameter being investigated. In this study a knowledge of the
waveform start and end points was imposed so that the effects of the physical
parameters could be investigated independently of any waveform start-detector.
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4.4. Results.
For each of the physical parameters studied graphs are presented showing
indices describing the accuracy of estimation of the maximum frequency envelope
as a whole, and of the accuracy of estimation of PI. These graphs only consider
one of the three waveform pulsatilities - where the correct PI value was 1.4. The
accompanying tables give numerical values of these indices, averaged over the three
waveform pulsatilities, for selected values of each physical parameter.
4,4,1 Effect of beam-vessel angle.
The results are shown in figures 4.4 and 4.5 and table 4.1. Indices of PI and of
the maximum frequency envelope are smallest at an angle of 45° and increase by
only a small amount up to about 70°. Beyond this point all indices rise sharply.
There are two effects which are relevant to these results. Firstly the calculation of
BS(%) has been performed on the assumption of a simple cos 6 dependence of the
Doppler shift. Censor et al (1988) demonstrated that the maximum observed
Indices of MFE Indices of PI
Angle
(degrees)
BS(%) SD(%) MFEer 5PI PIsd PIer
45 0.9 5.9 6.0 0.039 0.021 0.058
65 2.9 12.0 12.4 0.126 0.059 0.177
85 55.4 65.0 87.4 0.570 0.226 0.766
Table 4.1: Results for variation of beam-vessel angle. Each value is the average of
measurements from 3 waveform pulsatility. (Note MFE is short for maximum
frequency envelope).
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Figure 4.4: Waveforms and maximum frequency envelopes of correct PI = 1.4
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Figure 4.5: Results for variation of beam-vessel angle are shown for waveforms
with a correct PI value of 1.4. a) Average PI value, b) Indices of PI; + PIer, A 5PI
and a P^sd' Ibices °f t^ie maximum frequency envelope; + MFEer, a BS% and
A SD(%).
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Doppler frequency is the result of two effects - a simple Doppler effect with a cos
6 dependence, and intrinsic spectral broadening due to finite transducer size with a
sin 9 dependence (section 1.4.2). The results obtained show that the effects of
spectral broadening increase with angle, but are most significant for angles greater
than about 70°. The second effect is the loss of end diastolic frequencies for
angles near to 90° which also serves to increase BS(%), but manifests itself mainly
by an increase in the average PI value.
In this study no waveforms could be acquired for angles less than 40°. This is
probably due to the effects of refraction by the wall of the tubing used, and this is
further discussed in section 4.5.
4.4,2 Effect of beam-vessel misalignment.
The results are shown in figures 4.6 and 4.7 and table 4.2. The main point to
note from this data is that PIer and MFEgr have small values and change little over
a large range of offsets; from zero offset to 10.5mm. These measurements were
made at a transducer-vessel depth of 5cm. Measurements were made of the
transmission directivity pattern at 5cm depth in a direction bisecting the orientation
of the 2 split D crystals of the transducer and in a second direction orthogonal to
the first direction. In each case the half width at half peak pressure amplitude
height was 3mm, and the half width at one tenth peak pressure amplitude height
was 7.5mm. Therefore the maximum frequency envelope and the PI are estimated
with little change in accuracy over most of the significant field of the transducer.
The degree of alignment of the vessel and the beam had been increased until
Doppler waveforms were only just visible on the spectral display. Beyond 10.5mm
the low return power of the Doppler signal necessitated the use of a high amplifier
gain which resulted in increasing degrees of background noise. The maximum
frequency follower performs less well in the presence of such noise so that the
indices PIgr and MFEgr have increasingly large values for offsets beyond 10.5mm.
It was noted in section 2.2 that there will be refraction of the ultrasound beam
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as it passes through the vessel wall. This is further discussed in section 4.5 of this
chapter, where it is argued that the maximum frequency may not be unduly
affected by this effect. However it is best to be cautious when performing
interpretation of the more subtle features of the results of this section. Two
observations fall into this category. Firstly the general trend of increase in PIer and
MFEer for offsets greater than 10.5 mm is modulated by a reduction in these
parameters at 9 to 10.5 mm and at 13.5 mm. This could be due to the directivity
pattern of the transducer; that is the presence of side lobes of diminishing
amplitude. Secondly, figure 4.7 shows that the bias BS(%) increases linearly from
0.5% at zero offset to 5% at 6mm offset. Examination of the calculated envelope
reveals that this is due to a progressive overall reduction in the height of the
maximum frequency envelope with increasing offset. Although this effect occurs it
appears that the overall shape of the envelope is preserved as the SPI values are
constant. This is consistent with loss of high frequency components due to non
uniform insonation as described by Cobbold et al (1983). In both of these cases the
effects of refraction cannot be discounted.
Indices of MFE Indices of PI
Offset BS(%) SD(%) MFEer 6PI PIsd PIer
(mm)
0.0 0.8 6.5 6.6 0.054 0.034 0.084
7.5 9.7 9.7 13.8 0.108 0.058 0.158
15.0 17.5 40.4 44.3 0.549 0.217 0.738
Table 4.2: Results for variation of beam-axis offset. Each value is the average of
measurements from 3 waveform pulsatilities. (Note MFE is short for maximum
frequency envelope).
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Figure 4.6: Waveforms and maximum frequency envelopes of correct PI = 1.4








3 6 9 12 15 18

























































BEAM-VESSEL AXIS OFFSET ( mm)
Figure 4.7: Results for variation of beam-vessel axial offset for waveforms
with a correct PI value of 1.4. a) Average PI value, b) Indices of PI; + PIer, A 5PI
and a PIscj, c) Indices of the maximum frequency envelope; + MFEer, A BS%
and a SD(%).
69
4,4,3 Effect of attenuation.
The results are shown in figures 4.8 and 4.9 and table 4.3. All indices are
roughly constant for thicknesses of attenuator up to 3.5-4 cm. Beyond this point
all indices rise sharply. In this case the relative geometry of the beam and vessel
are fixed so there is little change in the underlying spectral profile. Background
noise is present to an increasing degree from 3 cm of thickness. The background
noise is insufficient to cause changes in the shape of the maximum frequency
envelope up to 3.5 cm, but beyond this point the high threshold levels employed by
the maximum frequency follower due to background noise lead to more
underestimation of the maximum frequency envelope and elevated indices of the
envelope and of PI.
Indices of MFE Indices of PI
Attenuator
Thickness BS(%) SD(%) MFEer SPI PIsd PIer
(cm)
2.0 1.1 5.7 5.8 0.053 0.028 0.078
3.5 2.5 8.3 8.7 0.070 0.039 0.104
5.0 9.1 49.9 50.9 0.465 0.249 0.682
Table 4.3: Results for variation of attenuator thickness. Each value is the average




• !*/'••'''* y. l; ''.' j
mmm?
Figure 4.8: Waveforms and maximum frequency envelopes of correct PI = 1.4
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Figure 4.9: Results for variation of attenuator thickness for waveforms with a
correct PI of 1.4. a) Average PI value, b) Indices of PI; + PIer, a 5PI and ▲ PIscj>




In this study simulated umbilical artery Doppler waveforms have been obtained
from a stiff walled vessel which had the typical diameter and depth of an umbilical
artery. In the true umbilical artery, the arterial tissue has almost the same acoustic
properties as blood and the surrounding tissue. For the heat-shrink material used
for vessels in this study the speed of sound at 1850 m/s is higher than that in the
surrounding water (section 2.2). This leads to refraction of the ultrasound beam at
the water/heat-shrink interface. Using Snell's law the incident angle above which
total reflection occurs is 53°, which gives a Doppler angle of 90°-53° or 37°. This
is consistent with the observation in this study that no Doppler waveforms were
obtained for Doppler angles less than 40°. The Doppler angle used to investigate
the effect of beam-vessel misalignment and attenuator thickness was fixed at 50°.
For insonation of the centre of the vessel the incident angle to the vessel wall will
be 90°-50° or 40°. At the extreme edges of the vessel the incident angle is 90°.
This increasing angle of incidence gives rise to an increasing degree of diffraction
of the beam, with total reflection occuring for angles greater than 53°. This effect
and the further refraction which occurs as the ultrasound beam passes from the
tube into the Sephadex suspension will lead to underestimation of the amplitude of
lower frequency components associated with low velocities near the vessel wall. In
this study it is the maximum frequency envelope that is of most interest, so the
effects of low frequencies should be of small importance. However, it would be
difficult to study the detailed effects of refraction therefore it is advisable to
exercise caution in the interpretation of the more subtle features of the results. This
is of relevance mainly to section 4.4.2 where the effect of beam-vessel
misalignment is investigated. A second factor worthy of consideration is the
received power of Doppler signals from blood in umbilical arteries compared to the
power of signals from Sephadex in heat shrink tubing. It is known that the
backscattered power from a Sephadex suspension of similar particle concentration
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to blood is greater than the power from blood by a factor greater than 150
(chapter 3). This is relevant since, when the Doppler signal strength is low, increase
of the amplifier gain for adequate spectral display gives rise to background noise
on the spectrum which leads to inaccurate estimation of the maximum frequency
envelope and PI. As the degree of background noise is dependent on backscattered
Doppler signal strength it may be that in practice background noise will start to
appear at different values of tissue thickness and beam-vessel axial offsets than
occur in this study. These factors indicate that the range of physical conditions
giving rise to similar indices of the maximum frequency envelope and PI may
therefore be different to that observed in this study.
4.5. Conclusion.
The effect of 3 physical parameters on the maximum frequency envelope and
pulsatility index has been studied using simulated umbilical artery Doppler
waveforms. The maximum frequency envelope and pulsatility index are estimated
most accurately when there is minimal attenuation between transducer and vessel,
when the beam and vessel axes are aligned and when the beam-vessel angle is
minimum. Physical conditions away from the optimal conditions give estimates of
the maximum frequency envelope and pulsatility index which change little over a
wide range of physical conditions indicating that in practice it is not essential to
obtain waveforms with a critical set of physical conditons. The inaccurate
estimation of pulsatility index and of the maximum frequency envelope associated
with larger values of each physical parameter should be avoided.
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Chapter 5. A comparison of three different filters for speckle reduction of
Doppler spectra.
5.1 Introduction
In the last chapter the accuracy of calculation of the maximum frequency
envelope and of the pulsatility index was considered. The envelope was calculated
from Fourier transform (FT) based Doppler spectra. These Doppler spectra will be
inherently noisy due to the presence of Doppler speckle (chapter 3), and for low
power Doppler signals will exhibit a background electronic noise due to the high
amplifier gain necessary for display of the waveforms. These factors will cause the
envelope to be noisy. The removal of this noise may improve the estimation of the
envelope and of the RI and PI. Two approaches can be considered. Firstly
envelope noise suppression using a Double Window Modified Trimmed Mean
(DWMTM) filter (Lee and Kassam 1985), and secondly spectral noise suppression.
Other spectral estimation techniques have been described (Kay and Marple,
1981) some of which are less sensitive to Doppler speckle than the FT. For
example, Yaitkus et al (1988 a,b) have shown using simulated Doppler signals that
autoregressive (AR) and autoregressive-moving average (ARMA) algorithms
produce consistently smooth spectra which are closer to the theoretical spectral
density than the ones obtained from the FT. However, although a real-time
autoregressive analyser has very recently been described (Schlindwein and Evans,
1989), all of the current commercial Doppler analvsers rely on FT based spectra!
analysis. Ensemble averaging of waveforms has been shown to be a viable technique
of speckle reduction for very regular waveforms produced by a flow phantom
(Luckman et al 1988). However the large number of regular waveforms required
will put limitations on its use in routine clinical practice where for example
physiological changes such as heart rate variation are occurring, or where the artery
or patient is moving quickly such as in paediatric cases or in the fetus. The
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approach to noise reduction developed in this chapter is to treat the Doppler
spectrum as a grey scale image and to use image processing methods. The
remainder of this chapter compares 3 different filtering methods which can be
applied to all current FT based spectra.
As stated above two types of noise which are present in the Doppler spectrum
are Doppler speckle and extraneous background noise. The background noise is
electronic in origin and manifests itself when the gain of the Doppler amplifier
needs to be high in order to display low power Doppler signals. In the context of
Doppler ultrasound, a noise smoothing filter should possess the following desirable
properties:
a) Give maximum reduction of extraneous noise above the Doppler waveform,
b) Give maximum reduction of Doppler speckle for those areas of the Doppler
waveform which are relatively uniform,
c) Introduce as little distortion as possible to the underlying true spectrum by
preserving, for example, the edge content in the vicinity of the maximum
frequency envelope.
The performance of the filters proposed here was evaluated in terms of their
ability to satisfy the three requirements listed above. In order to achieve this, the
filters were applied to a variety of spectra obtained from the physiological flow
phantom. Because of the regular nature of the data produced by the phantom,
ensemble averaging of a large number of unfiltered spectra enabled the underlying
Doppler spectrum, after speckle had been eliminated, to be revealed. This served
as a "gold standard", i.e. as the output of an ideal filter which is capable of
suppressing speckle completely without introducing any distortion to the true signal.
Comparison of the filters' output with the "gold standard" allowed the noise
reduction, bias and distortion of the maximum frequency envelope introduced by
filtering to be examined. These procedures are described in detail in the Methods
Section below. Note that throughout this chapter, the term "Doppler waveform" is
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used to describe those parts of the spectrum which lie below the maximum
frequency envelope, and the term spatial frequency spectrum refers to the two-
dimensional Fourier transform of an image, (in this case the image is the greyscale
spectrogram and should not be confused with the Doppler frequency spectrum).
5.2 Filtering techniques
Filtering of an image involves replacement of a central pixel value by a
combination of the pixel values in a region (or window) surrounding the central
pixel. Early methods of noise filtering involved so-called linear filters. These filters
are based upon the concept of the frequency spectrum. Suppression of noise is
achieved by filtering if the noise frequencies and the true signal frequencies are
separated in the frequency domain. In most types of image there are sharply
defined edges which are described by very high frequencies. Suppression of high
frequency noise by low pass filtering therefore leads to blurring of the true edge
details. For this reason linear filters are not generally useful in image processing.
This is discussed further by Loupas (1988). In recent years non-linear filters have
been described which attempt to overcome the limitations of linear filters. In
general the mathematical analysis of such filters is extremely complex, so that filter
design is based upon empirical principles. The three non-linear filters used in this
study are described below.
5.2,1 Double Window Modified Trimmed Mean (DWMTM) Filter
The DWMTM filter is a combination of a median and a running mean filter.
This was first described by Lee and Kassam (1985). In median filtering the pixels
in a window surrounding the central pixel are ordered and the median value is
taken as the filter output. In contrast the output of the running mean filter is the
average value of the pixels in the window. The median filter tends to perform well
in suppressing noise consisting of 'spikes', ie large excursions from the surrounding
values, and also at preserving edges. The running mean filter performs worse in
these respects causing blurring of edges and smearing out of spikes. These features
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are demonstrated in figure 5.1. However in a uniform area corrupted by noise the
running mean gives very good noise reduction compared to the median. The
DWMTM filter attempts to combine the properties of both the median and running
mean filter by using two windows. The median of the terms inside a small window
provides a first estimate of the 'true' image value. Then from the larger second
window those elements which are within a specified limit of the median are
included in a running mean, which is the filter output. In this way a compromise
is reached between the edge preserving properties of the median and the noise
reduction properties of the mean. The amount of each property is controlled by
the choice of the specified limit. If this limit is large there will be substantial
noise reduction in the image at the expense of edge preservation, but if the limit is
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Figure 5.1: Noise reduction by the median and running mean filters, (a) An ideal
edge is corrupted by Gaussian noise and a spike, (b) The median filter gives
good edge preservation and removes the spike, whereas the running mean filter
blurs the edge and smears out the spike. (From Loupas (1988) with permission).
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The DWMTM filter is an example of a non-adaptive non-linear filter. The
next two filters are examples of adaptive filters whereby the proportion of edge
preservation or smoothing at each point of the image is controlled by the value of
some local image measure at that point. For adaptive filters the local image measure
must be calculated at each point. This makes these filters computationally more
complex than non-adaptive filters.
5.2.2 Lee's filter.
This filter is described in equation 5.1 and was suggested by Lee (1980).
0(x,y) = m(x,y) + C[I(x,y) - m(x,y)] eqn. 5.1
where I(x, y) is the value of the central pixel
m(x, y) is the local mean of terms inside the filter window
0(x, y) is the filter output
C is a controlling parameter which depends on a local image measure
The value of C determines the amount of smoothing performed at each point.
The local image measure should be formulated to give values of C near zero in a
uniform area, resulting in maximum smoothing (0(x, y) = m(x, y) for C = 0), and
values of C near 1 at an edge, so that little smoothing is performed and edges are
preserved (0(x,y) = I(x,y) for C = 1). Filters based on equation 5.1 have been used
for general noise reduction (Lee 1980, Chan and Lim 1985), synthetic aperture
radar speckle suppression (Lee 1981, 1986; Kuan et al 1987) and ultrasonic B-scan
speckle suppression (Bamber and Daft 1986, Bamber and Cook-Martin 1987).
5.2.3 Directional filtering.
The 2 filters described above take no account of the 2 dimensional nature of
the image. The filter output would be the same if the window contents were
distributed along a single line. Directional filters take into account the 2
dimensional nature of the image by calculating along a number of separate
directions. Methods for image enhancement which utilise directional information
have been described by Chan and Lim (1985), Kim and Jung (1987) and Peli
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(1987). Loupas (1988) described a directional two stage filter which gave combined
smoothing and sharpening of ultrasonic B-scan images. In this paper only the





°(x'y) = ~~I eqn. 5.2
I [C(d)]k
d=l
where m(d) is the mean value of elements in a window aligned along the
direction d,
C(d) is the local image measure along the same direction,
k is a parameter which determines the relative contributions of the
directional means m(d) to the final output.
The values of the local image measure C(d) determine the amount of smoothing
performed by the filter. C(d) should be formulated so that in a uniform area the
values C(d) for d = 1, ..., 8 are all comparable so that maximum smoothing is
achieved. However, in the presence of an edge C(d) should become maximum along
the edge direction so that only smoothing parallel to the edge axis is performed.
This should improve its definition without introducing much blurring.
5.3 Local image measures.
The aggressiveness of smoothing of Lee's filter and the directional filter are
controlled by the local image measure C or C(d) respectively. The local image
measure is calculated from the values in a predefined neighbourhood around the
central pixel. Three possibly useful types of image content from which the local
image measure can be formulated are considered below.
5.3.1 Local statistics.
Firstly consider the local statistics of the image. The expression for a local image
measure based upon local statistics will depend upon the characteristics of the
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image noise. For synthetic aperture radar images multiplicative noise is present, and
the speckle can be characterised by a/m where a is the local standard deviation
and m is the local mean (Lee 1981). Ultrasonic speckle has square-root noise, as
shown by Loupas (1988), and this can be characterised by o/'m. Measurements of
spectra obtained from a commercial Doppler device (Doptek, Chichester) suggest
that for this device Doppler speckle falls somewhere between the cases of
multiplicative noise and square-root noise mentioned above (chapter 3). For this
reason both the a/m and o^/m image measures were applied to Doppler spectra in
order to determine which one is the most suitable.
5.3.2 Slope
A second approach is to use the slope SL(d) of the least-squares-fit line passing
through the data points along a specific direction d. The use of this quantity as a
local image measure is justified by the argument that for a uniform area the slope
should have a low value but near an edge it should become higher.
The slope SL(d) was calculated along 8 directions spaced at equal intervals of
22.5°. A set of 9 values was used in the calculation of a particular slope SL(d),
with each value corresponding to the average of the 3 adjacent pixels lying
perpendicularly to the direction of interest.
5.3.3 Edge parameter.
Consider figure 5.2 and equation 5.3. The directional mean is shown aligned
along a direction d with two background areas, one on either side of the directional
mean window. A parameter R(d) can be formed, (equation 5.3), which gives high
values when the directional mean window lies along an edge.
R(d) = m(d) - A 2-Bl(d).B2(d) eqn. 5.3v
Bl(d)+B2(d)
where m (d) is the mean value of elements in the directional mean window,
B1 (d) is the mean value of elements in the background region Bl,
B2 (d) is the mean value of elements in the background region B2, and
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A is a factor controlling the amount of background subtracted.
R(d) represents a directional edge detection operator. In relatively uniform
areas, for any given direction d the directional mean m(d) will be similar to the
background means Bl(d) and B2(d), so that all the edge parameters R(d) will have
small and very similar values. The presence of an edge will give rise to a value of
R(d) along the edge axis which is considerably larger than the rest. The maximum
value of R(d) at a particular point is called RMAX. In order to reduce the
sensitivity of R(d) to noise, a value of A = 1.5 was chosen and negative values of
R(d) were set to zero.
/
Figure 5.2: Windows used for the calculation of the edge parameter R(d). M is the
3x9 directional mean window, B1 is a background window above M and B2 is a
background window below M.
5.4 Methods.
5.4,1 Data acauisiton.
Doppler waveforms were acquired from the flow phantom. The tubing
diameter was 3 mm which was chosen as being representative of the diameter of
the umbilical artery. A Doptek 4 MHz continuous wave unit was used for
waveform acquisition. Three examples of 'good' waveforms were acquired, each
having different pulsatility. Three examples of 'poor' waveforms were also











Figure 5.3: Doppler waveforms used for filter development. Waveforms are
given in the table below; (6 is the beam-vessel angle, d is the transducer-vessei
depth (cm), b is the beam-vessel axial offset (cm), a is the thickness of attenuating
material between the vessel and transducer (cm), and RI is the resistance index).
waveform e d b a RI
(a) 45 5 0 1 0.6
(b) 45 5 0 1 0.85
(c) 45 5 0 1 1.0
(d) 75 5 0 1 0.85
(e) 45 5 1.1 1 0.85
(f) 45 8 0 6 0.85
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beam axis and vessel axis, and a large amount of overlying tissue. These are
shown in figure 5.3. In each of the six cases, 42 screens of data corresponding to
168 waveforms were acquired, transferred from the Doptek to the microcomputer
(BBC Master, Acorn Computers, Cambridge) in a serial pixel-by-pixel fashion and
stored on disk. The BBC microcomputer was used as a data logger only.
Subsequent analysis of the Doppler spectra was performed by a second
microcomputer (Archimedes 440, Acorn Computers, Cambridge) which was
approximately 25 times faster than the BBC microcomputer during image
processing. The waveforms corresponding to figures 5.3a-c and 5.3e-f were
acquired using a time resolution of 10 ms and a frequency resolution of 50 Hz.
For the waveform of figure 5.3d the time and frequency resolution were 10 ms and
25 Hz respectively. A Hanning window was employed by the Doptek analyser in
all cases. The overlap between windowed data segments used to generate adjacent
spectral profiles was 50% for a frequency resolution of 50 Hz and 75% for a
frequency resolution of 25 Hz.
5.4.2 Filtering.
All filtering programmes were written in interpreted Basic. Filtering 2.4
seconds of data, which was 4 waveforms or 240 x 80 pixels, took between 25
minutes and 160 minutes depending on the filter complexity. Batch processing
programmes were written which enabled filtering of many screens of data to be
performed without operator intervention.
For the DWMTM filter the large window size was 9x9 and the small window
was a 5 pixel cross. For Lee's filter and the directional filter a 9 x 9 window was
used. The directional means were calculated using a 3 x 9 window within the 9x9
window. A value k = 1 was used for the directional filter.
5.4.3 Ensemble averaged waveforms.
This was performed on the unfiltered and the filtered waveforms in order to
examine the noise reduction offered and the bias introduced by the filters. This
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technique is fully described in section 4.3.2.1. The averaged waveform was saved to
disc. Calculation of the ensemble averaged standard deviation at each point in the
Doppler waveform was performed using the same registration technique.
5.4,4 Assessment of filter performance.
Comparison of the filters was performed in terms of the filter's ability to
satisfy the three desirable requirements listed in the introduction.
A number of parameters were calculated from the ensemble averaged
waveforms to examine bias and noise reduction produced by filtering. These
parameters are described below. In all cases subscript f indicates ensemble
averaged filtered waveform and subscript r indicates ensemble averaged unfiltered
waveform.
The coefficient of variation (CY) at a particular location of the waveform was
calculated from the values of the ensemble averaged standard deviation (a) and
mean at that location (CV = lOOc/mean). Three regions from the waveform were
chosen to allow comparison of the noise reduction properties of different filters.
The first region was a relatively uniform 9x9 area in the centre of the waveform
(CA: central area). The mean coefficient of variation CVq^ was calculated over
the 81 locations for this central area. The second region was the leading edge of
the waveform (LE: leading edge). This is a highly non-uniform region. The
coefficient of variation of pixels in this region gives an indication of the noise
reduction properties of the filter in the presence of an edge. The coefficient of
variation was calculated for locations along the leading edge between 1000 and 1500
Hz and from them the mean value CVj^£ was derived. The third region was a 9 x
9 area above the Doppler waveform, which was chosen to examine the smoothing
of extraneous electronic noise produced by filtering (UR: upper region). The mean
coefficient of variation CVjjr was calculated only for the Doppler spectrum of
figure 5.3f as this is the only case with extraneous noise. Having calculated the
mean coefficients of variation for both raw and filtered data, their ratio could then
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be derived (5.4, 5.5 and 5.6 below). These quantities indicate the factor by which
noise, as measured by the coefficient of variation, has been reduced by filtering.
RCVCA = CVCA(r)/CVCA(f) ec*n- 5-4
RCVLE = CVLE(r)/CVLE(f) eqn. 5.5
RCVUR = CVUR(r)/CVUR(f) eqn. 5.6
The bias produced by filtering in each of the three regions was also examined. In
each case, the average height of pixel values in the region of the ensemble averaged
filtered waveform and the ensemble averaged raw waveform was calculated and the
change in height produced by filtering derived (5.7, 5.8 and 5.9 below).
RHCA = Y A(x,y) / Y. A(x,y) eqn. 5.7
CA(f) CA(r)
RHLE = £ A(x»y) / Z A(x,y) eqn. 5.8
LE(f) LE(r)
RHtj = Y A(x,y) / Y A(x,y) eqn. 5.9
UR(f) UR(r)
The 'smearing' of the edges produced by filtering was examined further by
considering the maximum frequency envelope of the ensemble averaged waveform.
A threshold maximum frequency follower with a threshold value of 5 was used.
Figure 5.4: The effect of filtering on the maximum frequency envelope. Envelopes
are shown for the ensemble averaged unfiltered waveform (solid line) and for the
ensemble averaged filtered waveform (dashed line). The differences have been
exaggerated for clarity.
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For a particular Doppler profile the maximum frequency is defined as that point at
which the pixel value first exceeds the threshold value of 5, starting from the high
frequency end. A number of parameters (equations 5.10 to 5.12) were calculated
which describe differences between the maximum frequency envelopes of the
ensemble averaged filtered and unfiltered waveforms; (see also figure 5.4).
5MAXF = MAXF(PS)f - MAXF(PS)r eqn. 5.10
where MAXF(PS) is the maximum frequency at peak systole for a threshold of 5.
5MINF = MINF(ED)f - MINF(ED)r eqn. 5.11
where MINF(ED) is the maximum frequency at end diastole for a threshold of 5.
5MAXF and SMINF indicate the average amount of distortion of the maximum
frequency envelope produced at peak systole and end diastole. These are two
commonly used points from which indices such as resistance index (Pourcelot 1974)
are calculated.
6MFE = Y. [MAXF(U)f - MAXF(U)r] + £ [MAXF(D)f - MAXF(D)f] eqn. 5.12
upslop dwnslop
where MAXF is the maximum frequency at a threshold of 5
U is the upslope of the waveform excluding the peak and trough,
D is the downslope of the waveform excluding the peak and trough.
5MFE indicates the average amount of distortion of the maximum frequency




Local image measures were generated using a 9 x 9 window from one of the
'good' waveforms of RI=0.85. These are shown as parametric images in figure
5.5a-e. A parametric image is an image where the pixel value at a point is
proportional to the value of the parameter under consideration at that point.
87
Figure 5.5: Parametric images generated using waveform (b) of figure 5.3. a
to e were produced using a 9 x 9 window, (a) Edge parameter RMAX, (b)
£SL(d), (c) cr/m, (d) cr^/m, (e) (R(d)/SL(d))max, (f) was generated using equation
5.13 where C (d) = 1 + R(d)/SL(d).
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It is the purpose of the local image measure to 'tell' the adaptive filter where a
true structure is, so that the filter can apply minimum smoothing there. In this
respect a parametric image which has high pixel values in the region of the edges
of the waveform and low values elsewhere is desirable. Examination of these
images will help to choose which local image measure may be useful in Lee's filter.
The edge detection parameter RMAX gives a strong peak at the waveform outline
with a small amount of noise above the outline [figure 5.5a], The maximum
directional slope was relatively noisy, however the sum £SL(d) 0f the directional
slopes was better [figure 5.5b], This parameter peaks just above, and for the
leading edge, just below the waveform outline. The parameter standard-
deviation/mean (cr/m) peaked well above the waveform outline [figure 5.5c]. This
parameter also gives extremely large values in the presence of a small amount of
background noise above the waveform and is therefore not useful. The parameter
variance/mean (cr^/m) gives some peaking just above the waveform outline [figure
5.5d)] however this is inferior to that of the sum of slopes £SL(d), so it will not be
considered further. The parameter R(d)/SL(d) can be calculated for each direction
and the maximum value [R(d)/SL(d)]max found. This gives an image very similar
to that of RMAX except that the noise above the outline has been removed [figure
5.5e],
For the directional filter it is not possible to display a single parametric image
because the filter's action is controlled by eight normalised directional image
measures (see equation 5.2). However by using the parameter P, defined below in
equation 5.13, it is possible to visualise those parts of the image where one of the









Figure 5.5f shows the parametric image for P when C(d) = 1 + R(d)/SL(d).
This shows that there is a dominant directional value of C(d) around the edge of
the waveform with noise directly above this.
5.5.2 Comparison of filters.
A comparison between the filters with associated local image measures chosen
from above was performed using the 'good' waveform with a resistance index of
0.85. Examples of this waveform after a variety of filters have been applied are
shown in figure 5.7. Table 5.1 shows the indices of maximum frequency envelope
distortion, bias and noise reduction calculated from the ensemble of waveforms.
The ensemble averaged waveform constructed from 168 unfiltered waveforms is
shown in figure 5.6. This can be considered to be the waveform that would result
if a perfect filter was applied to an individual waveform. This should be compared
to the waveforms in figure 5.7.
Figure 5.6: Ensemble averaged waveform derived from 168 waveforms of RI value
equal to 0.85.
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Figure 5.7: Processing using different filters. Waveform (b) of figure 5.3 was
used in each case, (a) DWMTM, (b) Lee filter with sum of slopes parameter
£SL(d), c) Lee filter with edge parameter RMAX, (d) Lee filter with
[R(d)/SL(d)]max, (e) Directional filter with parameter C(d) = R(d), (f) Directional
filter with parameter C(d) = 1 + R(d)/SL(d).
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From table 5.1 it can be seen that all the filters perform very well in the
uniform central area. They offer considerable noise reduction, by a factor varying
between 4.06 and 5.75, and also introduce almost negligible bias as indicated by the
values of RH£A which are very close to 1. However, as far as the leading edge
region is concerned significant differences in performance can be found. Filters
(a) and (b) reduce the edge height considerably, by 46 and 43% respectively, while
offering only moderate noise reduction. Filters (c) and (d) preserve the edge height
but at the expense of no noise reduction. On the other hand the directional filters
(e) and (f) offer a reasonable compromise between noise reduction and edge
preservation. This is due to the fact that in the vicinity of an edge smoothing is
performed only along the edge axis; something which improves its definition
without introducing excessive blurring.
Filter
MFE indices Leading Edge Central area
Parameter 5MAXF 5MINF SMFE RHLE RCVLE RHCA RCVCA
C or C(d) (Hz) (Hz) (Hz)
a) DWMTM - -100 0 -46 0.54 1.37 0.95 4.06
b) Lee ESL(d) -50 0 40 0.57 1.70 1.04 5.31
c) Lee RMAX -50 200 81 1.00 1.02 1.05 5.75
d) Lee /R(d) \ -50 0 70 0.94 1.00 1.05 5.31[ SL(d)/max
e) Direc R(d) -50 150 104 0.72 3.15 1.03 4.31
f) Direc 1 + R(d> -50 100 70 0.74 3.15 1.04 4.30
SL(d)
Table 5.1: Indices of bias and variance for the filtered data. Waveform (b) of
figure 5.3 was used in each case. (MFE stands for maximum frequency envelope).
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The same conclusions about the superiority of filters (e) and (f) can be drawn
by visual examination of the images in figure 5.7. The filtered spectra (a) to (d)
are composed of smooth areas together with very noisy edges and overall have a
very unbalanced appearance. On the other hand, the spectra (e) and (f) are much
more balanced. There is very little to choose between (e) and (f). However on the
basis of the maximum frequency envelope indices and especially 6MFE (see table
5.1), the directional filter (f) which is controlled by the local image measure C(d) =
1 + R(d)/SL(d) is preferable.
The effectiveness of speckle suppression is demonstrated by figure 5.8 where it
Figure 5.8: Profiles from waveform (b) of figure 5.3. a) Single unfiltered waveform;
the profile position is indicated by the dashed line, b) Profile from a single
unfiltered waveform, (c) Profile from ensemble averaging of 168 unfiltered
waveforms, (d) Profile from a single filtered waveform.
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can be seen that the spectral profile obtained from ensemble averaging of 168 raw
waveforms is very similar to the profile of a single waveform smoothed by filter
(f).
Figure 5.9 shows the application of this filter to the six different waveforms of
figure 5.3, and table 5.2 lists the quantitative indices related to each waveform
type. The upper region (UR) indices are presented only for waveform (f) because
it is the only one with background noise above the waveform outline. There are
differences in each of the other indices for the six waveforms, however these are
small. Since the waveforms used were chosen to represent the range of shapes
encountered in practice, this suggests that the directional filter controlled by the










rhle rcvle rhca RCV(
a) 0 50 53 0.78 3.81 0.98 5.03
b) -100 100 70 0.74 3.15 1.04 4.31
c) -50 0 82 0.65 3.10 1.03 5.65
d) -50 50 38 0.80 2.52 1.06 4.36
e) -50 100 28 0.84 4.13 1.03 5.19
f) -50 100 82 0.78 4.57 1.04 4.82 1.05 4.18
Table 5.2: Indices of bias and variance for the six different waveforms of figure
5.3 when the directional filter with parameter 1 + R(d)/SL(d) was used.
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Figure 5.9: Examples of individual filtered waveforms. These are the filtered
versions of the waveforms shown in figure 5.3. The filter was the directional filter
with parameter 1 + R(d)/SL(d) in each case.
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Table 5.3 presents the mean values of the quantitative indices for the six
waveforms. These can be considered as a measure of the filter's average
performance. The indices describing the distortion introduced by the filter to the
maximum frequency envelope have small values, indicating a small yet systematic
bias in threshold maximum frequency calculations. The performance in edge
preservation described by RH^ shows a 23% average loss of height for the leading
edge. The bias introduced by the filter in the uniform central area and the upper
region with background noise is very small (RH^A = 1.03, RHjjR = 1.05).
Filtering has resulted in noise reduction varying between a factor of 3.4 at the



































In this chapter it has been demonstrated that Doppler speckle reduction can be
performed to reveal the underlying Doppler spectrum. The filtered spectrum will
have a degree of bias in those regions of the spectrum containing edges. However
this is a natural consequence of performing noise reduction by averaging over a
finite area.
5.7 Conclusion.
The filter giving the best performance, in terms of compromise between bias
introduced and noise reduction offered, was the directional filter with the
parameter 1 + R(d)/SL(d).
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Chapter 6. The effect of noise reduction algorithms on the maximum frequency
envelope and on the nulsatilitv index.
6.1 Introduction.
In chapter 5 it was suggested that reduction of the maximum frequency
envelope noise would lead to improved estimation of the envelope and of RI and
PI. Two methods based upon filtering were considered. These methods were
filtering of the envelope itself using a DWMTM filter, and secondly filtering of the
spectrum using the directional filter developed in chapter 5. It is the purpose of
this chapter to determine whether these 2 methods improve the estimation of the
maximum frequency envelope and PI.
6.2 Methods.
The waveforms acquired for chapter 4 will also be used in this chapter. These
waveforms will be referred to as 'unprocessed waveforms'. The methodology
leading to calculation of the bias and variability of the maximum frequency
envelope and PI is described for the unprocessed Doppler waveforms in chapter 4.
Much of this methodology is used unchanged in this chapter. Those aspects of
methodology peculiar to this chapter are described below separately for each of the
two noise reduction techniques.
6.2,1 Filtering of the maximum frequency envelope from unprocessed waveforms.
When there was a high background noise level the maximum frequency envelope
from the unprocessed waveforms was in general noisy. A double window modified
trimmed mean (DWMTM) filter (Lee and Kassam 1985) was applied to the
maximum frequency envelope from the unprocessed waveforms in an attempt to
reduce the noise. The action of the DWMTM filter in this case is to remove spikes
by finding the median of a 5 element window, then to provide smoothing by
calculating the mean within the same window of elements whose value lies within a
band of - 10 on either side of the median. For the calculation of the PI for the
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unprocessed waveforms, the algorithm for finding MAX and MIN (the maximum
systolic and end diastolic frequencies respectively) is relatively unintelligent in that,
for example, it searches for the MIN value where it is known that the systolic peak
of the waveform will be present. This may not be important where the waveform
quality is high and the maximum frequency follower performs well, however if the
maximum frequency envelope is noisy a more intelligent algorithm may perform
better. For the envelopes calculated after DWMTM filtering a semi-intelligent
algorithm was used which searched for MAX in an interval 50 to 150 ms after the
waveform start, and which searched for MIN in an interval 70 to 0 ms before the
waveform end.
6.2.2 Filtering of the Doppler spectra from unprocessed waveforms.
All Doppler waveforms were filtered using the optimal directional filter
developed in chapter 5. The maximum frequency envelope was found using the
adaptive threshold technique described in section 4.3.2.2. In this case the
fluctuations of the background noise have been substantially reduced compared
with the unprocessed spectra, so that a lower threshold value can be used for the
same measured mean background level. The relationship between the mean
background level and the threshold level used by the maximum frequency follower
is shown in figure 6.1. The PI of the maximum frequency envelope from the
filtered waveforms was calculated using the semi-intelligent algorithm of section
6.2.1. For the calculation of the bias in the estimated envelope and PI from the
directionally filtered waveforms, it was necessary to compare the ensemble averaged
envelope with a gold standard envelope. For the filtered waveforms the gold
standard envelope was derived from the appropriate ensemble averaged waveform
obtained from the individual filtered waveforms. This should be contrasted with the
use of the ensemble averaged waveform obtained from the individual unprocessed













Figure 6.1. Relationship between the threshold level used by the maximum
frequency follower and the measured background level for waveforms which have
been directionally filtered.
6.3 Results.
Tables 6.1, 6.2 and 6.3 show the bias and variability of the maximum
frequency envelope and PI for selected values of each physical parameter. In each
case averaging over the 3 waveforms pulsatilities has been performed. Figures 6.2
and 6.3 illustrate these results for variation of beam-vessel axis offset for
waveforms of correct PI = 1.4. The relationship between MFEer, PIgr and each
physical parameter is broadly comparable to that for the unfiltered waveforms in
that MFEgr and PIgr are similar over a wide range of physical parameters, but at
higher values of each physical parameter there is increasingly inaccurate estimation
of the maximum frequency envelope and PI. MFEor and PIor are lower in all cases"r ci
for the processed waveforms compared to the unprocessed waveforms, particularly
for higher values of each physical parameter. At the highest values for each
physical parameter filtering of the spectra gives the highest accuracy of estimation
of the maximum frequency envelope and PI.
100
Indices of MFE Indices of PI
Angle BS(%) SD(%) MFEer SPI PIsd PIer
(degrees)
DWMTM 45 1.0 4.6 4.7 0.027 0.015 0.039
filtered
MFE 65 2.6 7.0 7.5 0.036 0.035 0.068
85 47.6 48.1 68.7 0.248 0.126 0.358
MFE from 45 0.6 5.8 5.8 0.009 0.018 0.025
filtered
waveforms 65 2.9 7.2 7.9 0.020 0.039 0.055
85 38.4 38.1 54.8 0.433 0.086 0.509
Table 6.1. Indices showing the accuracy of estimation of the maximum frequency
envelope (MFE) and PI for variation of the beam-vessel angle. Each value is the
average of 3 waveform pulsatilities.
Indices of MFE Indices of PI
Offset
(mm)




































15.0 10.4 21.8 24.4 0.099 0.115 0.200
Table 6.2. Indices showing the accuracy of estimation of the maximum frequency
envelope (MFE) and PI for variation of the beam-vessel axial offset. Each value is
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Figure 6.2. The effect of the 2 noise reduction algorithms on a) PIer, and b)
MFEef. + maximum frequency envelope from unprocessed waveforms, o


















MFE from 2.0 0.8 5.7 5.8 0.020 0.024 0.072
filtered
waveforms 3.5 2.0 6.8 7.1 0.033 0.021 0.050
5.0 5.1 19.4 20.1 0.093 0.092 0.174
Table 6.3. Indices showing the accuracy of estimation of the maximum frequency
envelope (MFE) and PI for variation of the attenuator thickness. Each value is the
average of 3 waveform pulsatilities.
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Figure 6.3. Examples of waveforms and maximum frequency envelopes (MFEs)
after further processing (for waveforms of correct PI=1.4 when the beam-vessel
axial offset was 16.5mm). a) Unprocessed waveforms, b) MFE from unprocessed
waveforms, c) MFE from unprocessed waveforms after DWMTM filtering, d)
filtered waveforms, e) MFE from filtered waveforms.
6.4 Discussion.
In the unprocessed Doppler waveforms the presence of Doppler speckle
always produces a degree of noise of the maximum frequency envelope. The small
underestimation of the minimum value, MIN, which this will produce explains the
consistent overestimation of the PI values, by 3-4%, for the unprocessed
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waveforms. Application of the DWMTM filter, by smoothing the noise of the
maximum frequency envelope, leads to better estimation of MIN and MAX, and
hence gives a relatively unbiased estimate of PI ( figure 6.2 and tables 6.1 to 6.3).
Background noise acts to produce noise spikes on the maximum frequency
envelope. The DWMTM filter substantially reduces this noise leading to improved
estimation of the maximum frequency envelope and PI. This effect is shown in
figure 6.2 where background noise is present for waveforms with offset values
greater than 10.5 mm.
Maximum frequency envelopes with a generally smooth shape are produced
from filtered Doppler waveforms. This is due to speckle reduction which gives
smooth outlines to the Doppler waveform, and to background noise smoothing
which, by obviating the effect of high amplitude noise pixels on the maximum
frequency follower, reduces the number of positive going noise spikes. A natural
consequence of the filtering process used is to produce smoothing of the waveform
at peak systole and end diastole leading to consistent overestimation of the end
diastolic maximum frequency, MIN, and consistent underestimation of the peak
systolic maximum frequency, MAX. This leads to PI values which are consistently
low by about 0.1 (3-4%) for the waveforms of this study. This is a consistent
effect so has been treated as part of the spectral estimation process in this study.
Using this approach the gold standard maximum frequency envelope for filtered
waveforms was obtained from the appropriate ensemble-averaged filtered waveform
rather than the ensemble-averaged unfiltered waveforms.
The accuracy of estimation of the maximum frequency envelope and PI is
similar for both methods of further processing of waveforms with no background
noise, whereas when background noise is present filtering of the waveforms is
superior. This is shown in figure 6.2 where background noise is present for offsets
greater than 10.5 mm. Figure 6.3 shows waveforms and maximum frequency
envelopes obtained when the offset was 16.5 mm.
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6.S Conclusion.
Further processing of the waveforms improves the estimation of the maximum
frequency envelope and of PI. On balance DWMTM filtering of the maximum
frequency envelope from unprocessed Doppler waveforms is likely to be preferred
to filtering of the Doppler spectra as the DWMTM approach is computationally less
demanding and gives only a small bias for the calculation of PI.
105
Chapter 7. A comparison of three Doppler waveform quality indices.
7.1 Introduction.
In section 1.4 the sources of variability of RI and PI were considered, and it
was pointed out that Doppler systems which provided automatic calculation of the
RI and PI could be prone to abuse as the possibility arose of management of the
patient by clinical staff based upon incorrect data. Further it was argued that it
would seem desirable for a Doppler machine to indicate to the operator when the
waveform quality is acceptable, with the implication that the indices of RI and PI
are reliable. This chapter is concerned with the development and testing of 3
waveform quality indices.
A number of levels of approach can be taken in tackling this problem. At one
extreme there would be complete reliance on the operator to obtain the waveforms
and calculate the indices. At the other extreme would be the performance of the
test by a robot which would also judge the waveform quality, calculate the indices
and display these. This latter approach would require substantial development work,
something which is beyond the scope of this thesis. Two intermediate levels of
approach can be considered which involve software analysis of the waveforms. In
this respect it is important that the software be sufficiently simple that it can
perform real time analysis of the waveforms.
Approach 1. Acquisition of the waveforms by the operator, with the machine
performing the following:
- identifies that the waveforms are from the umbilical artery,
- identifies that the waveforms are of appropriate quality,
- calculates and displays the RI and PI values.
Approach 2. Acquisition of waveforms by the operator including identification
that the waveforms are from the umbilical artery, with the machine performing the
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following,
- identifies that the waveforms are of appropriate quality,
- calculates and displays the RI and PI values.
There is only a small difference between these 2 intermediate approaches, the
difference being the identification of the waveforms as being from the umbilical
artery by the machine in the first approach, and by the human operator in the
second approach. However this difference could have a very large difference in the
sophistication of the software used to assess quality. In other areas of medical
imaging automatic interpretation of images is being attempted. In general medical
images are complex, being 2 or 3 dimensional arrays containing information from
many different tissues types, so that work on image analysis is performed by teams
of reseach people over many years. For Doppler waveforms the shape of the
waveform envelope, as well as other features such as the heartrate and the presence
of venous signals in the opposite Doppler channel give clues as to the artery from
which the signal arose. In this case it may be possible to automatically identify
umbilical artery waveforms, in real time, from the shape of the envelope using
pattern recognition techniques such as template matching. This represents an
additional level of complexity which has not been pursued in this study. The
approach adopted is the second one above, that is; it is the job of the operator to
identify the umbilical artery waveform, and it is the job of the quality index to tell
the operator whether these umbilical waveforms are acceptable or not.
7.2 Method.
The set of waveforms used in chapter 4 were used to investigate the
relationship between quality indices and the 3 physical parameters. In addition
waveforms were acquired to investigate the dependence of each quality index on
physiological variables (see section 7.2.2). Chapter 4 gives a full description of the
methodology leading to the calculation of the indices of bias and variability of the
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maximum frequency envelope as a whole, and of the PI.
7,2.1 Waveform quality indices.
In chapter 4 it was observed that the variability and the degree of noise of the
maximum frequency envelope increased as the value of each physical parameter
increased. It would then be expected that an assessment of the degree of noise of
the envelope from individual waveforms or pairs of waveforms would be related to
the waveform quality. Each of the quality indices described below is based on an
assessment of the degree of noise of the envelope. In this context envelope noise is
associated specifically with the fluctuations which may occur in poor quality
waveforms between adjacent points of the maximum frequency envelope. This
should not be confused with noise associated with the spectrum, such as Doppler
speckle or background electronic noise.
7.2,1.1 Correlation of the maximum frequency envelope of successive waveforms
(QID-
N
QI1 = ^ 1 Y.
N FMAXj + FMAX2 i=i
Fl.i " F2,i eqn. 7.1
where
F, ; and F9 ; are the value of the maximum frequency envelope at position i1,1 Z.,1
for waveform 1 and waveform 2 respectively,
FMAXj AND FMAX2 are the maximum values of the envelope for waveforms
1 and 2 respectively,
N is the number of points of the envelope.
If adjacent waveforms produce identical maximum frequency envelopes then,
for all i, F. • - F? ; will be zero, and QI1 will be zero. Noise of the envelope will1 ,1 Z,1
lead to dissimilarity between adjacent envelopes and hence give a non-zero value of
QI1, so that QI1 is a measure of the correlation between successive waveforms.
Normalisation of the quality index for the overall height of the waveform was
performed by dividing by the average maximum frequency of the two adjacent
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waveforms. For each waveform the peak frequency was found by searching in an
interval 50-150 ms after the waveform start. To reduce the problem of spurious
high values for the peak frequency, which may be present when there is substantial
background noise, the maximum frequency was taken as the average value of 5
elements surrounding and including the peak value. Normalisation of the quality
index by the mean frequency was considered however the mean frequency would
be dependent on waveform pulsatility in that its value would fall as the waveform
becomes more pulsatile. The maximum frequency is not dependent on pulsatility
and hence is preferred for normalisation. Initial investigations on the dependency
of a quality index based upon this method showed an approximately linear
dependence on waveform length; hence in the above formulation normalisation by
waveform length has been performed.
7.2,1.2 Measure of local linearity (012),
QI2 = 50 _J £ s eqn. 7.2
N FMAX fVi= 2
where Sj = -i(Fj_i+Fi+])-Fj eqn. 7.3
If the waveform outline is smooth the value Fj will change slowly with respect
to i, and the term Sj and hence the sum will be small. If there is noise which
causes larger changes in Fj as a function of i, Sj and hence £Sj will have larger
values. Sj can be considered as a measure of the local linearity of elements in the
region of i as Sj takes on larger values when there is an increasing degree of non-
linearity. Normalisation by the maximum frequency FMAX and waveform length
was performed in the same way as for QI1.
7.2.1.3 Frequency content bv the Fourier transform of the maximum frequency
envelope 1QI3).
The frequency content of the maximum frequency envelope was calculated for
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each waveform by performing a 111 point discrete Fourier Transform. For
waveforms whose length was less than 111 points or 1.11 seconds, zero padding was
performed to increase their length to 111 points. A Hanning window was used to
avoid spectral leakage. Noise of the envelope would be expected to introduce
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Figure 7.1. Maximum frequency envelope and associated Fourier transform
frequency amplitude plots are shown for a) an envelope with a smooth outline, b)
envelope with a noisy outline.
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defined above which there was little signal present when the waveform outline was
smooth. From preliminary experiments in which waveforms with a clearly defined
outline were used, the threshold frequency was defined as being the tenth spectral
component of the Fourier transform frequencies. The sum of the amplitudes of
frequencies above this threshold was calculated and expressed as a percentage of
the total sum of amplitudes. Normalisation of waveform length was performed as
for QI1. Characterisation of time varying signals in this way has been described in
other fields such as seismic acoustic waveform analysis (Chen 1986).
7,2.2 Dependence of the quality indices on physiological variables.
Ideally each quality index should be sensitive only to noise of the maximum
frequency envelope however it is important to assess the dependence of each
quality index on physiological variables. This was performed using good quality
simulated umbilical artery waveforms from the flow phantom as described below.
In each case the beam and vessel axes were aligned, the beam-vessel angle was 50°,
the transducer vessel distance was 5 cm, and 2 cm of attenuator were used.
7.2.2.1 Pulsatilitv.
Waveforms of different pulsatility at a length of 500 ms were acquired. The PI
values varied between 0.8 and 2.7.
7.2.2.2 Waveform length.
Waveforms of length between 300 and 700 ms were acquired at a PI value of
1.0 - 0.1. This range of waveform lengths represents the range occurring in the
umbilical artery in practice.
7.2.2.3 Fetal breathing.
The effect of fetal breathing is to cause variability of the waveform shape of
consecutive waveforms; the degree of variability depending upon the strength of
breathing actions. The flow phantom is mostly used to produce identical velocity
waveforms by means of a single repeated control waveform. If instead of a single
control waveform, a set of 3 consecutive dissimilar control waveforms are used,
111
then the resulting velocity waveforms will vary in a similar manner to real
umbilical artery velocity waveforms when there is fetal breathing. Waveforms of
500 ms length and an average PI value of 0.75 were acquired simulating different
degrees of fetal breathing; specifically, no-breathing, light-breathing and strong-
breathing.
7,2.3 Comparison of quality indices with estimates of the accuracy of the maximum
frequency envelope and PI.
In chapter 4 it was shown how the percentage root mean square error of the
maximum frequency envelope MFEgr and the PI error (PI0r) were single
parameters indicating the accuracy with which the envelope and PI respectively are
estimated for particular values of each physical parameter. In order to compare
MFEgr and PIer with each quality index, a test group was formed consisting of all
of the waveforms acquired with variation of each physical parameter. This test
group will not be identical to a test group of umbilical artery waveforms in clinical
practice, however the group covers waveforms acquired with the range of physical
parameters, and also the range of pulsatilities, which would be encountered in
practice.
In order to perform the analysis it is necessary to specify the number of
waveforms averaged for calculation of each quality index, and for the specification
of PIgj.. 5 waveforms were taken as this represents the number used in our hospital
for the calculation of RI and PI for umbilical artery waveforms in clinical practice.
Hence for each cohort of 16 waveforms, 3 separate groups of 5 waveforms were
taken allowing the calculation of 3 values for each quality index for that cohort.
7.2.3.1 Correlation of each quality index with MFEcr and PIcr
A least square regression line was calculated between each quality index and
MFEer, and each quality index and PIer The correlation coefficient was calculated
as a measure of the degree of linearity.
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7,2.3.2 Performance of each quality index when maximum acceptable values of
MFEcr and PIcr are specified.
In clinical practice the quality index would be used in a decision making
process whereby quality index values above a threshold would be assessed as being
low quality and therefore unacceptable. For the waveforms of this study the
division of waveforms into low and high quality can be performed by choosing
threshold values for PIer and MFEer A threshold value for each quality index can
then be calculated to give for example 90% sensitivity for detection of low quality
waveforms based upon a greater than threshold quality index value. Calculation of
the specificity for detection of high quality waveforms can then be performed and
used to compare the quality indices.
7,2.4 Assessment of computational efficiency of each quality index.
The calculation time was calculated for a single waveform for QI2 and QI3,
and a waveform pair for QI1.
7.3 Results.
7,3.1 Dependence of quality indices on physiological variables.
The results are given table 7.1. In each case the degree of dependence of a
quality index on the physiological variable has been quantitated by calculating the
QI1 QI2 QI3
Waveform pulsatility (QIpj_2 6/QIpi=o 8^ ^ 22
Waveform length (QI700ms/QI300ms) 115 85 69
Fetal breathing (Qlstrong/^none) 600 106 102
Table 7.1: Dependence of each quality index on physiological variables. The
ratio (%) of the quality index values from the maximum and minimum
physiological condition is shown.
113
ratio of the quality index value from the maximum and minimum physiological
conditions. In clinical practice a degree of dependency of a quality index on a
physiological variable may be tolerated so it is difficult at this stage to specify
threshold ratio values indicating an acceptable degree of dependence of a value on
a physiological parameter. In 6 out of 9 cases the ratio value deviates by 15% or
less from the perfect value of 100%. The highest ratio value of 600% is given by
QI1 for fetal breathing. A high ratio value is to be expected since QI1 is a
measure of the difference in waveform shape of consecutive waveforms and takes
no account of the origin of that difference, be it due to gross changes caused by
fetal breathing or to noise of the maximum frequency envelope. QI2 gives a ratio
value of 72% for waveform pulsatility. Examination of the data reveals that QI2 is
constant to within 5% for PI values between 0.8 and 2.1, but for a PI of 2.6 QI2
drops by 27% giving the ratio value of 72% (see figure 7.2). This suggests that the
dependence of QI2 on pulsatility in clinical practice may be less significant than
the ratio value indicates.
1.6-








Figure 7.2. Dependence of QI2 on waveform pulsatility.
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7.3.2 Dependence of quality indices on physical parameters.
Figure 7.3 shows the dependence of QI2 on each of the physical parameters
considered for waveforms of correct PI = 0.8. In each case QI2 increases as the
physical parameter increases. Similar results were obtained for QI1 and QI3, and
for waveforms of correct PI = 1.4 and 2.3. Tables 7.2, 7.3 and 7.4 show the quality
index values averaged over the waveform pulsatilities for selected values of the 3
physical parameters.
Angle QI1 QI2 QI3
(degrees)
45 1.13 1.53 0.059
65 2.06 3.12 0.114
85 6.06 7.39 0.238
Table 7.2: Results for variation of beam-vessel angle. Each value is the
average of measurements from 3 waveform pulsatilities.
Offset (mm) QI1 QI2 QI3
0 1.17 1.66 0.069
7.5 1.96 3.05 0.116
15 8.69 13.1 0.347
Table 7.3: Results for variation of beam-axis offset. Each value is the average
of measurements from 3 waveform pulsatilities.
Attenuator QI1 QI2 QI3
thickness(cm)
2.0 1.12 1.48 0.064
3.5 1.39 1.99 0.085
5.0 8.06 12.32 0.349
Table 7.4: Results for variation of attenuator thickness. Each value is the
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Figure 7.3 Dependence of QI2 for waveforms of correct PI = 0.8 on each of
the 3 physical parameters, a) Beam-vessel angle, b) Beam-vessel axis offset, c)
attenuator thickness.
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7,3,3 Relationship between quality indices and MFEcr
Table 7.5 shows the correlation coefficients for linear regression between each
quality index and MFEer Figure 7.4 shows a plot of QI2 versus MFEer The
correlation coefficients are high at 0.90 or greater in all cases. This seems to
indicate that all of these quality indices can be used as indices of waveform quality
since there is a good linear relationship between quality indices and the overall
accuracy of estimation of the maximum frequency envelope as characterised by
QI1 QI2 QI3
0.94 0.90 0.96
























Figure 7.4. Plot of QI2 versus MFEgr.
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MFEer. The correlation coefficient is a measure of the overall linearity between 2
quantities, and although it is encouraging that the correlation coefficients are high
it is of more relevance to consider the performance at low values for each quality
index, for it is in this region that a decision must be made as to accept or reject
the waveforms acquired.
Table 7.6 shows the specificity for detection of good quality waveforms when
the sensitivity for detection of poor quality waveforms is set to 90%. In this case
good quality was defined as MFEer less than 10%. In each case the specificities are
high at 94 to 98%. Specificities were also calculated for each waveform pulsatility
separately. The specificities were calculated for the same threshold of quality
index as for the data as whole. There is a small dependence of the specificity on
PI for each quality index however in all cases the specificities are high at 89% or
greater.
All data (n=261) Data by PI (n=87)






icity(%) PI=0.8 PI= 1.4 PI=2.3
QI1 1.68 38 96 93 97 97
QI2 2.46 38 94 89 94 97
QI3 0.10 38 98 96 97 100
Table 7.6: Specificities at 90% sensitivity for detection of poor waveforms
based upon a threshold value of MFEer of 10%. The test population is considered
as a whole (n = 261), and also by PI (n = 87 in each case). Note that the data for a
beam-vessel angle of 90° has been excluded as MFEer is infinite.
118
7.3.4 Relationship between quality indices and PIC1-
Table 7.7 shows the correlation coefficients for linear regression between each
quality index and PI„r. Figure 7.5 shows a plot of QI2 versus PI„,. TheCI Cl
correlation coefficients are high at 0.89 - 0.91.
QI1 QI2 QI3
0.91 0.89 0.89
Table 7.7: Correlation coefficients for linear regression between each quality
index and PIgr.
Figure 7.5 Plot of QI2 versus PIer
119
Table 7.8 shows the specificities for detection of good quality waveforms when
the sensitivity for detection of poor quality waveforms is set to 90%. Good quality
was defined as PIer less than 0.15. The specificities for the data considered as a
whole are high at 90-93% (Figure 7.6). There is no obvious dependence of the












Figure 7.6 QI2 values for good and bad waveforms based upon a threshold of
0.15 for PI,
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All data (n=270) Data by PI (n=90)






icity(%) PI=0.8 PI-1.4 PI=2.3
QI1 1.99 51 93 97 91 94
QI2 2.92 51 91 94 88 94
QI3 0.114 51 90 94 86 92
Table 7.8: Specificities at 90% sensitivity for detection of poor waveform
based upon a threshold value of 0.15 for PIer The test population is considered as
a whole (n = 270), and also by PI (n = 90 in each case).
7,3.5 Computational efficiency of each quality index.
Table 7.9 shows the relative time taken for calculation of each QI, where the
time has been normalised to 1 for QI2. QI1 and QI2 are comparable in their
computational efficiency but QI3 takes 280 times longer than QI2 to calculate. This
is due to the length of time necessary to calculate the Fourier transform for QI3.
QI1 QI2 QI3
0.60 1.00 280
Table 7.9: Computational time for each quality index normalised to 1 for QI2.
7.4 Discussion.
The errors in the PI considered in this study arise from the physical variables
and the way in which the envelope and PI have been calculated. The error PIer was
formulated in order to give a single index to compare with the quality indices. This
error is composed of the bias plus 1.96 times the standard deviation. High and low
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quality waveforms were defined according to a threshold error of 0.15 for PIer For
PI values in clinical practice of 0.8 to 3.0 this corresponds to a percentage error of
18 to 5%. The question arises as to whether this would be an acceptable error for
clinical usage. The only comparable clinical data derives from inter and intra
observer reproducibility studies (see section 1.4.3). These studies include the effects
of physiological variables as well as physical parameters and envelope calculation.
They also consider only the reproducibility and take no account of bias. The
nearest comparable error from these studies is 1.96 times the coefficient of
variation, which gives 16 to 27%. Though not strictly comparable it can be seen
that the pecentage threshold errors in PI for acceptable waveforms of 5 to 18% in
this study are comparable with the clinical errors of 16 to 27%, indicating that a
threshold value of 0.15 for PIer is a realistic value.
This study has demonstrated the feasibility of using an assessment of the noise
of the maximum frequency envelope of umbilical artery Doppler waveforms to
classify the waveforms in terms of high and low quality based upon the accuracy of
estimation of the envelope and PI. In general strong dependence of a quality index
on a physiological variable will count against the use of such a quality index in
clinical practice. In some cases, such as the linear dependence of a quality index
on waveform length, it may in practice be possible to correct the quality index.
All 3 quality indices were similar in their ability to discriminate high and low
quality waveforms from a test population where physical variables had been altered
to produce waveforms of different quality.
7.5 Conclusion.
The quality index with the best performance in terms of its independence from
physiological variables, its ability to discriminate high and low quality waveforms,
and its computational efficiency is QI2, the local linearity measure. QI1, the
correlation between successive envelopes, may be of interest for waveforms
obtained during fetal apnoea.
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Chapter 8. The use of quality indices for waveforms on which noise reduction
algorithms have been applied.
8.1. Introduction.
In chapter 7 it was shown that Doppler waveform quality indices could be
formulated based upon quantitation of the noise of the maximum frequency
envelope (MFE) of individual waveforms or pairs of waveforms, and these quality
indices gave very good separation of high and low quality waveforms categorised
according to the errors in envelope and PI calculation. In this chapter these quality
indices will be tested on waveforms on which noise reduction algorithms have been
applied. The two noise reduction methods are filtering of the maximum frequency
envelope itself using a double window modified trimmed mean (DWMTM) filter,
and secondly filtering of the spectrum using the directional filter developed in
chapter 5.
8.2. Methods.
The sets of waveforms used in chapter 6 were also used in this chapter. The
methodology leading to calculation of the bias and variability of the maximum
frequency envelope and PI, and of the calculation and testing of the waveform
quality indices, is described for the Doppler waveforms in chapters 4, 6 and 7.
8.3. Results.
8.3.1. Dependence of quality indices on physiological variables.
The results are given in table 8.1. In each case the dependence of a quality
index on the physiological variable has been quantitated by calculating the ratio of
the quality index value from the maximum and minimum physiological conditions
There is a greater degree of dependence of the quality indices on physiological
variables for the processed waveforms compared to the unprocessed waveforms.
The ratio value deviates by 15% or less from 100% in only 2 out of 9 cases for the
DWMTM filtered envelopes, and 3 out of 9 cases for the directionally filtered
spectra. The dependence of each quality index on waveform pulsatility is
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particularly high; this is discussed further in section 8.4.
QI1 QI2 QI3
a) DWMTM filtered MFE.
Waveform pulsatility (QIpj=2 6/Q*PI=0 8^ 148 152 254
Waveform length (Qlyooms/Q^OOms) 76 72 125
Fetal breathing (QIstrong/QIn0ne) 800 92 114
b) MFE from filtered waveforms.
Waveform pulsatility (QIpi=2 6/Q*PI=0 8^ 230 207 405
Waveform length (Qlyooms/Q^OOms) 77 68 104
Fetal breathing (QIstrong/QInone) 1000 97 105
Table 8.1: Dependence of each quality index on physiological variables. The ratio
(%) of the quality index values from the maximum and minimum physiological
conditions is shown.
8.3.2 Dependence of quality indices on physical variables.
The results are given in tables 8.2, 8.3 and 8.4 for selected values of the 3
physical parameters. In each case the average of 3 pulsatilities has been taken.
The dependence of the 3 quality indices on each physiological parameter is broadly
comparable for the unprocessed and processed waveforms, with each quality index
increasing in value as the physical parameters increase in value.
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Angle QI1 QI2 QI3
(degrees)
DWMTM 45 0.87 0.74 0.026
filtered
MFE 65 1.20 0.96 0.039
85 3.98 1.97 0.095
MFE from 45 0.89 0.83 0.030
filtered
waveforms 65 1.09 0.98 0.036
85 3.30 2.19 0.101
Table 8.2: Quality index values for variation of beam-vessel angle. Each value
the average of measurements from 3 waveform pulsatilities.
Offset QI1 QI2 QI3
(mm)
DWMTM 0 0.87 0.74 0.026
filtered
MFE 7.5 1.17 1.02 0.041
15 4.91 3.32 0.166
MFE from 0 0.94 0.77 0.030
filtered
waveforms 7.5 1.02 0.84 0.035
85 3.68 2.33 0.121
Table 8.3: Quality index values for variation of beam-axis offset. Each value
the average of measurements from 3 waveform pulsatilities.
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Attenuator
thickness QI1 QI2 QI3
(cm)
DWMTM 2.0 0.88 0.74 0.026
filtered
MFE 3.5 1.00 0.90 0.033
5.0 3.85 2.62 0.130
MFE from 2.0 0.89 0.81 0.031
filtered
waveforms 3.5 1.11 0.92 0.037
5.0 2.72 1.69 0.086
Table 8.4: Quality index values for variation of attenuator thickness. Each value
is the average of measurements from 3 waveform pulsatilities.
8.3.4 Relationship between the quality indices and MFEcr
Table 8.5 shows the correlation coefficients for linear regression between each
quality index and MFEer The correlation is high at 0.90 to 0.93 for the processed
waveforms, which is similar to the values of 0.85 to 0.90 for the unprocessed
waveforms. Table 8.6 shows the specificities for detection of good quality
waveforms when the sensitivity for detection of poor quality waveforms is set to
90%. Good quality was defined as occuring when MFEer was less than 10%. The
specificities for the data considered as a whole are high at 88 to 91% for DWMTM
filtered envelopes, but lower at 66 to 74% for the envelopes from the filtered
waveforms. If the specificities are considered for each pulsatility separately it can
be seen that where the quality index is strongly dependent on waveform pulsatility
(see table 8.1) the quality index performs significantly worse for waveforms with
high PI values. This is particularly noticeable for the filtered waveforms where the
strong dependence of each quality index on pulsatility has resulted in extremely low
values of specificity of 0 to 18% for waveforms of PI = 2.3.
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QI1 QI2 QI3
MFE from unprocessed waveforms 0.94 0.90 0.96
DWMTM filtered MFE 0.93 0.89 0.92
MFE from filtered waveforms 0.90 0.92 0.91
Table 8.5: Correlation coefficients for linear regression between each quality index
and MFE„r.cr











a) DWMTM filtered MFE
QI1 1.28 57 88 94 88 82
QI2 1.00 57 81 98 72 76
QI3 0.041 57 90 96 91 78
b) MFE from filtered waveforms
QI1 1.18 57 72 90 86 18
QI2 0.91 57 66 97 72 0
QI3 0.04 57 74 93 91 18
Table 8.6: Specificities at 90% sensitivity for detection of good waveforms based
upon a threshold value of MFEer of 10%. The test population is considered as a
whole (n = 261), and also by PI (n = 87 in each case).
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8.3.4 Relationship between the quality indices and PIcr
Table 8.7 shows the correlation coefficients for linear regression between each
quality index and PIer The values at 0.70 to 0.82 for processed waveforms are
lower than the corresponding values of 0.85 to 0.90 for the unprocessed waveforms.
For the unprocessed waveforms of chapter 7 a threshold PIer value of 0.15 was
taken as the criterion to define good quality waveforms as this was a reasonable
value which was achievable in practice. The noise reduction methods have led to
lower achievable values of PIer so that a threshold value of 0.10 for PIer can now
be used. Table 8.8 shows the specificities for detection of good quality waveforms
when the sensitivity for detection of poor quality waveforms was set to 90%. The
specificities for the data considered as a whole are high at 88-96% for the
DWMTM filtered envelope (see figure 8.1), but low at 76 to 81% for the envelopes
from the filtered waveforms. The effect of the dependency on pulsatility is less
pronounced for the filtered waveforms for PIer than for MFEer however the
specificities for detection of good quality waveforms with PI = 2.3 are low at
between 39-67%. This improved performance of PIer over MFEer for high
pulsatility filtered waveforms is due to the lower values of the threshold quality
index giving 90% sensitivity used for PIer With a lower threshold quality index
value a larger number of the waveforms have a quality index value greater than the
threshold for PI = 2.3. This is a further reflection of the dependence of quality
index on pulsatility.
QI1 QI2 QI3
MFE from unprocessed waveforms 0.90 0.85 0.88
DWMTM filtered MFE 0.82 0.80 0.81
MFE from filtered waveforms 0.70 0.78 0.79
Table 8.7: Correlation coefficients for linear regression between each quality
index and PIer
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PI=0.8 PI= 1.4 PI=
a) DWMTM filtered MFE
QI1 1.88 72 96 100 91 97
QI2 1.24 72 88 100 87 79
QI3 0.061 72 94 100 93 89
b) MFE from filtered waveforms
QI1 1.33 72 76 84 88 50
QI2 1.12 72 77 92 89 39
QI3 0.047 72 81 87 88 67
Table 8.8: Specificities at 90% sensitivity for detection of good waveform based
upon a threshold value of 0.1 for PIer The test population is considered as a
whole (n = 290), and also by PI (n = 90 in each case).
8.4 Discussion.
This study has investigated the feasibility of using an assessment of the
maximum frequency envelope noise to assess waveforms in terms of high and low
quality based upon accuracy of estimation of PI and the envelope. At first sight it
might appear that this approach would give best results for envelopes from
unfiltered waveforms as these have the most noise, however results for each quality
index are comparable in terms of the correlation coefficient and specificity for
envelopes from unfiltered waveforms and for DWMTM filtered envelopes. Results
are more disappointing for the envelopes from the directionally filtered waveforms.
The low values of specificity obtained for high pulsatility waveforms would make
this approach unviable in practice for these envelopes. This could be due to the
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lower noise level of the envelopes which arises as a natural result of filtering of the
Doppler spectra.
Ideally a quality index should be independent of physiological variables so that
it is influenced only by noise of the maximum frequency envelope due to physical
variables. It has been seen in the study population how strong dependence of a







Scale i i '
0 40 80
Figure 8.1. QI2 values for good and bad waveforms when the envelope has been
DWMTM filtered. A threshold value of 0.10 for PIer was used to separate
waveforms into good and bad.
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Similar inadequate performance will certainly arise in practice if a quality index is
strongly dependent on other physiological variables such as heartrate (waveform
length) and fetal breathing. QI1 is strongly dependent on fetal breathing so will be
of interest in practice only if waveforms are obtained when there is fetal apnoea,
whereas QI2 and QI3 show no significant dependence on fetal breathing.
For the DWMTM filtered waveforms all 3 quality indices show a degree of
dependency on pulsatility. Correction of each quality index for dependence on
pulsatility could be attempted by directly using the calculated PI. For such a quality
index strongly dependent on pulsatility, no judgement could be made on the
acceptability of a waveform until the quality index had been corrected for PI.
However the PI must be accurate which requires knowledge of the quality index.
This is a circular argument so direct correction of such a quality index by PI is
unlikely to be useful. Indirect correction for pulsatility by, for example, use of the
width of the waveform has been tried and this procedure does substantially reduce
dependence of the quality index on PI. However such a procedure increases to a
large extent the dependence of each quality index on waveform length, hence such
a method is inadvisable. Although there is some dependency on PI, the specificities
for detection of good waveforms for the population considered was high for all 3
quality indices. This suggests that in practice some degree of dependence of a
quality index on physiological variables would be tolerated.
The approach to identification of waveforms of suitable quality in this study has
relied upon the noise of the maximum frequency envelope. An alternative
approach is the investigation of the spectral profile, which is known to be
dependent on physical variables. This approach may be more relevant to filtered
Doppler waveforms where speckle reduction gives a good estimation of the
underlying spectral profile.
8.5 Conclusion.
For the DWMTM filtered maximum frequency envelope, this study has
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demonstrated the feasibility of using an assessment of the noise of the envelope of
simulated umbilical artery Doppler waveforms to assess the waveforms in terms of
high and low quality based upon the accuracy of estimation of the envelope and PI.
For the directionally filtered waveforms the strong dependence of each quality
index on pulsatility makes this approach untenable. The best performance in terms
of independence from physiological variables, ability to categorise high and low
quality waveforms, and computational simplicity was by QI2. QI1 may also be of
interest for studies of the umbilical artery during fetal apnoea. It is important to
note that these waveforms have been acquired from a flow device. In a clinical
setting other sources of noise may be important and a full assessment needs to be
performed of the use of quality indices derived from filtered envelopes.
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Chapter 9. A clinical trial of umbilical artery Doppler waveform quality indices.
9.1 Introduction.
In chapter 7 umbilical artery waveform quality indices were described. These
were tested using simulated umbilical artery Doppler waveforms acquired with
variation of a number of physical parameters including beam-vessel angle and
beam-vessel axial misalignment. The results from that chapter were very
encouraging in that, firstly there was a high correlation between the quality indices
and the errors in estimation of the maximum frequency envelope (MFEer) and in
estimation of the pulsatility index (PIer)> and secondly there were high specificities
and sensitivities for detection of high and low quality waveforms categorised
according to threshold values of PIer and MFEer In clinical practice there will be
additional sources of noise present in the Doppler spectrum which cannot easily be
investigated using the physiological flow phantom. Some of these features are
mentioned in section 1.4.1, and include interference by overlying vessels and
saturation of the Doppler amplifier input by large amplitude signals caused by fetal
movement. It is therefore important to investigate the performance of the quality
indices using umbilical artery waveforms obtained from patients. In this chapter
such an assessment is performed.
9.2. Methods.
A brief description of the methodology will be given here. A detailed
description is given in the sections following. 500 sets of waveforms were used for
the trial. These were divided into 427 sets of waveforms from patients, 17 sets of
waveforms from the flow phantom and 56 duplicates. Hardcopy of each set of 5
waveforms was taken. The quality indices were calculated using a microcomputer.
The waveform quality of each waveform was subjectively assessed from the
hardcopy by an observer and these scores compared with the calculated waveform
quality indices.
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9.2.1. Acquisition of data.
In our maternity unit umbilical artery Doppler waveforms have been obtained
for a number of years using a 4 MHz continuous wave unit (Doptek Ltd,
Chichester). This has a low pass filter of 80 Hz, and all waveforms are recorded
onto audio cassette. In this study about 300 sets of waveforms obtained recently
were used. The operators who had acquired this data were all fully trained hence
the overall quality of the waveforms was good. In order to fully test the waveform
quality indices portions of recordings from earlier studies were used which were
deliberately selected to give waveforms of varying degrees of poor quality. In all
427 sets of waveforms from patients were obtained. 17 sets of waveforms from the
flow phantom were also used. These were waveforms obtained for the study of
chapter 4. These waveforms are 'calibrated' in the sense that they have known
errors in envelope and PI estimation (MFEer and PIer). These were used to
compare the operators subjective scores with the calibrated errors. There is
obviously no umbilical vein signal for the waveforms from the flow phantom. This
could have lead the observer to guess that these were not from patients. In order to
counter this an umbilical vein signal was fed into the lower channel of the
spectrum analyser from a second tape recorder synchronously with the simulated
arterial waveforms.
Waveforms were displayed on a Doptek spectrum analyser and the total
spectrum of five of these transferred to a microcomputer (Archimedes 440, Acorn
Computers, Cambridge) for analysis. Hardcopy of each set of 5 waveforms was
taken using a thermal printer (Sony UP850). For 56 sets of waveforms duplicate
pictures were taken for the purpose of assessing the reproducibility of subjective
assessment.
9.2,2 Calculation of waveform parameters.
Quality indices and other parameters were calculated from the spectra which
had been transferred into the microcomputer. The analysis was performed as
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follows:-
i) The maximum frequency envelope was calculated using a follower adaptive to
the level of background noise. This follower is described in section 4.3.2.2.
ii) The waveform start and end locations were calculated using an algorithm
described by Evans (1988). This algorithm operates in four stages. Firstly the
envelope is filtered using a 5-point DWMTM filter described in chapter 6, secondly
the maximum height of each waveform is detected, thirdly the point of maximum
gradient on the upslope of the waveform is found, and fourthly the maximum rate
of change of the gradient at the foot of the waveform is found. This final position
is declared to be the waveform start. Only slight modification to the original
algorithm was made. The algorithm parameters used in this study are shown in
table 9.1.
iii) The quality indices QI1 and QI2 described in chapter 7 were calculated for the
interval between each pair of start and end locations. Also calculated were the
waveform length (end location - start location) and the PI.
iv) As part of the waveform start detector the envelope was filtered using the 5-
point DWMTM filter. The quality indices etc. were also calculated for this filtered
envelope.
v) The envelope in its unprocessed form and the DWMTM filtered envelope were
saved to disc along with the estimated start and end locations of the waveforms, the
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5 point weighted 5 point DWMTM
mean (theshold=10)
5 (62.5ms) 7 (70ms)
15-20 (187.5-250ms) 30 (300ms)
10-15 (125-187.5ms) 19 (190ms)
8 (100ms) 10 (100ms)
Table 9.1. Parameters used in the waveform start detector.
9.2,3 Subjective assessment of waveforms.
The 500 sets of pictures of waveforms were randomised by shuffling. Each set
was assessed subjectively by the author in terms of the waveform outline clarity (1
score for each waveform), in terms of the degree of interference in the region of
the spectrum above the outline (1 score for each set of waveforms), and in terms of
the degree of variability of the waveforms caused by fetal breathing (1 score for
each set of waveforms). The scoring criteria are detailed in table 9.2. Waveforms
illustrating each score are shown in figures 9.1, 9.2 and 9.3.
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a) Clarity of waveform outline.
Score Criterion
0 Envelope clearly defined over the whole waveform.
1 Envelope is less clear for at least part of the
waveform.
2 Envelope is very unclear.
b) Interference above the waveform.
Score Criterion
0 No interference.
1 Small amount of interference.
2 Large amount of interference.
c) Variability of waveforms as a result of fetal breathing.
Score Criterion
0 No significant variability.
1 Small variability.
2 Large variability.
3 No assessment possible.
Table 9.2. Criteria for assessment of umbilical artery waveforms.
137
Figure 9.1. Waveforms illustrating the scoring system used for assessment of
envelope clarity, a) score 0, b) score 1, c) and d) score 2.
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Figure 9.2. Waveforms illustrating the scoring system used for assessment of
envelope interference, a) score 0, b) score 1, c) and d) score 2.
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Figure 9.3. Waveforms illustrating the scoring system used for assessment of




Table 9.3 shows the results for the assessment of envelope clarity, envelope
interference and variability due to fetal breathing. The percentage of waveforms
scored identically on 2 occasions is high in all cases; 95% for envelope clarity, 100%
for envelope interference and 89% for variability due to breathing. The remainder
of the waveforms differed by only one group on reassessment.
a) Envelope 2 0 3 28
score
(first 1 4 116 0
waveform)
0 118 10 0
0 1 2










Interference score (second set)
Variability 3 0 0 0 5
score
(first 2 0 2 6 0
set)
1 2 5 1 0
0 34 1 0 0
0 1 2 3
Variability score (second set)
Table 9.3. Results for assessment of waveforms on 2 occasions a) envelope clarity,
b) envelope interference, c) variability due to fetal breathing.
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9.3.2 Quality index values and envelope scores from the calibrated waveforms.
Figure 9.4 shows a plot of PIer versus the envelope clarity score. The Spearman
rank correlation coefficient for this data at 0.76 is highly significant (p < 0.001).
Only one of the set of waveforms with zero envelope score has a high value for
PIer The waveforms and the estimated envelopes for this set are shown in figure
9.5. There is a small but definite amount of end-diastolic flow which is just above
the filter level. In this region the maximum frequency follower occasionally gives








Figure 9.4. Plot of PIer versus the average envelope clarity score for the 17 sets of
waveforms obtained from the flow phantom.
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a
Figure 9.5. Doppler waveforms and estimated envelopes with an average envelope
clarity score of zero and a PIer of 0.73.
9.3.3 Results for waveforms from patients.
9.3.3.1. Assessment of envelope clarity for the data as a whole.
Each waveform had been given an envelope score, giving a total of 2135
individual scores. Figure 9.6 shows the distribution of individual waveform values
for one of the quality indices; QI2. There is an overall increase in the QI2 values as
the envelope score increases. Similar results were found for QI1. For comparative
purposes the mean value of parameters for each set of waveforms was taken.
Assessment was performed in terms of the ability of the parameters to distinguish
between high and low quality waveforms. Fligh quality was defined as a mean
envelope score of zero. The sensitivity for detection of good quality waveforms
was set at 90% and the specificity for detection of poor quality waveforms
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Figure 9.6. Distribution of individual waveform values of QI2 categorised according
to envelope clarity score.
Parameter Threshold SDecificitvl%) Sensitivitv(%) d value
Fmax 1241Hz 2.9 89.9 <0.001
Waveform length 0.412s 9.6 88.8 <0.001
cvwl 1.1% 20.9 89.9 <0.001
CVpi 4.8% 39.3 88.8 <0.001
QI1 2.37 52.7 89.9 <0.001
QI2 2.57 68.2 89.9 -
Table 9.4. Specificities for detection of good quality sets of waveforms based upon
a threshold average envelope score of 0. The sensitivity for detection of poor
quality waveforms was set at 90%. p values (McNemars test) are given for the
difference in specificities compared to QI2. The number of sets of waveforms in
each case is 427.
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number of other parameters which would be expected to be influenced by
waveform quality and hence which could be useful as waveform quality indices.
These are average systolic peak frequency (Fmax), average waveform length,
coefficient of variation of length values (CVwj) and the coefficient of variation of
PI (CVpj). QI2 has the highest specificity at 68.2% and this is significantly greater
than the specificities for the other parameters (McNemars test, Armitage and Berry
1987). QI1 has a slightly lower specificity at 52.7%. The other parameters are not
useful individually in the categorisation of these waveforms, however further
examination of CVwj and mean waveform length show that large values are only
associated with the low quality waveforms. These high values reflect the poor
performance of the waveform start detector when the envelope is very noisy. The
possibility arises of the use of combinations of parameters in order to detect poor
quality waveforms. Examination of the mean QI1 and QI2 values for those sets of
waveforms reveals that these are greater than the threshold values given in table
9.4. In this case the waveforms have already been categorised correctly as poor
quality waveforms so these additional parameters will not be useful.
9.3.3.2 Dependence of quality indices on various factors.
In chapter 4 it was explained that the quality index should be related to the
degree of clarity of the envelope but not on other factors such as physiological
variables. The influence of other factors for the set of waveforms of this chapter
which were obtained from patients can be assessed by considering the sets of
waveforms with an average envelope score of 0. Four factors will be considered as
detailed below.
- Interference above the waveform outline. The scores obtained previously were
used. Sets of waveforms were eliminated where the fetal breathing score was
greater than 0.
- Fetal breathing. The scores obtained previously were used. Sets of waveforms
were eliminated where the interference score was greater than 0.
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- Pulsatility index. The PI values were separated into 3 groups. Score 0, PI <
1.2; score 1, 1.2 < PI < 2.0; score 2, PI > 2. All waveforms with fetal breathing or
interference scores greater than zero were eliminated.
- Waveform length. The waveform length values were separated into 3 groups.
Score 0, length < 420ms; score 1, 420ms < length < 480ms; score 2, length > 480ms.
These correspond to the length values which are approximately 1 standard deviation
either side of the mean length value for this group. All waveforms with fetal
breathing or interference scores greater than zero were eliminated.
In each case the specificities for detection of good quality waveforms were
calculated using the threshold values established in table 9.4. Tables 9.5a and 9.5b
show the results for QI1 and QI2 respectively. The dependence of QI1 and QI2 on
the score for each factor was statistically tested using the x test for trends in
proportion (Armitage and Berry 1987). If there is a significant trend this will lead
to a low p value. A significant result was defined as one where p was less than
0.05.
There is a highly significant (p < 0.001) fall in specificity for both QI1 and QI2
for increasing degrees of interference. Figure 9.7 demonstrates 2 sets of waveforms
for which there is interference above the envelope. Of the other factors only the
effect of fetal breathing on QI1 is significant. This is consistent with the
observations of chapter 7 where it was noted that the dependence of QI1 on
breathing was to be expected since QI1 is a measure of the degree of variability
between adjacent envelopes, regardless of whether the variability arises from
envelope noise or gross changes in waveform shape. The effect of waveform length
on QI2 is worthy of further consideration. The p value is not significant however at
0.09 it is only slightly higher than 0.05. The cutoff waveform lengths defined above
to subdivide that data were 0.42s and 0.48s, corresponding to the positions for 1
standard deviation either side of the mean. If 2 standard deviations are used
(approximately 0.40 and 0.50s), the specificities for scores 0,1 and 2 are 100%, 77%
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and 54% respectively which gives a significant trend with a p value just under
0.025. Examination of the raw data (figure 9.8) reveals that the highest and lowest
values for the waveform length are associated with high and low values for QI2





Interference 141 87 60 35 <0.001
Fetal breathing 205 87 35 2 <0.001
PI 119 86 94 71 >0.50 (NS)





Interference 141 77 50 14 <0.001
Fetal breathing 205 77 71 76 >0.90 (NS)
PI 119 75 79 86 >0.25 (NS)
Waveform length 119 100 72 75 >0.05 (NS)
Table 9.5. Specificities (%) for detection of good quality waveforms for various
subgroups, p values (x test) are given indicating the significance of a trend in the
specificities going from score 0 to score 2. N is the number of sets of waveforms in
each subgroup, a) QI1, b) QI2.
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Figure 9.7. Waveforms and associated envelopes for 2 cases where the average
envelope clarity score is 0, but where the QI1 and QI2 values are high as a result of
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Figure 9.8. Plot of mean waveform length value versus the mean QI2 value for the
subgroup where the average envelope score was 0, and where waveforms with non¬
zero scores for fetal breathing and envelope interference have been removed.
9.3.3.3. Results for the DWMTM filtered envelopes.
In chapter 8 it was shown that the quality indices from the DWMTM filtered
envelope could be used to classify waveforms in terms of high and low quality
based upon accuracy of estimation of the envelope and of PI. Tables 9.6 and 9.7
show the results for quality indices derived from the DWMTM filtered envelopes
when good quality was defined as an average envelope score of 0. These tables
were derived in a similar manner to tables 9.4 and 9.5. QI2 has the highest
specificity at 46.2%. This is not significantly greater than the specificity for QI1 of
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46.0%, but is significantly greater than the specificities for the other parameters
(McNemars test, Armitage and Berry 1987). The specificities for QI1 and QI2 are
very low. The main point to note from table 9.7 is that QI1 and QI2 are strongly
dependent on PI. This is consistent with the observations of chapter 8 (table 8.1)
where it was noted that both QI1 and QI2 were dependent on PI.
Parameter Threshold Soecificitvt%) Sensitivitvf%) d value
Fmax 1098Hz 1.3 89.9 <0.001
Waveform length 0.412s 9.6 88.8 <0.001
CVwl 1.1% 20.9 89.9 <0.001
CVpi 3.8% 32.6 89.9 <0.001
QI1 1.67 46.0 89.9 >0.8 (NS)
QI2 0.99 46.2 89.4 -
Table 9.6. Specificities for detection of good quality sets of waveforms based upon
a threshold average envelope score of 0 for DWMTM filtered envelopes. The
sensitivity for detection of poor quality waveforms was set at 90%. p values
(McNemars test) are given for the difference in specificities compared to QI2. The






Interference 141 81 40 0 <0.001
Fetal breathing 205 81 17 0 <0.001
PI 119 84 75 40 <0.025





Interference 141 46 35 0 >0.10 (NS)
Fetal breathing 205 46 55 53 >0.25 (NS)
PI 119 57 21 0 <0.001
Waveform length 119 61 39 63 >0.05 (NS)
Table 9.7. Specificities (%) for detection of good quality waveforms for various
2 ....
subgroups for DWMTM filtered envelopes, p values (x test) are given indicating
the significance of a trend in the specificities going from score 0 to score 2. N is
the number of sets of waveforms in each subgroup, a) QI1, b) QI2.
9.4 Discussion.
In this study waveform quality indices calculated from the maximum frequency
envelope have been tested using umbilical artery waveforms from patients. In order
to do this the sets of waveforms were assessed subjectively in terms of envelope
clarity, envelope interference and variability due to fetal breathing. The assessment
in this chapter was performed by the author. The author recognises that this is not
ideal as the same person that formulated the indices also performed the assessment,
and there could be a temptation to categorise the waveforms inappropriately,
however every attempt was made to give an unbiased subjective assessment.
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Originally the sets of waveforms were given to a colleague physicist to score.
Examination of these scores and discussion with the colleague revealed a difference
in approach, most importantly all waveforms with absent end diastolic flow were
given a score of 2 for envelope clarity on the grounds that if the envelope fell
below the filter level then it was impossible to say with confidence exactly where
the envelope lay. This approach would lead to the conclusion that most clinically
abnormal waveforms, which have absent end diastolic flow, would not be of
sufficiently high technical quality to be usable. This is clearly inappropriate for
clinical usage. Also it was noted that there were clear cases where mistakes in
assessment had been made. These 2 factors tended to obscure the relationship
between the quality indices and the subjective scores, and also between the quality
indices and the various subgroups such as fetal breathing, making both the results
and the interpretation of the results not useful. As the author was primarily
interested in finding out under what conditions the quality indices worked, and
under what conditions they failed, he performed the assessment himself.
For the unprocessed waveforms both quality indices perform poorly when there
is spectral interference above the envelope, even when the envelope is clearly
defined (score 0) according to the observer. The observer has the ability to 'see
through' the noise to some extent. However the maximum frequency follower does
not have the same ability as the human brain to follow the waveform outline in the
presence of interference hence gives high QI values. This emphasises that the
quality index is inherently bound in with the maximum frequency follower and
when this performs poorly large quality index values may arise. In this respect the
presence of high values for the quality indices when there is substantial
interference is consistent with the poor estimation of the envelope in that the PI
values derived from the envelope will be in error.
The other main factor influencing the quality indices, and this is only relevant
for QI1, is fetal breathing. QI1 is strongly dependent on fetal breathing which is
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probably the reason for its poorer performance compared to QI2 for the data
considered as a whole (52.7% specificity for QI1 compared with 68.2% for QI2).
When the effects of interference and fetal breathing are removed these specificities
rise to 87% and 77% for QI1 and QI2 respectively. These are high specificities and
are probably as good as can be expected bearing in mind the inevitable percentage
of envelopes which will have been misclassified due to the observers variabilty in
scoring, and also the close similarity between for example a set of waveforms with
envelope scores of (0,0,0,0,0), which was defined as acceptable, and a set with
y^
scores (0,0,0,0,1), which was defined as unacceptable.
For QI1 the other factors considered, that is waveform length and PI, had no
effect. For QI2 PI had no effect. The effect of length on QI2 is a small effect as
was mentioned in the results section. QI2 is based upon a sum of local linearity
measures. Early work using this approach revealed a dependence of the sum on the
waveform length, so that in the formulation of QI2 normalisation by waveform
length was performed. As there appears to be a further dependence of QI2 on
length it could be argued that in the formulation of QI2 normalisation by (length)
should be performed. This was tried and the residual dependence of the new index
on length is low however the overall performance in detection of normal waveforms
is poorer. It may be that it is best to stick to a simple linear normalisation for QI2
and accept that for a small percentage of the waveforms QI2 may perform poorly.
For the DWMTM filtered envelopes the specificities are low at 46% for both
QI1 and QI2. For the subgroup in which removal of the waveforms exhibiting fetal
breathing and spectral interference was performed the specificities are 81% and
46%. These values should be compared with the specificities from the same
subgroup for the unprocessed envelopes of 87% and 77%. In chapters 7 and 8 it was
shown using the flow phantom that QI1 and QI2 gave very high specificities for
detection of high quality waveforms for both the unprocessed and the DWMTM
filtered envelopes. Two question are then raised for the quality indices when
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applied to the DWMTM filtered envelopes. Firstly, why does QI1 perform better
than QI2 for the no-breathing and no-interference subgroup? Secondly, why is
there poor performance for QI2 for the waveforms in the patient study compared
with the flow phantom study? The first point to make in trying to answer these
questions is that, even the highest quality waveforms will exhibit a degree of
envelope noise due to Doppler speckle. The degree of noise between adjacent
pixels will be suppressed to a very large extent on application of the DWMTM
filter. When there is a large degree of noise on the original envelope, arising from
for example uniformly distributed spectral noise of electronic origin, the filter does
not fully suppress the noise. The residual noise of adjacent pixels for the filtered
envelope gives rise to large values of QI2; this quality index being a measure of the
degree of noise of adjacent pixels. In the flow phantom studies a large proportion
of the low quality waveforms exhibited this electronic noise, which produced noisy
envelopes, filtered envelopes with residual noise, and high values for QI2. For the
study of this chapter the proportion of low quality waveforms exhibiting electronic
noise was less. Hence for the low quality waveforms as a whole it is probably the
case that the DWMTM filter was effective at suppressing the envelope noise hence
QI2 is not able to distinguish to any degree the high and low quality waveforms.
For the subgroup where the effects of interference and fetal breathing have been
removed one would expect the DWMTM filter to be highly effective in suppressing
envelope noise which would explain the poor specificity of 46% for QI2 in this
subgroup. For the same subgroup for the unprocessed envelopes; the envelopes have
a degree of noise due to Doppler speckle so that QI2 performs well. QI1 is a
measure of the degree of correlation between successive envelopes. This may be less
sensitive to noise suppression than QI2 in that the filtered envelope may be smooth
but estimated incorrectly, so that envelope values for successive waveforms may
vary in height. A second factor which may be relevant here is that QI2 is strongly
dependent on PI whereas QI1 is less dependent. These factors may explain why
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QI1 gives a high specificity for the no-breathing and no-interference subgroup for
the DWMTM filtered envelopes whereas QI2 does not. In summary for the
discussion of this paragraph, the quality indices are based upon an assessment of
the degree of noise of the envelope, and for the waveforms of this chapter acquired
from patients it appears that suppression of the envelope noise by filtering
substantially affects the quality index performance. There is also dependence of
each of these indices on PI. This and the low specificities above make these quality
indices not useful for DWMTM filtered envelopes.
In chapter 6 it was shown that improved estimation of the PI was produced by
DWMTM filtering of the envelope. This would be a desirable thing to do however
in this chapter it has been demonstrated that the quality indices only work well for
the unprocessed waveforms. One approach which could be attempted in clinical
practice is to assess waveform quality using the unprocessed envelope, and to
calculate PI for each waveform from the filtered envelope.
In clinical practice criteria are defined for both the envelope clarity and the
degree of variability due to fetal breathing. Many reports in the literature claim to
acquire waveforms with a clearly defined envelope during fetal apneoa. In our
hospital we have taken the more pragmatic approach, as regards the fetal breathing
criteria, of acquiring waveforms during fetal apneoa if possible and if this is not
possible then accepting waveforms with a small amount of variability due to
breathing. In order for the quality indices to follow this approach there would need
to be a high degree of separation of the fetal breathing groups. QI2 is not sensitive
to breathing and for QI1 and also for the coefficient of variation of PI there is
considerable overlap between the groups, so that in practice none of these
parameters could be used as fetal breathing detectors. The criteria used for fetal
breathing in clinical practice arises from a need to acquire waveforms with an
acceptably low coefficient of variation for PI (or resistance index). An alternative
approach to fetal breathing detection is the specification of an upper limit for the
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coefficient of variation of PI. In clinical practice therefore a twofold approach
could be adopted consisting of a threshold average quality index value, and a
threshold value for the coefficient of variation of PI.
9.5 Conclusion.
The best overall performance of the quality indices when applied to the
unprocessed waveforms is by QI2. This shows good independence from waveform
pulsatility and fetal breathing, and also reasonable independence from waveform
length. Both QI1 and QI2 perform poorly when there is a large degree of noise in
the region of the spectrum above the envelope, however this poor performance is
often related to the inability of the maximum frequency follower to estimate
correctly the maximum frequency envelope in these conditions so that the high
waveform quality values reflect the erroneous calculation of the PI in these cases.
In practice it appears that the suppression of envelope noise produced by the
DWMTM filter is sufficient to give rise to unacceptably poor quality index
performance.
The approach adopted in the detection of waveform quality has been relatively
simple in that the degree of noise of the envelope has been used as an indicator of
quality. No consideration has been given to the underlying Doppler spectrum, and
the complex techniques of pattern recognition and artificial intelligence have not
been used. Bearing this in mind the results from this clinical study are encouraging.
The indices are sufficiently simple to be calculated in real time, and this approach
to the assessment of waveform quality should be useful for Doppler systems with
automated calculation of waveform indices such as pulsatility index from the
umbilical artery. Waveform quality detectors with improved performance could
possibly be generated using the Doppler spectrum, along with the appropriate
pattern recognition and artificial intelligence tools however it is unlikely that the
algorithms so generated would be sufficiently simple to be operated in real time.
156
Chapter 10. Future work.
This thesis has been concerned with the development and testing of indices of
waveform quality which can be used with umbilical artery Doppler waveforms. The
approach adopted has been to quantitate the degree of noise of the maximum
frequency envelope, and it has been shown using flow phantom studies that these
indices are related to the error in estimation of the envelope and in the pulsatility
index. Further it has been shown using waveforms from patients that these indices
give reasonable separation of high and low quality waveforms classified
subjectively. The analysis in all cases was performed off-line using a
microcomputer. In clinical usage the quality indices could be used in a real time
system which would have automated calculation of waveform parameters such as
pulsatility index. Clearly an assessment of the performance of the quality indices in
a real time system would be desirable. This assessment has not been performed in
this thesis as it would have meant duplicating in real time many of the features of
a commercial Doppler system on the microcomputer or in hardware, such as
spectral estimation, envelope identification etc. This would have involved a very
considerable amount of development work, something which is beyond the scope of
the present work.
It is possible that superior performance in waveform quality assessment would
be produced from more complex quality indices based upon the envelope noise. An
alternative approach would be to use the underlying Doppler spectrum. In a small
pilot study performed in the early days of this thesis simple quality indices based
upon the whole spectrum were investigated (Hoskins et al 1988c). In that study
speckle suppression was performed using a 9x9 DWMTM filter. The results from
that study were not encouraging hence that approach was not followed. However
the field of image analysis is a large one and the more complex techniques of
pattern recognition and artificial intelligence may be useful in the differentiation of
high and low quality waveforms. As mentioned in chapter 9 the algorithms
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developed using these methods are unlikely to be usable in real time with the
current processing power of Doppler machines. Also the desirability of following
this approach should be balanced against its possible usefulness.
This study has been restricted to umbilical artery Doppler waveforms acquired
using a continuous wave Doppler device. The use of quality indices has been
relevant since acquisition of these waveforms can be difficult even using a duplex
system. Continuous wave devices have also been used to acquire waveforms from
the lower limb and the cerebrovascular circulation. Increasingly continuous wave
systems are being replaced by, or used in conjunction with, duplex or colour flow
systems. Duplex and colour flow systems enable the operator to obtain Doppler
waveforms from many vessels in the body. These waveforms can often be acquired
free from interference by overlying vessels and with a known beam-vessel angle
and location of the sample volume within the vessel. For such vessels the use of
waveform quality indices is unlikely to be useful. For the smaller vessels of interest
in the body, such as the placental arcuate arteries, visualisation using a duplex
system can be difficult hence for the waveforms obtained from these vessels quality
indices may be useful. The smaller vessels can often be identified using colour flow
systems. This may provide sufficient localisation to enable high quality waveforms
to be acquired, however it is only relatively recently that colour flow systems able
to detect flow in small vessels have been commercially available, and this area is
still being assessed. Of course quality indices could be useful where the more
expensive duplex and colour flow systems are not available and continuous wave
systems are used. Quality indices applied to waveforms other than the umbilical
artery would certainly need to be fully assessed.
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Appendix 1. Listings of selected computer programs.
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t * * X X * *
This machine code is used within a main basic programme, which loads
a control waveform from disc and converts this to the appropriate
input for the machine code. The inputs to the machine code are:-
- control waveform data pair values (locations 43000 to end pair)
- the end location of the control data pairs (48A and 48B)
- step interval update rate (485 and 486).
The output is a 2 byte number sent every 5ms containing the pump
speed (top 12 bits) and direction (bottom bit). The output sequence
is an initial acceleration from zero pump speed to the waveform start
value, then a repetitive output of the waveform. The programme is



































































PUMP SPEED AND DIRECTION CONTROL CODE r * * * x x x
.REM index for windup
:REM memory pointer for data pairs
:REM end of data pair3 , set by 48B and 48A from basic prog
.REM start of data pairs
:REM intermediate 3tart values for pointer update loop
:REM data pair values;time(us) of step interval (for timerl
.•REM time in us of update of step interval (for timer 2)
.•REM intermediate data pair values for windup loop
SETUP
\inhibit interrupts
\set IRB data lines to output
\disable timer 1, set timer 2 timed interrupt
\start of waveform data pairs at 43000
\set end location of waveform data pairs
\determined from control waveform )
(48A and 48B
\set 3tep interval update (486 and 485 determined from
\basic programme (nominally set to 5ms)
WINDUP PUMP SPEED TO INITIAL VALUE IK If X







































































\make initial output zero (note lowest bit is control bit
\for direction which is preserved by anding with 1
\if hi byte start value is zero, skip windup loop
\start timer 2 (step interval update rate set to 420FF)
\set CB2 high
\send data pair hi byte
\set CB2 low
\send data pair lo byte
\look for timer2 timeout, indicating end of interval
\load next data pair; increase low data byte by 16
\add 16 to LSTA
\increment hibyte if necessary
X X X X X X * J WAVEFORM OUTPUT xxxxxxxxxxx
\set index to 0













































\set timer 2 running (5ms update)
\set CB2 high
\load next data pair to control pulse rate on PB7
\send out hi byte to pump
\set CB2 low
\send out low byte to pump
INDEX
\increment hibyte location if Y=0
\look for timer 2 timeout,if set end that 5ms batch
\check to see whether end of data pairs is reached- if








DOPTEK TO BBC MICRO SPECTRUM TRANSFER CODE
The Doptek spectrum is sent out as sequential spectral lines from
an 8 bit parallel port with the following format for each line -
50REM byte 0 - marker byte (49F)
60REM byte 1 - zero line (49F)
70REM byte 2 - zero line (49C)
80REM byte 3 - lower channel bin 1
90REM byte 4 - upper channel bin 1
100REM byte 5 - lower channel bin 2



































































The data is sent out continuously with no hand shaking to the micro
user port. The machine code routine below stores every alternate byte
so that only the upper channel is stored. Note that the first byte is
a marker byte and that the zero line starts with the second stored
byte. 307 sequential spectral lines are stored in the micro. The
machine code is called from a control BASIC program which divides
each pixel value by 4 giving a range of spectral pixel values from
0 to 63 (the Doptek has 64 grey levels from 0 to 252 in increments




t XXXXXXXXZ SETUP "
user port side B as data input
\disable CB1 interrupt (bit 4 in IER)
\CB1 flag in IFR set on positive edge of CB! input
\enable latch on side B (bit 2 in ACR)
\start of data location at 41000
\set up pointers
Ltliutxtlllt DATA IN LOOP xxxxxxxxxxxxxxxxx
\wait for CB1 flag to be set by positive input edge on
\CB1 .
\read data on port
\store data








































\return for every alternate data point (this ensures
\that only the upper spectrum is acquired)
\increment hi and lo byte data pointers and return. Exit











CALCULATION OF ENVELOPE, RI AND PI VALUES FOR CHAPTER 4,6 AND 8.
This program estimates the maximum frequency envelope using a
threshold method adaptive to the level of background noise. RI
and PI are calculated. The envelope is filtered using a DWMTM
filter and RI and PI recalculated.


























































start of spectral data
dimension arrays
calculate maximum frequency envelope
calculate RI and PI for unfiltered envelope
apply DWMTM filter to envelope
calculate RI and PI for filtered envelope
dimension arrays
intermediate storage array for DWMTM filter
array for RI from unfiltered data
array for PI from filtered data
array for RI from unfiltered data
array for PI from filtered data
array for envelopes
intermediate storage array for DWMTM filter
array for waveform start locations
calculate mean background noise level in a




calculate maximum frequency using a
threshold method adaptive to the level
of background noise
:REM 240 spectral lines
: REM
.REM









500IF BL<1 THR =8*SQR(BL)+5
510FORN7.=79TOlSTEP-l
520MEM7.=LMEM7.+N7.
530IF?MEM7.>THR PMAX%=N7.: N7.= l
540NEXT




: REM find maximum frequency for line L7.
calculate RI and PI for unfiltered envelope
number of waveforms is NWTS
start location of waveform envelope
590DEFPROCriraw :REM
600FORE5S=0TO(NW%-l) : REM
610ST7.= (255-?(B7.+E7.) ) .-REM
620MAX=0:MIN=32000:MEAN=0
630FORI7.=OTOLAN7. : REM LAN7. is number of points
640 IF ?(ENV7.+ I7.+ST7.) > MAX : MAX=? ( ENV7.+ I5S+ST7.)
650IF ?(ENV7.+ I%+ST7.) < MIN : MIN=? (ENV7.+ I7.+ST7.)
660MEAN=MEAN+? (ENV7.+ I7.+ST7.)
670NEXT
680MEAN=MEAN/ ( LAN7.+1 )






740DEFPROCdwmtm :REM apply 5 point DWMTM filter to envelope









800SORT7. (1) =? ( ENT7.+ I7.-2)
810SORT7. ( 2 ) =? ( ENT7.+17.-1)
820SORT7. (3 ) =? (ENT7.+17.)
830SORT7. (4)=?( ENT7.+17.+1)
840SORT7. (5 ) =? ( ENT7.+I7.+2)
850
860FORK7.= 1 TO 3
870MIN7.=32000
880FORL7.=K7. TO 5
890IF SORT7.(L7.) <MIN* MIN7.=S0RT7. ( L7.) : MINPOS7.=L7.
900NEXT
910SORT7. (MINPOSTJ) =SORTK (K%) : SORT7. (K7.) =MIN7.
920NEXT
































1160IF ?(ENV2+I3) >MAX:MAX=?(ENV7.+ ITi)
1170NEXT














1320Pi { E7.) = (MAX-MIN) /MEAN
1330NEXT
1340ENDPROC
find mean value of elements in range
median-threshold to median+threshold
filter output
store including 0.5 for rounding
calculate RI and PI for DWMTM filtered
envelope








top of user defined memory space
start of spectral data
dimension arrays
calculate first quality index (QI1)
calculate second quality index (QI2)











array for spectral ratio (QI3)
array for paired correlation (QI1)
array for linearity measure (QI2)
arrays used in Fourier transform
array for envelope
array for waveform starts
calculate first quality index (QI1)
no. pairs waveforms is NW/S-1
:REM no. points for first waveform
10REM QUALITY INDEX CALCULATION
20
30REM This programme calculates the quality indices from the estimated























270ST17.=WST7.( J7.) : EN17.=WST7.( J7.+1)
280N17.=EN17.-ST17.+ 1
290ST27.=WST7.( J7.+ 1) : EN27.=WST%( J7.+2)
300N2/S=EN2Tl-ST2/l+l : REM no. points for second waveform
310N%=N17.: IFN27.<N17.:N7.=N27. : REM correlate over smallest of N17. and N27.
320MAAX7.=0 : MAAX27.=0 : PMAAX7.=0 : PMAAX27.=0 : MMX = 0 : MMX2 = 0
330
340FORI%=5T015 : REM find peak values at 50-150ms from start
350Xl =?(ENV7.+STl%+I/i) : REM for each of the pair of waveforms
360X2=? (ENV7.+ST27.+17.)
370IF X2>MAAX27.:MAAX27.=X2: PMAAX27.= I7.
380IF XI >MAAX7.:MAAX?;=X1 : PMAAX7.= I3
390NEXT
400FORI7.= (PMAAX7.-2) TO (PMAAX7.+2) : REM
410MMX=MMX+? ( ENV7.+ST17.+17.) : REM
420NEXT
430FORI7.= (PMAAX27.-2) TO (PMAAX27.+2) : REM







510DSUM=DSUM+ABS (? (ENV7.+ST17.+17.) -? (ENV7.+ST27.+17.) )
520NEXT







600ST7.=WST55( J7.) : EN7.=WST%( J%+1) : N7.=EN7.-ST7.+ 1
610MAAX=0:PMAAX=0:MMX=0













max value of first waveform taken
as mean of 5 elements around peak
max value of second waveform taken
as mean of 5 elements around peak
max value for normalisation taken
as average of maxima of the pair
sum all residual paired differences
calculate QI1 normalising for the
max height and waveform length
calculate second quality index QI2
:REM no. points of envelope
find peak as for QI1
REM find max as mean of 5 elements
188
710CDIF=0:SDIF = 0:SSM=0
720FORI%=lTO(N7.-2) : REM QI1 calculated from point 1 to N7.-2
730X1=? (ENV%+ST7.+ I7.-1) : REM sum local linearity measures
740X2 = ? ( ENV7. +ST7.+17.)





800SSM=SSM+? ( ENV%+ST%) + ? ( ENV7.+ST7.+N7.-1 )
810QI2( J7.) = (SDIF/MMX) • (50/N7.) :REM calculate QI1 normalising for max




860DEFPROCqi3 :REM calculate third quality index (QI3)
870NF%=111 :REM 111 points for transform (1.11 sees)
880FORJ7.=0 TO NW7.-1
890ST7.=WST7. ( J ) : EN7.=WST7. (J + 1)
REM transfer data to work array
REM and perform zero padding
REM apply Hanning window to
REM reduce spectral leakage
REM calculate Fourier transform
REM calculate spectral ratios
900FORG7.=OTOLAN7.:H1 <G7.)=?(ENV7.+ST7.+G%) : NEXT








990DEFPROCwindow :REM apply Hanning window to reduce spectral leakage
1000NPT7.=EN7.-ST7.+ 1
1010MP7.=NPT7./2
1020NT7.=NPTX-1 : NM=NT7.DIV2+0 .5
1030NM7.=NT7./2
1040FORI = -MP7.TO(NT7.-MP7.)




1090DEFPROCfortran :REM calculate Fourier transform
1100NPT7.=NF7.
1110MP7.=NPT7./2









1210C=C+ ( -1) *H1 (N7.+MP%) »SIN(P)
1220NEXT
1230R(K%+MP7.)=R : REM real part
1240C(K%+MP%)=C :REM complex part
1250NEXT
1260FORI =OTONF7.:H1(I)=SQR(R(I)A2+C(I)"2) : NEXT : REM power spectrum
1270ENDPROC
1280
1290DEFPR0Cpower .-REM calculate spectral ratio




1340IF T< =THR LSUM=LSUM +H1(I)
1350IF T >THR USUM=USUM+H1(I)
1360NEXT
1370TT=LSUM+USUM








DIRECTIONAL FILTER FOR DOPPLER WAVEFORMS * * * % x * t
is the optimal directional filter described in chapter 5 and
in chapters 6 and 8. The filter parameter C(d) is l+R(d)/SL(d)
filter acts on a Doppler spectrum of 240 lines to give a
spectrum of 230 lines. The raw spectrum is stored as a sequential
byte array in memory from &22000 and the filtered spectrum from
&15000.
REM top of user defined memory space
REM dimension arrays
REM setup data files etc.
REM load waveform from disc
REM display waveform
REM filter waveform
REM save filtered waveform
REM dimension arrays
REM intermediate array for raw data
REM pallette, for video output to B/W monitor
REM through combined colour video adaptor.
REM directional slope - 8 directions
REM directional sum - 8 directions
REM cfs for slope calc
REM cfs for slope calc
REM local image measure - 8 directions
REM window size along frequency
REM window size along time
REM cfs for slope calc
REM cfs for slope calc
REM edge parameter - 8 directions
REM setup data files etc.
REM graphics mode
REM printer format
REM close any open files
REM start of 2 blocks of memory for
REM raw data and filtered data
REM angular correction factors for slope
REM correction factors dependent on window size
REM cfs for slope calculation
REM window sizes as a function of frequency





























































:REM angular correction factors for slope
REM Factors account for increased distance
REM between adjacent pixels moving not
REM horizontally or vertically.
SXX=SXX+X(I)"2:NEXT
630DEFPR0Cconst REM correction factors
640TH =22.5:TH = TH *PI/180 REM size (size changes
65OCR(1)=3*TAN(TH)+3.5 REM 5 by 5
660CR(2)=3.5-3*TAN(TH) REM 5 by 5
670CR(3)=4 *TAN(TH)+4.5 REM 7 by 7
680CR(4)=4.5-4 *TAN(TH) REM 7 by 7
69OCR(5)=5'TAN(TH)+5.5 REM 9 by 9




750DEFPROCconstants REM cfs :or
760N(1)=3 REM 5 by 5
770N(2)=2.5 REM 5 by 5
780N(3)=4 REM 7 by 7
790N(4)=3.5 REM 7 by 7
800N(5)=5 REM 9 by 9
810N(6)=4.5 REM 9 by 9
820D(1)=10 REM 5 by 5
830D(2)=5 REM 5 by 5
840D(3)=28 REM 7 by 7
850D(4)=17.5 REM 7 by 7
860D(5)=60 REM 9 by 9













920TW7. (2) =3 : FW7. (2) =3
930TW7. (3 ) =3 : FW7. (3) =3
940TW7. (4 ) =3 : FW7. ( 4) =3
950TW7.(5)=5:FW7.(5)=5
960TW7. ( 6) =7 : FUZ (6) =7
970
980FORJ7.=7 TO 75
990TW7. (JZ) =9 : FUZ(JZ)=9
1000NEXT
1010
1020TW7. (76 ) =7 : FW7. ( 76) =7
1030TW7.(77)=9:FW7.(77)=5





















1250TWTS=TW%( J7.) : FUZ=FUZ ( J7.)
1260TMA7.» ( TUZ+1)/2
1270FMA%= (FW7.+ 1) /2
1280W7.=FW7.: MA7.=FMA7.
1290IFW7.=5:N1 = 1 :N2 = 2




1340N7.=HMEM7.+ ( I7.-TMA7.) *80+ ( J7.-FMA7.)
1350FORK7.= 1 TO TW7.
1360M7.=N7.+K7.*80
1370FORL7.= 1 TO FUZ
1380MAT7. (K7., LZ) =? (M7.+L7.)






1450IF J7.<=4 OR J7. > =77 : L7.=SM : GOT02650
1460
window sizes as a function of frequency
bin number (to account for image edges)
reduction in window size in both
directions near baseline to preseve
details
REM 9 by 9 window
reduction in window size along frequency
but high window size along time to get
maximum possible reduction of BG noise.
:REM directional filter
:REM 22.5 degrees between directions
:REM set baseline values to zero
:REM ******* filter loop *****>
:REM 5 to 235 along time axis
:REM 0 to 79 along frequency axis
:REM no filter for JZ=0 or 1






.-REM if no data set ouput to zero








* * * * * *
Calculate directional
slope and mean for
8 directions
1500FORK7.= 1TOW7.






































1890K?l=INT ( L%*C3+CR(N2 ) )









1990K7.= INT (CR (N1) -L7.*C3)





























2280SL=0:SLMAX=0 :REM calculate sum of slopes
2290FORI=1T08
2300SL=SL+SL(I)





2360IF SF <I) >SMAX SMAX=SF(I) :PMAX=I
2370NEXT
2380
2390 : REM ***** Calculate edge parameter
2400 : REM ***** R(i) for 8 directions.
2410FORI=1T08








































2820IF LX<XM SM1=SM1+MAT7.(L7., K7.) : NN1=NN1 + 1
2830NEXT
2840IFXM2 > W% GOTO2880
2850FORL7.= 1TOW%
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A computer controlled flow phantom for generation of
physiological Doppler waveforms
P R Hoskins, T Anderson and W N McDicken
Department of Medical Physics and Medical Engineering, Royal Infirmary,
Edinburgh, UK
Abstract. A flow phantom for the generation of physiological Doppler waveforms is
described. The suspension of scattering particles is driven by a gear pump powered by a
stepping motor. The speed of the stepping motor is controlled by a BBC microcomputer.
The waveform shape is selected from a library of waveforms from disc. Use of the
microcomputer allows the waveform shape and mean flow to be easily changed. Sephadex
particles suspended in a solution of glycerol were used as artificial blood. Thin walled
heat shrink tubing which had been moulded around metal rods was used. Distortions in
the waveforms caused by reflections from the end of the tubing were largely removed by
reducing the pipe diameter to half of its value for 30 cm from the end of the pipe. There
was good agreement between the control waveforms and the Doppler waveforms over a
wide range of waveform pulsatility.
1. Introduction
The field of Doppler ultrasound can be split into those techniques concerned with
interpretation of waveform spectra, techniques of volume flow measurement and more
recently colour flow visualisation. Both the qualitative features and the quantitative
measurements made in these areas will be influenced by often complex underlying
physical processes. For example it is known that the spectral content of Doppler
waveforms is strongly influenced by the relative geometry of the ultrasound beam and
the vessel (Evans 1982, Cobbold et al 1983), by the vessel geometry (Philips et al 1983)
and by disease (Walton et al 1984, Hames et al 1985a, b).
A physiological flow phantom would therefore have the following uses.
1. Waveform analysis: testing of maximum frequency followers; testing spectral
broadening indices (e.g. in carotids); testing indices of waveform quality.
2. Volume flow: calibration of equipment; testing methods of volume flow
measurement.
3. Quality control: monitoring changes in performance of an operator and permit¬
ting comparison of different operators.
4. Teaching: for example to allow the operator to see for himself the effect of
changes in beam-vessel angle.
Desirable features of a physiological flow phantom are to generate reproducibly a
wide variety of waveform shapes in such a manner that the waveform shape can easily
be changed. Many of the early systems described lack these facilities. These are
described in Law et al (1987). Flow phantoms with the ability to change waveform
shape are described by a number of authors (Issartier et al 1978, Wemeck et al 1984,
Peterson 1984, McCarty and Locke 1986, Law et al 1987). The performance of these
systems in generating a wide variety of waveform shapes is however not reported. This
paper describes the construction and evaluation of a computer controlled flow phantom
for generation of physiological waveforms, in particular waveforms as observed in the
umbilical and arcuate/uterine arteries.
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2. Flow phantom
It would be difficult and time consuming to model physically the physiological circula¬
tion consisting of a beating heart and a system of bifurcating tubes. The chosen
approach was the commonly used one whereby the waveform shape is controlled by
a variable flow pump. The pump used was a gear pump (model 120-040, Micropump
Corp, Concord, California, USA). This model delivers 0.316 ml per revolution. Pre¬
viously we had used a larger gear pump delivering 1.73 ml per revolution. However
it was found that for the smallest of the vessels of interest, at the desired flow rates,
the pump was unstable, producing a ripple on the Doppler signal associated with the
action of the teeth (figure 1). No such problems existed with the smaller pump.
Figure 1. Unstable flow at low flow rates for a high output gear pump. The ripple is caused by the action
of the teeth of the gears.
The tubing used must be relatively stiff. If very elastic tubing is used there are
problems of kinking. We have also observed that there are large changes in waveform
shape along the length of an elastic tube. This is thought to be due to reflected pressure
waves from the end of the tube. This is discussed later. For the tubing which was
insonated transparent heat shrink tubing was used. This was moulded around rods of
known diameter as described in McDicken (1986). Pipes of internal diameters of 3
and 6 mm were made. These have wall thicknesses of 0.36 and 0.50 mm respectively.
Other connecting pieces of tubing were made of pvc. There was no visible change in
diameter of the tubing as assessed during pulsatile flow with an Acuson 128 scanner.
The length of the insonation vessel was made large enough to produce stable flow
conditions at the point of insonation. The inlet length L for pulsatile flow is quoted as
L = 0.04 d Re (McDonald 1974) (1)
where L is the pipe length, d is the pipe diameter, Re is the Reynolds number.
L can also be expressed in terms of the mean flow rate Q. This expression is
independent of the tube diameter d.
0.16 p
L = ~Q (2)
77 p.
where p is the fluid density, p, is the viscosity.
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For the solution used, p = 1.1 x 103 kgm 3 and p. = 0.004 kgm 's If Q is expressed
in ml min"1, this gives
L= 1.7507 x 10 2 Q (3)
If the upper value of Q is for example lOOOmlmin1, L is 17.5 cm; for Q =
2000 ml min1, L is 35 cm. The pipes used in this study were all 35 cm or more long.
The blood substitute used was a suspension of Sephadex particles (type G25,
Pharmacia, Uppsala, Sweden) in a mixture of glycerol and water, as described by
McDicken (1986). Blood is a non-Newtonian fluid, however McDonald (1974) states
that the effects of non-Newtonian behaviour at high shear rates are important only in
small vessels of arteriolar dimension. Following Pedley (1980) we take blood to be a
Newtonian fluid of viscosity 0.004 kgm 1 s_I. A mixture of 42: 58% glycerol: water by
mass gives a viscosity of 0.004 kgm 1 s_1 at 20 °C (CRC Handbook of Chemistry and
Physics 1985).
The sephadex particles were used to mimic the red blood cells. These particles
were mixed with the water/glycerol solution and heated at 85 °C for 2 to 3 h to give
complete swelling, and also to remove dissolved air. The diameter of the swollen
particles is approximately 20 to 70 |xm. These are large compared to red cells which
have linear dimensions of 2.4 by 8.5 (xm, and an average volume of 87 pm3.
The Doppler signal from a suspension of particles results from the combination of
the ultrasound scattered from each particle. If the scatterer concentration is low, the
particles can be considered as point scatterers, with no volume; that is, the scatterers
are non-interacting. Blood is a densely packed suspension of red cells. The average
distance between two red cells is only about 10% of its diameter, for a haematocrit
of 45% (Shung et al 1976). In this situation the red cells cannot be considered as
non-interacting. Theoretical modelling of the Doppler signal from blood taken as a
suspension of interacting scatterers has been performed by a number of authors
(Atkinson and Berry 1974, Shung 1982, Mo and Cobbold 1986). Angelson (1980)
treated blood as a continuum and therefore bypassed the interaction. For blood, the
Doppler shifted signal arises from fluctuations in red cell concentration in the sample
volume. The fluctuating nature of this signal gives rise to the characteristic speckle
pattern of the Doppler spectrum. If work is performed using a flow phantom to
investigate aspects of the Doppler spectrum connected with the speckle pattern, then
a detailed comparison of the statistical properties of the test scatterer solution and
blood is required. This is beyond the scope of this publication. For work concerned
mainly with the waveform outline, we have found that a relatively weak suspension
of 40 g in 2 1 which is 10% by volume of particles, gives an adequately strong Doppler
signal.
It is known that gear pumps will cause damage to the sephadex particles; however
this damage as observed by a microscope is small after several hours use. A magnetic
stirrer was used to keep the particles in suspension.
A block diagram of the system is shown in figure 2. The pump was powered using
a stepping motor. The stepping motor speed was controlled using a microcomputer
(Acorn BBC master 128) to produce the desired waveform. The waveform shapes used
were generated by hand using a tracker ball and stored to disc. The control digital
output from the microcomputer could be varied over the range 0 to 4095. A new value
of the waveform shape was sent every 5 ms, and the waveform was repeated once the
endpoint had been reached. This was converted to an analogue signal by a combination
of a D/A converter and a voltage/frequency converter. It was necessary to smooth
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Figure 2. Block diagram of the flow phantom.
the output of the voltage/frequency converter in order to avoid discontinuous jumps
in the output which the stepping motor could not follow. This smoothing did not
affect the waveform shape. The system could support both forward and reverse flow.
Reverse flow was indicated by a control bit sent from the microcomputer with each
new value.
Waveforms were acquired using a Doptek 4 MHz continuous wave Doppler unit.
The maximum frequency envelope or the entire Doppler spectrum could be sent to
the microcomputer for storage. Analysis of the Doppler waveforms was performed
using the microcomputer.
Typical waveforms acquired using the final system are shown in figure 3. The
beam-vessel angle was 45 °. The pump speed was adjusted to give a maximum velocity
of approximately 0.8 ms Umbilical type waveforms using the 3 mm tube are shown
Figure 3. Waveforms produced using the flow phantom, (a) and (6); umbilical waveforms using the 3 mm
tube, (c) and {d)\ arcuate waveforms using the 6 mm tube.
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in figure 3(a) and (b). Arcuate type waveforms using the 6 mm tube are shown in
figure 3(c) and (d).
3. Evaluation
3.1. Flow calibration
Constant flow levels were generated by the microcomputer. Flow was measured using
a measuring cylinder and stopwatch. This was done for both forward and reverse flow
over the range of interest (figure 4(a)). At low flows the curve of microcomputer
control value versus volume flow is non-linear. This is a combination of non-linearity
in the control board electronics, and in pump efficiency. In particular, when the
microcomputer output value is zero there is a residual flow of 0.0017 mis'. For a
3 mm tube this gives a maximum Doppler shift of about 1.2 Hz which is much smaller
than the filter level of 70 Hz. This small flow will however affect the accuracy of volume
flow measurement performed using a measuring cylinder and stopwatch when very
pulsatile flow is used. This was overcome by reversing the direction of flow of the
pump every 5 ms when the microcomputer output was zero. By using the curve of
figure 4(a), correction factors were calculated from which the microcomputer output
was corrected to increase the stepping motor speed for the low flow region. Correction
was performed by linear interpolation over 14 regions between the values -1000 and
1000. This results in the more linear curve of figure 4(b).
Figure 4. Relationship between the control output value from the microcomputer and the flow rate, (a) •,
before correction; (b) +, after correction.
3.2. Distortion of the waveform shape
The tubing which is connected to the pump outflow had its other end in the reservoir
of sephadex suspension. If the tube is very elastic there are obvious distortions in the
recorded Doppler waveform, such as the presence of a second peak, which can be
reduced by increasing the resistance to flow at the end of the pipe arising from a
mismatch between the impedance of the pipe and that of the sephadex solution. This
1000 2000 3000
BBC output value
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suggests that the distortion is due to reflected pressure waves from the end of the pipe.
This type of distortion was also present when the relatively stiff pipes of moulded heat
shrink tubing were used. A number of methods were tried to remove these effects.
Basically these methods attempted to match the impedance between the tubing and
the sephadex suspension. The methods tried included drilling holes in the tubing wall
for several centimetres from the end, shaping the end to be a slanted cut instead of a
blunt cut, and tying a piece of foam tightly around the end. The first two of these
methods had no effect. The third method did cause a reduction in waveform distortion.
This, however, is not a desirable method as pieces of foam fray off and could damage
the gear teeth. The distortion was reduced when the heat shrink tubing was of reduced
diameter for the last 20-30 cm of its length before entering the reservoir. A diameter
reduction of a half was used. The reduction in distortion achieved was greater as the
length of the narrow tube was increased (figure 5). The reasons for the removal of
the distortion using this method are not entirely clear. One possible explanation is
that the mismatch in impedance at the interface between the insonation tube and the
narrow tube causes reflected pressure waves which cancel out the distorting effects of
the pressure waves reflected from the end of the tube. Another possible explanation
is that, as the speed of the fluid in the narrow pipe is a factor of four greater than in
the insonation tube, this impedes the progress of the reflected waves from the end of




k \ Kfx rV i\
Figure 5. Reduction in waveform distortion using an adjoining narrow bore tube: (a) control waveform,
(b) narrow bore length = 0 cm, (c) narrow bore length = 18 cm, (d) narrow bore length = 31 cm.
3.3. Comparison of control waveforms and Doppler waveforms
The 3 mm insonation tubing was used. Waveforms with a wide range of pulsatility,
including reverse flow, were generated at a pulse rate of 120 per minute. Values of
resistance index (ri) (Pourcelot 1974) were calculated for the control waveform and
for the maximum frequency envelope of 5 Doppler waveforms. The results are presen¬
ted in figure 6. The ri of the Doppler waveforms is in general lower than that of the
control waveforms, but only by a small amount (<0.1). Perfect agreement would not
be expected since the control waveform influences the mean velocity, and it is known
that the velocity profile and hence the relationship between the mean and maximum
velocity changes over the waveform cycle. The relationship between the control ri
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Figure 6. Comparison of the control waveforms and Doppler waveforms using the resistance index. The
solid line is the line of best fit; the dotted line is the line of identity.
Figure 7. Cases where there is obvious disagreement between the control and Doppler waveforms. (a) the
control waveform has no end diastolic flow whereas the Doppler waveform does have end diastolic flow.
(b) the Doppler waveform possesses a tertiary peak which is absent in the control waveform.
and the ri derived from the intensity weighted mean Doppler frequency might be
better, however the intensity weighted mean is not commonly used in Doppler waveform
analysis, and it is known that it may not reflect the mean velocity if the beam width
is comparable to or less than the vessel diameter (Evans 1982, Cobbold et al 1983).
In some cases there was obvious disagreement between the control waveform and the
Doppler waveform. Figure 7(a) shows a case where there is diastolic flow when the
control waveform has absent end diastolic flow. Figure 7(b) shows a case where there
is a tertiary Doppler peak which is not present on the control waveform. This distortion
could be caused by residual reflected waves within the system.
4. Conclusion
A flow phantom based upon microcomputer control of a stepping motor/gear pump
combination has been described. The system works wMl and is able to generate a wide
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variety of physiological waveforms. Future work will consist of replacement of the
current stepping motor/pump combination with a more powerful motor and higher
output pump so that physiological waveforms at higher flow rates can be generated.
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Resume
Fantome de flux controle par ordinateur pour la generation d'ondes Doppler physiologiques.
Les auteurs decrivent un fantome de flux pour la generation d'ondes Doppler physiologiques. La suspension
de particules diffluantes est commandee par une pompe a engrenages entrainee par un moteur pas a pas.
La vitesse du moteur pas a pas est commandee par un microordinateur BBC. La forme des ondes est choisie
dans un disque-'bibliotheque' d'ondes. L'utilisation du micro-calculateur permet de changer aisement la
forme de l'onde et le debit moyen. Des particules de Sephadex en suspension dans une solution de glycerine
ont ete utilisees pour constituer le sang artificiel. Des tubes a paroi fine et thermoretractable, premoules
sur des tiges metalliques, ont egalement ete utilises. Les deformations des ondes provoquees par des reflexions
a l'extremite des tubes ont ete supprimees en grande partie en reduisant le diametre des tuyaux a la moitie
de sa valeur initiale a 30 cm de leur extremite. Les auteurs ont observe un bon accord entre les ondes de
reference et les ondes Doppler dans une large gamme de pulsatilite de l'onde.
Zusammenfassung
Ein Computer-iiberwachtes fliissiges Phantom zur Erzeugung von physiologischen Doppler-Wellenformen.
Beschrieben wird ein fliissiges Phantom zur Erzeugung von physiologischen Doppler-Wellenformen. Die
Suspension aus streuenden Teilchen wird bewegt durch eine Zahnradpumpe, angetrieben durch einen
Schrittmotor. Die Geschwindigkeit des Schrittmotors wird mit einem BBC-Mikrocomputer iiberwacht. Die
Wellenformen werden ausgewahlt aus einer Bibliothek von Wellenformen auf der Platte. Duch die Verwen-
dung eines Mikrocomputers kann die Wellenform und der mittlere FluB leicht geandert werden. Sephadex-
teilchen in einer Suspension von Glyzerol, sowie dfinnwandiges Warme-empfindliches Rohrenmaterial,
geformt um Metallstabchen wurden als kiinstliche Blutbahnen verwendet. Verzerrungen der Wellenform,
hervorgerufen durch Reflexionen vom Ende des Rohrleitungssystems wurden zum groGten Teil beseitigt
durch Reduzierung des Rohrdurchmessers auf die Halfte seines Wertes 30 cm vom Rohrende. Die Uberein-
stimmung zwischen den Kontrollwellenformen und den Doppler-Wellenformen war gut fiber einen weiten
Bereich von gepulsten Wellenformen.
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A COMPARISON OF THE DOPPLER SPECTRA FROM HUMAN
BLOOD AND ARTIFICIAL BLOOD USED IN A FLOW PHANTOM
P. R. Hoskins, T. Loupas and W. N. McDicken
Medical Physics and Medical Engineering Department, Royal Infirmary, Edinburgh
(Received 26 April 1989; in finalform 18 August 1989)
Abstract—A comparison between the Doppler signals from human blood and artificial blood used in a flow
phantom is described. The artificial blood used was a suspension of Sephadex particles in a glycerol solution. The
Doppler power was measured as a function of Sephadex concentration and found to peak at a concentration of
about 40% by volume. The power from blood was less by a factor of 150-250 than the power from Sephadex of a
similar concentration. The first and second order statistics of the Doppler spectra from Sephadex were indepen¬
dent of particle concentration, and were very similar to those of spectra from blood.
Key Words: Artificial blood, Doppler ultrasound, Flow phantom.
INTRODUCTION
The Doppler signal from blood results from the com¬
bination of the ultrasound scattered from each red
cell. The average distance between two red cells is
about 10% of its diameter for a haematocrit of 45%
(Shung et al. 1976). In this situation the red cells must
be considered as interacting. Theoretical modelling of
the Doppler signal from blood taken as a suspension
of interacting scatterers has been performed by a
number of authors (Atkinson and Berry 1974; Shung
1982; Mo and Cobbold 1986a). Angelson (1980)
treated blood as a continuum and therefore bypassed
the interaction. For blood the Doppler shifted signal
arises from fluctuations in red cell concentration in
the sample volume. The fluctuating nature of this
signal gives rise to the characteristic speckle pattern of
the Doppler spectrum from discrete Fourier trans¬
form based spectrum analysers.
It is known that the underlying Doppler spectral
profile is strongly influenced by beam-vessel geome¬
try, such as misalignment of the vessel axis and the
beam axis (Evans 1982; Cobbold et al. 1983) and
beam-vessel angle. In the absence of turbulent flow it
is generally possible to produce a Doppler spectrum
with a well defined maximum frequency envelope.
As the beam axis and vessel axis become increasingly
misaligned, and as the beam-vessel angle approaches
90° the waveform outline becomes much less clearly
defined. This will affect the performance of some
maximum frequency followers which are susceptible
to the noisy waveform outline present in these cases.
These aspects can be investigated in the laboratory
using a physiological flow phantom. The use ofblood
as a scattering medium is inconvenient—the red cells
are easily damaged, it is difficult not to introduce air
bubbles into the blood, stringent microbiological
safety precautions are necessary, and a large supply
can be difficult to obtain. It is much more convenient
to use a blood substitute. The blood substitute used in
this paper was Sephadex G25 superfine particles
(Pharmacia, Uppsala, Sweden) in a glycerol solution.
These particles have a swollen diameter of 20-70 yum
which is much larger than the red cell dimensions of
approximately 2.4 by 8.5 ^m. The question then
arises as to whether the backscattered Doppler power
and the statistics of the Doppler spectrum are similar
for human blood and for a suspension of the Sepha¬
dex particles. This paper investigates these aspects.
METHOD
Flow phantom
A detailed description of the flow phantom is
given elsewhere (McDicken 1986; Hoskins et al.
1989). A short description will be given here. A gear
pump was used to drive the blood or blood substitute
around a circuit. The gear pump was driven by a
stepping motor. The speed of the stepping motor was
controlled by a BBC microcomputer enabling wave¬
forms ofdifferent shapes to be generated. Thin walled
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tubing made from transparent heat shrink tubing was
used where insonation was required.
The artificial blood was a suspension of Sepha-
dex particles in a mixture of 42% glycerol to 58%
water. This has a viscosity of 0.004 kgms_1 at 20°
C, identical to the viscosity of blood at 37° C. The
flow phantom and artificial blood were kept at 20° C
for the duration of the study. The artificial blood was
prepared in such a manner as to remove air bubbles.
Boiling water was added to the glycerol to remove the
dissolved air.
The Sephadex was prepared by adding a weighed
amount of dry Sephadex to the glycerol solution and
heating for 2 to 3 hours at 85° C. This swells the
particles to their final volume and removes dissolved
air. As a precautionary measure the glycerol solution
used and the Sephadex suspension were placed in an
evacuated chamber of pressure less than 50 mmHg
for one to two minutes to remove any final air bub¬
bles. No air was observed to come off from the solu¬
tion and suspensions. The flow phantom was flushed
with water degassed by boiling and by exposing it to
low pressure. Special care was taken to remove air
trapped within the gear pump. This could be done by
inverting the gear pump and running it at high speed.
The presence of microbubbles was monitored using
Doppler ultrasound. A microbubble produced a very
high intensity Doppler signal. Flushing was repeated
until no recirculating bubbles were observed. The
flow phantom was further flushed with glycerol solu¬
tion, then the Sephadex suspension introduced. Di¬
lution of the original Sephadex suspension was per¬
formed using degassed glycerol solution carefully
added to the Sephadex. Figure 1 shows the distribu¬
tion of the swollen particle diameters. Diameter mea¬
surements were made using a microscope with a cali¬
brated eyepiece. The mean and 2 standard deviations
of the diameter are 46 ± 26 /xm which gives a range of
approximately 20 to 70 pm.
Human blood was taken from a willing volun¬
teer. This was withdrawn slowly through a 19 gauge
butterfly into 50 mL syringes to prevent bubble for¬
mation. This was emptied carefully into a beaker.
0.25 mL of heparin at a concentration of 1000 units
per mL were used with each 50 mL of blood to pre¬
vent clotting.
Gear pumps are known to cause damage to par¬
ticulate suspensions. During the course of the experi¬
ments the damage to the Sephadex particles was
minimal as observed through a microscope. The red
blood cells are more fragile and so were not recircu¬
lated. The blood was sucked through the system so
that the blood did not encounter the gear pump until
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Fig. 1. Diameter distribution of swollen Sephadex particles.
This was calculated from diameter measurements made on
500 particles.
Doppler spectra were acquired using a Doptek
continuous wave unit. The transducer-vessel distance
was 7.4 cm, the beam-vessel angle was 47° and the
vessel inner diameter was 4 mm. This set up is similar
to that which occurs in practice when Doppler wave¬
forms are acquired from vessels in the body. A 1 cm
layer of tissue equivalent attenuator (reticulated
foam) was placed between the vessel and the trans¬
ducer to avoid saturation of the Doppler signal when
the higher concentrations of Sephadex were used. A 4
MHz transducer focused at 5 cm was used with the
transducer face submerged under water. The wall
thump filter was 70 Hz. The wall thickness of the
vessel was 0.33 mm.
Measurement ofstatistical parameters
The initial Sephadex concentration was 50% by
volume. The flow rate of the pump was set to a con¬
stant value which gave a 3 kHz maximum frequency
shift. This corresponds to a maximum velocity of
about 0.8 m s '. The suspension was allowed to cir¬
culate for 15-20 seconds to give a uniform concen¬
tration of particles. The Doptek frequency range was
4 kHz; that is the highest displayed frequency was 4
kHz. A new spectral line was produced every 10 ms.
The Doppler gain was adjusted to keep pixel satura¬
tion to a minimum. A spectrum of 240 lines (2.4
seconds) was transferred to the BBC microcomputer.
Dilution of the Sephadex was performed taking care
not to create air bubbles. This procedure was repeated
until the Sephadex concentration was between 1%
and 8%.
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Without touching the transducer, attenuator, or
vessel, the Sephadex was flushed from the flow phan¬
tom using degassed water. Blood was introduced and
spectra were acquired. All spectra were transferred to
the BBC microcomputer and then to an Archimedes
microcomputer for analysis.
For each spectrum the 240 consecutive spectral
profiles were used to generate data on the standard
deviation of pixel values as a function of the mean
pixel value. A single data point was derived by calcu¬
lating the mean and standard deviation of the 240
values corresponding to a particular frequency. This
was repeated for all frequencies from 100 to 2850 Hz.
The mean and standard deviation are parameters de¬
scribing the first order statistics of the Doppler spec¬
trum.
Second order statistics refer to the relationship
between the value of a pixel and that of the sur¬
rounding pixels. This can be described by the nor¬
malised autocovariance function NAF(/c).
NAF(k) =
1
V [P(1) - P][P(i + k)-P]
i= i
N—k (1)
2 [/>(/) - P]2
;=i
where P(i) is an array of N elements, P is its mean
value and k = 0, 1, 2 • • • is the lag variable.
If this function has a simple shape it can be char¬
acterised by its full width at half maximum height
(FWHM). This value gives an indication of the size of
the speckle seen on the image. The NAF was calcu¬
lated in both the time and the frequency direction.
Calculation along the time axis was performed over a
period of 2.4 s (240 points) for each frequency from
1000 Hz to 2850 Hz. The average NAF along the
time axis, NAF, was then calculated. Calculation of
the NAF along the frequency axis, NAF/, was per¬
formed over the interval from 1900 to 2850 Hz (20
points). This was performed for each of the 10 ms
spectral lines and the average value taken. For calcu¬
lation of NAF/ideally the region should be uniform;
that is the mean pixel value should not be a function
of frequency. Along the frequency direction the mean
pixel value increases as the frequency increases. This
is a consequence of the relative geometry of the beam
and velocity profile of the vessel. The maximum vari¬
ation of average pixel values over the region 1900 to
2850 Hz was ±13%. Along the time axis the mean
pixel value does not change. Normalisation removes
any dependency of the autocovariance function on
the mean value for that line hence the requirement
for uniformity in the frequency direction is not so
strict.
Measurement ofrelative Doppler power
The measurement of relative power can be ex¬
plained with the help of Fig. 2. The Doppler signal is
a fluctuating signal V, (t). V\ (t) is the Doppler signal
after directional demodulation. The upper channel
only was used. The power of the signal is related to
the average value of V\ (/). In Fig. 2 Roul is the output
resistance of the Doptek unit. RA is a digital attenua¬
tor reading from 0 to 1000. Rin is the input resistance
of an RMS voltmeter. After the introduction of the
Sephadex of 50% concentration the attenuation value
was set to 100, corresponding to a high attenuation,
and the RMS voltage noted. Subsequent dilution of
the Sephadex suspension produced a different output
power. The attenuation resistance was adjusted so
that the RMS voltage level returned to its baseline
value. From the equivalent circuit the ratio M of V,
to V2 is
lf V\ (R i + Rout) X (Rin + R2)
M'vr— jR^tK)—+L <2)
Using this the power P of the Doppler measurement





The attenuation values R\ and R2 were measured di¬
rectly using an ohmeter. The input and output im¬
pedances were measured using the standard electrical
techniques. An alternative method of power mea¬
surement is to use the power readings direct from the
RMS meter. Nonlinearities in the calibration of the
meter could be present which would affect the mea¬
surements. Using the meter as a null device meant
that the meter was being used at fixed point hence
nonlinearities were not relevant.
The measurement of the relative power of blood
using the flow phantom was found to be difficult.
This was due to the limited time available as the
blood could not be recirculated. An alternative ap-
RA = RCR2
V2
Fig. 2. Circuit for the calculation of relative Doppler power.
RoM is the Doptek output impedance and Rm the input
impedance of the RMS voltmeter. Ra is an attenuator. RA is
split into Ri and R2. The values ofR\ and R2 depend on the
attenuation needed to maintain V2 constant.
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proach was devised. A 60 mL syringe was connected
to a 1 m length of silicon rubber tubing whose outlet
was placed in a beaker. Blood or Sephadex suspen¬
sion at a concentration of 20% by volume was intro¬
duced. Doppler measurements from the fluid in the
silicon rubber tubing could be taken by emptying and
refilling the syringe. The beam-vessel angle and trans¬
ducer-vessel distance were identical to the values used
in the previous measurements. It was possible to pass
blood then Sephadex, after flushing, through the tub¬
ing without disturbing the beam-vessel geometry.
Maximum frequencies of 2.8 to 3.2 kHz were pro¬
duced by this method which gave a stable power
reading for a sufficient length of time to enable the
measurements to be performed. Air bubbles were
found not to be a problem. Using this method the
relative power of blood and Sephadex at 45% con¬
centration by volume was measured.
RESULTS
The relative Doppler power is plotted as a func¬
tion of Sephadex concentration by volume in Fig. 3.
The relative power peaks at approximately 40% con¬
centration and falls as the concentration increases. A
similar effect has been shown to occur for blood,
where the backscattering coefficient reaches a peak
for a haematocrit between 12% and 25% (Shung et al.
1976; Mo and Cobbold 1986a). Newhouse et al.
(1982) measured backscattered power as a function of
the concentration of cellulose MN300 particles and
demonstrated that the power plateaus, rather than
peaks. It was suggested that this effect was caused by
settling out of the powder at higher concentrations, so
that the concentration of suspended powder ap¬
proaches an almost constant value. The plateau con¬
centration of suspended powder was suggested to be
dependent on stirrer speed and geometry, so that for
example at higher speeds the concentration of sus¬
pended powder would be higher, as would the plateau
power. In our apparatus we attempted to keep all of
the Sephadex in suspension by using a high stirrer
speed. No deposition of Sephadex was observed in
the tubing or beaker. The power of blood was less
than the power of Sephadex of similar concentration
by a factor of approximately 150-250.
Figure 4 shows the standard deviation of pixel
values for a given frequency plotted against the mean
pixel value. The points represent measurements
taken from four blood spectra (224 points in all). For
Sephadex measurements, 46 spectra were taken re¬
sulting in a total number of 2576 points. Because of
the very large number of points only two solid curves
showing the spread of the results (average ± 2 X stan¬
f
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Fig. 3. Doppler power for Sephadex as a function of con¬
centration, and for blood. Three series ofmeasurements are
shown for Sephadex indicated by O, •, and +. The mea¬
surement for blood is shown as ■. The solid line is a line of
best fit.
dard deviation) are displayed in Fig. 4. There was no
dependence of this data on Sephadex concentration.
Nearly all the points for the blood spectra lie within
the two solid curves, indicating that the first order
statistics of blood and Sephadex are identical.
The Doppler shift signal x(/) from a random
scattering medium is commonly modelled as a
Gaussian process of the form
M
x(f) 2 &mCOS(2irfmt "f </)^)
m= 1
where am are independent Rayleigh variables and 4>m
are independent random variables uniformly distrib¬
uted in the range [0, 27t], In this case it is known that
the amplitude level of any particular Doppler fre¬
quency (which is what the Doptek instrument actu¬
ally displays) follows a Rayleigh distribution (Mo and
Cobbold 1986b; Luckmanetal. 1988). Consequently
the points of Fig. 4 should lie in a straight line passing
through the origin of the axes, since the mean of a






















Fig. 4. Standard deviation of pixel values is plotted as a function ofmean pixel value. The solid curves represent
the average ± 2 X standard deviation for the Sephadex spectra. The broken curve is that from theoretical
modelling when there is a baseline shift of 5%. The data for blood is shown as •.
Rayleigh random variable is proportional to its stan¬
dard deviation. In an attempt to explain the discrep¬
ancy between the theoretically expected and experi¬
mental results it was assumed that the deviation from
Rayleigh statistics is due to a signal processing opera¬
tor applied to the spectral data. One such operator,
which can be used before displaying the spectral in¬
formation in order to reduce the background noise, is
known as baseline shift. This operator subtracts an
amount C from each signal amplitude. If the resulting
signal level is less than zero it is set to zero. The
broken curve of Fig. 4 was obtained using the first-
order statistics of a Rayleigh variable after baseline
shift by a level Cwhich represents 5% of the available
dynamic range (see Appendix). This value provides
good agreement with the experimental results, as can
be seen from Fig. 4.
A typical example of NAF, is shown in Fig. 5a.
NAF, drops to the noise level after 10 ms (1 pixel)
indicating no correlation between the value of neigh¬
bouring points along the time axis. This was the case
for all the Sephadex spectra and for blood. With the
frequency range used the frequency resolution was 50
Hz and the length of the data sweep 20 ms. Overlap¬
ping of adjacent data by 50% is employed in order to
generate a new profile every 10 ms. With this degree
of overlap the measured lack of correlation along the
time axis warrants further investigation. A possible
explanation is that the autocovariance function is
proportional to the square of the overlap between
data in the time domain. In order to test this hypoth¬
esis the whole process was simulated by computer.
This involved generation of Doppler signals in the
time domain using the speckle model of Mo and
Cobbold (1986a), calculation of the Fourier trans¬
form of the time domain data, calculation of the sam¬
ple autocovariance function (128 of them), and aver¬
aging in order to obtain an estimate of the ensemble
autocovariance function. For a rectangular window
with 50% overlap the value of the NAF, for lag one
was 0.23, whereas for a Hanning window NAF, for
lag one was 0.04. The Doptek uses a Hanning win¬
dow and the value of 0.04 is consistent with the ex¬
perimental observation that NAF, drops to the noise
level after one pixel. On the other hand NAF/drops to
the noise level after 100 Hz (2 pixels). If it is assumed
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Fig. 5. Typical examples of the normalised autocorrelation function
along the time axis (a) and frequency axis (b).
that the Doppler signal is a Gaussian process the au-
tocovariance of the spectrum would be expected to
behave like a delta function (Jenkins and Watts
1968). The spread observed in the experimentally
measured NAF^(see Fig. 5b) is consistent with the use
of a Hanning window by the Doptek instrument be¬
fore spectral analysis; an operation which increases
the width of the autocovariance of the spectrum of a
random process (Jenkins and Watts 1968). The
FWHM was estimated by linear interpolation from
the NAF/values at 0 and 50 Hz. These are plotted as a
function of concentration in Fig. 6. There is no de¬
pendence of the FWHM on concentration of Sepha-
dex. The mean FWHM is 41.5 ± 0.8 Hz for Sephadex
and 42.8 ± 0.7 Hz for blood. These values are signifi¬
cantly different (p < 0.001) however the difference is
still small.
DISCUSSION
Under the conditions that have been used in this
experiment it has been shown that the first and sec¬
ond order statistics of blood and a Sephadex suspen¬
sion are very similar. Two factors are discussed below
where care is needed before implementation of these
conclusions. The first is the time resolution of the
device used. A 10 ms time resolution has been used in
this study as that is commonly used in our hospital.
Measurements ofNAF, demonstrated a 5-correlation;
that is no correlation for lags of 1 pixel or greater. If a
lower time resolution was used it is possible that there
would be correlation at shorter time intervals. The
second factor is the frequency of the transducer. If the
particle size is much less than the wavelength it is
known that Rayleigh scattering occurs. In this exper¬
iment, with a 4 MHz transducer, the wavelength was
380 nm. The Sephadex particle diameters were 20-70
yum; that is 5%-18% of the wavelength which is a
small proportion. The similarity of the first and sec¬
ond order statistics of blood and Sephadex, and the
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Fig. 6. FWHM of the NAF/as a function of Sephadex con¬
centration. Three series of measurements are shown indi¬
cated by O, #, and +. The measurement for blood is shown
as ■.
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and the mathematical model gives support to the va¬
lidity of assuming Rayleigh scattering in this case. At
higher frequencies the particle diameters will be a
larger fraction of the wavelength and there may come
a point where Rayleigh scattering can be no longer
assumed to apply.
CONCLUSION
Under the conditions in which these measure¬
ments have been made it has been shown that the first
and second order statistics of blood and a suspension
of Sephadex particles in a glycerol solution are very
similar. This suggests that Doppler speckle may be
investigated in the laboratory using a flow phantom.
The statistical parameters are also independent of
Sephadex concentration, so no special measures need
to be taken to ensure a suspension of the correct con¬
centration. The relative Doppler power from blood is
much lower than the power from the Sephadex sus¬
pension, hence care must be taken when aspects re¬
lated to Doppler power are investigated using Seph¬
adex.
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APPENDIX: FIRST-ORDER STATISTICS
OF A RAYLEIGH VARIABLE
AFTER BASELINE SHIFT
The probability density function fx(x) of a Rayleigh random
variable x is given by
fx(x)
f(x/a)exp(—x2/2a) x>0
[0 X < 0.
(1)
As it was explained before, baseline shift sets to zero signals whose
level is lower than C. This operation can be expressed as a trans¬
formation of the form y = g(x), where
y = g(x) = {|x- C| + x- C}/2 =
x — C x > C
0 x < C.
(2)
Using a theorem which provides the probability density function
fy(y) of the random variable y in terms offx(x) (Papoulis 1981) it
can be proven that
{(y + C)/a}t\p{~(y + C)2/2a} y> 0
fy(y) = 1 - exp(-C2/«) y = 0 .
0 y< 0
(3)
Based on fy(y) the first two moments of y can be calculated.
p+oo
m,= \ yfy(y)dy = (7to:/2)i/2{ 1 — erf[C/(2a)1/2]} (4)^ -oo
and
J+00 y%(y)dy-oo
= 2a exp(—C2/2a) + 2C(7ra/2),/2{erf[C/(2«)1/2] - 1} (5)
where erf(z) is the error function (Abramowitz and Stegun 1964).
The mean nr and variance ct2 ofy are then equal to y.y = and ay
= m2 - m], respectively. Of course, for C = 0 the mean and
variance of the Rayleigh distribution are obtained.
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A COMPARISON OF THREE DIFFERENT FILTERS FOR SPECKLE
REDUCTION OF DOPPLER SPECTRA
P. R. Hoskins, T. Loupas and W. N. McDicken
Department of Medical Physics and Medical Engineering, Royal Infirmary of Edinburgh, Scotland
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Abstract—This paper is concerned with speckle suppression in Discrete Fourier Transform based Doppler
signals by means of digital image processing. The Doppler spectrum is treated as a greyscale image, and three
different noise smoothing algorithms are applied to it. These are the Double Window Modified Trimmed Mean
filter, which is nonlinear, and Lee's and the directional filter, which are adaptive in the sense that the smoothing
performed by them at each point of the image is controlled by a local image measure. In order to evaluate the
performance of the filters, they were applied to a variety of regular waveforms obtained from a physiological flow
phantom. Ensemble averaging of a large number of unfiltered spectra was used as the "gold standard" in the
evaluation, i.e., as the output of an ideal filter which reveals the exact nature of the underlying Doppler spectrum
after speckle has been eliminated. Comparison of the "gold standard" with the ensemble averaged filtered data
allowed the noise reduction, bias and distortion of the maximum frequency envelope introduced by filtering to be
examined. Overall, the best performance was offered by the directional filter whose action was controlled by the
combination of the local edge content and the slope of the least-squares-fit line passing through the data points
along each particular direction.
Key Words: Doppler waveforms, Imaging processing, Speckle.
INTRODUCTION
The Doppler signal received from an artery is due to
scattering of ultrasound by red blood cells. The wave¬
lets emanating from cells moving within the same
velocity resolution cell interfere with each other in a
way very similar to that observed in ultrasonic B-
mode images (Mo and Cobbold 1986). This interfer¬
ence effect gives rise to the characteristic granular
pattern, known as Doppler speckle, of spectra ob¬
tained from Fourier transform (FT) based analysers.
This is discussed in more detail in the next section.
The magnitude of speckle is comparable with the
magnitude of the underlying Doppler signal as can be
seen in Fig. 1. The large random fluctuations of the
instantaneous spectra can obscure trends in a single
spectral profile. Reduction of the speckle content of
Doppler waveforms could be valuable in a number of
areas. Two examples will be given. Firstly, it may be
possible to calculate quantitative information based
upon the Doppler spectrum, such as spectral
broadening indices of carotid artery Doppler traces
(Rittgers et al. 1983; Sheldon et al. 1983) with less
variability. Secondly, automatic maximum fre¬
quency followers, which in general are very sensitive
to noise in the spectrum, may perform better after
speckle reduction.
Other spectral estimation techniques have been
described (Kay and Marple 1981), some ofwhich are
less sensitive to Doppler speckle than the FT. For
example, Vaitkus et al. (1988a,b) have shown using
simulated Doppler signals that autoregressive (AR)
and autoregressive-moving average (ARMA) algo¬
rithms produce consistently smooth spectra which
are closer to the theoretical spectral density than the
ones obtained from the FT. However, although a
real-time autoregressive analyser has very recently
been described (Schlindwein and Evans 1989), all of
the current commercial Doppler analysers rely on FT
based spectral analysis. Speckle reduction of FT
spectra can be achieved using standard spectral
smoothing techniques such as ensemble averaging
and windowing (Oppenheim and Schafer 1975). En¬
semble averaging ofwaveforms has been shown to be
a viable technique of speckle reduction for very regu¬
lar waveforms produced by a flow phantom (Luck-
man et al. 1988). However, the large number of regu¬
lar waveforms required will put limitations on its use
in routine clinical practice where, for example, physi¬
ological changes such as heart rate variation are oc-
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Fig. 1. Profile of a single spectral line from a discrete FT
based spectrum analyser.
curring, or where the artery or patient is moving
quickly such as in paediatric cases or in the fetus. On
the other hand, windowing operates on a single seg¬
ment of Doppler data and although it is mainly used
in order to reduce spectral leakage, it can also smooth
out random spectral fluctuations. The main draw¬
back of this technique is that a window which is pow¬
erful enough to eliminate speckle will also cause se¬
vere loss of frequency resolution. An alternative ap¬
proach to the problem of Doppler speckle
suppression is to treat the Doppler spectrum as a
greyscale image and take advantage of recent progress
in digital image processing algorithms for noise
smoothing. This paper compares three different fil¬
tering methods which can be applied to all current FT
based spectra.
Two types of noise are present in the Doppler
spectrum. Firstly, there is Doppler speckle which has
an acoustic origin and is a characteristic of the
Doppler waveform,* and secondly there is extraneous
background noise which is electronic in origin and
which manifests itself when the gain of the Doppler
amplifier needs to be high in order to display low
power Doppler signals. In the context of Doppler ul¬
trasound, a noise smoothing filter should possess the
following desirable properties:
1. Give maximum reduction of extraneous noise
above the Doppler waveform;
2. Give maximum reduction of Doppler speckle for
those areas of the Doppler waveform which are
relatively uniform;
3. Introduce as little distortion as possible to the un¬
derlying true spectrum by preserving, for example,
the edge content in the vicinity of the maximum
frequency envelope.
The performance of the filters proposed here was
evaluated in terms of their ability to satisfy the three
* Throughout this paper, the term "Doppler waveform" is
used to describe those parts of the spectrum which lie below the
maximum frequency envelope.
requirements listed above. In order to achieve this,
the filters were applied to a variety ofspectra obtained
from a physiological flow phantom. Because of the
regular nature of the data produced by the phantom,
ensemble averaging of a large number of unfiltered
spectra enabled the underlying Doppler spectrum,
after speckle had been eliminated, to be revealed.
This served as a "gold standard," i.e., as the output of
an ideal filter which is capable of suppressing speckle
completely without introducing any distortion to the
true signal. Comparison of the filters' output with the
"gold standard" allowed the noise reduction and bias
of the spectrum, and distortion of the maximum fre¬
quency envelope introduced by filtering to be exam¬
ined. These procedures are described in detail in the
Methods Section below.
DOPPLER SPECKLE
As mentioned above, the mechanisms associated
with the production of Doppler speckle are acoustic
in origin. This phenomenon can be understood by
considering a model developed by Mo and Cobbold
(1986). According to this model, the backscattered
Doppler signal x(t) is a band-limited, wide-sense sta¬
tionary, Gaussian random process which can be ap¬
proximated by a sum of sinusoids having discrete
frequencies/,, (m = 1, • • • M) which cover the whole
available frequency range
M
x(t) = 2 flmCOS(2 ivfmt T (1)
where 4>m are uniformly distributed random phases
and M is the number of bins in which the frequency
range has been subdivided.
The amplitude am of each sinusoid is determined
by the interference between the wavelets from scat-
terers moving within the same velocity resolution
cell, i.e., whose velocities translate into Doppler shifts
falling inside the frequency bin centered around fm.
Because the wavelets can interfere constructively as
well as destructively, the resultant amplitude am is a
random variable (it can be shown to follow the Ray-
leigh distribution) which fluctuates considerably.
Since the FT decomposes a signal into its sinusoidal
components and provides their amplitudes, these
random fluctuations (speckle) become apparent in
the displayed spectrum.
Doppler speckle depends on the characteristics
of the ultrasonic transducer, the insonation geometry
and the signal processing system. A question which is
very relevant to this study is if speckle also depends
on the type of scattering medium, or more specifi¬
cally if a flow phantom with artificial instead of
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human blood could be used in the investigation of
speckle. This question was examined in a previous
study (Hoskins et al. 1990) and the conclusion was
that spectra from human blood and artificial blood
have almost identical first- and second-order statis¬
tics. It is, therefore, justified to use a flow phantom
with a blood substitute for investigating aspects re¬
lated to Doppler speckle. The study also revealed that
the spectrum analyser used introduced a slight devia¬
tion from the theoretically expected Rayleigh first-
order statistics and that the second-order statistics of
speckle along the frequency and time axes are in¬
fluenced by the window function and the amount of
overlap between consecutive time data segments, re¬
spectively.
FILTERING TECHNIQUES
Filtering of an image in the spatial domain is
performed by replacing the greyscale level of a pixel
by a combination of the levels in a predefined neigh¬
bourhood (usually referred to as the filter window) of
that pixel. Early noise smoothing filters were linear.
These filters assume that signal and noise occupy dif¬
ferent nonoverlapping parts of the spatial frequency
spectrum.1' Smoothing is performed by suppressing
those parts of the spatial frequency spectrum, usually
high frequencies, which correspond to noise. In gen¬
eral such filters have proved to be of limited useful¬
ness in image processing. This is mainly due to the
fact that images contain sharp greyscale variations,
such as edges, whose spatial spectral content extends
to infinity and therefore overlaps with noise. Conse¬
quently, any attempt to suppress noise is accompa¬
nied by blurring of important information-bearing
features and loss of fine image detail. In addition,
even when signal and noise are completely separated
in the spatial frequency domain, linear filters are op¬
timum in the sense that they offer maximum noise
reduction for a given window size, only if the signal is
corrupted by additive, Gaussian noise (Bovik 1983).
In recent years nonlinear filters have been described
which attempt to overcome the limitations of linear
filters. In general, the mathematical analysis of such
filters is extremely complex, so that filter design is
based upon empirical principles. The three nonlinear
filters used in this study are described below.
Double Window Modified Trimmed Mean
fDWMTM) filter
The DWMTM filter is a combination of a me¬
dian and a running mean filter. This was first de-
f The term spatial frequency spectrum refers to the two-di¬
mensional FT of an image (in our case the image is the greyscale
spectrogram) and should not be confused with the Doppler fre¬
quency spectrum.
scribed by Lee and Kassam (1985). In median filter¬
ing the pixels in a window surrounding the central
pixel are ordered and the median value is taken as the
filter output. In contrast, the output of the running
mean filter is the average value of the pixels in the
window. The median filter tends to perform well in
suppressing noise consisting of'spikes', i.e., large ex¬
cursions from the surrounding values, and also at
preserving edges. The running mean filter performs
worse in these respects causing blurring of edges and
smearing out of spikes. These features are demon¬
strated in Fig. 2. However, in a uniform area cor¬
rupted by noise the running mean gives very good
noise reduction compared to the median. The
DWMTM filter attempts to combine the properties
of both the median and running mean filter by using
two windows. The median of the terms inside a small
window provides a first estimate of the 'true' image
value. Then from the larger second window those
elements which are within a specified limit of the
median are included in a running mean, which is the
filter output. In this way a compromise is reached
between the edge preserving properties of the median
and the noise reduction properties of the mean. The
amount of each property is controlled by the choice
of the specified limit. If this limit is large there will be
substantial noise reduction in the image at the ex¬
pense ofedge preservation, but if the limit is small the
opposite is true.
The DWMTM is an example of a nonadaptive,
nonlinear filter. The next two filters are examples of
adaptive filters whereby the proportion of edge pres¬
ervation or smoothing at each point of the image is
controlled by the value of some local image measure
at that point. Adaptive filtering is computationally
more complex than nonadaptive filtering as the cal¬
culation of the local image measure has to be re¬
peated at each point. However, this drawback is
compensated by their ability to provide noise reduc¬
tion while preserving the important features of an
image.
Lee's filter
This filter, which was suggested by Lee (1980), is
described by
0(x, y) = m(x, y) + C(fix, y) - m(x, jj) (2)
where fix, y) is the value of the central pixel, m(x, y) is
the local mean of terms inside the filter window, 0(x,
y) is the filter output and C is a controlling parameter
which depends on a local image measure.
The value of C determines the amount of
smoothing performed at each point. The local image
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... : RUNNING AVERAGE FILTER
Fig. 2. Noise reduction by the median and runningmean filters. An ideal edge is corrupted by Gaussian noise and
a spike (a). The median filter gives good edge preservation and removes the spike, whereas the running mean
filter blurs the edge and smears out the spike (b).
measure should be formulated to give values of C
near zero in a uniform area, resulting in maximum
smoothing (0(x, y) = m(x, y) for C = 0), and values of
C near 1 at an edge, so that the little smoothing is
performed and edges are preserved (0(x, y) = I(x, y)
for C = 1). Filters based on eqn (2) have been used for
general noise reduction (Lee 1980; Chan and Lim
1985), synthetic aperture radar speckle suppression
(Lee 1981, 1986; Kuan et al. 1987) and ultrasonic
B-scan speckle suppression (Bamber and Daft 1986;
Bamber and Cook-Martin 1987).
Directionalfiltering
The action of most adaptive filters, such as Lee's
filter, varies from maximum noise smoothing in uni¬
form areas where only noise is present to no smooth¬
ing at all near edges. This procedure will prevent
blurring of edges and loss of image detail but it will
not do anything to restore noisy edges. An alternative
approach which can overcome this drawback is to
perform adaptive directional filtering. Methods for
image enhancement which utilise directional infor¬
mation have been described by Chan and Lim
(1985), Kim and Jung (1987) and Peli (1987). Loupas
(1988) described a directional two-stage filter which
gave combined smoothing and sharpening of ultra¬
sonic B-scan images. In this paper only the smoothing
stage is used, where the filter output 0(x, y) is given
by eqn (3) below.
8
2 m(d) X [C(d)]k
0(x, y) = (3)
2 [C(d)]k
4=1
where m(d) is the mean value of elements in a win¬
dow aligned along the direction d, C(d) is the local
image measure along the same direction and k is a
parameter which determines the relative contribu¬
tions of the directional means m(d) to the final
output.
The values of the local image measure C(d) de¬
termine the amount of smoothing performed by the
filter. C(d) should be formulated so that in a uniform
area the values C(d) for d = 1,.. ., 8 are all compara¬
ble, and by accepting equal contributions from all the
directional means maximum smoothing is achieved;
on the other hand, in the presence of an edge C(d)
should become maximum along the edge direction so
that only smoothing parallel to the edge axis is per¬
formed, something which should improve its defini¬
tion without introducing much blurring.
LOCAL IMAGE MEASURES
Lee's filter and the directional filter are adaptive
in the sense that their action at each pixel is con¬
trolled by the local image content characterised by C
for Lee's filter and C(d) for the directional filter.
Maximum smoothing is performed if a pixel belongs
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to a uniform area corrupted by noise whereas the
amount of smoothing is reduced when the pixel is
part of a resolvable structure which must be retained.
The image content at each pixel can be described by a
combination of image measures calculated in a pre¬
defined neighbourhood of the pixel. Three possibly
useful types of image measures are considered below.
Local statistics
Local statistics have been used by a number of
authors as a useful image measure. The exact expres¬
sion for an image measure based on local statistics is
determined by the type of noise present in the image.
For example Lee (1981) has demonstrated theoreti¬
cally and experimentally that the ratio a/m of the
local standard deviation a to the local mean m can
characterise speckle in synthetic aperture radar
images (multiplicative noise). Following a similar
methodology, Loupas (1988) has shown that ultra¬
sonic speckle can be characterised by the ratio <r2/m.
Measurements of spectra obtained from a commer¬
cial Doppler device (Doptek, Chichester) suggest that
for this device Doppler speckle falls somewhere be¬
tween the cases of multiplicative noise and square-
root noise mentioned above (Floskins et al. 1990).
For this reason both the a/m and (j2/m image mea¬
sures were applied to Doppler spectra in order to de¬
termine which one is the most suitable.
Slope
A second approach is to use the slope SL(d) of
the least-squares-fit line passing through the data
points along a specific direction d. The use of this
quantity as a local image measure is justified by the
argument that for a uniform area the slope should
have a low value but near an edge it should become
higher.
The slope SL(d) was calculated along eight di¬
rections spaced at equal intervals of 22.5°. A set of
nine values was used in the calculation of the slopes,
with each value corresponding to the average of the
three adjacent pixels lying perpendicularly to the di¬
rection of interest.
Edge parameter
Consider Fig. 3 and eqn (4). The directional
mean is shown aligned along a direction d with two
background areas, one on either side of the direc¬
tional mean window. A parameter R(d) can be
formed, eqn (4), which gives high values when the
directional mean window lies along an edge
R(d) = m(d) —
(2 X B^d) X B2(d)) X X
(Bt(d) + B2(d))
(4)
Fig. 3. Windows used for the calculation of the edge param¬
eter R(d). M is the 3 X 9 directional mean window, Bt is a
background window above M and B2 is a background win¬
dow below M.
where m{d) is the mean value of elements in the di¬
rectional mean window, Bx(d) is the mean value of
elements in the background region Bu B2(d) is the
mean value of elements in the background region B2
and X is a factor controlling the amount of back¬
ground subtracted.
In effect, R(d) represents a directional edge de¬
tection operator. In relatively uniform areas, for any
given direction d the directional mean m(d) will be
similar to the background means Bx(d) and B2(d).
Consequently, all the edge parameters R(d) will have
small and very similar values. The presence of an
edge will manifest itself by a value of R(d) along the
edge axis which is considerably larger than the rest.
The maximum value of R(d) at a particular point is
called /?MAX. In order to reduce the sensitivity of
R(d) to noise, a value of X = 1.5 was chosen and
negative values of R(d) were set to zero.
METHODS
Data acquisition
Doppler waveforms were acquired from a physi¬
ological flow phantom. A detailed description of the
flow phantom is given elsewhere (Hoskins et al. 1989;
McDicken 1986). A short description will be given
here. A gear pump driven by a stepping motor was
used to circulate artificial blood around a loop. The
gear pump was driven by a stepping motor. The speed
of the stepping motor was controlled by a microcom¬
puter (BBC Master 128, Acorn Computers, Cam¬
bridge) enabling waveforms of different shapes to be
produced. Thin-walled tubing made from transpar¬
ent heat shrink tubing was used where insonation was
required.
The artificial blood was a suspension of Sepha-
dex G25 superhne particles in a mixture of 42% glyc¬
erol to 58% water to give a suspension with a viscosity
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of0.004 kg m_l s~" at 20°C, similar to that ofblood at
37°C. The spectra from blood and Sephadex are very
similar in terms of their first- and second-order statis¬
tical properties (Hoskins et al. 1990).
The tubing diameter was 3 mm which was cho¬
sen as being representative of the diameter of the
umbilical artery. A Doptek 4 MHz continuous-wave
unit was used for waveform acquisition. Three exam¬
ples of 'good' waveforms were acquired, each having
different pulsatility. Three examples of 'poor' wave¬
forms were also acquired, corresponding to a high
beam-vessel angle, a large offset between the beam
axis and vessel axis, and a large amount of overlying
tissue. These are shown in Fig. 4. In each of the six
cases, 42 screens of data corresponding to 168 wave¬
forms were acquired, transferred from the Doptek to
Fig. 4. Doppler waveforms used for filter development. Values of physical parameters associated with each
waveform are given in the table below:
Waveform e d b a RI
(a) 45 5 0 1 0.6
(b) 45 5 0 1 0.85
(c) 45 5 0 1 1.0
(d) 15 5 0 1 0.85
(e) 45 5 1.1 1 0.85
(f) 45 8 0 6 0.85
where 0 is the beam-vessel angle (degrees), d is the transducer-vessel depth (cm), b is the beam-axis vessel-axis
distance (cm), a is the thickness of attenuating material (cm) and R1 is the waveform resistance index.
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the microcomputer (BBC Master, Acorn Computers,
Cambridge) in a serial pixel-by-pixel fashion and
stored on disk. The BBC microcomputer was used as
a data logger only. Subsequent analysis of the
Doppler spectra was performed by a second micro¬
computer (Archimedes 440, Acorn Computers,
Cambridge) which was approximately 25 times faster
than the BBC microcomputer during image process¬
ing. The waveforms corresponding to Figs. 4a-c and
4e-f were acquired using a time resolution of 10 ms
and a frequency resolution of 50 Hz. For the wave¬
form of Fig. 4d the time and frequency resolution
were 10 ms and 25 Hz respectively. A Hanning win¬
dow was employed by the Doptek analyser in all
cases. The overlap between windowed data segments
used to generate adjacent spectral profiles was 50%
for a frequency resolution of 50 Hz and 75% for a
frequency resolution of 25 Hz.
Filtering
All filtering programmes were written in inter¬
preted Basic. Filtering 2.4 s of data, which was four
waveforms or 240 X 80 pixels, took between 25 min
and 160 min depending on the filter complexity.
Batch processing programmes were written which en¬
abled filtering of many screens of data to be per¬
formed without operator intervention.
For the DWMTM filter the large window size
was 9X9 and the small window was a five-pixel
cross. For Lee's filter and the directional filter a 9 X 9
window was used. The directional means were calcu¬
lated using a 3 X 9 window within the 9X9 window.
A value k = 1 was used for the directional filter.
Ensemble averaging ofwaveforms
This was performed on the unfiltered and the
filtered waveforms in order to examine the noise re¬
duction offered and the bias introduced by the filters.
Each screen ofdata from the Doptek consisted of four
waveforms each of duration 500 ms. For each wave¬
form type, 168 waveforms were averaged. For the
first screen the position of the start of the waveform
was entered manually. This was the only point for
which it was critical that the operator make no error.
The registration of subsequent waveforms was calcu¬
lated automatically as follows. For the first screen
ensemble averaging of the waveforms was performed
on the basis of the manually entered point and the
500 ms period between waveforms. For subsequent
screens the approximate start position was entered
manually. This position was then refined by calculat¬
ing the correlation between the current averaged
waveform and the current Doppler waveform for
waveform start values up to five pixels on either side
of the manual guess. The true start of the waveform
was calculated as the point where the correlation is
maximum. The averaged waveform was saved to
disc. Calculation of the ensemble averaged standard
deviation at each point in the Doppler waveform was
performed using the same registration technique.
Assessment offilter performance
Comparison of the filters was performed in
terms of the filters' ability to satisfy the three desirable
requirements listed in the Introduction.
A number of parameters were calculated from
the ensemble averaged waveforms to examine bias
and noise reduction produced by filtering. These pa¬
rameters are described below. In all cases subscript/
indicates ensemble averaged filtered waveform and
subscript r indicates ensemble averaged unfiltered
waveform.
The coefficient of variation (CV) at a particular
location of the waveform was calculated from the
values of the ensemble averaged standard deviation
(<r) and mean at that location (CV = 100 X <r/mean).
Three regions from the waveform were chosen to
allow comparison of the noise reduction properties of
different filters. The first region was a relatively uni¬
form 9X9 area in the centre of the waveform (CA
= central area). The mean coefficient of variation
CVca was calculated over the 81 locations for this
central area. The second region was the leading edge
of the waveform (LE = leading edge). This is a highly
nonuniform region. The coefficient of variation of
pixels in this region gives an indication of the noise
reduction properties of the filter in the presence of an
edge. The coefficient of variation was calculated for
locations along the leading edge between 1000 and
1500 Hz and from them the mean value CVLE was
derived. The third region was a 9 X 9 area above the
Doppler waveform, which was chosen to examine the
smoothing of extraneous electronic noise produced
by filtering (UR = upper region). The mean coeffi¬
cient of variation CVur was calculated only for the
Doppler spectrum of Fig. 4f as this is the only case
with extraneous noise. Having calculated the mean
coefficients of variation for both raw and filtered
data, their ratio could then be derived (eqns 5-7
below). These quantities indicate the factor by which
noise, as measured by the coefficient of variation, has
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The bias produced by filtering in each of the three
regions was also examined. In each case, the average
height of pixel values in the region of the ensemble
averaged filtered waveform and the ensemble aver¬
aged raw waveform was calculated and the change in
height produced by filtering derived (eqns 8-10
below).
RHca = 2 pixel values / 2 pixel values, (8)
CA(/) CA(r)
RHle = 2 pixel values / 2 pixel values, (9)
LE(/) LE(r)
RHur = 2 pixel values / 2 pixel values, (10)
UR(/) UR(r)
The 'smearing' of the edges produced by filtering
was examined further by considering the maximum
frequency envelope of the ensemble averaged wave¬
form. A threshold maximum frequency follower with
a threshold value of 5 was used. For a particular
Doppler profile the maximum frequency is defined as
that point at which the pixel value first exceeds the
threshold value of 5, starting from the high frequency
end. A number of parameters were calculated which
describe differences between the maximum fre¬
quency envelopes of the ensemble averaged filtered
and unfiltered waveforms. These parameters are de¬
scribed by eqns (11) and (12) (see also Fig. 5).
8MAXF = MAXT (PS)/ - MAXT (PS)r (11)
where MAXT (PS) is the maximum frequency at
peak systole for a threshold of 5.
<5MINT= MINT (ED)/-MINT (ED)r (12)
where MINT (ED) is the maximum frequency at end
diastole for a threshold of 5. 5MAXT and cSMINT
indicate the average amount of distortion of the
maximum frequency envelope produced at peak sys¬
tole and end diastole. These are two commonly used
points from which indices such as resistance index
(Pourcelot 1974) are calculated.
The average amount of distortion of the maxi¬
mum frequency envelope produced by the filter at
the downslope and upslope of the waveform is indi¬
cated by <5MFE, and is given by eqn (13).
<fMINF
Fig. 5. The effect of filtering on the maximum frequency
envelope. Envelopes are shown for the ensemble averaged
unfiltered waveform (solid line) and for the ensemble aver¬
aged filtered waveform (dashed line). The differences have
been exaggerated for clarity, 5MAXT and 5MINT relate to
the blurring of the peak and trough respectively. 5MFE
relates to blurring in the region of the upslope (u) and
downslope (d).
5MFE = 2 (MAXT({/)/- MAXT(U)r)
upslope
+ 2 (MAXT (D)/— MAXT (£>)r) (13)
downslope
where MAXT is the maximum frequency at a thresh¬
old of 5, V is the upslope of the waveform excluding
the peak and trough and D is the downslope of the
waveform excluding the peak and trough.
RESULTS
Parametric images
Local image measures were generated using a 9
X 9 window from one of the 'good' waveforms with a
resistance index of 0.85. These are shown as paramet¬
ric images in Fig. 6a-e. A parametric image is an
image where the pixel value at a point is proportional
to the value of the parameter under consideration at
that point. It is the purpose of the local image mea¬
sure to 'tell' the adaptive filter where a true structure
is, so that the filter can apply minimum smoothing
there. In this respect a parametric image which has
high pixel values in the region of the edges of the
waveform and low values elsewhere is desirable. Ex¬
amination of these images will help to choose which
local image measure may be useful in Lee's filter. The
edge detection parameter TMAX gives a strong peak
at the waveform outline with a small amount of noise
above the outline (Fig. 6a). The maximum direc¬
tional slope was relatively noisy; however, the sum 2
SL(d) of the directional slopes was better (Fig. 6b).
This parameter peaks just above, and for the leading
edge, just below the waveform outline. The parame¬
ter standard deviation/mean (a/m) peaked well above
the waveform outline (Fig. 6c). This parameter also








Fig. 6. Parametric images generated using waveform (b) of Fig. 4. (a) to (e) were produced using a 9 X 9 window,
(a) Edge parameter /(MAX; (b) SL(d)\ (c) cr/ra; (d) o-2/m; (e) (R(d)/SL(d)) max; (f) was generated using eqn (10)
where C(d) = 1 + R(d)/SL(d).
gives extremely large values in the presence of a small
amount of background noise above the waveform
and is therefore not useful. The parameter variance/
mean (a2/m) gives some peaking just above the wave¬
form outline (Fig. 6d); however, this is inferior to that
of the sum of slopes 2 SL(d), so it will not be consid¬
ered further. The parameter R(d)/SL(d) can be cal¬
culated for each direction and the maximum value
[R(d)/SL(d)]max found. This gives an image very sim¬
ilar to that of /(MAX except that the noise above the
outline has been removed (Fig. 6e).
For the directional filter it is not possible to dis¬
play a single parametric image because the filter's
action is controlled by eight normalised directional
image measures (see eqn 3). However, by using the
parameter P, defined below in eqn (14), it is possible
to visualise those parts of the image where one of the







Figure 6f shows the parametric image for Pwhen
C(d) = 1 + R(d)/SL(d). This shows that there is a
dominant directional value of C(d) around the edge
of the waveform with noise directly above this.
Comparison offilters
A comparison between the filters with associated
local image measures chosen from above was per-
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formed using the 'good' waveform with a resistance
index of0.85. Examples of this waveform after a vari¬
ety of filters have been applied are shown in Fig. 7.
Table 1 shows the indices of maximum frequency
envelope distortion, bias and noise reduction calcu¬
lated from the ensemble of waveforms.
From Table 1 it can be seen that all the filters
perform very well in the uniform central area. They
offer considerable noise reduction, by a factor varying
between 4.06 and 5.75, and also introduce almost
negligible bias as indicated by the values of RHCA
which are very close to 1. However, as far as the
leading edge region is concerned, significant differ¬
ences in performance can be found. Filters (a) and (b)
reduce the edge height considerably, by 46% and 43%
respectively, while offering only moderate noise re¬
duction. Filters (c) and (d) preserve the edge height
but at the expense of negligible noise reduction. On
the other hand, the directional filters (e) and (f) offer
a reasonable compromise between noise reduction
and edge preservation. This is due to the fact that in
the vicinity of an edge smoothing is performed only
along the edge axis, something which improves its
definition without introducing excessive blurring.
The same conclusions about the superiority of
filters (e) and (f) can be drawn by visual examination
of the images in Fig. 7. The filtered spectra (a) to (d)
are composed of smooth areas together with very
noisy edges and overall have a very unbalanced ap¬
pearance. On the other hand, the spectra (e) and (f)
Fig. 7. Processing using different filters. Waveform (b) of Fig. 4 was used in each case, (a) DWMTM; (b) I ee filter
with sum of slopes parameter SL(ci); (c) Lee filter with edge parameter f?MAX; (d) Lee filter with
[/?(r/)S,L(<7)]max; (e) Directional filter with edge parameter R(d)\ (f) Directional filter with parameter 1
+ R(d)/SL(d).
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Waveform (b) of Fig. 4 was used in each case.
MFE indices Uniform central
Leading edge area
Filter or raw Parameter 5MAXF 5MINF <5MFE
data C or C(d) (Hz) (Hz) (Hz) RHle RCVle RHca RCVca
(a) DWMTM -100 0 -46 0.54 1.37 0.95 4.06
(b) Lee 1 SL(d) -50 0 40 0.57 1.70 1.04 5.31
(c) Lee RM\X -50 +200 81 1.00 1.02 1.05 5.75
(d) Lee
/ R(d) \
-50 0 70 0.94 1.00 1.05 5.31
\SL(^)/max
(e) Direc. R(d) -50 + 150 104 0.72 3.15 1.03 4.31
(f) Direc.
R(d)
1 + -100 + 100 70 0.74 3.15 1.04 4.31
SL(d)
are much more balanced. There is very little to
choose between (e) and (f). However, on the basis of
the maximum frequency envelope indices and espe¬
cially 5MFE (see Table 1), the directional filter (f)
which is controlled by the local image measure C(d)
= 1 + R(d)/SL(d) is preferable.
The effectiveness of speckle suppression is dem¬
onstrated by Fig. 8 where it can be seen that the spec¬
tral profile obtained from ensemble averaging of 168
raw waveforms is very similar to the profile of a single
waveform smoothed by filter (f). Figure 9 shows the
application of this filter to the six different waveforms
Fig. 8. Profiles from waveform (b) of Fig. 4 (a) Single unfiltered waveform—the profile position is indicated by
the dashed line; (b) Profile from a single unfiltered waveform; (c) Profile from ensemble averaging of 168
unfiltered waveforms; (d) Profile from a single filtered waveform.
386 Ultrasound in Medicine and Biology Volume 16, Number 4, 1990
Fig. 9. Examples of individual filtered waveforms. These are the filtered versions of the waveforms shown
in Fig. 4. The filter was the directional filter with parameter 1 + R(d)/SL{d) in each case.
of Fig. 4 whereas Table 2 lists the quantitative indices
related to each waveform type. The upper region
(UR) indices are presented only for waveform (f) be¬
cause it is the only one with background noise above
the waveform outline. There are differences in each
of the other indices for the six waveforms, which are.
however, small. Since the waveforms used were cho¬
sen to represent the range of shapes encountered in
practice, this suggests that the directional filter con¬
trolled by the parameter C(d) = 1 + R{d)/SL(d) will
perform similarly over a wide range of waveform
types.
Table 2. Indices of bias and variance for the six different waveforms of Fig. 4 when







(Hz) RHle RCVle RHca RCVca RHur RCVUR
(a) 0 50 53 0.78 3.81 0.98 5.03 _ _
(b) -100 + 100 70 0.74 3.15 1.04 4.31 —
(c) -50 0 82 0.65 3.10 1.03 5.65 —
(d) -50 +50 38 0.80 2.52 1.06 4.36 —
(e) -50 + 100 28 0.84 4.13 1.03 5.19 —
(f) -50 + 100 82 0.78 4.57 1.04 4.82 1.05 4.18
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Table 3. Indices of bias and variance averaged over
the six waveforms of Fig. 9.
Location Index Value
Maximum frequency 5MAXF -50 Hz
envelope 6MINF +67 Hz
6MFE +59 Hz
Leading edge RHle 0.77
RCVle 3.4
Central area RHca 1.03
RCVca 5.0
Upper region RHur 1.05
RCVur 4.2
Table 3 presents the mean values of the quanti¬
tative indices for the six waveforms. These can be
considered as a measure of the filter's average perfor¬
mance. The indices describing the distortion intro¬
duced by the filter to the maximum frequency enve¬
lope have small values, indicating a small yet system¬
atic bias in threshold maximum frequency
calculations. The performance in edge preservation
described by RHLE shows a 23% average loss of height
for the leading edge. The bias introduced by the filter
in the uniform central area and the upper region with
background noise is very small (RHCA = 103, RHur
= 1.05). Filtering has resulted in noise reduction
varying between a factor of 3.4 at the leading edge
and 5.0 at the central area.
DISCUSSION
This study has demonstrated that Doppler
speckle reduction can be performed to reveal the un¬
derlying Doppler spectrum. The filtered spectrum
will have a degree of bias in those regions of the spec¬
trum containing edges. However, this is a natural
consequence of performing noise reduction by aver¬
aging over a finite area. Though a detailed investiga¬
tion of the applications of this technique is beyond
the scope of this publication, two examples of possi¬
ble uses will be discussed below.
A common problem in Doppler ultrasound is
the detection of the maximum frequency envelope. A
widely used maximum frequency follower for a single
Doppler profile defines the maximum frequency as
the location of the first pixel whose value is greater
than a specified threshold. However, when extrane¬
ous background noise is present, a threshold higher
than the largest noise value must be chosen to avoid
detection of artefactually high maximum frequen¬
cies. Figure 10a shows the maximum frequency en¬
velope from a set ofwaveforms with high background
noise. Unfortunately, the necessary use of a high
threshold value has caused underestimation of the
maximum frequency at a number of points and the
envelope is very noisy. Figure 10b shows the maxi¬
mum frequency envelope from the same set ofwave¬
forms after filtering by the optimal directional filter.
In this case there is much better detection of the
maximum frequency envelope with fewer erroneous
b
Fig. 10. Doppler spectra ofwaveforms with a large amount of background noise, (a) before filtering and (b) after
filtering with the optimal directional filter. The maximum frequency envelope is detected with fewer erroneous
points when calculated from the filtered spectra of (b).
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Fig. 11. Internal carotid artery Doppler spectra, (a) before filtering and (b) after filtering with optimal directional
filter. The spectral broadening index SBI is Fmax/Fmean. This index shows less variability with time when calcu¬
lated from the filtered Doppler waveforms.
points. This is a consequence of the lower threshold
value which can be used when the noise level has
been reduced.
Figure 11 shows an unprocessed normal internal
carotid artery waveform and also the same waveform
after filtering using the optimal directional filter. Also
shown is the change in the commonly used spectral
broadening index Fm!a/Fmean (Sheldon et al. 1983)
with time. It can be seen that there is less variation of
fmax/fmean for the filtered waveform resulting in a
more robust and reliable estimate of the spectral
broadening index.
CONCLUSION
This paper investigated the application of image
processing techniques for speckle reduction in
Doppler spectra. Three different filters with asso¬
ciated local image measures were compared. The
filter giving the best performance, in terms of com¬
promise between bias introduced and noise reduction
offered, was the directional filter with the parameter 1
+ R(d)/SL(d). This technique may be of use for im¬
proved performance of maximum frequency fol¬
lowers and in the calculation of quantitative infor¬
mation based upon the Doppler spectrum, such as
spectral broadening indices for carotid artery
Doppler waveforms.
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