Improvements upon the Chevalley–Warning–Ax–Katz-type estimates  by Cao, Wei & Sun, Qi
Journal of Number Theory 122 (2007) 135–141
www.elsevier.com/locate/jnt
Improvements upon
the Chevalley–Warning–Ax–Katz-type estimates ✩
Wei Cao ∗, Qi Sun
Mathematical College, Sichuan University, Chengdu 610064, PR China
Received 12 January 2006
Available online 30 May 2006
Communicated by D. Wan
Abstract
Let f be a polynomial over finite field Fq with q elements and let N(f = 0) denote the number of
zeros of f in Fq . The q-divisibility properties of N(f = 0) have been studied by many authors, such as
Chavelley, Warning, Ax, Katz, etc. In this paper, by reducing the degree of a given polynomial meanwhile
remaining the number of its zeros unchanged, we present an improvement upon the Chevalley–Warning–
Ax–Katz-type estimates in many cases. Furthermore, our result can improve Cao–Sun’s reduction recently
obtained on counting the number of zeros of general diagonal equations over finite fields.
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1. Introduction
Let Fq be a finite field of q elements, where q = pe, e  1, and p is a prime, and let F∗q
be its multiplicative group. Suppose f (x1, . . . , xn) is a polynomial in n variables of degree d
over Fq . Let N(f = 0) be the number of solutions of f in Fq . There have been extensive studies
on the p-divisibility properties of N(f = 0), i.e. ordp N(f = 0), where ordp denotes the p-adic
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asserts ordp N(f = 0) 1 if n > d . However, Ax [1] showed that
ordp N(f = 0) e
⌈
n − d
d
⌉
, (1)
where e is the extension degree of Fq/Fp and the notation x denotes the least integer x. Ax’s
result was extended by Katz [6] to a system of equations. This is a remarkable improvement for
the Chevalley–Warning theorem. The Ax–Katz theorem was generalized to exponential sums by
Sperber [8], and Adolphson and Sperber [2,3]. In 1989, Wan [9] provided an elementary proof to
the Ax–Katz theorem. The simplest proof of the Ax–Katz theorem and its extension to character
sums were given in [10]. Recently, a simple reduction of the Ax–Katz theorem for a system of
equations to Ax’s theorem for a single equation has been found by Hou [5].
In 1995, O. Moreno and C.J. Moreno [7] obtained a new result improving the Ax–Katz theo-
rem in certain special cases. Given integer s  0, express s to the base p: s = a0 + a1p + · · · +
atp
t
, 0  ai  p − 1, and define its p-weight to be σp(s) = a0 + a1 + · · · + at . The p-weight
degree of a monomial Xj = xj11 xj22 · · ·xjnn is σp(Xj ) = σp(j1) + σp(j2) + · · · + σp(jn). And the
p-weight degree of the polynomial f (x1, . . . , xn) = ∑j∈J ajXj is σp(f ) = maxaj =0 σp(Xj ).
The Moreno–Moreno theorem states that
ordp N(f = 0)
⌈
e
(
n − σp(f )
σp(f )
)⌉
. (2)
Note that the Ax–Katz theorem, in a sense, is best possible. That is, we can find the cases in
which (1) becomes equality. So the Moreno–Moreno theorem improves the Ax–Katz theorem
only in special cases. In fact, by the definitions of “weight degrees,” one easily see that their
method really improves the Ax and Katz result only when the characteristic p is smaller than the
degrees of variables of the polynomial concerned.
In this paper, by reducing the degree of a given polynomial meanwhile remaining the number
of its zeros unchanged, we present an improvement upon the Chevalley–Warning–Ax–Katz-type
estimates as described above in many cases. Our method is quite elementary. First note that every
polynomial over Fq can be written as
f =
r∑
i=1
aix
ki1
i1 x
ki2
i2 · · ·x
kin
i
in
i
+ g(y1, . . . , ym) (3)
where ai ∈ F∗q , kij > 0, xij , yk are distinct variables and g ∈ Fq [y1, . . . , ym].
Definition 1. Suppose the polynomial f be of the form (3), and let
di = gcd(ki1, . . . , kin
i
, q − 1), i = 1, . . . , r.
Then the polynomial fˆ is defined to be
fˆ =
r∑
i=1
ai(xi1xi2 · · ·xin
i
)di + g(y1, . . . , ym).
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Theorem 3. Let the polynomial f be of the form (3) in n variables. Then we have
ordp N(f = 0)max
{
e
⌈
n − deg(fˆ )
deg(fˆ )
⌉
,
⌈
e
(
n − σp(fˆ )
σp(fˆ )
)⌉}
. (4)
Example 4. Let Fq = F31 and f = x211 + x202 x143 + x114 x45 + y21 + y31 + y1y2. Note  7−3434  = 0,
then both (1) and (2) yield the trivial result that q0|N(f = 0). Since fˆ = x31 + (x2x3)2 + x4x5 +
y21 + y31 + y1y2 and  7−33  = 2, by Theorem 3 we get q2|N(f = 0).
Obviously, Theorem 3 is a direct consequence of (1), (2) and Theorem 2. So we only need
to prove Theorem 2. Furthermore, Theorem 2 can be also used to improve Cao–Sun’s reduction
(cf. [4]) on counting the number of solutions of general diagonal equations over finite fields.
2. Proof of Theorem 2
Let m be a positive integer and h(t1, . . . , tr ) be a polynomial in r variables with integer co-
efficients. We use the notation N(h ≡ 0 (mod m)) to denote the number of integer solutions of
h modulo m. We need the following familiar fact in elementary number theory, whose proof is
omitted.
Lemma 5. Let d1, . . . , dr ,m,b be positive integers. Then the congruence
d1t1 + · · · + dr tr ≡ b (mod m) (5)
has solutions if and only if d = gcd(d1, . . . , dr ,m) divides b. Furthermore, if (5) has solutions,
then the number of its solutions is mr−1d . As a result, we have N(∑ri=1 diti ≡ b (mod m)) =
N(d
∑r
i=1 ti ≡ b (mod m)).
Lemma 6. Let d1, . . . , dr be positive integers and d = gcd(d1, . . . , dr , q−1). Then for any a ∈ F∗q
and α ∈ Fq , we have
N
(
ax
d1
1 · · ·xdrr = α
)= N(a(x1 · · ·xr)d = α). (6)
Proof. If α = 0, it is easy to see that both the sides of (6) equal qr −(q−1)r . So (6) holds for this
case. During the remaining proof, let α = 0. Since the multiplicative group F∗q is a cyclic group
of order q − 1, we can assume that ξ is a fixed primitive element of F∗q . Thus, each element in
F∗q can be uniquely written as ξk with 1 k  q − 1. Suppose a−1α = ξm with 1m q − 1.
By Lemma 5 we have
N
(
ax
d1
1 · · ·xdrr = α
)= ∑
1t1,...,trq−1
N
(
ξ t1d1 · · · ξ tr dr = ξm)
=
∑
N
(
t1d1 + · · · + trdr ≡ m (mod q − 1)
)
1t1,...,trq−1
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∑
1t1,...,trq−1
N
(
(t1 + · · · + tr )d ≡ m (mod q − 1)
)
=
∑
1t1,...,trq−1
N
(
(ξ t1 · · · ξ tr )d = ξm)
= N(a(x1 · · ·xr)d = α).
So (6) also holds for the case α = 0. The proof is complete. 
We are now in a position to prove Theorem 2.
Proof of Theorem 2. By Lemma 6, we have
N
(
a1x
k11
11 · · ·x
k1n1
1n1 + · · · + arx
kr1
r1 · · ·x
krnr
rnr + g(y1, . . . , ym) = 0
)
=
∑
(α1,...,αr ,β)∈Fr+1q
α1+···+αr+β=0
N
(
a1x
k11
11 · · ·x
k1n1
1n1 = α1
) · · ·N(arxkr1r1 · · ·xkrnrrnr = αr)N(g = β)
=
∑
(α1,...,αr ,β)∈Fr+1q
α1+···+αr+β=0
N
(
a1(x11 · · ·x1n1)d1 = α1
) · · ·N(ar(xr1 · · ·xrnr )dr = αr)N(g = β)
= N(a1(x11 · · ·x1n1)d1 + · · · + ar(xr1 · · ·xrnr )dr + g(y1, . . . , ym) = 0).
Namely, N(f = 0) = N(fˆ = 0). This completes the proof of Theorem 2. 
3. The case g = 0
The polynomial f of (3) in the case g = 0 becomes
f = a1xk1111 xk1212 · · ·x
k1n1
1n1 + · · · + arx
kr1
r1 x
kr2
r2 · · ·xkrnrrnr , (7)
and by Definition 1 we have
fˆ = a1(x11x12 · · ·x1n1)dˆ1 + · · · + ar(xr1xr2 · · ·xrnr )dˆr . (8)
where dˆi = gcd(ki1, . . . , kini , q−1), i = 1, . . . , r (here adding a hat ˆ over di is just to distinguish
it from the similar notation in T -reduction as introduced below).
Definition 7. Let the polynomials f and fˆ be the same as in (7) and (8), respectively, and let
ŵi = gcd
(
dˆi , lcm[dˆj , j = i]
)
, i = 1, . . . , r.
Then the polynomial ˆˆf is defined to be
ˆˆ
f = a1(x11x12 · · ·x1n1)ŵ1 + · · · + ar(xr1xr2 · · ·xrnr )ŵr .
W. Cao, Q. Sun / Journal of Number Theory 122 (2007) 135–141 139Theorem 8. Let the polynomial f be of the form (7). Then N(f = 0) = N( ˆˆf = 0).
Theorem 9. Let the polynomial f be of the form (7) in n variables. Then we have
ordp N(f = 0)max
{
e
⌈
n − deg( ˆˆf )
deg( ˆˆf )
⌉
,
⌈
e
(
n − σp( ˆˆf )
σp(
ˆˆ
f )
)⌉}
. (9)
Example 10. Let Fq = F31 and f = x211 + x202 x143 + x114 x45 . Note  5−3434  = 0, then both (1)
and (2) yield the trivial result that q0|N(f = 0). Since fˆ = x31 + (x2x3)2 + x4x5 and  5−33  = 1,
by Theorem 3 we get q1|N(f = 0). Furthermore, since ˆˆf = x1 + x2x3 + x4x5 and  5−22  = 2,
by Theorem 9 we get q2|N(f = 0). In fact, it is easy to see that N( ˆˆf = 0) = q4. Hence
N(f = 0) = q4 by Theorem 8.
Obviously again, Theorem 9 is a direct consequence of (1), (2) and Theorem 8. So it suffices
to prove Theorem 8. However, to prove Theorem 8, we need some results obtained by Cao
and Sun in [4]. And it will be seen that Theorem 8 can improve Cao–Sun’s reduction, which
is also called T -reduction in [4]. Therefore, let us first briefly explain how T -reduction works.
Let A = (a1, . . . , ar ) be the coefficient vector of (7), and let K = K1 ⊕ · · · ⊕ Kr be the degree
space of (7), where Ki = {ki1, . . . , kini }, i = 1, . . . , r . In particular, Ki will be written as Ei if
Ki = {1, . . . ,1} and K will be written as E if K = E1 ⊕ · · · ⊕ Er .
Algorithm 1. T -reduction for K is proceed in order as follows:
(a) Dq -reduction:
Dq(K) = D1 ⊕ · · · ⊕ Dr := D,
where Di = {di1, . . . , dini } with dij = gcd(kij , q − 1), 1 i  r , 1 j  ni .
(b) W-reduction:
W(D) = W1 ⊕ · · · ⊕ Wr := W,
where the set W is obtained by the following reductions:
Step 0: Set initial value: i = 0 and D(i) = D, and repeat next step on i;
Step 1: If there exists a d = (d1, . . . , dr ) ∈ D(i) such that d is not equal to its reduced vector
w = (w1, . . . ,wr) where wi = gcd(di, lcm[dj , j = i]), i = 1, . . . , r , then replace d by its
reduced vector in D(i), and denote the replaced D(i) by D(i+1); else, namely, each d ∈ D(i)
equals its reduced vector w, then denote D(i) by W and the repetition is over.
(c) E-reduction:
E(W) = T1 ⊕ · · · ⊕ Tr := T ,
where for 1 i  r ,
Ti =
{
Ei if 1 ∈ Wi,
Wi if 1 /∈ Wi.
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replaced by N(K;A). Cao and Sun [4] have proved that
N(K;A) = N(D;A) = N(W ;A) = N(T ;A). (10)
We are now in a position to prove Theorem 8.
Proof of Theorem 8. Define
D̂(K) = {
n1 times︷ ︸︸ ︷
dˆ1, . . . , dˆ1} ⊕ · · · ⊕ {
nr times︷ ︸︸ ︷
dˆr , . . . , dˆr} := D̂,
and
Ŵ (D̂) = {
n1 times︷ ︸︸ ︷
ŵ1, . . . , ŵ1} ⊕ · · · ⊕ {
nr times︷ ︸︸ ︷
ŵr , . . . , ŵr} := Ŵ .
We see that to prove Theorem 8 is equivalent to prove the following identities hold
N(K;A) = N(D̂;A) = N(Ŵ ;A). (11)
The first identity in (11) is just an equivalent statement of Theorem 2. And the second identity
in (11) comes from the second identity in (10).
The main drawback of T -reduction in Algorithm 1 is that it cannot definitely tell us how many
and what steps are needed to complete the reduction. However, applying our Theorem 8, we can
overcome this shortcoming and improve T -reduction in Algorithm 1.
Algorithm 2. Improved T -reduction for K is proceed in order as follows:
(a) First compute: di = gcd(ki1, . . . , kini , q − 1), i = 1, . . . , r.
(b) Then compute: wi = gcd(di, lcm[dj , j = i]), i = 1, . . . , r.
Furthermore, T -reduction in Algorithm 1 does not sufficiently make use of the degrees of
each variable in the same monomial. We illustrate it with an example. Suppose that d1 and d2 are
relatively prime positive integers and both are nontrivial divisors of q − 1. Then let
K = {d1, d2} ⊕ {d1} ⊕ {d1} ⊕ {d2} ⊕ {d2}.
Clearly, by original T -reduction we have K = D = W = T , while by improved T -reduction we
have
D̂ = Ŵ = {1,1} ⊕ {d1} ⊕ {d1} ⊕ {d2} ⊕ {d2}.
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