The conventional Gaussian multiple-input multipleoutput (MIMO) broadcast channel (BC)-multiple-access channel (MAC) duality has previously been applied to solve non-convex BC capacity com putation problems. However, this conventional duality approach is applicable only to the case in which the base station (BS) of the BC is subject to a single sum-power constraint. An alternative approach is the minimax duality, established by Yu in the framework of Lagrange duality, which can be applied to solve the per-antenna power constraint case. This paper first extends the conventional BC-MAC duality to the general linear transmit covariance constraint (LTCC) case, and thereby establishes a general BC-MAC duality. This new duality is then applied to solve the BC capacity com putation problem with multiple LTCCs. Moreover, the relationship between this new general BC-MAC duality and the minimax duality is also presented, and it is shown that the general BC-MAC duality has a simpler form. Numerical results are provided to illustrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
In the past decade, a great deal of research has been focused on the characterization of optimal transmission schemes for the Gaussian multiple-input multiple-output (MIMO) broadcast channel (BC) [1], [2] , [3] , [4] , [5] , [6] . Due to the coupled structure of the transmitted signals, the optimization problems associated with the BC are usually non-convex. The key technique used to overcome this difficulty is to transform the BC problem into a convex multiple-access channel (MAC) problem via a so-called BC-MAC duality relationship. Up to now, two types of BC-MAC duality have been proposed as follows:
1) Conventional BC-MAC Duality ([l), [2}, [7}, [8}):
Under a single sum-power constraint, the capacity region (or signal-to-interference-plus-noise-ratio (SINR) region) of a BC is identical to that of a dual MAC under the same sum-power constraint. The channel matrix associated with the dual MAC is the conjugate transposed channel matrix of the BC, and the noise covariance matrices of both channels are identity matrices [1], [9] .
2) Minimax Duality ([lO), [5}, [ll}):
Under multiple linear transmit covariance constraints This research was supported in part by the U.S. National Science Foundation under Grant CNS-06-25637.
(LTCCs), any boundary point of a BC capacity region (or SINR region) can be obtained via solving a minimax problem of the dual MAC. The channel matrix of the dual MAC is the conjugate transposed channel matrix of the BC, and the noise covariance matrix of the dual MAC is an unknown variable of the minimax optimization problem [10] .
The conventional BC-MAC duality can be applied to solve the sum-power minimization problem for a BC with SINR constraints, the BC SINR balancing problem, and the BC capacity computation problem. However, the conventional BC-MAC duality is applicable only to the case in which the base station (B S) of the BC is subj ect to a single sum -power constraint. The minimax duality was proposed by Yu [10] , where the conventional BC-MAC duality and the minimax duality are unified in the framework of Lagrange duality. Furthermore, Yu and Lan [5] extended the minimax duality to solve the capacity region computation problem and beamforming problem for the BC with per-antenna power constraints. However, since the dual MAC problem has a minimax form, and the noise covariance matrix of the dual MAC is unknown, high-efficiency algorithms, such as the iterative water-filling algorithm [12] , cannot be applied.
The purpose of this paper is to prove a general BC-MAC duality via the BC-MAC SINR transformation, and unify the BC-MAC duality and the minimax duality in the framework of the reciprocity relationship between the BC and the MAC. By introducing several auxiliary variables and applying the general BC-MAC duality, the primal BC problem with multiple LTCCs is transformed into its dual MAC problem with a single sum-power constraint, which can be efficiently solved.
The remainder of this paper is organized as follows. The system model is described in Section II. Section III presents the general BC-MAC duality. The capacity region computation problem of the BC with multiple LTCCs is studied in Section IV. Numerical results are provided in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We consider a MIMO BC system shown in Fig. I(a) , where the BS intends to send independent information streams to K 978-1-4244-4313-0/09/$25.00 ©2009 IEEE problem (2) is a non-convex optimization problem due to the non-convex SINR constraints. Although it has been shown in [5] and [13] that the SINR constraint in the multipleinput single-output (MISO) BC case can be transformed into a second order cone programming (SOCP) form, the approach is not applicable to the MIMO BC case with additional receive beamforming vector variables. Hence, problem (2) is still an open problem, and cannot be solved via existing methods in the literature. However, we can establish an auxiliary MAC called the dual MAC, and formulate a dual MAC problem that shares the same solution as its primal problem (2) .
Definition 1: For the dual MIMO MAC of the MIMO BC given in (1), which is shown in the Fig. 1(b) , the channel matrix from the ith user to the BS is H f, and the noise covariance matrix at the BS is A.
The corresponding dual MAC optimization problem is expressed as follows: 
remote users. The BS has N, transmit antennas and each user has N; receive antennas. The signal received by the ith user is modeled as
where x E ceNt x 1 denotes the transmit signal at the BS, HiE ceNrXNt denotes the channel matrix from the BS to the ith user, Yi E ce N r x 1 denotes the receive signal at the ith user, and z ; E ceNr x 1 is the noise vector. The elements in z ; are modeled as independent circular symmetric complex Gaussian (CSCG) random variables each with mean zero and variance 0";, denoted by eN(0, 0";I). The transmit signal covariance matrix of the BS is defined as Q :== IE(xx H ) . In this paper, we assume that the channel knowledge is perfectly known at both the BS and the users, i.e., Hi is perfectly known at the transmitter and the receivers.
III. GENERAL BC-MAC DUALITY
In this section, we establish the general BC-MAC duality under a single LTCC. We start with the SINR balancing problem expressed as follows: max a Q?O,a subject to SINRi,j 2:: ari,j, V i, j tr( QA) < P where SINRi,j and ri,j denote the achieved SINR and the target SINR for the jth data substream of the ith user receiver, respectively, A E ceNt x n, is a constant matrix, and P is a constant. Note that a dirty paper coding (DPC) scheme is applied for problem (2) . The MIMO BC SINR balancing where Q~m) denotes the transmit signal covariance matrix of the ith user, SINR~;) denotes the SINR of the jth data substream of the ith user, and the superscript '(m )' indicates that the corresponding variables are for the dual MAC. In this dual MAC, the minimum mean square error (MMSE) based successive interference cancelation (SIC) scheme is applied at the receiver, which means that the data streams of the dual MAC are decoded in a sequential manner.
The relationship between the primal problem (2) and the dual MAC problem (3) is summarized in the following proposition. (Please refer to [14] for the proof.)
Proposition 1: The optimal solutions of the primal problem (2) and the dual MAC problem (3) are the same.
If we assume that the optimal solution for both problems (2) and (3) is o", then it means that the SINR tuple {SINRi,j == a*ri,j, V i, j} is achievable for the primal BC and the dual MAC with corresponding constraints, respectively. Therefore, under the general LTCC tr( QA) < P, the primal BC can achieve the same SINR region as the dual MAC, which is subject to a weighted sum-power constraint. From an information theoretic perspective, MMSE-SIC and DPC schemes are capacity achieving schemes. Thus, we have the following corollary. (Please refer to [14] for the proof.)
Corollary 1: The capacity region of the primal BC under the constraint tr( QA ) ::; P, is equal to the capacity region of its dual MAC with a single weighted sum-power constraint
E~l O";tr( Q~m)) < P.
Remark 1: By setting A in (2) to be an identity matrix, and assuming that 0"; == 1 for all users, the general LTCC reduces to the sum-power constraint, and the noise covariance at the BS of the dual MAC reduces to be an identity matrix. This is (7) (9)
where the noise covariance at the BS of the dual MAC is AlAI + A2A2. Problem (9) is a convex optimization problem that can be solved via a standard interior point algorithm. With the optimal solution of problem (9), the optimal solution for problem (8) can be obtained accordingly. We next consider the minimization problem
Since the function g(AI, A2) is not necessarily differentiable, we can solve problem (10) via a subgradient-based algorithm such as the ellipsoid algorithm [16] .
subject to Altr(QA I) + A2tr(QA2) < AIP I + A2P2
where Al and A2 can be viewed as auxiliary variables. The relationship between problem (7) and problem (8) can be summarized as follows (Please refer to [14] for the proof.):
Proposition 3: The optimal solution of problem (7) is equal to that of the problem min A1 ,A2 g(AI, A2).
According to the general BC-MAC duality discussed in Section III, problem (8) is equivalent to the following dual MAC problem:
where A is the Lagrange multiplier associated with the LTCC, and \II i is the Lagrange multiplier associated with the constraint Qi 2:: O. In general, the KK T conditions are only necessary for a solution to be optimal for a non-convex problem. However, for problem (4), it is shown in the following proposition that the KKT conditions are also sufficient for optimality. (Please refer to [14] for the proof.) Proposition 2: The KKT conditions given in (6) are sufficient for a solution to be optimal for problem (4).
B. Multiple-LTCC Case
We now consider the WSRmax problem with multiple LTCCs expressed as where Ai E CNtXNt, and Pi is a constant, i == 1,2. For the convenience of description, we discuss only the case with two LTCCs, while our method can be easily extended to the case with arbitrary number of LTCCs.
Since problem (7) has multiple LTCCs, the general BC-MAC duality developed in Section III cannot be applied directly. Thus, we can transform problem (7) into the following problem with a single constraint: , the optimal solution for problem (4) can be obtained via a MAC-BC transmit covariance matrix transformation algorithm [14] .
In the following, we present an important property of problem (4), which will be used in the case of multiple LTCCs addressed in the next subsection. We first list the Karush-Kuhn-Tucker (KKT) conditions of problem (4) Remark 2: The proof of the duality is based on the special BC-MAC reciprocity relationship, instead of the Lagrange duality used in [5] and [10] . Unlike the MISO BC case, the SINR constraints in (2) are not convex, and so the strong duality does not hold for problem (2) . Therefore, Proposition 1 cannot be proved through the use of Lagrange duality. From this perspective, the reciprocity relationship is more fundamental than the Lagrange duality for the BC-MAC duality.
IV. CAPACITY COMPUTATION
In the preceding section, the duality between the MIMO BC and the dual MAC with a single LTCC was presented. In this section, by exploiting this duality, we will compute the capacity region of the MIMO BC. Without loss of generality, we assume in the sequel that 0"; == 1 for all the users.
A. Single-LTCC Case
Any boundary rate tuple of the Gaussian MIMO BC capacity region can be obtained by solving the weighted sum rate maximization (WSRmax) problem with some given user rate weights. Therefore, the capacity computation problem for MIMO BC with a single LTCC is formulated as
In summary, problem (7) is solved through a two-step iterative algorithm. At each iteration, by exploiting the general BC-MAC duality, the optimal solution to achieve g(AI' A2) for some given (AI, A2) is first searched, while (AI, A2) is then updated towards their optimal solution to minimize g(AI' A2). The convexity of the function g(AI' A2) guarantees that the global optimal solution is achieved.
Remark 3: The Lagrange function of problem (7) can be written as K LWiri -JLI(tr(QA I) -PI) -JL2(tr(QA 2) -P 2) (11) i=l then the minimization part of problem (13) does not achieve the optimal solution. The second observation can be proved through the KKT conditions. If we assume that Q; and Q* are the optimal transmit covariance matrix and the noise covariance matrix of problem (13) , respectively, then it is easy to verify that~t Q; and~t Q* satisfy the KKT conditions of problem (13) after replacing the constraints, and the optimal value of problem (13) does not change.
Based on these two observations, we can combine the two constraints in (13) into one constraint E~l tr( Q~mac)) < tr( Q~), and thus problem (13) is equivalent to the following problem:
where the noise covariance matrix of the dual MAC is AlAI + A2A2. In the per-antenna power constraint scenario, problem (15) becomes
On the other hand, by choosing A to be a diagonal matrix with all its diagonal elements being zero except the jth diagonal element being 1, the constraint tr( QA) < P can be viewed as the power constraint for the jth antenna of the BS. Therefore, by applying our results in Section IV-B, we can formulate a similar minimax optimization problem of the dual MAC. Combining (8), (9) , and (10), we have where S == diag(AI,··· ,ANt). Problem (16) is identical to problem (14) if S == Q and Q~m) == Q~mac). Therefore, problem (13) and problem (16) are equivalent.
Although the general BC-MAC duality in Section III and the minimax duality in [5] have different formulation, the ways by which they handle the multiple LTCCs are essentially equivalent. The method discussed in Section IV-B divides the problem solving into two steps: the dual MAC problem solving, and the multiple constraint handling; while the minimax duality combines these two steps. In fact, only the dual MAC problem solving step exploits the special BC-MAC reciprocity relationship, and the multiple constraint handling step is not specific to the BC problem, i.e., it can be applied to solve any optimization problems with multiple constraints. x.,A2 Q~rn)~o i=l K subject to Ltr(Q~m)) < AIP I + A2P2 i=l while the Lagrange function of problem (8) can be written as K L wiri-A(Altr(QAI)+A2tr(QA2)-AIPI-A2P2). (12) i=l By observing (11) and (12) , we can say that the two Lagrange functions are identical if we choose JLI == AAI and JL2 == AA2. Thus, the auxiliary variables Al and A2 can be viewed as the Lagrange dual variables.
C. Relationship to Minimax Duality
The capacity region computation problem with a set of perantenna power constraints considered in [5] is a special case of problem (7). By applying the minimax duality in [5] , the dual MAC problem can be written as Since the noise covariance is also an unknown variable, the existing highefficiency algorithm for this MAC problem cannot be applied. Instead, a new interior point method based algorithm, namely the infeasible-start Newton method, was developed in [5] to solve (13) . The two constraints in (13) have some redundancy, and can be further simplified via the following two observations.
1) The noise covariance constraint tr( Q~) ::; tr(~) holds with equality when the optimal solution is achieved. 2) Given any positive a, if we replace the constraint in (13) with E~l tr( Q~mac)) < atr(~) and tr( Q~) < atr(~), the optimal value of problem (13) <, I I " " , ". , .
'. \ \ Compared with the minimax problem formulation in (13) , the problem formulation in (16) is simpler. The infeasible-start Newton 's method in [5] is also applicable to solve problem (16) . Moreover, since problem (16) has fewer constraints than that in problem (13) , the computational complexity of the corresponding algorithm is also reduced.
In this paper, we have established a general Gaussian BC-MAC duality, where the BC is subject to a single LTCC and the MAC is subject to a weighted sum-power constraint. This general BC-MAC duality can be applied to the capacity computation problem with multiple LTCCs. The relationship between the newly proposed method and the existing minimaxduality-based method has been discussed. It has been shown that, compared to the minimax duality, the proposed method has a simpler solution form. The newly established duality also generalizes the conventional Gaussian BC-MAC duality with a single sum-power constraint.
In this section, we present a numerical example to illustrate the effectiveness of the proposed algorithm. For simplicity, we consider a MIMO BC with K = 2, N; = 2, N; = 2 for the capacity computation problem . The noise covariance matrix at each user is assumed to be an identity matrix. We compute the capacity regions of the MIMO BC with the sum-power constraint, the per-antenna power constraint, and the sum-power plus per-antenna power constraints, separately. The sum-power constraint is taken to be 10, and the perantenna power constraint is taken to be 5. For the sumpower plus per-antenna power constraint case, the sum-power constraint is 8, and the per-antenna power constraint is 5.
The channel matrices are chosen to be HI = [O~2 O~6] and H 2 = [~:~~] . For the case with the sum-power constraint, the algorithm is similar to that in [6] . For the case with a per-antenna power constraint the subgradient-based iterative algorithm developed in Section IV is applied . For the sum-power plus per-antenna power constraints case, two different algorithms are adopted. The first one is the optimal subgradient-based iterative algorithm while the second one is a heuristic algorithm that is based on the results obtained in the case with the sum-power constraint. With the sumpower constraint solution, the transmit covariance matrix is normalized such that each antenna 's power satisfies the perantenna power constraint. The capacity regions obtained by these algorithms are shown in Fig. 2 . Since the heuristic algorithm obtains the suboptimal solution, the fourth line is just an achievable rate region of the MIMO BC with sumpower plus per-antenna power constraints . Moreover, since the per-antenna power constraint is stricter than the sum-power constraint, the capacity region of the former case is larger than that of the latter case.
VI. CONCLUSION

V. NUMERICAL RESULTS
