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Abstract
Given n samples of a regular discrete distribution π, we prove in this article first
a serial of SLLNs results (of Dvoretzky and Erdo¨s’ type) which implies a typical
power law when π is heavy-tailed. Constructing a (random) graph from the ordered
n samples, we can establish other laws for the degree-distribution of the graph. The
phenomena of small world is also discussed.
1 Introduction
Let ξ := {ξn : n ≥ 1} be a symbol sequence (with certain distribution law π) and let Rn
be the number of distinct elements among the first n elements of the process ξ; Let’s call
{Rn : n ≥ 1} the range-renewal process of ξ. We would like to investigate the growth
rate of Rn (and other related quantities such as Rn, k to be defined later) in n. Of course,
for non-triviality, we should assume that the process ξ is in fact infinitely (but discretely)
valued. Our main concern in this article is the independent and identically distributed
case, meaning that ξ := {ξn : n ≥ 1} is i.i.d.. Therefore the model can be interpreted as
the following: Suppose that a spider selects and moves to a vertex according to a given
probability law π at each step, independent of its previous choice; the trace it left behind
forms a random graph (or network). In this setting, we prove first the strong law of large
numbers (of Dvoretzky and Erdo¨s’ type) lim
n→+∞
Rn/ERn = 1; then under some mild and
natural assumptions on the common distribution π, we prove a sequence of SLLNs for
other related quantities which implies a power law and other laws. As we know, there are
thousands of works (see e.g. [5, 1, 4, 2] and references therein and thereafter) concerning
power laws and other related things of all kinds of random graph models; A significant
part of our current work was influenced and inspired by them.
∗Corresponding author. E-mail: jiansheng.xie@gmail.com
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Let’s explain how we come to study such a problem and also to find the approach
which we would present later.
In the autumn of 2010 the second author reported the classic result of Dvoretzky and
Erdo¨s [10] in a seminar at Fudan University and was fascinated by their neat and beautiful
result
lim
n→+∞
Rn
ERn
= 1 (1)
for simple symmetric random walks (abbr. SSRW) on Zd with d ≥ 2 of course; here Rn
denotes the number of cites visited by the random walk in the first n steps. Let’s call Rn
the range-renewnal at time n. Erdo¨s and Taylor had further discussions about SSRW
on Zd [11], which closely relates to the work [10].
We then try to find out the more recent results concerning Rn for maybe more general
processes. Chosid-Isaac and Athreya [7] [8] [3] obtained the limit
lim
n→+∞
Rn
n
(2)
being zero for irreducible positively recurrent Markov chain or null recurrent Markov chain
under a suitable integrable condition. Derriennic [9] extended Dvoretzky-Erdo¨s’ result to
random walk (based on stationary distributions) on discrete groups. He showed that the
limit in (2) always exists almost surely. Furthermore if the random walk on the group is
recurrent, the limit is zero; otherwise the limit is just the escape rate as Dvoretzky-Erdo¨s’
result says for SSRW on Zd with d ≥ 3. The central limit theorem for Rn (for SSRW on
Z
d) can be found in Jain and Pruitt [18] [21] (d ≥ 3) and Le Gall [23] (d = 2). Law of
the iterated logarithm for Rn (for SSRW on Z
d) are discussed by Bass and Kumagai [6]
(d = 3) and Jain and Pruitt [19] (d ≥ 4). More discussions on null recurrent or transient
Markov chains can be found in [13] [14] [15] [16] [25] [26] [27] and references therein.
As it is already seen, there are fruitful results concerning Rn for null recurrent or tran-
sient Markov chains. By contrast, in general there are relatively few results concerning Rn
for positive recurrent Markov chains (or more general, stationary processes) with infinite
denumerable states. All we now know in general is that Rn ↑ ∞ and (see e.g. [7])
lim
n→+∞
Rn
n
= 0. (3)
But what would be the accurate order of Rn tending to +∞? This is an interesting and
important problem. This problem has not been investigated even for i.i.d sequence (the
simplest Markov chain model and the basic assumption in statistics and sampling) ever
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since the publication of Dvoretzky and Erdo¨s’ result for random walk [10] in 1950. This
is our original motivation of this research.
And the research of the above problem leads us to the current simple and interesting
criteria (which could be traced implicitly back to Dvoretzky and Erdo¨s [10]): Let Sn :=
n∑
k=1
ηk be a sum of non-negative random variables. Suppose ESn → +∞ and sup{Eηn :
n ≥ 1} < +∞. Assume furthermore that we have the following estimation
Var (Sn) ≤ C · (ESn)
2−δ (4)
for some positive C, δ and all n, or even more weakly
Var (Sn) ≤ C · (ESn)
2/(logESn)
1+δ, (5)
then we can derive the following strong law of large numbers (abbr. SLLN)
lim
n→∞
Sn
ESn
= 1. (6)
Making use of the above approach, we give an almost complete answer to the question
proposed for i.i.d. models in the proceeding paragraph. We note here that, one year later
after finishing the proof of our main results for i.i.d. models in 2011, the second author
(along with J. Wu) discovered a similar structure in continued fractions [28]. The criteria
just mentioned plays a crucial role in their proof as well as in this paper; It also indicates
the significance of our current research.
The paper is organized in the following way. Section 2 devotes to the presentation of
the main settings, assumptions, main results and related discussions, where small world
phenomena is discussed. In Section 3 we present some necessary estimations for our model.
Section 4 is devoted to the proof of the main Theorems 3, 4 and 5.
2 Main Settings, Assumptions, Main Results and Related
Discussions
2.1 Main Settings and Assumptions
Let {ξn : n ≥ 1} be a sequence of i.i.d. random variables with common distribution π
which, for non-triviality and simplicity, is assumed to be supported on the natural numbers
set N. We denote by Rn the number of distinct values of ξk, k = 1, · · · , n, i.e.
Rn := #{ξk : 1 ≤ k ≤ n}. (7)
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More importantly, given the random sequence ξ1, · · · , ξn, we can obtain a finite directed
random graph Gn := (Vn, En), where Vn is the set of vertices ξ1, · · · , ξn and En is the set of
directed edges ξi → ξi+1 (with starting vertex ξi and ending vertex ξi+1) for i = 1, · · · , n−1;
the induced undirected graph would be denoted by Ĝn := (Vn, Ên) where Ên is the induced
edges set. Clearly, Rn is just the size of Vn, i.e., Rn = #(Vn). We call {Rn : n ≥ 1} the
range-renewal process with respect to the original process {ξn : n ≥ 0}.
For latter use, put
Nn(x) :=
n∑
k=1
1{ξk=x}, (8)
which is the number of visiting times (visiting intensity) at vertex x of the random sequence
up to time n. Then put for each ℓ ≥ 1
Rn, ℓ :=
∑
x
1{Nn(x)=ℓ}, Rn, ℓ+ :=
∑
x
1{Nn(x)≥ℓ}; (9)
Thus Rn, ℓ (resp. Rn, ℓ+) is the number of distinct states which have been visited at exactly
(resp. at least) ℓ times in the first n steps. Obviously
Rn = Rn, 1+ =
n∑
ℓ=1
Rn, ℓ, Rn, ℓ+ =
n∑
k=ℓ
Rn, k.
We will call the above numbers Rn, ℓ, Rn, ℓ+ (and other related numbers) visiting inten-
sity statistics.
Define for any x, y
dn(x, y) :=
n−1∑
i=1
1{ξi=x, ξi+1=y}. (10)
This is the visiting intensity of the edge x→ y in the graph Gn. Define also
Dn(x) :=
∑
y
1{dn(x,y)≥1}. (11)
This is the out-degree of vertex x in graph Gn. We then define for any 1 ≤ k ≤ ℓ
R˜n, k, ℓ :=
∑
x
1{Nn−1(x)=ℓ, Dn(x)=k}, R˜n, k :=
∑
x
1{Dn(x)=k}. (12)
Clearly R˜n, k, ℓ is the number of vertices which have out-degree= k in graph Gn but visiting
intensity= ℓ in graph Gn−1; R˜n, k is the number of vertices with out-degree= k in graph
Gn.
In order to investigate the undirected graphs Ĝn, define similarly
d̂n(x, y) :=
n−1∑
i=1
1{ξi=x, ξi+1=y or ξi=y, ξi+1=x}.
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This is the visiting intensity of the undirected edge xy in the graph Ĝn. Define also
D̂n(x) :=
∑
y
1
{d̂n(x,y)≥1}
. (13)
This is the degree of vertex x in graph Ĝn. Put for any interval ∆ ⊂ R
+
Nx(∆) :=
∑
k∈∆
1{ξk=x}.
We then define for any 1 ≤ k ≤ 2ℓ
R̂n, k, ℓ :=
∑
x
1
{Nx([2,n−1])=ℓ, D̂n(x)=k}
, R̂n, k :=
∑
x
1
{D̂n(x)=k}
. (14)
Clearly R̂n, k, ℓ is the number of vertices which have degree= k in graph Ĝn but visiting
intensity= ℓ in graph Ĝ[2,n−1], the graph induced by the sequence ξ2, · · · , ξn−1; R̂n, k is
the number of vertices with out-degree= k in graph Ĝn. We will call the above numbers
R˜n, k, ℓ, R˜n, k (resp. R̂n, k, ℓ, R̂n, k) (and other related quantities) out-degree statistics
(resp. degree statistics).
For simplicity of the following discussion, we will assume that
(C0) the distribution π satisfies π1 ≥ π2 ≥ · · · and πn > πn+1 > 0 for all large enough n.
We will denote
ϕ(x) = 1/πx (15)
(where x ∈ N). Moreover, we would assume that the function ϕ(x) (see eq. (15))
is in fact continuously defined for all x ∈ [1,∞) so that ϕ(x) is strictly increasing
in x for large enough x; this means that the inverse function ϕ−1(x) exists for large
enough x.
Furthermore we would require that the inverse function ϕ−1(x) satisfies the first (if
γ ∈ (0, 1)) or the first and second (if γ = 0) or the first and third (if γ = 1) assumptions
listed below (with suitable dominations in the related limits):
(C1) For some γ ∈ [0, 1], we have
lim
n→∞
ϕ−1(nλ)
ϕ−1(n)
= λγ , ∀λ ∈ (0,∞); (16)
(C1′) For γ = 0, the function ϕ0(x) := ϕ
−1(ex) is C1-smooth such that its derivative ϕ′0(x)
satisfies: for any fixed b ∈ R
lim
x→+∞
ϕ′0(x+ b)
ϕ′0(x)
= 1. (17)
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(C1′′) For γ = 1, there exist an increasing function ψ : [0,∞) → R+ and a continuous
L1-function g : [0,∞)→ R+ (its L1-norm will be denoted by ‖g‖1) such that
ψ(n) ↑ ∞ and lim
n→∞
ϕ−1(n · eλψ(log n))
ϕ−1(n) · eλψ(log n)
= g(λ), ∀λ > 0. (18)
The assumptions (C1′) and (C1′′) are proposed to give a further treatment for the
critical cases of γ = 0 and γ = 1 respectively. In general, for all assumptions, we would
require reasonable dominations on the limits so that Lebesgue’s Dominated Conver-
gence Theorem can be applied in our discussion; but for simplicity of the presentation,
these requirements are not stated explicitly in the above assumptions.
Definition 2.1 A distribution π on N is called non-critical, if it satisfies assumption
(C1) with 0 < γ < 1 and suitable domination in the related limit (16). It is called sub-
critical, if it satisfies assumptions (C1)+(C1′) with γ = 0 and suitable dominations
in the related limits (16) and (17). It is called sup-critical, if it satisfies assumptions
(C1)+(C1′′) with γ = 1 and suitable dominations in the related limits (16) and (18).
Sometimes we would write the index γ = γ(π) to indicate its dependence on π.
Definition 2.2 A distribution π on N is called regular, if π is either non-critical, or
sub-critical, or sup-critical.
Remark 1 Eq. (16) is just the definition of regularly varying function of index γ, which
is originally introduced by Karamata [22]. See, e.g., [17, pp. 321–324] or [12, pp. 241–
250] for the definition and related properties. Eq. (17) is also related to regularly varying
functions.
Remark 2 It’s easy to see that:
(1) if πx =
C
xα · (1 + o(1)) with 1 < α <∞, C > 0, then it satisfies (C1) with γ = 1/α ∈
(0, 1);
(2) if πx = C · e
−a·x · (1 + o(1)) with C, a > 0, then it satisfies (C1) with γ = 0 and
(C1′) with ϕ0(x) = x
a · (1 + o(1))/C;
(3) if πx =
C
x·(log x)β
· (1 + o(1)) with β > 1 and C > 0, then it satisfies (C1) with γ = 1
and (C1′′) with ψ(x) = x and g(λ) = 1
(1+λ)β
.
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2.2 Main results
Our main tool in this article is the following lemma.
Lemma 1 Let Sn :=
n∑
k=1
ηk be a sum of non-negative random variables {ηn : n ≥ 1}.
Suppose ESn → +∞ and M := sup{Eηn : n ≥ 1} < +∞. Furthermore we have the
following estimation
Var (Sn) ≤ C · (ESn)
2−δ (19)
for some positive C, δ and all n; or even more weakly
Var (Sn) ≤ C · (ESn)
2/(logESn)
1+δ, (20)
then lim
n→∞
Sn
ESn
= 1 almost surely.
Since the proof of the above lemma is in fact contained implicitly in [10] (with slight
mordifications) and is indeed an easy application of Borel-Cantelli lemma by noting that
the integer part of ESn/M can run over all positive integers as n running over all positive
integers, it is left to the readers as an exercise.
Our first main result is the following.
Theorem 2 For i.i.d. model with common distribution π supported on a countably infinite
atoms, we always have lim
n→∞
Rn
ERn
= 1 almost surely along with the following formulae
ERn =
∑
x
[1− (1− πx)
n] =: E(n), (21)
Var (Rn) ≤ ERn. (22)
For regular distribution π, we have the following results.
Theorem 3 Assume π to be non-critical (with 0 < γ = γ(π) < 1).
(1) For any ℓ ≥ 1
lim
n→∞
Rn, ℓ
Rn
= rℓ(γ) :=
γ · Γ(ℓ− γ)
ℓ! · Γ(1− γ)
=
γ ·
∏ℓ−1
j=1(j − γ)
ℓ!
(23)
holds true almost surely. It’s clear that
rℓ(γ) =
γ
Γ(1− γ)
· ℓ−(1+γ) · [1 +O(
1
ℓ
)] (24)
as ℓ→∞, which is a power law. (23) is also equivalent to
lim
n→∞
Rn, ℓ
Rn, ℓ+
=
γ
ℓ
, (25)
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meaning that the proportion of the relatively “new” vertices at level ℓ is approximately
γ/ℓ; this is a kind of average escape rate (at level ℓ); In the case of SSRW on Zd
with d ≥ 3, the limit in (25) is always γd, the usual escape rate, see e.g. [24, p. 220].
Furthermore,
lim
n→∞
Rn, ℓ
ERn, ℓ
= 1, (26)
ERn = Γ(1− γ) · ϕ
−1(n) · [1 + o(1)], (27)
ERn, ℓ =
γ · Γ(ℓ− γ)
ℓ!
· ϕ−1(n) · [1 + o(1)]. (28)
(2) Moreover, for each 1 ≤ k ≤ ℓ
lim
n→∞
R˜n, k, ℓ
Rn, ℓ
= Sk, ℓ(π) :=
∑
#{x1,··· ,xℓ}=k
ℓ∏
j=1
πxj , (29)
lim
n→∞
R˜n, k
Rn
= fk(π) :=
∞∑
ℓ=k
rℓ(γ) · Sk, ℓ(π), (30)
also hold true almost surely. And
lim
n→∞
R˜n, k, ℓ
ER˜n, k, ℓ
= 1, lim
n→∞
R˜n, k
ER˜n, k
= 1, (31)
ER˜n, k, ℓ = Sk, ℓ(π) ·
γ · Γ(ℓ− γ)
ℓ!
· ϕ−1(n) · [1 + o(1)], (32)
ER˜n, k = fk(π) · Γ(1− γ) · ϕ
−1(n) · [1 + o(1)]. (33)
(3) Similarly, for each 1 ≤ k ≤ 2ℓ
lim
n→∞
R̂n, k, ℓ
Rn, ℓ
= Sk, 2ℓ(π), (34)
lim
n→∞
R̂n, k
Rn
= f̂k(π) :=
∞∑
ℓ=⌊(k+1)/2⌋
rℓ(γ) · Sk, 2ℓ(π). (35)
Theorem 4 Assume π to be sup-critical (with γ = γ(π) = 1).
(1) We have almost surely
lim
n→∞
Rn, 1
Rn
= 1, lim
n→∞
Rn, ℓ
Rn
= 0, ℓ ≥ 2, (36)
lim
n→∞
Rn, ℓ
Rn,2+
=
1
ℓ · (ℓ− 1)
, ℓ ≥ 2; (37)
The last limited ratio is still a power law; Equivalently
lim
n→∞
Rn, ℓ
Rn,ℓ+
=
1
ℓ
, ℓ ≥ 1. (38)
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Furthermore,
lim
n→∞
Rn, ℓ
ERn, ℓ
= 1, (39)
ERn = ‖g‖1 · ϕ
−1(n) · ψ(log n) · [1 + o(1)], (40)
ERn,1 = ‖g‖1 · ϕ
−1(n) · ψ(log n) · [1 + o(1)], (41)
ERn, ℓ =
ϕ−1(n)
ℓ · (ℓ− 1)
· [1 + o(1)], ℓ ≥ 2, (42)
ERn, ℓ+ =
ϕ−1(n)
ℓ− 1
· [1 + o(1)], ℓ ≥ 2. (43)
(2) Moreover, R˜n, 1, 1 = Rn−1, 1 and
lim
n→∞
R˜n, 1
Rn
= lim
n→∞
R˜n, 1, 1
Rn
= 1, (44)
lim
n→∞
R˜n, k
Rn
= 0, k ≥ 2 (45)
almost surely. Also a re-scaling yields for each 1 ≤ k ≤ ℓ
lim
n→∞
R˜n, k, ℓ
Rn, ℓ
= Sk, ℓ(π) =
∑
#{x1,··· ,xℓ}=k
ℓ∏
j=1
πxj (46)
lim
n→∞
R˜n, k
Rn, 2+
= fk(π) :=
∞∑
ℓ=k
Sk, ℓ(π)
ℓ · (ℓ− 1)
, k ≥ 2 (47)
lim
n→∞
R˜n, 1,ℓ
Rn, 2+
=
S1, ℓ(π)
ℓ · (ℓ− 1)
, ℓ ≥ 2 (48)
almost surely. And
lim
n→∞
R˜n, k, ℓ
ER˜n, k, ℓ
= 1, lim
n→∞
R˜n, k
ER˜n, k
= 1 (49)
almost surely. Moreover, for any 1 ≤ k ≤ ℓ with ℓ ≥ 2
ER˜n, k, ℓ =
Sk, ℓ(π)
ℓ · (ℓ− 1)
· ϕ−1(n) · [1 + o(1)], (50)
ER˜n, k = fk(π) · Γ(1− γ) · ϕ
−1(n) · [1 + o(1)], k ≥ 2. (51)
(3) Similarly, for each 1 ≤ k ≤ ℓ
lim
n→∞
R̂n, 1
Rn
= 1, lim
n→∞
R̂n, k
Rn
= 0, k ≥ 2 (52)
lim
n→∞
R̂n, k, ℓ
Rn, ℓ
= Sk, 2ℓ(π) (53)
lim
n→∞
R̂n, k
Rn, 2+
= f̂k(π) :=
∞∑
ℓ=⌊(k+1)/2⌋
Sk,2ℓ(π)
ℓ · (ℓ− 1)
, k ≥ 2 (54)
lim
n→∞
R̂n, 1,ℓ
Rn, 2+
=
S1, 2ℓ(π)
ℓ · (ℓ− 1)
, ℓ ≥ 2. (55)
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Theorem 5 Assume π to be sub-critical (with γ = γ(π) = 0).
(1) We have lim
n→∞
Rn, ℓ
Rn
= 0, ℓ ≥ 1 almost surely. Furthermore,
ERn = ϕ
−1(n) · [1 + o(1)], (56)
ERn, ℓ =
ϕ′0(n)
ℓ
· [1 + o(1)], ℓ ≥ 1, (57)
ERn, ℓ+ = ϕ
−1(n) · [1 + o(1)], ℓ ≥ 2. (58)
(2) Moreover, for each k ≥ 1 lim
n→∞
R˜n, k
Rn
= 0 almost surely. And for each 1 ≤ k ≤ ℓ
ER˜n, k, ℓ =
Sk, ℓ(π)
ℓ
· ϕ′0(n) · [1 + o(1)], (59)
ER˜n, k = f˜k(π) · ϕ
′
0(n) · [1 + o(1)], (60)
ER˜n, k+ = ϕ
−1(n) · [1 + o(1)], (61)
where f˜k(π) :=
∞∑
ℓ=k
Sk, ℓ(π)
ℓ
.
(3) Similarly, for each k ≥ 1 lim
n→∞
R̂n, k
Rn
= 0.
When π is not regular, we have the counter-examples.
Theorem 6 For any 0 ≤ γ1 < γ2 ≤ 1, there exists some distribution π which does not
satisfy the assumption (C1), such that there exists an increasing sequence {nj}
∞
j=1 ⊂ N
with
lim
j→∞
Rn2j−1 ,1
Rn2j−1
= γ1, lim
j→∞
Rn2j ,1
Rn2j
= γ2 (62)
almost surely.
For the convenience of the reader, we present a proof of the above theorem based on our
theorem 3 right now; the proofs for theorems 3–5 would be given in the successive sections.
Proof of Theorem 6. For simplicity, here we only construct a counter-example for 0 <
γ1 < γ2 < 1; the other cases can be treated similarly.
For any distribution π on N, we would denote by Pπ the probability measure for the
i.i.d. sequence of {ξn : n ≥ 1} with common distribution π. For simplicity, we will write
Vn := {ξi : i = 1, · · · , n}.
First we put α1 := 1/γ1, α2 := 1/γ2 and define a distribution π
(1) on N by
π(1)x :=
1
Z1 · xα1
, x ∈ N,
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where Z1 :=
∑
x
1
xα1 is the normalizing constant. In view of Theorem 3, P1 := Pπ(1)-almost
surely we clearly have lim
n→∞
Rn,1
Rn
= γ1. Thus there exist large enough n1,m1 ≥ 1 such that
P1
(
|
Rn1 ,1
Rn1
− γ1| ≤
γ1
2
, Vn1 ⊂ [1,m1)
)
≥ 1−
1
2
and
∑
x≥m1
π(1)x ≤
1
2
. Then we adjust π(1) into a new distribution π(2) on N so that
π(2)x :=


π
(1)
x , 1 ≤ x < m1
1
Z2·xα2
, x ≥ m1
In view of Theorem 3, P2 := Pπ(2)-almost surely we have limn→∞
Rn,1
Rn
= γ2. Thus there exist
large enough n2 > n1,m2 > m1 such that
P2
(
|
Rn2 ,1
Rn2
− γ2| ≤
γ2
2 · 2
, Vn2 ⊂ [1,m2)
)
≥ 1−
1
22
and
∑
x≥m2
π(2)x ≤
1
2 · 2
. Inductively, suppose we have already constructed a distribution
π(2k) with index γ(π(2k)) = γ2, we are in a position to construct a new distribution π
(2k+1)
with index γ(π(2k+1)) = γ1. Clearly, in view of Theorem 3, P2k := Pπ(2k)-almost surely we
have lim
n→∞
Rn,1
Rn
= γ2. Thus there exist large enough n2k > n2k−1,m2k > m2k−1 such that,
if we write
Ak = {|
Rn2k−1,1
Rn2k−1
− γ1| ≤
γ1
2 · (2k − 1)
, Vn2k−1 ⊂ [1,m2k−1)},
Bk = {|
Rn2k ,1
Rn2k
− γ2| ≤
γ2
2 · (2k)
, Vn2k ⊂ [1,m2k)},
then P2k
(
Bk
)
≥ 1−
1
22k
and
∑
x≥m2k
π(2k)x ≤
1
2 · (2k)
. Then we adjust π(2k) into π(2k+1) as
the following:
π(2k+1)x :=


π
(2k)
x , 1 ≤ x < m2k
1
Z2k+1·x
α1 , x ≥ m2k
Also we can adjust π(2k+1) into π(2k+2) in the same spirit. And finally we obtain a distri-
bution π∗ on N: π∗x := limn→∞
π(n)x .
It is easy to see that for each k ≥ 1 π∗x = π
(k)
x , ∀x < mk. Put P∗ := Pπ∗ . It is clear
that for each k ≥ 1
P∗
(
Ak
)
= P2k−1
(
Ak
)
≥ 1−
1
22k−1
,
P∗
(
Bk
)
= P2k
(
Bk
)
≥ 1−
1
22k
.
Therefore we clearly have (62) P∗-almost surely. ✷
11
2.3 Discussion: Small World Phenomena
Now let’s consider the diameter Ln of the induced undirected graph Ĝn. Clearly, Ln =
sup
xy∈E(Ĝn)
L(x, y; Ĝn), where L(x, y; Ĝn) denotes the smallest length of a path between ver-
tices x and y in Ĝn. Conditioned on ξ1 = x0 for some fixed x0, denote by T1 > 1, T2, · · ·
the successive times that the process {ξn : n ≥ 1} visits the state x0; put τk := Tk − Tk−1
with T0 := 1. It is obvious that Ln ≤ max{τk : 1 ≤ k ≤ Nn(x0) + 1}.
Noting that {τk}
∞
k=1 is an i.i.d. sequence with common distribution P(τ1 = m) =
πx0(1− πx0)
m−1,m = 1, 2, · · · , we have for τ̂n := max{τk : 1 ≤ k ≤ n}
P(τ̂n ≤ ℓ) = [1− (1− πx0)
ℓ]n
and
Eτ̂n =
− log n
log(1− πx0)
+O(log log n),Var (τ̂n) ≤ O((log n) log log n),
which implies lim
n→+∞
τ̂n
log n
=
−1
log(1− πx0)
almost surely in view of Lemma 1. Furthermore,
we would have
lim
n→+∞
max
1≤k≤Nn(x0)+1
τk
log n
=
−1
log(1− πx0)
since Nn(x0)/n→ πx0 as n→ +∞. Therefore we always have
lim
n→+∞
Ln
log n
≤ C := inf
x
[
−1
log(1− πx)
] =
−1
log(1− sup
x
πx)
< +∞
for any distribution π. Noting that, when π is non-critical or sup-critical, the size of the
graph Ĝn is Rn with logRn = O(log n). Therefore, in these two case, we always have
lim
n→+∞
Ln
logRn
≤ C ′ < +∞
for some constant C ′ which is a small world phenomena.
The accurate order of Ln of the graph Ĝn seems to be much lower than logRn. We
guess still a rough bound (logRn)
γ (where γ = γ(π)) such that
lim
n→+∞
Ln
(logRn)γ
< +∞ almost surely
for non-critical distribution π; but the calculation would be rather hard. The accurate
order of Ln is surely an interesting (and even harder) open problem.
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3 Preliminary Estimates
3.1 Expectation Estimates for Visiting Intensity Statistics
Let’s first start the estimate of E(n) = ERn as a heat-up.
Lemma 7 The function
E(z) :=
∑
x
[1− (1− πx)
z] (63)
is analytic on the complex plane with Re (z) > 0 (i.e., complex numbers with positive real
parts). Furthermore, its k-th derivative can be written as
E(k)(z) :=
dk
dzk
E(z) = −
∑
x
(1− πx)
z · [log(1− πx)]
k,
which is still analytic on the complex plane with Re (z) > 0.
(i) For non-critical distribution π (with 0 < γ < 1),
E(n) = Γ(1− γ) · ϕ−1(n) ·
[
1 + o(1)
]
, (64)
E(k)(n) =
(−1)k−1 · γΓ(k − γ)
nk
· ϕ−1(n) ·
[
1 + o(1)
]
, k ≥ 1; (65)
(ii) For sub-critical distribution π (with γ = 0),
E(n) = ϕ−1(n) ·
[
1 + o(1)
]
, (66)
E(k)(n) =
(−1)k−1 · Γ(k)
nk
· ϕ′0(n) ·
[
1 + o(1)
]
, k ≥ 1; (67)
(iii) For sup-critical distribution π (with γ = 1),
E(n) = ‖g‖1 · ϕ
−1(n) · ψ(log n) ·
[
1 + o(1)
]
, (68)
E(1)(n) =
‖g‖1
n
· ϕ−1(n) · ψ(n) ·
[
1 + o(1)
]
, (69)
E(k)(n) =
(−1)k−1 · (k − 2)!
nk
· ϕ−1(n) ·
[
1 + o(1)
]
, k ≥ 2. (70)
Proof. Since Rn =
∑
x
1{Nn(x)≥1}, we clearly have
ERn =
∑
x
P(Nn(x) ≥ 1) =
∑
x
[1− (1− πx)
n].
That’s why we study the function E(z) defined by (63).
We only give a proof for (i); the other cases can be proved similarly. By our assumption,
ϕ(x) is strictly increasing in x (at least for large enough x). Thus the discrete sum
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∑
x[1 − (1 − πx)
n] can be approximated by the integral
∫∞
1 [1 − (1 −
1
ϕ(x))
n]dx with the
error term bounded by 1. By our assumptions on π, it is not hard to prove eq. (64). Eq.
(64) can be proved similarly. ✷
Corollary 8 For the sup-critical case (with γ = 1), we know that the functions ϕ and ψ
in (C1′′) should satisfy
lim
n→∞
logϕ−1(n)
log n
= 1, lim
n→∞
logψ(log n)
log n
= 0. (71)
Since we want to study Rn, ℓ for all ℓ ≥ 1, we calculate out that
Eℓ(n) := ERn, ℓ =
∑
x
Cℓn · π
ℓ
x · (1− πx)
n−ℓ, (72)
where Cℓn =
n!
ℓ!·(n−ℓ)! . So let’s write
Sℓ(n) :=
∑
x
πℓx · (1− πx)
n−ℓ. (73)
Also we put
Eℓ+(n) := ERn, ℓ+ =
n∑
j=ℓ
Ej(n).
In the same spirit we have the following lemma.
Lemma 9 For fixed integer ℓ ≥ 1, the function
Sℓ(z) :=
∑
x
πℓx · (1− πx)
z−ℓ
is analytic on the right-half complex plane. Furthermore, its k-th derivative can be written
as
S
(k)
ℓ (z) :=
dk
dzk
Sℓ(z) =
∑
x
πℓx(1− πx)
z−ℓ · [log(1− πx)]
k,
which is still analytic on the right-half complex plane.
(i) For non-critical distribution π (with 0 < γ < 1),
Sℓ(n) =
γΓ(ℓ− γ)
nℓ
· ϕ−1(n) ·
[
1 + o(1)
]
, ℓ ≥ 1,
S
(k)
ℓ (n) =
(−1)k · γΓ(k + ℓ− γ)
nk+ℓ
· ϕ−1(n) ·
[
1 + o(1)
]
, k, ℓ ≥ 1
and
Eℓ(n) =
γΓ(ℓ− γ)
ℓ!
· ϕ−1(n) ·
[
1 + o(1)
]
, ℓ ≥ 1,
Eℓ+(n) =
Γ(ℓ− γ)
(ℓ− 1)!
· ϕ−1(n) ·
[
1 + o(1)
]
, ℓ ≥ 2;
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(ii) For sub-critical distribution π (with γ = 0),
Sℓ(n) =
(ℓ− 1)!
nℓ
· ϕ′0(log n) ·
[
1 + o(1)
]
, ℓ ≥ 1,
S
(k)
ℓ (n) =
(−1)k · (k + ℓ− 1)!
nk+ℓ
· ϕ′0(log n) ·
[
1 + o(1)
]
, k, ℓ ≥ 1
and
Eℓ(n) =
ϕ′0(log n)
ℓ
·
[
1 + o(1)
]
, ℓ ≥ 1,
Eℓ+(n) = ϕ
−1(n) ·
[
1 + o(1)
]
, ℓ ≥ 2;
(iii) For sup-critical distribution π (with γ = 1),
S1(n) =
‖g‖1
n
· ϕ−1(n) · ψ(log n) ·
[
1 + o(1)
]
,
Sℓ(n) =
(ℓ− 2)!
nℓ
· ϕ−1(n) ·
(
1 + o(1)
)
, ℓ ≥ 2,
S
(k)
ℓ (n) =
(−1)k · (k + ℓ− 2)!
nk+ℓ
· ϕ−1(n) ·
[
1 + o(1)
]
, k, ℓ ≥ 1
and
E1(n) = ‖g‖1 · ϕ
−1(n) · ψ(log n) ·
[
1 + o(1)
]
,
Eℓ(n) =
ϕ−1(n)
ℓ · (ℓ− 1)
·
[
1 + o(1)
]
, ℓ ≥ 2,
Eℓ+(n) =
ϕ−1(n)
ℓ− 1
·
(
1 + o(1)
)
, ℓ ≥ 2.
Let d ≥ 1 be a fixed integer. Notice that, as n→∞,
Sℓ(n − d) = Sℓ(n) · [1 + o(1)], Sℓ(n)− Sℓ(n − d) = S
(1)
ℓ (n∗) · d
for some n∗ ∈ (n − d, n), where S
(1)
ℓ (z) denotes the derivative of Sℓ(z) at z. Hence
S
(1)
ℓ (n∗) = [1 + o(1)] · S
(1)
ℓ (n). The above lemma tells us moreover that,
S
(1)
ℓ (n) = Sℓ(n) · O(
1
n
)
in non-critical case or sub-critical case with ℓ ≥ 1 or sup-critical case with ℓ ≥ 2. For
sup-critical case with ℓ = 1, we have
S
(1)
1 (n) = S1(n) ·O(
1
n · ψ(log n)
) = S1(n) · O(
1
n
).
This implies the following
Lemma 10 For regular distribution π, as n→ +∞ we have
Sℓ(n− d) = Sℓ(n) · [1 +O(
1
n
)], Sℓ+1(n) = Sℓ(n) · O(
1
n
)
for all fixed ℓ, d ≥ 1.
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3.2 Variation Estimation for Visiting Intensity Statistics
First we will estimate Var (Rn). Since Rn =
∑
x
1{Nn(x)≥1} and ERn =
∑
x
[1− (1− πx)
n],
we have
E[(Rn)
2 −Rn] = E[
∑
x 6=y
1{Nn(x)≥1,Nn(y)≥1}] =
∑
x 6=y
P(Nn(x) ≥ 1, Nn(y) ≥ 1)
=
∑
x 6=y
[1− (1− πx)
n − (1− πy)
n − (1− πx − πy)
n]
≤
∑
x 6=y
[1− (1− πx)
n][1− (1− πy)
n] ≤ [ERn]
2.
This implies the following lemma.
Lemma 11 For any distribution π, we always have Var (Rn) ≤ ERn.
Now we estimate Var (Rn, k). Analogously we have
E[R2n, ℓ −Rn, ℓ] =
∑
x 6=y
P(Nn(x) = ℓ,Nn(y) = ℓ)
=
∑
x 6=y
n!
(ℓ!)2(n− 2ℓ)!
· πℓxπ
ℓ
y(1− πx − πy)
n−2ℓ
≤
∑
x 6=y
n!
(ℓ!)2(n− 2ℓ)!
· πℓxπ
ℓ
y(1− πx − πy + πxπy)
n−2ℓ
=
n!
(k!)2(n− 2ℓ)!
· [Sℓ(n− ℓ)
2 − S2ℓ(2n − 2ℓ)] ≤ [1 +O(
1
n
)] · [
nℓ · Sℓ(n)
ℓ!
]2.
Noting that ERn, ℓ = C
ℓ
n · Sℓ(n) =
nℓ·Sℓ(n)
ℓ! · [1 +O(
1
n)], we have
Var (Rn, ℓ) = E[R
2
n, ℓ]− [ERn, ℓ]
2
≤ ERn, ℓ + [1 +O(
1
n
)] · [
nℓ · Sℓ(n)
ℓ!
]2 − [1 +O(
1
n
)] · [
nℓ · Sℓ(n)
ℓ!
]2
= ERn, ℓ +O(
nℓ · Sℓ(n)
n
) ·
nℓ · Sℓ(n)
ℓ!
= [1 +O(
ERn, ℓ
n
)] · ERn, ℓ.
Notice that Rn, ℓ ≤ Rn and O(
ERn
n ) = o(1) as n→∞, we always have
Var (Rn, ℓ) ≤ [1 + o(1)] · ERn, ℓ,
But we still cannot derive an SLLN for Rn, ℓ directly, since Rn, ℓ is not monotonic in n in
general.
We restate the above result as the following:
Lemma 12 For regular distribution π, we always have
Var (Rn, ℓ) ≤ [1 + o(1)] · ERn, ℓ
as n→∞ for fixed ℓ ≥ 1.
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3.3 Expectation Estimation for Out-degree Statistics
We first estimate ER˜n, k, ℓ for fixed ℓ ≥ k ≥ 1. For ℓ = 1, we have k = 1 and R˜n, 1, 1 =
Rn−1, 1. We already have such estimation in the above subsections. Thus we only need to
consider the case ℓ ≥ k ≥ 1 with ℓ ≥ 2.
We introduce the following definition.
Definition 3.1 Given a vertex x. A finite sequence of vertices z1, · · · , zp of length p ≥ 2
is called an x-block (of length p), if z1 = · · · = zp−1 = x and zp 6= x.
For any x scoring in Rn−1, ℓ, let Nn(x) be the ℓ successive right neighbors of x in the
graph Gn; we write them as x˜ = (x1, · · · , xℓ); sometimes we also regard this ordered tuple
as a set: x˜ = {xi : i = 1, · · · , ℓ}. And we can partition these neighbors into the set where
x 6∈ x˜ and the set where x ∈ x˜. We write
I
(1)
n, k, ℓ(x) :=
∑
#(x˜)=k, x 6∈x˜
P(Nn−1(x) = ℓ,Nn(x) = x˜),
I
(2)
n, k, ℓ(x) :=
∑
#(x˜)=k, x∈x˜
P(Nn−1(x) = ℓ,Nn(x) = x˜).
Then P(Nn−1(x) = ℓ,Dn(x) = k) = I
(1)
n, k, ℓ(x) + I
(2)
n, k, ℓ(x).
For the probability I
(1)
n, k, ℓ(x), suppose the detailed structure of the string ξ1, · · · , ξn is
as the following: the first x appears at step a1 + 1 for some a1 ≥ 0; after this x it follows
directly some vertex x1 6= x which gives a first contribution in the out-degree of x. After
the occurrence of the edge x→ x1, it follows a2 ≥ 0 non-x vertices and then an x and an
edge x→ x2 for some x2 6= x and so on. Thus we get a sequence of non-negative integers
a1, · · · , aℓ+1 and a sequence of vertices x1, · · · , xℓ. And the structure of ξ1, · · · , ξn is as
the first type listed below (where ∗ denotes a non-x vertex)
∗ · · · ∗, edge x→ x1, · · · , edge x→ xℓ, ∗ · · · ∗, ξn (74)
for aℓ+1 ≥ 1 (and without restriction on ξn) or as the second type listed below
∗ · · · ∗, edge x→ x1, · · · , ∗ · · · ∗, edge x→ xℓ (75)
for aℓ+1 = 0 (meaning ξn = xℓ). For the first type, we clearly have
a1 + · · ·+ aℓ+1 = n− 2ℓ (76)
with ai ≥ 0 and aℓ+1 ≥ 1; the number of such integer solutions (a1, · · · , aℓ+1) for equation
(76) is Cℓn−ℓ−1. Also, the probability of the first type for given such integer solution
(a1, · · · , aℓ+1) and x˜ is π
ℓ
x · (1− πx)
n−2ℓ−1 ·
∏ℓ
j=1 xj.
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For the second type, we have
a1 + · · ·+ aℓ = n− 2ℓ (77)
with ai ≥ 0; the number of such integer solutions (a1, · · · , aℓ) for equation (77) is C
ℓ−1
n−ℓ−1.
Also, the probability of the second type for given such integer solution (a1, · · · , aℓ) and x˜
is πℓx · (1− πx)
n−2ℓ ·
∏ℓ
j=1 xj. Let’s put
S
(x)
k, ℓ :=
∑
x∈x˜,#(x˜)=k
ℓ∏
j=1
πxj . (78)
Then I
(1)
n, k, ℓ(x) can be formulated as
[
Cℓn−ℓ−1 · π
ℓ
x · (1− πx)
n−2ℓ−1 + Cℓ−1n−ℓ−1 · π
ℓ
x · (1− πx)
n−2ℓ
]
·
∑
x 6∈x˜,#(x˜)=k
ℓ∏
j=1
πxj
=
[
Cℓn−ℓ−1 · π
ℓ
x · (1− πx)
n−2ℓ−1 + Cℓ−1n−ℓ−1 · π
ℓ
x · (1− πx)
n−2ℓ
]
· (Sk, ℓ(π)− S
(x)
k, ℓ).
Note that S
(x)
k, ℓ =
ℓ−1∑
r=k−1
Crℓ · π
ℓ−r
x ·
∑
x 6∈z˜,#(z˜)=k−1
r∏
j=1
πxj is just
S
(x)
k, ℓ =
ℓ−1∑
r=k−1
Crℓ · π
ℓ−r
x · [Sk−1,r(π)− S
(x)
k−1,r] ≤
ℓ−1∑
r=k−1
Crℓ · π
ℓ−r
x · Sk−1,r(π).
Thus if we put ∆
(1)
n, k, ℓ :=
∑
x
I
(1)
n, k, ℓ(x) − Sk, ℓ(π) · C
ℓ
n−ℓ−1 · Sℓ(n − ℓ− 1), then by Lemma
10, |∆
(1)
n, k, ℓ| is bounded by
Sk, ℓ(π) · C
ℓ−1
n−ℓ−1 · Sℓ(n − ℓ) +
ℓ−k+1∑
r=1
Sk−1, ℓ−r(π) · C
r
ℓ · C
ℓ
n−ℓ−1 · Sℓ+r(n− ℓ+ r − 1)
≤ Sk, ℓ(π) ·O(n
ℓ−1) · Sℓ(n) · [1 +O(
1
n
)] +
ℓ−k+1∑
r=1
Sk−1, ℓ−r(π) · C
r
ℓ · O(n
ℓ) ·O(
Sℓ(n)
nr
),
which implies |∆
(1)
n, k, ℓ| = O(n
ℓ−1 · Sℓ(n)).
Similarly, in order to calculate I
(2)
n, k, ℓ(x), consider the structure of the vertex sequence
ξ1, · · · , ξn, which may be as the following
∗ · · · ∗, x · · · x, ∗ · · · ∗, · · · , x · · · x, ∗ · · · ∗ .
AssumeNn(x) = x˜ = (x1, · · · , xℓ) where there are elements xi = x; deleting those elements
xi = x from x˜ we obtain z˜ = (z1, · · · , zp) for some p ≥ k−1 and hence there are p x-blocks
in ξ1, · · · , ξn which begin with x and end with a unique non-x vertex. And the detailed
structure of ξ1, · · · , ξn is as the following: after a1 ≥ 0 many non-x vertices, the first
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x-block appears which contains first b1 ≥ 1 many x and then a unique non-x vertex. After
this first x-block, it follows a2 ≥ 0 many non-x vertices and then the second x-blocks and
so on. Clearly a1+ · · ·+ap+ap+1 = n−p−ℓ and b1+ · · ·+bp = ℓ or b1+ · · ·+bp = ℓ+1; the
last case b1+ · · ·+bp = ℓ+1 corresponds to ξn = x, ap+1 = 0, bp ≥ 2 and z˜ = (z1, · · · , zp−1)
(requiring p− 1 ≥ k − 1 = #(z˜)). So
I
(2)
n, k, ℓ(x) =
∑
#(x˜)=k
x∈x˜
P(Nn−1(x) = ℓ,Nn(x) = x˜)
=
ℓ−1∑
p=k−1
∑
#(z˜)=k−1
zi 6=x
∑
b1+···+bp=ℓ
bi≥1
∑
a1+···+ap+1=n−p−ℓ
ai≥0
πℓx(
p∏
j=1
πzj )(1− πx)
a1+···+ap+(ap+1−1)+
+
ℓ−1∑
p=k
∑
#(z˜)=k−1
zi 6=x
∑
b1+···+bp=ℓ+1
bi≥1, bp≥2
∑
a1+···+ap=n−p−ℓ
ai≥0
πℓ+1x (
p−1∏
j=1
πzj )(1− πx)
a1+···+ap
=
ℓ−1∑
p=k−1
Cp−1ℓ−1 · C
p
n−ℓ−1 · (1− πx)
n−p−ℓ−1 · πℓx · [Sk−1, p(π)− S
(x)
k−1, p]
+
ℓ−1∑
p=k−1
Cp−1ℓ−1 · C
p−1
n−ℓ−1 · (1− πx)
n−p−ℓ · πℓx · [Sk−1, p(π)− S
(x)
k−1, p]
+
ℓ−1∑
p=k
Cp−1ℓ−1 · C
p−1
n−ℓ−1 · (1− πx)
n−p−ℓ · πℓ+1x · [Sk−1, p(π)− S
(x)
k−1, p].
Therefore
∑
x I
(2)
n, k, ℓ(x) is bounded by
C ·


ℓ−1∑
p=k−1
[np · Sℓ(n− p− 1) + n
p−1 · Sℓ(n− p)] +
ℓ−1∑
p=k
np−1 · Sℓ+1(n − p+ 1)


with some constant C. Now one can prove
∑
x
I
(2)
n, k, ℓ(x) = O(·n
ℓ−1 · Sℓ(n)) by noting our
Lemma 10. Therefore we have the following
Lemma 13 For regular distribution π, we always have
ER˜n, k, ℓ = Sk, ℓ(π) ·
nℓ · Sℓ(n)
ℓ!
· [1 +O(
1
n
)] (79)
as n→∞ for 1 ≤ k ≤ ℓ and ℓ ≥ 2 fixed.
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3.4 Variation Estimation for Out-degree Statistics
Now we study the variation of R˜n, k, ℓ for fixed 1 ≤ k ≤ ℓ and large enough n. As before,
we have
E(R˜2n, k, ℓ − R˜n, k, ℓ) =
∑
(x, y):x 6=y
P
(
Nn−1(x) = ℓ,Dn(x) = k,Nn−1(y) = ℓ,Dn(y) = k
)
=:
∑
(x, y):x 6=y
Jn, k, ℓ(x, y).
We introduce the following definition.
Definition 3.2 Given two distinct vertices x 6= y. A finite sequence of vertices z1, · · · , zp
of length p ≥ 2 is called an (x, y)-block (of length p), if z1, · · · , zp−1 ∈ {x, y} and zp 6∈
{x, y}.
We now calculate the probability Jn, k, ℓ(x, y) for fixed 1 ≤ k ≤ ℓ and distinct vertices
x 6= y. In the calculations below, we will denote by
x˜ = (x1, · · · , xℓ) = Nn(x), y˜ = (y1, · · · , yℓ) = Nn(y)
the right neighbors of x and y respectively in the graph Gn with the restriction
#{x1, · · · , xℓ} = #{y1, · · · , yℓ} = k. (80)
Clearly, such neighbors x˜ and y˜ can be partitioned into two sets: the first set is such that
both x˜ and y˜ have no elements being x or y; the second set is such that there is some
element either of x˜ or of y˜ being x or y. Corresponding to such a partition, we write
J
(1)
n, k, ℓ(x, y) :=
∑
each xi, yi 6∈{x, y}
P
(
Nn−1(x) = ℓ,Nn(x) = x˜, Nn−1(y) = ℓ,Nn(y) = y˜
)
J
(2)
n, k, ℓ(x, y) :=
∑
∃i, xi or yi∈{x, y}
P
(
Nn−1(x) = ℓ,Nn(x) = x˜, Nn−1(y) = ℓ,Nn(y) = y˜
)
,
where the restriction (80) is omitted in the summations for simplicity of presentation.
Then Jn, k, ℓ(x, y)) = J
(1)
n, k, ℓ(x, y) + J
(2)
n, k, ℓ(x, y).
We calculate J
(1)
n, k, ℓ(x, y) first. Put S
(x,y)
k, ℓ :=
∑
x˜:∃xi∈{x, y}
ℓ∏
j=1
xj. Considering a typical
realization of the random sequence ξ1, · · · , ξn satisfying the obvious restriction in the
calculation of J
(1)
n, k, ℓ(x, y), where both x and y show up exactly ℓ-times in the first n− 1
steps, leaving their neighbors x˜, y˜. Since the neighbors x˜, y˜ have no elements being x or
y, the random sequence ξ1, · · · , ξn have exactly ℓ x-blocks and ℓ y-blocks. Noting that
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the relative disposition of these ℓ x-blocks (respectively, y-blocks) is uniquely determined
by x˜ (respectively, y˜), there are Cℓ2ℓ kinds of relative dispositions of these ℓ x-blocks and
ℓ y-blocks. When the relative disposition of of these ℓ x-blocks and ℓ y-blocks is fixed,
we say that we have 2ℓ (x, y)-blocks in the random sequence. And the detailed structure
of the random sequence is of the following two type: (1) after a1 ≥ 0 many non-(x, y)
vertices, the first (x, y)-block appears, and then follows a2 ≥ 0 many non-(x, y) vertices
and so on; and after the last (x, y)-block, it follows a2ℓ+1 ≥ 1 many non-(x, y) vertices;
i.e., the structure is as the following (where ∗ denotes non-(x, y) vertex)
∗ · · · ∗, (x, y) − block, ∗ · · · ∗, · · · , (x, y) − block, ∗ · · · ∗ (81)
(2) the detailed structure is almost the same as the first type (1) with the only modification
that a2ℓ+1 = 0, i.e., the structure is as the following (where ∗ denotes non-(x, y) vertex)
∗ · · · ∗, (x, y) − block, ∗ · · · ∗, · · · , (x, y) − block (82)
It is clear that there are C2ℓn−2ℓ−1 solutions to the equation
a1 + · · ·+ a2ℓ+1 = n− 4ℓ
with ai ≥ 0 and a2ℓ+1 ≥ 1. Also, the probability of the random sequence being the first
type structure is πℓx · π
ℓ
y · (1− πx − πy)
n−4ℓ−1 ·
∏ℓ
j=1 πxj ·
∏ℓ
j=1 πyj .
Similarly, there are C2ℓ−1n−2ℓ−1 solutions to the equation
a1 + · · ·+ a2ℓ = n− 4ℓ
with ai ≥ 0. And the probability of the random sequence being the second type structure
is πℓx · π
ℓ
y · (1− πx − πy)
n−4ℓ ·
∏ℓ
j=1 πxj ·
∏ℓ
j=1 πyj .
Summing up, we have
J
(1)
n, k, ℓ(x, y) = C
ℓ
2ℓ ·
[
C2ℓn−2ℓ−1 · π
ℓ
x · π
ℓ
y · (1− πx − πy)
n−4ℓ−1
+C2ℓ−1n−2ℓ−1 · π
ℓ
x · π
ℓ
y · (1− πx − πy)
n−4ℓ
]
·
∑
xi,yj 6∈{x,y}
ℓ∏
j=1
πxj ·
ℓ∏
j=1
πyj
which is
J
(1)
n, k, ℓ(x, y) = C
ℓ
2ℓ · C
2ℓ
n−2ℓ · (1− πx − πy)
n−4ℓ−1 · (πxπy)
ℓ · [Sk,ℓ(π)− S
(x,y)
k, ℓ ]
2
+ Cℓ2ℓ · C
2ℓ−1
n−2ℓ−1 · (1− πx − πy)
n−4ℓ · (πxπy)
ℓ · [Sk,ℓ(π)− S
(x,y)
k, ℓ ]
2
≤ Cℓ2ℓ · C
2ℓ
n−2ℓ · [(1 − πx)
n−4ℓ−1 · (πx)
ℓ] · [(1− πy)
n−4ℓ−1 · (πy)
ℓ] · [Sk,ℓ(π)]
2
+ Cℓ2ℓ · C
2ℓ−1
n−2ℓ−1 · [(1 − πx)
n−4ℓ · (πx)
ℓ] · [(1− πy)
n−4ℓ · (πy)
ℓ] · [Sk,ℓ(π)]
2.
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Hence J
(1)
n, k, ℓ :=
∑
(x,y):x 6=y
J
(1)
n, k, ℓ(x, y) is bounded by
J
(1)
n, k, ℓ ≤ [Sk,ℓ(π)]
2 · Cℓ2ℓ ·
[
C2ℓ−1n−2ℓ−1 · Sℓ(n− 3ℓ)
2 + C2ℓn−2ℓ · Sℓ(n − 3ℓ− 1)
2
]
.
For ℓ ≥ 2, we have J
(1)
n, k, ℓ ≤ [Sk,ℓ(π)]
2 ·
[nℓ · Sℓ(n)
ℓ!
]2
·
[
1 +O(
1
n
)
]
.
Similarly, in calculating P
(
Nn−1(x) = ℓ,Nn(x) = x˜, Nn−1(y) = ℓ,Nn(y) = y˜
)
with the
condition ∃i, xi or yi ∈ {x, y}, first consider the situations k = 1 and k = 2.
If k = 1, then the detailed structure of ξ1, · · · , ξn can be one of the following forms
(where ∗ denotes a non-(x, y) vertex):
∗ · · · ∗, y − block, ∗ · · · ∗, y − block, ∗ · · · ∗, x · · · x (83)
∗ · · · ∗, x− block, ∗ · · · ∗, x− block, ∗ · · · ∗, y · · · y (84)
∗ · · · ∗, (x, y) − block, ∗ · · · ∗, (x, y) − block, ∗ · · · ∗, x, y (85)
∗ · · · ∗, (x, y) − block, ∗ · · · ∗, (x, y) − block, ∗ · · · ∗, y, x. (86)
And according to the above formulations, we have
J
(2)
n, 1, ℓ(x, y) = C
ℓ
n−2ℓ−1 · π
ℓ+1
x · π
ℓ
y · (1− πx − πy)
n−3ℓ−1 · [S1,ℓ(π)− S
(x,y)
1,ℓ ]
+ Cℓn−2ℓ−1 · π
ℓ
x · π
ℓ+1
y · (1− πx − πy)
n−3ℓ−1 · [S1,ℓ(π)− S
(x,y)
1,ℓ ]
+ C1ℓ · C
ℓ
n−2ℓ−1 · π
ℓ
x · π
ℓ+1
y · (1− πx − πy)
n−3ℓ−1 · [S1,ℓ(π)− S
(x,y)
1,ℓ ]
+ C1ℓ · C
ℓ
n−2ℓ−1 · π
ℓ+1
x · π
ℓ
y · (1− πx − πy)
n−3ℓ−1 · [S1,ℓ(π)− S
(x,y)
1,ℓ ]
which implies J
(2)
n, 1, ℓ :=
∑
x 6=y
J
(2)
n, 1, ℓ(x, y) is bounded by
J
(2)
n, 1, ℓ ≤ 2 · S1,ℓ(π) · (ℓ+ 1) · C
ℓ
n−2ℓ−1 · Sℓ+1(n− 2ℓ) · Sℓ(n− 2ℓ− 1)
= O(nℓ−1 · Sℓ(n)
2) = O(
1
nℓ+1
) · [ER˜n, 1, ℓ]
2 = o(
1
nℓ
) · ER˜n, 1, ℓ
since we have proved ER˜n, 1, ℓ = S1, ℓ(π)·
nℓ · Sℓ(n)
ℓ!
·[1+O(
1
n
)] by our Lemma 13; Therefore
Var (R˜n, 1, ℓ) ≤ [1 + o(1)] · ER˜n,1, ℓ as n→∞ for fixed ℓ ≥ 2.
For k = 2, J
(2)
n, 2, ℓ(x, y) (x 6= y) can be calculated in the following way. There are 4
patterns for the edges with starting vertex x (restricted to Dn(x) = 2), where ∗ denotes
some non-(x, y)-vertex: (1) x → ∗, x → ∗; (2) x → x, x → ∗; (3) x → y, x → ∗; (4)
x → x, x → y; A similar result holds for the vertex y. Thus there are 4 × 4 − 1 = 15
patterns for the edges with starting vertices x, y (restricted to the conditions Dn(x) =
2,Dn(y) = 2 and that there exists some right neighbor of x or y being exactly x or y).
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For each of these 15 patterns, there are in general p ≤ 2 · ℓ− 1 (x, y)-blocks in the random
sequence ξ1, · · · , ξn, which results into a factor C
p
n−2ℓ−1 = O(n
p) ≤ O(n2·ℓ−1) along with
the related probability bounded by πℓx · π
ℓ
y · (1 − πx − πy)
n−4ℓ, therefore J
(2)
n, 2, ℓ(x, y) ≤
O(n2·ℓ−1) · πℓx · π
ℓ
y · (1− πx − πy)
n−4ℓ and hence
J
(2)
n, 2, ℓ :=
∑
x 6=y
J
(2)
n, 2, ℓ(x, y) ≤
∑
x 6=y
O(n2·ℓ−1) · πℓx · π
ℓ
y · (1− πx − πy)
n−4ℓ
≤
∑
x 6=y
O(n2·ℓ−1) · πℓx · π
ℓ
y · (1− πx)
n−4ℓ · (1− πy)
n−4ℓ
≤ O(n2·ℓ−1 · Sℓ(n − 3ℓ)
2) = o(1) · ER˜n, 2, ℓ.
Thus Var (R˜n, 2, ℓ) ≤ [1 + o(1)] · ER˜n, 2, ℓ as n→∞ for fixed ℓ ≥ 2.
For k ≥ 3, we first partition the case into two cases: (A) xℓ, yℓ 6∈ {x, y}; (B) either
xℓ ∈ {x, y} or yℓ ∈ {x, y} (this means ξn ∈ {x, y}). For the case (A), in the realization of
the random sequence ξ1, · · · , ξn, suppose there are p many (x, y)-blocks; clearly p ≤ 2ℓ−1.
For the case (B), in the realization of the random sequence ξ1, · · · , ξn, suppose there are p
many (x, y)-blocks; clearly p ≤ 2ℓ− 1. Similar to the calculation of J
(2)
n, 2, ℓ, we would have
J
(2)
n, k, ℓ(x, y) ≤ O(n
2ℓ−1) · πℓx · π
ℓ
y · (1− πx − πy)
n−4ℓ.
Hence J
(2)
n, k, ℓ :=
∑
(x,y):x 6=y
J
(2)
n, k, ℓ(x, y) ≤ [n
ℓ · Sℓ(n)]
2 ·O(
1
n
) = o(1) · ER˜n, k, ℓ.
Summing up the above results, we have
Lemma 14 For regular distribution π, we always have
Var (R˜n, k, ℓ) ≤
[
1 + o(1)
]
· ER˜n, k, ℓ
as n→∞ for fixed 1 ≤ k ≤ ℓ.
4 Proofs for the Main Theorems 2–5
Now we shall derive the detailed range-renewal structure for i.i.d. sequences. For simplicity
of presentation, the proof for the results of the induced undirected graph Ĝn is omitted
here since it is rather similar to the directed graph case. The main idea of these proofs is
to exploit Lemma 1 to build a sequence of SLLNs for regular distributions.
First, for any distribution π, we always have Var (Rn) ≤ ERn, which implies lim
n→+∞
Rn
ERn
=
1 almost surely in view of Lemma 1.
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Now in view of Cauchy’s inequality and the estimations in Section 3, we have for any
ℓ ≥ 2
Var (Rn, ℓ+) = Var (Rn −
ℓ−1∑
k=1
Rn, k) ≤ ℓ ·
[
Var (Rn) +
ℓ−1∑
k=1
Var (Rn, k)
]
≤ ℓ ·
[
ERn + (1 + o(1)) ·
ℓ−1∑
k=1
ERn, k
]
≤ 2ℓ(1 + o(1)) · ERn,
i.e.,
Var (Rn, k+) ≤ C1 · ERn (87)
for some positive constant C1. The above estimation is the starting point of this part.
Note also that, now Rn, k+ is increasing in n for any fixed k ≥ 2; so it’s possible to obtain
SLLNs for such sequences by our Lemma 1.
4.1 Non-Critical Case: γ = γ(pi) ∈ (0, 1)
For the non-critical case, we have already known that for ℓ ≥ 2
ERn, ℓ+ =
Γ(ℓ− γ)
(ℓ− 1)!
· ϕ−1(n) ·
(
1 + o(1)
)
and ERn = Γ(1− γ) · ϕ
−1(n) ·
(
1 + o(1)
)
. Hence by (87) we obtain
Var (Rn, ℓ+) ≤ C · ERn, ℓ+
for some constant C > 0 (which may depend on ℓ). Now noting
ERn, ℓ
ERn
=
γ ·
ℓ−1∏
j=1
(j − γ)
ℓ!
·
(
1 + o(1)
)
,
we can easily derive lim
n→∞
Rn,ℓ
Rn
= rℓ(γ), ℓ ≥ 1 almost surely.
In order to obtain information for R˜n, k, ℓ with 1 ≤ k ≤ ℓ, we put
R˜n, k+, ℓ+ :=
∑
i≥k or j≥ℓ
R˜n, i, j .
It’s clear that R˜n, k+, ℓ+ is non-decreasing in n for fixed k, ℓ. Also, noting
R˜n, k+, ℓ+ = Rn−1 −
∑
i<k and j<ℓ
R˜n, i, j,
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where the right hand side has only N = N(k, ℓ) <∞ terms, we have
Var (R˜n, k+, ℓ+) ≤ N
2 ·
[
Var (Rn−1) +
∑
i<k and j<ℓ
Var (R˜n, i, j)
]
≤ N2 ·
[
E(Rn−1) +
∑
i<k and j<ℓ
[
1 + o(1)
]
ER˜n, i, j
]
≤ 2 ·N2 ·
[
1 + o(1)
]
· ERn−1
as n → ∞; it is easy to see that ERn−1 and ER˜n, k+, ℓ+ are of the same order. Hence
we have SLLN for R˜n, k+, ℓ+: almost surely lim
n→∞
R˜n, k+, ℓ+
ER˜n, k+, ℓ+
= 1. From this we can easily
obtain Theorem 3 since we have
Rn, ℓ = Rn, ℓ+ −Rn, (ℓ+1)+, (88)
R˜n, k, ℓ =
[
R˜n, k+, (ℓ+1)+ − R˜n, (k+1)+, (ℓ+1)+
]
−
[
R˜n, k+, ℓ+ − R˜n, (k+1)+, ℓ+
]
, (89)
where by convention R˜n, k+, ℓ+ = Rn−1,ℓ+ if k > ℓ and Rn,1+ = Rn.
4.2 Sub-Critical Case: γ(pi) = 0
In the same spirit as above, we can prove the following SLLNs
lim
n→∞
Rn, ℓ+
ERn, ℓ+
= 1 and lim
n→∞
R˜n, k+, ℓ+
ER˜n, k+, ℓ+
= 1.
A careful calculation reveals that
ERn, ℓ+ = [1 + o(1)] · ERn and ER˜n, k+, ℓ+ = [1 + o(1)] · ERn,
which implies lim
n→∞
Rn, ℓ+
Rn
= 1and lim
n→∞
R˜n, k+, ℓ+
Rn
= 1. Hence the results in Theorem 5
hold true.
4.3 Sup-Critical Case: γ(pi) = 1
For this case, we have (71) (see Corollary 8). So it’s clear that
lim
n→∞
logERn
log n
= 1, lim
n→∞
logERn, ℓ+
log n
= 1, ℓ ≥ 2
since ERn = O(ϕ
−1(n) · ψ(log n)),ERn, ℓ+ = O(ϕ
−1(n)) for ℓ ≥ 2 as n → ∞. Therefore
we derive easily that Var (Rn, ℓ+) ≤ C ·
(
ERn, ℓ+
)3/2
for some constant C > 0 (which may
depend on ℓ ≥ 2), which yields an SLLN for Rn, ℓ+ by our Lemma 1. In the same spirit,
we have also an SLLN for R˜n, k+, ℓ+.
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Now a detailed calculation of ERn, ℓ+ and ER˜n, k+, ℓ+ reveals the results in Theorem 4.
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