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1. INTRODUCTION 
The results reported in [l] will be extended to a class of stochastic problems 
with “average” terminal constraints. The terminology will be largely that 
of [I]. We consider systems governed by the n-dimensional vector stochastic 
differential equation 
gw, q =f(X(% 4, u(w, t)) dt + ww, q; (1) 
where u( ., *) is a vector control and z( ., .) is a stochastic process. Equation (1) 
will always be interpreted as an integral. To each u(., .), there corresponds a 
risk 
R(u) = Ec’x(w, T). (2) 
Theorem 1 gives a necessary condition for the u(-, *) which minimizes (2), 
subject to the “average” constraint that 
Ex(w, T) is in a given closed convex set G, (3) 
where T is possibly free, although not random. The necessary condition is, 
again, a stochastic form of the Euler equations or maximum principle of the 
deterministic version of the problem. The function u(*, a) is confined to a 
class of admissible (or realizable) functions, which, loosely speaking, are 
functions of “observed” data concerning the values z(w, t) and X(W, t). 
The results of this paper are a continuation of the efforts in [l]-[3] to 
develop a general and useful calculus and calculus of variations for stochastic 
extremum problems, in analogy to the deterministic theory. The first attempt 
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at a calculus, [2], was made much more precise in [3]. In [l] it was extended 
to the variational problem with constraint (1) and risk (2), and a true sto- 
chastic maximum principle given (in analogy to the deterministic principle 
[4], [5]). We have been particularly interested in necessary conditions for 
stationary points (especially minima) and in the proof and application of 
stochastic Lagrange multiplier techniques. In [3], an interesting stochastic 
extension of an implicit function theorem is given. 
Of course, these papers constitute only a beginning in what is hoped will be 
a useful theory. The motivation comes from ,problems in the theory of the 
control of objects which are affected by stochastic processes in some way. 
Most of the concepts in these papers either arise in control theory or are 
natural generalizations of concepts which do. 
A more general terminal constraint than (3) is that the sample point 
x(w, T(w)) lie in a set G, where T( w is a random time. The results presented ) 
here are intermediate between those in [1] and those (if they exist) for this 
more general problem. The deterministic version of Theorem 1 is the 
general result for the free-time terminally-constrained case in [4] and [S], 
and it is possible to extend many of the arguments in [4] and [S] to our 
stochastc case. The problem with random terminal time T(w) involves several 
entirely new concepts. Our case is not without strong interest however. 
Interesting stochastic analogs of many of the devices used in the deter- 
ministic proof [4], [5] are introduced. Also the average constraint problem has 
considerable practical importance in itself. In some control situations, it is the 
problem of minimizing an averange “cost,” while maintaining the average 
“output” at a fixed value. Such situations arise, for example, when only the 
average output is of direct concern (e.g., when the outputs of numerous 
similar processes are mixed) or in the problem of design of a filter which is to 
minimize some average error, and whose design is subject to average power 
dissipation constraints. 
For another interesting example, let h(x(w, t)) be a sufficiently differentiable 
and close approximation to the indicator function of an x-set D. Define 
and let G be the set of expectations such that 
E.%,l(f4 q >, cr. 
Thus, we seek the u(., *) minimizing (2), and such that the probability that 
X(W, T) is in D is (approximately) at least 01.1 
1 Of course, whether this is possible in any particular case depends on whether h 
is such that the differential equation (4) fits our assumptions. If the zi are processes 
such as Brownian Motions, then second order terms are added to (4). 
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The method of proof is, in large part, a stochastic analog of the deter- 
ministic proof of Rosonoer [5]. Our class of perturbed controls is more 
general, however, even in the specialization of the problem to the deter- 
ministic case. Rosonoer’s conditions are less general than those of Pontriagin 
et al. [4], mainly in that the former specifies a target set which does not 
reduce to a point. The class of allowable control perturbations is also dif- 
ferent. The main difference in the results is that the perturbation method 
in [4] allows a rigorous proof of the fact that the Hamiltonian evaluated 
along the optimal path is zero for the free time problem, while in [5] the 
argument for this result is essentially heuristic. There is a stochastic analog 
of this result, but we do not prove it here. Our proof is based on [5], primarily 
because it is simpler. 
Several applications are discussed in [l] and [6]. The results are sometimes 
informative in qualitative ways, yielding bounds on the number of changes 
of sign of U( ., .), etc. 
Section 2 contains several definitions. The extended maximum principle 
is proved in Section 3 and transversality conditions are derived in Section 4. 
Section 4 contains a discussion of a geometric visualization of the result and 
several aspects of the proof. 
2. NOTATION, DEFINITIONS, AND ASSUMPTIONS 
Notation 
Subscripts i, j, k denote components of vectors; variable subscripts denote 
differentiation; i.e., vim. = &+ci .f$(x, u) is a matrix with elementsfiz,(X, u). 
K and Ki are any finite, positive nonrandom real numbers. For any vector v, 
IIvII==ciIv~l; f or any matrix M with elements mii , j/ MI/ =& I mij I. 
Let [0, T] be the set {t : 0 < t < T}. Let the measure on Y, the Bore1 
field over [0, T], be Lebesgue measure. Let Q be the space of points w and 
Z(t) the minimal u-field over which z(*, T), Q- < t, is measurable. z(., a) is 
assumed measurabe over 2 = Z(T) x Y. The argument w will often be 
deleted for simplicity of notation. 
Admissible Controls 
Although the family of functions u(., *) that are admissible as candidates 
for the optimum is defined in [l], it will be repeated in greater deail here. 
In order to encompass a great variety of physical problems a rather general 
view is necessary. In any particular stochastic control problem, the control 
at time t will always depend on whatever observations on Z(T) and X(T), have 
been made at 7 < t, and are available for use at t. In many instances the values 
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of Z(T) are observed directly or are easily calculable. This is often the case, 
for example, when Z(A) is a step process. Otherwise the values of the observa- 
tions will depend on the control. For example, this is the case when some 
ponent of x(t), which depends on the control itself, is observed. 
There are many reasons why it is still inconvenient to specify the admis- 
sible control directly as, say, some member of a class of measurable or 
continuous functions of the observations. This will not be pursued here; 
nor will we comment on the direction that the future of the stochastic 
variational theory will take, except to say that by the approach to be taken, 
questions concerning the existence of solutions to (1) are easily resolved and 
allow us to continue with the theory-while such questions would remain 
largely unanswered if the control were assumed to be a function of, say, 
an observed X(T). (Some of these questions are also discussed in [9].) 
Now, let the control u(., .) be given. Then the observations that are 
available for purposes of determining the control at t are values of random 
variables which are measurable with respect to some sub c-field of Z(t). 
Denote the minimal sub o-field as Z%(t). If the observations are values of z(T), 
T < t, then &(t) may be specified immediately without knowledge of U( ., *). 
If the observations are on control-dependent quantities, then at t, they are 
still measurable with respect to some sub u-field of Z(t). We again denote 
the minimal sub o-field over which the observations at t are measurable by 
Z%(t). Here Z%(t) cannot be given explicitly until u(., .) is known, but it can 
be given implicitly. 
Now, we give the exact definition of the class of admissible controls; 
in particular, this will specify some important assumptions on the optimum 
control. u(., *) is a stochastic process with Lebesgue measurable sample 
functions such that, for all finite T, 
s T II 4% t) II at < CQ. o 
Also u(*, t) is measurable with respect to the sub u-field ,&u(t) c Z(t) and 
u(*, *) is measurable with respect to & ~2. 
In the entire sequel, it is assumed that an optimum control exists and that 
&(t) is the minimal u-field with respect to which the optimal control at t 
is measurable. 
The Family of Comparison Functions 
The previous discussion, for the case where the observations are control- 
dependent, is little more than a consistency statement.2 The important 
* Of course, the case where the observations are not control-dependent is of con- 
siderable importance. Reference [6J is concerned with one such example. 
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question is: assume that we have a control ~?(a, .) which is called optimal, then 
with respect to what class of comparison controls or perturbations is it 
optimal ? There must be a sufficiently large family of admissible perturba- 
tions Su(*, *) such that 
R(G) < R(zz + Su) 
for all admissible a~(*, *). Now, once U(*, *) is available, so is ZJt), at least 
in principle, &c(~, a) is any function of Fnite but arbitrary amplitude (zi + Szi 
is subject, of course, to any given amplitude constraints on the control) and with 
Lebesgue integrable sample functions, such that 6u(., t) is measurable with respect 
to &(t) and Su(., *) is measurable with respect to zU . Furthermore, it is assumed 
that the a.s. supremum (over w) of the Lebesgue measure of the set 
{t : Su(w, t) # 0, UJixed} is small; i.e., for almost all w, 6u(w, t) is nonxero 
on a t set of small measure. 
Note that the Su(., t) are measurable with respect &(t). If the observations 
are not control-dependent, there is no restriction. If the observations are 
control-dependent, then we can visualize the following situation. Let there 
be two control systems; (Sl) using a(., e), and (S2) using a perturbed control 
a(*, .) + Su(., .). Then, the above assumed type of measurability of a~(*, *) 
implies that exactly the same numbers are available to the controllers of both 
systems and these numbers pertain to the optimal trajectory only. At present, 
this does not really seem to be a seriously restricted (if restricted at all) family 
of comparison functions. 
The expectations in the sequel, when they are conditioned upon &(t), may 
intuitively be thought of as being conditioned on the available observations. 
Classical calculus of variations arguments require the perturbations to be 
small in amplitude. When the solutions are only measurable, rather than 
continuous, small amplitude perturbations lead to a very weak result. See 
discussion in [3], and compare, for example, the methods in [4] and [S]. 
Assumptions 
The following assumptions will be used. 
(Al) There is a finite nonrandom K such that 
Ifi(x> u) I < W + II x II + II u II)* 
(A2) Each fi(., *) satisfies the uniform Lipschitz condition 
If& + 6x9 u + Su) -fi(x> u) I < qi 6x II + II su II). 
(A3) z(., .) is measurable in the pair (t, w) and, for all finite T, 
i 
T 
E !I z(w, t) j! dt < 00. 
0 
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(A5) G is a closed convex set with a nonempty interior. 
(A6) Let Ez(w, T) = /? be some point in G where (2) is minimum over all 
admissible controls, and let j3 be any point of G. Let G- be the set of B such 
that c’p < c’p. Let Gf be the set of /I such that c’/I > c’p. It is assumed that 
G- has a nonempty interior. 
(A7) T is not necessarily specified a priori. It is finite and nonrandom. 
Under (A6), no expectation or point in the interior of G- is obtainable 
via an admissible control. If (A6) d oes not hold, Rosonoer [5] calls the pro- 
blem degenerate. Degeneracy implies that minasc c’/I is attainable, and the 
problem reduces to the determination of any control such that Ex(w, 7’) = /3*, 
the minimizing ,f% 
Since G is closed and convex, so are G+ and G-. In fact, the plane 
c’@ - p) = 0 se p arates the interiors of G+ and G-. 
It is proved in [I] that, for almost all w, under assumptions (Al) to (A3) 
and with the use of any u(*, .) such that u(., .) is both measurable with respect 
to 2 and (5) holds, there exists a unique solution to (1) with Lebesgue inte- 
grable sample functions and such that, for all finite t, 
E II 4~9 t) II < ~0 (64 
E ll.f(+, 4,4w, 9 II < ~0. (6b) 
3. THE MAXIMUMPRINCIPLE 
The use of Lemma 1 will allow us to use a class of perturbations which is 
larger than those in [4], [5] and 1 a so is more appropriate for the stochastic 
problem. The w notation will be dropped. 
LEMMA 1. Let @(T, t) be a n x n matrix such that, for almost all w, it is 
defined and measurable with respect to 2 and 11 @(T, t) II < KI , for some KI . 
Dejke 
v”(t) = u(t) + suyt>, (7) 
where 6uf(-) is an admissible perturbation and u(.) is an admissible control. Let 
x(a) be the solution of (I) corresponding to u(*). The-n the vectors (8) and (9) 
are dejined with probability one and are jnite. 
h(t, vi) = E@(T, 4 W(t), vi(t)) -fW, WI (8) 
w(d) = j’h(t, vz) dt. 
0 
(9) 
STOCHASTIC MAXIMUM PRINCIPLE 19 
Also,for any vl(.), a2(*) and lx, 1 >/ a > 0 there exists an admissible perturba- 
tion Su,(.), and u,(s) = u(+) + au=(*) such that 
w(n,) = jr h(t, v,) dt = LxW(79) + (1 - CY) w(e)“) (10) 
0 
with probability ane. 
REMARK. In other words the range of w(.) ower all admissible v(v), is coltztex. 
(In the sequel the convex range (over all admissible v(a)) of the translated 
function G(T) + w(.) will be denoted by n.) Note also that w(v) is not ran- 
dom. 
PROOF. By the hypothesis on @(T, a) and by (5) (6), (Al) and the remarks 
preceding (6), h(., ,) exists with probability one and is finite in [O, T] and 
Lebesgue integrable. Thus w(vi) is finite for any admissible control G(a). 
The rest of the proof of the lemma requires the following theorem of 
Blackwell 171. (Th e notation is specialized to OUY case.1 
p, If ml a*., g,(t) are any Lebesgue integrable functions such that 
1, gi(t) dt is finite, th ere is a BorelJield r,a G Jo such that the measure on =7 is 
nonatomic on y and, for every A E ‘p, 
s g<(t) dt = A (11) 
for each i, where l(A) is the Lebesgue measure of the set A. 
Of course, y depends upon the particular set gi(=). Consider any set A 
in p which does not have a nonempty subset in 9. Then, the nonatomicity 
implies that l(A) = 0. Alternately, q contains sets whose measure is any 
arbitrary fraction of the measure of [0, T]. 
Equation (10) will now be proved by exhibiting disjoint sets Di’ in & , 
such that setting h,(t) = M(t) on Di’ and zero elsewhere yields (10). 
According to (B), for any arbitrary scalar a, 0 < a < 1, there is a Lebesgue 
measurable set A such that l(A)/Z[O, T] = LY and, for evay j and i, 
j, hi(t, vj) dt = CL j hi@, uj) dt. 
L0.U 
(12) 
Also, of course, 
h;(t, vi) dt = (1 - a) 1 hi(t, wi) dt. 
[O.-u 
Let Di in 2% be the set {(w, t) : M(t) # O}. The sets (A X Q) n D, = DI 
and NO, Tl - A) x Q) n D, = D,’ are in & . Also D,’ and D,’ are dis- 
joint, since A and [O, T] - A are disjoint. 
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Consider the perturbation Su,(.) which is defined by 
&d,(t) = Sul(t) on D,’ 
= W(t) on D,’ 
= 0 on ([0, Tl x -Q> - (Dl’ + D;). (14) 
SU,(.) is an admissible perturbation since all the sets in (14) are in 2% , and 
the M(t) are admissible perturbations. 
Since for each t E A, and all W, d(t) = w&t), 
w, %) = E@(T, t> [f(x(t), W)> -f@(t), WI 
= h(t, w’). 
Also, for each t E T - A and all W, w2(t) = WE(t). Hence 
h(t, ~a) = E@(T, t> [fW)> v2(t>> -.fW, WI 
= h(t, w”). 
Thus 
s h(t, WJ dt = J, h(t, ~‘1 dt +j h(t, w”) dt. [‘AT1 [O.Tl-A 
By (12) and (13) 
zu(w,J = cm(wl) + (1 - a) w(w2), (1% 
and the proof is concluded 
THEOREM 1. Assume (Al) to (A6) and let zi(*) be the optimal control. 
Dejne, for some d, a function p(s) of w and t such that 
W) =fz’W> W P(t) dt 
p(T) = d. (16) 
Then there exists a null w set N and a d, such that for any admissible perturbed 
control v( -) = zi(*) + Su(*) and w E Q - N,3 
-W’(t)fW> W I 4u(t>l d GWfW, W I 4&)1, (17) 
except perhaps on a t-set of Lebesgue measure zero. 
3 From an intuitive point of view the conditioning in (17) may be replaced by 
“all the information available to the controller at time t”. See [l]. Also d will be further 
identified, for certain cases, in the next section. For the deterministic problem 
(a(~, t) 3 0), (16) is readily identified, as the relation (17) reduces to the requirement 
that G(Z) minimize the Hamiltonian. See [4]. See also [8] for the classical theory. 
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PROOF. In [l] it is shown that, for almost all w, p(s) exists and 
II p(t) II d K, , for SOme K2 , and its sample functions are Lebesgue integrable. 
It is also shown that the expectations (17) exist and are finite. 
Let n(e) + 6x(-, ) v correspond to the perturbed control v(m) = zZ( -) + SU( *); 
a(t) + 8x@, v) = x(O) + jtAW + W, 4, v(4) ds + z(t) - 40) 
0 
and 
Sx(t, w) = j: [f@(s) + Ss(s, v), w(s)) -j@(s), O(s))] ds. 
By (A2) and (A4), (18) may be written as 
(18) 
W4 v) = j+(s), W) %s, v) ds + j: [f(W, 4s)) -f@(s), @))I ds 
+ j" P(S) ds (197 
0 
where,4 for some 6, 0 < E < 1, 
+ 3 zfzjz,(n(t) + ESX(t9 w)~ v(t)) sxj(t, v) sXk(t7 v). 
i,k 
(20) 
Let @(T, t) be the fundamental matrix corresponding to the linear system 
Sx(t, v) = j:f&(s), u(s)) Sx(s, v) ds. 
From [l], for almost all W, @(T, t) is defined and measurable with respect to 
zU and 11 @(T, t) 11 f K, for some KS. Thus, 
s.r( 7: 4 = jT @(T, t) [f(%(t), v(t)) -f@(t), WI dt + W), (21) 
where 
0 
R(w) = j=@(T, t) p(t) dt. 
0 
From Lemma 1, we know that the range of the average of the first integral 
of (21), over all admissible perturbations, is convex. A bound for the second 
integral will now be obtained. By (A2) and (A4), 
II p(t) II < Kn” II W, 4 II . It W) II + & Kn2 II Wt, 4 l12. (22) 
4fz*zk is a vector whose ith component is fiZjZr . 
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From [l], we have the result 
(23) 
Substituting (23) into (22) an using Schwartz’s inequality yields d 
II W II G ST II W”, t) II . I! ~(4 II dt < & [I: II Wt) I! df]*, (24) 
0 
for some K4 . 
Using the w(w) terminology of the Lemma, (21) may be written as 
ESx(T, ?I) = w(v) + m?(v). (25) 
It is no restriction to put a finite uniform bound on I/ Su(t) 11. Let A(w, W) 
be the set {t : b(t) # 0, w fixed}. Let T(W, V) = I(A(w, v)). Let 
A(o) = {t : h(t) $; 0, for some w} 
Then (24) yields 
and T(V) = l(A(0)). 
for some K5 . 
The next step is the demonstration that no interior point of G- is also 
an interior point of n. This will be proved by assuming the opposite and 
showing it to be false. Note that G- and r have at Least one point in common, 
namely E%(t) = p. N ow, assume that, corresponding to some admissible 
v(*> = q*> + Su(.), p + w v is interior to Gp. This assumption has the ( ) 
two following consequences: (1). Since r is convex by the lemma and con- 
tains p, to each (Y, 0 < oi < 1, there exists an admissible Q(.) = zZ( +) + &( .) 
such that p + w(u~) = p + 01w w is also interior to n; since G- is convex and ( ) 
contains p, j?J + aw 21 is also in G-. (2), also, there is a closed circular cone ( ) 
C with the following properties: its center is p; its axis is the ray connecting 
p + W(V) with 8; there is a small angle 0 such that C contains all rays whose 
angle with the axis is less than or equal to 0; C lies entirely interior to Gp. 
Let us analyze Us a little further. Using the language of the lemma, let 
h(t) = M(t), and Su2(t) = 0. Th e 1 emma yields the existence of a subset 
A s[O, T] such that 
l(A)/I[O, T]) = (II. 
If we define 
L&(t) = i%(t), tEA and all w 
= 0, t#A and all w, (27) 
STOCHASTIC MAXIMUM PRINCIPLE 23 
then MU(V) = W(Q). Note that, since au(t) = 0 for all w and any t $ T(W), 
the set [0, T] may be restricted to T(S). Thus, the lemma also yields the exis- 
tence of another set A ST(V) such that 
K4/w~N = fx 
with the use of (27), MU(V) = w(z)=) still holds. 
By definition of V~ , 
cw 
= m(v) + ER(vJ. 
From (26) and (28), E /I R(v,) j( < a”&. Thus, the ratio ER(v,)/w(v,) can 
be made arbitrarily small, while W(Q) + p is still on the axis of C interior 
to G-. Thus, for sufficiently small, but nonzero, LY, fi + ESx(T, zla) will be 
interior to C and, hence, interior to G-. This contradicts the assumption that 
a(.) is optimal. The contradiction means that there is no V( .) such that 
ESx(T, v) + p is interior to G-. Thus, G- and v contain no common inte- 
rior points. Since they are both convex, there is a plane separating their 
interiors. Let the direction vector (whose values are still unknown) of the 
plane be d. Select the sign of d so that 
d’w(v) 3 0. (29) 
Equation (29) implies 
d’ESx(T, v) > 0 (30) 
for all admissible perturbations Su(.). If (30) were not true, we could, via a 
parallel to the above argument, find a ~)~(a) such that d*w(er,) < 0, thus contra- 
dicting (29). 
By virtue of (30), we have proved that there exists a vector d such that 
c(e) minimizes (with respect to perturbations over small time intervals) the 
functional 
Ed’x(T). (31) 
Theorem 1 of [l] says that, under (Al) to (A4) and for any nonrandom d, 
the u(-) minimizing (31) must satisfy (17) for almost all W, except on a t set 
of Lebesgue measure zero, and the proof is concluded. 
4. A GEOMETRIC INTERPRETATION 
The geometric discussion to be given is essentially the same as that in 
Rosonoer [2], with expectations replacing the deterministic quantities. The 
discussion will concern a two-dimension problem. (If desired, one of the 
dimensions may be interpreted as time. The generic point, fs, of the 2-dimen- 
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ssional space of our concern is an expectation. Let E$w, T) = fl be the 
minimum value of (2) subject to the constraint (3). Figure 1 illustrates G- 
and Gf; both are sets in the space of expectations. In Fig. 1, it is assumed 





(0. dWB<O} / {p. c’(p-p)>o) 
FIG. 1. j = I%(T), the optimum terminal expectation. G is the target set c = [:I. 
Let S be the set of attainable expectations Ex(w, t); i.e., for every point p 
in S, there is some admissible control u(., *) such that, for x(., *) corres- 
ponding to a(., e), Ex(w, t) = /3. 
Define the tangent cone to S at p as a set of points /I such that for some 
positive scalar sequence yi (possibly tending to co) and a sequence p in S, 
lim r”(p - /7) + /T = /I. 
It is easily seen that T is the tangent cone to S at the point p. From (30), there 
is a vector d such that for all /3 in S, d’(/3 - p) > 0. See Fig. 2. (In general, 
d may not be unique.) Figure 3 is a composite of Fig. 1 and 2. 
= Set of ottoinoble expectation 
FIG. 2. The lined area is 8, the tangent cone to S at 0. 
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FIG. 3. The tangent cone ?T, set of attainable expectations S, and target set G. 
If p is interior to G, then it is easy to see that d = c is the direction vector 
of a plane separating the interiors of G- and n. Now, let p be on the boundary 
of G. If the boundary of G is a continuously differentiable curve g&I) = 0, 
with normal vector g,@) (th e g d ra ient at p) at 8, it is also easily seen that d 
must be a linear combination of the vectors c and go@). Thus, there exist 
two scalars p and X such that 
Of course, in all but certain degenerate cases p may be set equal to 1. Hence, 
if it assumed that p is on the boundary of G, the relation (31), and the addi- 
tional relation g(j7) = 0, are sufficient to determine, at least in principle, a 
value of d. 
Equation (31) are the transversality conditions derived by Pontriagin et 
al. [4]. To reduce (31) to the result in [4], the form of the risk must be changed 
to the (expectation of) the form in [4]. Introduce a new variable x0 , and let 
ci = 0, i> 1. 
Thus the risk is Ex,(T). Now the first component of (31) is 
and 
do = pco 
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where we do not let g(jI) depend on Ex, . Since x,, does not appear in any 
fi(~, u), p,,(t) EF d, . Letting p’(t) be the n-vector [pi(t), ***,&(t)], and 
gb’$) the n-vector kp,@), 1.‘) gg,(iB)l, we have 
which is exactly the transversality condition of [4]. 
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