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Spam merupakan suatu upaya yang dilakukan secara sengaja untuk  memanipulasi mesin pencarian, yang 
mana  bertujuan untuk  meningkatkan rating sebuah  website. Terdapat banyak  sekali serangan malicious 
yang dapat  dilakukan pada  spam, hal ini ditandai dengan  adanya  anomaly data.  Serangan  ini dilakukan 
dengan  memanfaatkan data  pribadi target.   Untuk  mengatasi  permasalahan tersebut, digunakan metode 
naive bayes untuk  mendeteksi  spam dengan  membandingkan model PCA dan tanpa  PCA. Dari hasil per- 
bandingan kedua model tersebut didapat bahwa hasil akurasi model PCA lebih baik daripada model tanpa 
PCA yaitu 100% dibandingkan dengan model tanpa  PCA yaitu sebesar 99,74%. 
 
Kata kunci : Naive Bayes, PCA, tanpa  PCA, Spam 
 
Abstract 
Spam is a manipulate the search  engine to increase  the rating  of a website.  Malicious attacks  can do for 
spam, this is indicated  of anomaly  data.  This attack  was carried out to utilize the target’s  personal  data. 
Overcome this problems, the Naive Bayes method used to detect spam by comparing  PCA and without PCA 
models.  From  the results of the comparison  of the two models, it is found that  the accuracy  of the PCA 
model is better  than non-PCA, which is 100% for PCA model and 99.74% for without PCA. 
 





1.   Pendahuluan 
 
Latar Belakang 
Spam merupakan suatu upaya yang dilakukan secara sengaja untuk memanipulasi mesin pencarian, yang mana 
bertujuan untuk meningkatkan rating sebuah website.  Dalam tindakan spam terdapat dua kategori yaitu spam 
legal dan spam ilegal.  Spam legal adalah pesan berantai yang dilegalkan oleh ISP (Internet Service Provider) 
dan dikehendaki penerima, sedangkan spam ilegal adalah spam yang secara sengaja dibuat untuk memanfaatkan 
kelemahan pengguna yang bertujuan meningkatkan rating[1]. Contoh dari spam legal adalah advertisement, pop- 
up, sedangkan ilegal misal email spam untuk penipuan dengan mengatasnamakan pihak lain. 
Kejahatan cyber di era saat ini menunjukkan peningkatan yang tajam. Menurut [2] Indonesia Cyber Security 
Report 2018 oleh ID-SIRTII, total serangan tahun 2017 mencapai 205,5 juta serangan. Dari 205,5 juta serangan, 
ID-SIRTII menunjukkan bahwa telah terjadi aktivitas malware sebanyak 36.423.773. Sebanyak 37,72 % berkaitan 
dengan serangan DOS, 20,93% exploit, 18% trojan, 15% merupakan bad unknown, dan sisanya tercatat sebagai 
adware, shell code, cnc, misc attack, network scan, dan web application attack.  Kejahatan cyber juga diiringi 
dengan pertumbuhan jumlah situs pada internet. Pengelola Nama Domain Internet Indonesia (Pandi) mengung- 
kapkan bahwa jumlah domain .id hingga akhir 2016 mencapai 1.199.045. Peningkatan jumlah domain tersebut 
dapat menyebabkan risiko terhadap serangan dari kejahatan cyber sangat besar. Pelaku telah menggunakan web 
sebagai sarana untuk melakukan serangan seperti spam. Serangan tersebut tidak terlalu bahaya apabila tidak ada 
virus atau serangan lainnya. 
Pada 3 mei 2017, the hacker news telah merilis berita tentang kasus spam dengan mengatasnamakan google 
docs. Peretas men-spam link google docs kepada semua target. Apabila target mengunjungi situs tersebut, maka 
peretas dapat mengambil semua identitas dan data penting target yang terdapat pada akun google[3]. Dari kasus 
yang diulas pada permasalahan di atas membuat hal ini menjadi perhatian. Meskipun tidak sulit bagi pengguna 
internet untuk mengenali halaman yang terdapat spam, namun hal ini merupakan sebuah tantangan yang sangat 
besar untuk menanganinya. Hal ini disebabkan karena spammer terus-menerus berdatangan dengan teknik yang 
lebih canggih. Untuk mengatasi serangan tersebut dapat dilakukan dengan cara mendeteksi dari segi content, link,
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dan obvious.  Penelitian terhadap deteksi pada spam sering kali digunakan sebagai salah satu cara penanganan 
dalam menghadapi masalah keamanan pada website maupun email. 
Pada penelitian [4] membahas tentang pendeteksi link spam menggunakan metode Naive Bayes dengan mo- 
del PCA (Principal Component Analysis) dengan dataset WEBSPAM-UK2007 yang menunjukkan bahwa Naive 
Bayes memiliki akurasi 94,99%. Namun pada penelitian tersebut hanya membahas klasifikasi Naive Bayes untuk 
link spam, harapan untuk penelitian selanjutnya dapat menggabungkan ketiga features yaitu content based featu- 
res, link based features, dan  obvious based features.  Dimana penggabungan features dapat meningkatkan nilai 
kebenaran (TP) pada proses klasifikasi untuk meningkatkan hasil akurasi. Penggabungan features dengan model 
PCA dapat menyederhanakan dataset serta memperoleh atribut yang optimal dibandingkan dengan menggunakan 
satu features dimana dapat mempengaruhi hasil TP, TN, FP, dan FN. Dengan nilai presisi rendah menunjukkan 
bahwa persebaran data tidak optimal yang mana dapat mempengaruhi kinerja sistem.  Maka sistem tidak akan 
akurat dalam mendeteksi spam. Oleh karena itu pada penelitian Tugas Akhir ini metode yang diusulkan adalah 
Naive Bayes dengan menggabungkan content based features, link based features, dan obvious based features yang 
diharapkan dapat meningkatkan akurasi dari penelitian-penelitian sebelumnya. Hal ini dikarenakan Naive Bayes 
memiliki tingkat akurasi yang tinggi dan dapat digunakan pada data diskrit maupun kontinu[5]. Selain itu metode 
Naive Bayes dapat digunakan untuk mengolah data dalam jumlah banyak, serta dengan menggunakan PCA dapat 
memilih atribut yang optimal dimana dalam pengujian akan meningkatkan akurasi dan menurunkan cost[6]. 
 
Topik, dan Batasannya 
Berdasarkan latar belakang yang telah diuraikan, rumusan masalah yang dapat diambil adalah mendeteksi 
spam dengan menggabungkan beberapa features menggunakan metode Naive Bayes. Dari penggabungan featu- 
res tersebut, atributnya akan disederhanakan menggunakan model PCA dan tanpa PCA. Batasan masalah yang 
digunakan pada pengerjaan penelitian tugas akhir ini, yaitu: 
 
1. Metode yang digunakan adalah Naive Bayes. 
 
2. Dataset yang digunakan adalah WEBSPAM-UK2007[4][7]. 
 
3. Tidak menggunakan data undecided pada dataset tersebut. 
 
4. Pembagian data latih dan data uji adalah 80%:20%[4]. 
5. Untuk menentukan atribut menggunakan pendekatan secara tanpa PCA dan model PCA[4][8]. 
Rumusan masalah pada penelitian ini adalah sebagai berikut: 
Masih belum optimalnya akurasi dalam mendeteksi spam dengan metode Naive Bayes. 
Tujuan 
Tujuan dari penelitian ini adalah untuk meingkatkan akurasi dalam mendeteksi spam melalui penggabung- 
an features yaitu content based features, link based features, dan obvious based features yang ada pada dataset 
WEBSPAM-UK2007 menggunakan metode Naive Bayes. 
 
Organisasi  Tulisan 
Pada Jurnal TA ini dijelaskan hal terkat identifikasi masalah, data yang digunakan, lalu disertakan juga pemo- 
delan dan perancangan sistem yang akan dibangung secara umum untuk menyelesaikan masalah yang dijelaskan 
pada bagian latar belakang. Pengujian dan hasil analisis dibahas pula dalam jurnal TA ini yang dimana kedua hal 
tersebut dijadikan rujukan penarikan kesimpulan. 
 
 
2.   Studi Terkait 
 
Penelitian [7] menjelaskan tentang deteksi web spam dengan teknik LSD-ACO yang mengikuti asumsi Trus- 
tRank menggunakan metode SVM. Data yang digunakan adalah WEBSPAM-UK2006 dan WEBSPAM-UK2007. 
Hasil dari F-measure penelitian tersebut adalah 0.95% untuk WEBSPAM-UK2006 dan 0.44% untuk WEBSPAM- 
UK2007.  Namun dalam penelitian ini belum dapat memberikan clue negatif ketika menemukan kesalahan dan 
tidak menunjukkan hasil akurasi. 
Pada penelitian [4] menjelaskan tentang mendeteksi spam menggunakan Naive Bayes dengan model PCA. 
Hasil akurasi yang didapat dalam mendeteksi spam adalah 94.997%.  Kekurangan dari paper ini adalah hanya 
menggunakan satu features, belum dapat menggabungkan beberapa features. 
Penelitian [9] menjelaskan tentang mendeteksi spam dengan metode Naive Bayes, Decision Tree, SVM, dan 
Random Forest menggunakan dataset WEBSPAM-UK2007.  Hasil akurasi pada Naive Bayes adalah 87.305%, 
Decison Tree 71.020%, SVM 86.707%, RF 57.389%.
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Pada penelitian [10] menjelaskan tentang pengaruh metode features selection pada kinerja deteksi spam meng- 
gunakan metode Naive Bayes, SVM, Random Forest. Hasil pada BOW features menunjukkan bahwa Naive Bayes 
memiliki performence yang bagus dalam mendeteksi spam yaitu 87.305%. 
Penelitian [11] membahas tentang pengembangan chrome extension untuk mengidentifikasi web phising meng- 
gunakan metode KNN,SVM, dan Random Forest. Hasil akurasi untuk SVM adalah 93.5%, KNN adalah 93.07%(KNN), 
dan untuk Random Forest adalah 96,11%. Kekurangan paper ini adalah tidak menyertakan perhitungan dari hasil 
penelitian. 
Pada penelitian Tugas Akhir ini digunakan dataset WEBSPAM-UK2007.  Berikut beberapa contoh isi dari 
features dataset WEBSPAM-UK2007 beserta penggabungan datanya: 
 
Tabel 1. WEBSPAM-UK 2007 Link Based Features 
 
 

























Tabel 2. WEBSPAM-UK 2007 Content Based Features 
 
 



















Tabel 3. WEBSPAM-UK 2007 Obvious Based Features 
 
 



















Tabel 4. Penggabungan Features WEBSPAM-UK2007 
 
 
hostname eqhpmp assortativityhp assortativitymp HST1 HST2 numberofpages lengthofhostname 

















1-hydroponics.co.uk 0 0.2381 6.2927 37 0 349 19 
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Data pada Tabel 4 merupakan penggabungan features dari Tabel 1, Tabel 2, dan Tabel 3.  Setiap features 
memiliki jumlah atribut yang berbeda diantaranya Link based features memiliki atribut sebanyk 43, content based 
features sebanyak 98 atribut, dan obvious features sebanyak 4 atribut. Dari penggabungan features tersebut didapat 
total atribut yang digunakan dalam mendeteksi spam sebanyak 141 atribut. 
 
 
3.   Sistem yang Dibangun 
 
3.1   Gambaran Umum Sistem 
 
Sistem yang dibangun ini merupakan sistem untuk mendeteksi spam menggunakan metode Naive Bayes. Pada 




























Gambar 1. Desain Sistem 
 
 
Pada Gambar 1 sistem menggunakan dataset WEBSPAM-UK2007[4][7]. Dataset WEBSPAM-UK2007 me- 
milik tiga features yang terpisah yaitu link based features, content based features, dan obvious features.  Untuk 
meningkatkan akurasi dalam mendeteksi spam maka dilakukan penggabungan ketiga features tersebut. Dari peng- 
gabungan ketiga features memiliki total atribut dan data sejumlah 141 atribut dengan 114528 data dimana akan 
diberi label spam, normal, dan undecided. Dari total 114528 data diantaranya terdiri dari 338 data spam, 5468 data 
normal, 323 data undecided, dan sisanya belum terdeteksi sebagai spam, normal, maupun undecided. 
Dataset tersebut dilakukan cleaning.  Hal ini bertujuan untuk mengurangi kemungkinan data yang ambigu 
dengan cara menghilangkan data undecided dan data yang belum terdeteksi sebagai spam maupun normal. Setelah 
dataset dicleaning langkah selanjutnya dilakukan normalisasi menggunakan teknik minmax. Minmax merupakan 
teknik normalisasi dengan melakukan transformasi linier terhadap data asli.  Berdasarkan penelitian [12] yang 
membandingkan beberapa teknik normalisasi diantaranya decimal scaling, sigmoid, softmax, minmax, statistical 
column, dan z-score yang menunjukkan bahwa teknik minmax memiliki hasil akurasi yang baik, kecepatan yang 
konvergensi, serta iterasi yang paling sedikit dalam normalisasi dibandingkan dengan teknik lainnya. Dari proses 
normalisasi tersebut data diuji ke dalam model PCA dan tanpa PCA. 
Menurut penelitian [8] yang membahas tentang Bayesian PCA menunjukkan hasil bahwa PCA dapat mengun- 
tungkan untuk dataset yang kecil dan memiliki dimensi yang tinggi. Hal ini dapat mengurangi singularitas data 
tersebut, serta sangat cocok digunakan dalam konteks pemodelan campuran[8]. Dari 141 atribut setelah dilakukan 
PCA menjadi 29 atribut. Dua puluh sembilan atribut tersebut adalah atribut yang dapat digunakan dalam algori- 
tma PCA. Penelitian [13] menjelaskan bahwa PCA dilakukan untuk mengurangi dimensi dataset dimana terdapat
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sejumlah besar variabel yang saling terkait yang dapat mempertahankan sebanyak mungkin variasi dalam dataset. 
Dataset dilakukan reduksi menjadi 29 dimana telah menyumbang 94% dari variasi spam dan normal yang bertu- 
juan untuk meningkatkan akurasi dalam mendeteksi spam. Selain itu nilai eigen value 29 atribut tersebut memiliki 
nilai lebih besar sehingga dapat menghilangkan masalah multikolinearitas ketika dibentuk suatu model regresi. 
 
 
3.2   Naive Bayes 
 
Naive Bayes merupakan suatu metode supervised learning dimana klasifikasi pada metode ini adalah probabi- 
listik dan statistik. Algoritma ini digunakan untuk memprediksi peluang berdasarkan pengalaman sebelumnya [5]. 
Algoritma ini mengasumsikan bahwa setiap atribut objek adalah independent. Alur dari algoritma Naive Bayes 








































Gambar 2. Flow Chart Naive Bayes[5] 
 
Gambar 2 menjelaskan tentang alur dari metode Naive Bayes. Langkah pertama yang dilakukan adalah mem- 
bagi data uji dan data latih menggunakan random generate.  Dari hasil pembagian data tersebut kemudian dila- 
kukan perhitungan mean, variance, dan standar deviasi untuk data latih. Kemudian dilakukan summarize data dan 
menghitung probabilitas setiap kelas. Hasil perhitungan probabilitas dapat digunakan untuk menentukan hostname 
tersebut spam atau normal. 
Penelitian Tugas Akhir ini menggunakan WEBSPAM-UK2007 yang mana dataset tersebut merupakan data
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i j 
kontinu, sehingga dalam menghitung probabilitas menggunakan persamaan di bawah ini sebagai berikut: 
 
1        
(xi −µi j )
2   
                              2σ 2 i j
P(Xi = xi |Y = y j ) = p







•  P : Peluang 
 
•  Xi : Atribut ke-i 
 
•  xi : Nilai atribut ke-i 
 
•  Y : Kelas yang dicari 
 
•  yi : Sub kelas Y yang dicari 
 
•  µ : mean, menyatakan rata-rata atribut dari setiap kelas 
 
•  σ : Standar deviasi, nilai yang digunakan untuk menunjukkan ukuran varian 
 
 
3.3   Principal Component Analysis (PCA) 
 
Principle Component Analysis atau yang disebut dengan PCA merupakan suatu model yang digunakan untuk 
menyederhanakan data tanpa mengurangi karakteristik data dengan cara mereduksi dari beberapa rasio menjadi 
beberapa indeks saja yang mana indeks tersebut merupakan kombinasi linier dari indeks awal [13].ALur metode 

































Gambar 3. Flow Chart PCA[13]
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Pada Gambar 3 dijelaskan tentang penyerderhanaan atribut dari dataset yang dilakukan beberapa tahap sehing- 
ga mendapatkan atribut yang optimal adalah sebagai berikut: 
 
1. Menghitung mean dari setiap atribut dataset. 
 
2. Setalah mendapatkan hasil dari perhitungan mean maka dilakukan perhitungan covariance matrix. 
 
3. Dari hasil covariance matrix tersebut digunakan untuk menghitung eigen vector. 
 
4. Langkah selanjutnya adalah menghitung eigen value. 
 
5. Nilai eigen value tesebut diurutkan agar lebih mudah dalam memilih component vector. Component vector 
tersebut digunakan untuk memilih forming features vector yang menghasilkan atribut yang optimal. 
 
 
3.4   Akurasi, Precision, Recall, F1-Score 
 
Akurasi merupakan tingkat kedekatan antara nilai prediksi dengan nilai aktual.  Precision merupakan per- 
sebaran suatu data yang digunakan untuk mengukur sistem dalam mendeteksi spam.  Recall digunakan untuk 
mementukan kualitas seberapa lengkap hasil dari pengujian dalam mendeteksi spam. F1-Score digunakan untuk 
menentukan keseimbangan antara precision dan recall. Berikut formula yang digunakan: 
 
T P + T N
Akurasi =  
T P + T N + F P + F N 





















F 1 − score = 
T P + F N 




•  True Positive (TP) : jumlah klasifikasi yang diprediksi positif dan benar. 
 
•  True Negative (TN) : jumlah klasifikasi yang diprediksi negatif dan benar. 
 
•  False Positif (FP) : jumlah klasifikasi yang diprediksi positif dan salah. 
 
•  False Negative (FN) : jumlah klasifikasi yang diprediksi negatif dan salah. 
 
 
4.   Evaluasi 
 
Bagian ini berisi dua sub-bagian, yaitu Hasil Pengujian dan Analisis Hasil Pengujian. Pengujian dan analisis 
yang dilakukan selaras dengan tujuan Tugas Akhir sebagaimana dinyatakan dalam Pendahuluan. 
 
 
4.1   Hasil Pengujian 
 
4.1.1   Pengujian 
 
Pada pengujian ini dilakukan perbandingan untuk atribut yang didapat dari model PCA dan tanpa PCA meng- 
gunakan metode Naive Bayes dalam mendeteksi spam.  Skenario pengujian dilakukan pembagian skenario data 
latih dan data uji sebesar 80:20 yaitu 4644 data uji yang terdiri dari 217 data spam dan 4427 data nonspam serta 
1162 data latih.  Dengan pembagian skenario seperti ini didapat bahwa nilai akurasi dan presisi lebih baik dan 
sudah merupakan ketetapan yang ada. Dalam pembagian datanya dilakukan dengan cara random generate oleh 
sistem. Dari pembagian data latih dan data uji dilakukan pengujian terhadap metode Naive Bayes. Setelah diuji di 
dapatkan hasil prediksi benar dan salah. Hasil prediksi digunakan untuk menghitung akurasi dari setiap skenario 
pengujian. Hasil akurasi pada setiap skenario pengujian dijelaskan pada tabel di bawah ini dengan menghitung 
hasil precision, recall, dan f1-score. Berikut hasil pengujian dijelaskan pada Tabel 5:
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Tabel 5. Akurasi Naive Bayes dengan Model PCA dan Tanpa PCA 
 
 
No Metode TP FP FN TN Akurasi Precision recall f1-score 
1 PCA 67 0 0 1095 100% 1 1 1 




Tabel 5 menunjukkan hasil pengujian dari perbandingan model tanpa PCA dan PCA. Nilai yang didapatkan 
dari hasil pengujian adalah TP, FP, FN, dan TN. Dari hasil tersebut didapat nilai akurasi sebesar 100%, precison 
sebesar 100%, recall sebesar 100%, serta f1-score sebesar 100% untuk model PCA. Sedangkan untuk model tanpa 
PCA adalah akurasi sebesar 99,74%, precison sebesar 97%, recall sebesar 98%, serta f1-score sebesar 97%. 
 
 
4.2   Analisis Hasil Pengujian 
 
Dari hasil pengujian metode Naive Bayes dengan menggabungkan ketiga features menunjukkan bahwa dengan 
model PCA memiliki hasil akurasi yang tinggi yaitu sebesar 100% dibandingkan dengan tanpa PCA yaitu sebesar 
99.74%.  Dilihat dari segi akurasi perbandingan Naive Bayes dengan PCA lebih unggul.  Hal ini disebabkan 
karena penyederhanaan data menggunakan PCA tidak mengurangi karakteristik data tersebut. Selain itu jumlah 
atribut yang digunakan dalam pengujian dapat mempengaruhi hasil akurasi pengujian serta keakuratan sistem 
dalam mendeteksi spam.  Dari analisis 141 atribut didapat bahwa terdapat beberapa atribut yang berpengaruh 
dalam mendeteksi spam yaitu truncated pagerank, site neighbors, pagerank hp, pagerank mp, reciprocity, STD79. 
Hal tersebut dapat dilihat dari nilai setiap atribut dan penjelasan dari setiap atribut. 
Namun pada penelitian Tugas Akhir ini memiliki kekurangan yaitu dari segi nilai presisi yang rendah sehingga 
mempengaruhi hasil akurasi dalam mendeteksi spam. Hal ini disebabkan karena persebaran data yang tidak merata. 
Dari hasil perbandingan precision antara metode PCA dan tanpa PCA terdapat perbedaan 3% website yang bukan 
termasuk spam tetapi terdeteksi sebagai spam. Dari segi perbandingan recall kedua metode menunjukkan bahwa 
terdapat 2% website yang terdeteksi sebagai spam namun pada hasil prediksi menunjukkan bawha website tersebut 
tidak terdeteksi sebagai spam.  Sehingga metode PCA baik digunakan dalam mendeteksi spam.  Dari hasil nilai 
perbandingan f1-score yaitu 3% menunjukkan bahwa keseimbangan antara precision dan recall lebih baik metode 
PCA dibandingkan dengan metode tanpa PCA yaitu 100%. 
 
 
5.   Kesimpulan 
 
Dalam mendeteksi spam dengan menggabungkan ketiga features dari WEBSPAM-UK2007 menunjukkan bah- 
wa terjadi peningkatan akurasi. Dapat disimpulkan bahwa model PCA memiliki hasil akurasi yang lebih baik yaitu 
100% dibanding penelitian sebelumnya yang tidak menggabungkan features tersebut yaitu 94.99%. Saran untuk 
penelitian selanjutnya yaitu menggabungkan link based features, content based features, dan obvious features 
dengan menggunakan metode lainnya seperti supervised learning, unsupervised learning, Re-inforcement yang 
diharapkan dapat meningkatkan keakuratan dalam mendeteksi spam.
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Tabel 6. WEBSPAM-UK 2007 
 
 





























































































































































































STD79 STD80 STD81 STD82 STD92 STD94 Label 








































0.0200625 0.0184812 0.0154958 0.0452104 0.0079897 0.0022912 0 

















Koefisien Assortativity suatu home page (derajat / derajat rata-rata tetangga). Degree dalam 
hal ini tidak diarahkan 
assorhp Hubungan koefisien antara halaman dengan maksimum PageRank. 
prsigmahp Standar deviasi dari PageRank pada tetangga hp 
prsigmamp Standar deviasi dari PageRank pada tetangga mp 
 
pagerankhp 
PageRank dari hp (dihitung dalam grafik dokumen tanpa loop menggunakan faktor redaman 
0,85, dengan 50 iterasi) 
pagerankmp PageRank dari mp 
truncatedp4hp PageRank yang terpotong dengan menggunakan jarak pemotongan 4 dari hp 
 
trustrankhp 
TrustRank of hp (diperoleh dengan menggunakan 3.800 host dari ODP sebagai perangkat 
tepercaya) 
trustrankmpp TrustRank of mp 
reciprocitymp Fraksi out-link yang terdapat pada in-link mp 
HST16 Top 200 queries precision (hp) 
HST17 Top 500 queries precision (hp) 
HST18 Top 1000 queries precision (hp) 
HST16 Top 200 queries precision (hp) 
HMG29 Pecahan teks yang terlihat (mp) 
HMG31 Top 100 corpus precision (mp) 
HMG39 Top 100 queries precision (mp) 
HMG40 Top 200 queries precision (mp) 
HMG41 Top 500 queries precision (mp) 
HMG42 Top 1000 queries precision (mp) 
AVG51 Rata-rata panjang kata (nilai rata-rata untuk semua halaman pada host) 
AVG53 Pecahan teks yang terlihat (nilai rata-rata untuk semua halaman pada host) 
AVG56 Top 200 corpus precision (nilai rata-rata untuk semua halaman pada host) 
AVG57 Top 500 corpus precision (nilai rata-rata untuk semua halaman pada host) 
AVG59 Top 100 corpus recall (nilai rata-rata untuk semua halaman pada host) 
AVG60 Top 200 corpus recall (nilai rata-rata untuk semua halaman pada host) 
AVG61 Top 500 corpus recall (nilai rata-rata untuk semua halaman pada host) 
AVG72 Independent LH (nilai rata-rata untuk semua halaman pada host) 
STD79 Top 100 corpus precision (Standard deviation for all pages in the host) 
STD80 Top 200 corpus precision (Standard deviation for all pages in the host) 
STD81 Top 500 corpus precision (Standard deviation for all pages in the host) 
STD82 Top 1000 corpus precision (Standard deviation for all pages in the host) 
STD92 Top 200 queries recall (Standard deviation for all pages in the host) 
STD94 Top 1000 queries recall (Standard deviation for all pages in the host) 
STD79 Menunjukkan website tersebut termasuk spam atau nonspam (nonspam =0, spam =1) 
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