A detailed spectroscopic study of 11 giants with spectral type from G9 to M2 is presented. The 2.38-4.08 µm wavelength-range of band 1 of ISO-SWS (Short-Wavelength Spectrometers on board of the Infrared Space Observatory) in which many different molecules -with their own dependence on each of the stellar parameters -are absorbing, enables us to estimate the effective temperature, the gravity, the microturbulence, the metallicity, the CNO-abundances, the 12 C/ 13 C-ratio and the angular diameter from the ISO-SWS data. Using the Hipparcos' parallax, the radius, luminosity and gravity-inferred mass are derived. The stellar parameters obtained are in good agreement with other published values, though also some discrepancies with values deduced by other authors are noted. For a few stars (δ Dra, ξ Dra, α Tuc, H Sco and α Cet) some parameters -e.g. the CNO-abundances -are derived for the first time. By examining the correspondence between different ISO-SWS observations of the same object and between the ISO-SWS data and the corresponding synthetic spectrum, it is shown that the relative accuracy of ISO-SWS in band 1 (2.38-4.08 µm) is better than 2% for these high-flux sources. The high level of correspondence between observations and theoretical predictions, together with a confrontation of the estimated T eff (ISO) value with T eff values derived from colours -which demonstrates the consistency between V − K, BC K , T eff and θ d derived from optical or IR data -proves that both the used  models to derive the stellar quantities and the flux calibration of the ISO-SWS detectors have reached a high level of reliability.
Introduction
In the fourth article of this series, we discuss the ISO-SWS (Short-Wavelength Spectrometers on board of the Infrared Space Observatory) spectra of 11 giants cooler than the Sun. These giants are part of a larger sample selected as stellar standard candles for the calibration of the detectors of ISO-SWS. In Decin et al. (2000, hereafter referred to as Paper I) a method was developed to analyse the infrared data (2.38-12 µm) of cool stars: the specific dependence of the absorption pattern by the different molecules gives the possibility to estimate fundamental stellar parameters like the effective temperature (T eff ), other published values. A discussion on some of the stellar parameters obtained is held in Sect. 4, where we focus on (i) the effective temperature and (ii) the 12 C/ 13 C ratio. The conclusions are given in Sect. 5.
The appendix of this article is published electronically. Most of the grey-scale plots in the printed version of the article are printed in colour in the appendix, in order to better distinguish the different spectra or symbols.
Summary of general discrepancies (Paper II)
The origin(s) of different types of discrepancies seen in the spectra of the cool stars could be settled from a detailed comparison between ISO-SWS data and theoretical predictions. As far as the calibration is concerned, we demonstrated in Paper II that problems with the relative spectral response functions in band 1A (2.38-2.60 µm) and band 2 (4.08-12 µm), fringes at the end of band 1D and memory-effects in band 2 destroy the flux accuracy in this wavelength range. Problems with the CO lines underline that one needs to know the instrumental profile and resolution accurately. Concerning the modelling part, the main problems were situated in the incomplete knowledge of the atomic oscillator strengths in the infrared. The fact that the low-excitation first-overtone CO lines were predicted as being too strong and the fundamental OH lines as being to weak, indicated that some of the assumptions the models are based one.g. hydrostatic equilibrium, homogeneity -are questionable for these cool stars.
Stellar parameters
As was demonstrated in Paper I, it is possible to estimate different stellar parameters for cool giants from their ISO-SWS spectrum and this due to the presence of many molecular absorbers in the 2.38-4.08 µm wavelength range. E.g. the slope of the continuum between 3.1 µm and 4.0 µm is indicative for the effective temperature (T eff ), while the slope in band 1B and band 1D makes it possible to pin down the gravity (log g). The microturbulent velocity (ξ t ), the abundance of carbon, nitrogen and oxygen and the 12 C/ 13 C-ratio can be deduced from the relative strength of the molecular features. For the determination of the metallicity ([Fe/H]), both the slope of the continuum and the strength of the features are required (see Fig. 2 in Paper I). Finally, the angular diameter (θ d ) can be extracted directly from the absolute flux-level of the ISO-SWS data.
Although, these IR ISO-SWS data give us a lot of information concerning the stellar parameters, an inspection of a large grid with stellar parameters typical for these stars, learned us that there exists an actual danger to be trapped in a local minimum in this huge parameter space. Moreover, the preliminary results of a statistical study (Shkedy et al., in prep.; Decin et al., in prep.) indicate that the maximum error bar on the logarithm of the gravity (as determined from the ISO-SWS spectra) can be quite large ( > ∼ 0.40 dex) inducing significant error bars on e.g. the stellar abundances. Hence, we decided to determine first the effective temperature from (V − K) colours (see Sect. 3.1) . A first guess for the gravity was found from K-band photometry, the bolometric correction BC K , the Hipparcos' parallax π, T eff (V − K) and a mass M hr estimated from evolutionary tracks (see Sect. 3.1) . Using then the ISO-SWS spectra, the values of these two parameters were refined if necessary. In this way, the maximum 1 error on T eff , log g, ξ t , [Fe/H] , ε(C), ε(N), ε(O) and 12 C/ 13 C-ratio could be restricted to 200 K, 0.20 dex, 1 km s −1 , 0.30 dex, 0.30 dex, 0.40 dex, 0.30 dex and 3 respectively. A mean error is then ∼2/3 of this maximum error, depending on the quality of the observation. As will be discussed in Sect. 3.13, it was impossible to deduce T eff , log g, ξ t , [Fe/H] and the CNO-abundances from the ISO-SWS spectrum of β Peg. The error bars are estimated from a comparison with other quoted literature values.
First guess for T eff and log g
One can calculate T eff directly from V − K using (semi)-empirical (T eff , V − K) temperature scales. Such a calibration is e.g. given by Bessell et al. (1998) , who determined a polynomial fit between T eff and V − K based on interferometer and IRFM data (Infrared Flux Method Blackwell & Shallis 1977) for giants. In Table 1 , the V and K magnitude of Simbad are listed. For β UMi, we list the K magnitude of Faucherre et al. (1983) ; for α Tuc and H Sco the K magnitudes found in the atlas of Gezari et al. (1999) are given. The (V−K) colour has been corrected for interstellar extinction using A V = 0.8 mag/kpc (Blackwell et al. 1990 ) and E(V − K) = A V /1.1 (Mathis 1990) , with the distance calculated from the Hipparcos' parallax (see Table 3 ). The values for the effective temperature calculated from formula abcd given in Table 7 in Bessell et al. (1998) are listed in Table 1 . A comparison with other (T eff , V − K) temperature scales will be given in Sect. 4.1. A typical error bar on the derived T eff ((V − K) 0 ) values is 50 K.
In order to determine the gravity, we need the radius R and the mass. The first parameter is assessed from K, BC K , π (from Hipparcos) and T eff ((V − K) 0 ). We used BC K ((V − K) 0 ) = m bol − K from Bessell et al. (1998) . The work of Bessell et al. (1998) is based on current -models and synthetic colours, and ensures consistency between derived parameters and model spectra. The error on the bolometric correction is assumed to be 0.05; M bol. is assumed to be 4.74 (Bessell et al. 1998) . The radii derived in this way are tabulated in Table 2 .
Mass values for the stars in our sample are estimated from evolutionary tracks with appropriate metallicity as calculated by Girardi et al. (2000) , with the only exception being the more massive star α Car for which the evolutionary tracks of Lejeune & Schaerer (2001) have been used. The two sets of evolutionary tracks from the zero age main sequence (ZAMS) to the red giant branch (RGB) agree well with each other. Only Girardi et al. (2000) have given the evolutionary tracks from the zero age horizontal branch (ZAHB) Table 1 . Magnitude measurements for the Johnson V and K pass-bands are tabulated. The effective temperature (in K) derived from the (T eff , (V − K) 0 ) relationship as given by Bessell et al. (1998) is listed in the last column. Price (1968) .
to the thermally pulsing asymptotic giant branch (TP-AGB).
for each star on the HR-diagram the mass values M hr are obtained (see Table 2 ). Note that most of the giants lie above the horizontal branch and hence could burn hydrogen in a shell surrounding the helium core or could be post-He-flash stars. From our observations no diagnostic tools exist to decide upon the evolutionary status, with the only exception being β Peg, since its colours do not match any RGB evolutionary tracks. In Table 2 the mass values are given for a giant on the RGB (except for β Peg), with a typical error bar of 0.3 M when M hr ≤ 2.5 M . When a star would be on the AGB, this value should be lowered by ∼0.2 M .
These radius-and mass values were then used to find firstguess values for the gravity (last column in Table 2 ). Also the mean error for all these parameters is listed.
Results
Using the ISO-SWS spectra, these first guesses were further refined and the [Fe/H], ε(C,N,O), 12 C/ 13 C-ratio and θ d were derived. The results from the detailed spectroscopic study and the final error bars are presented in Table 3 . The distance D (in pc) is calculated from the parallax measurements (in mas) of Hipparcos. R(D, θ d ) in combination with the gravity then yielded the gravity-inferred mass M g (in M ). The luminosity L (in L ), extracted from the radius R(D, θ d ) and T eff (ISO), is the last quantity listed in this table. The objects have been sorted by spectral type, but since the spectral type does not necessarily provide a good indicator of the temperature (Tsuji 1981) , this ordering is not always by decreasing effective temperature. The theoretical models and synthetic spectra for stars with spectral type earlier than K0 were calculated using a plane-parallel geometry, for the other ones a spherically symmetric geometry was assumed (see Fig. 1 in Decin et al. 1997) . In order to judge upon the goodness-of-fit of the observed and theoretical data, the deviation estimating parameter β derived from the Kolmogorov-Smirnov test (see Paper I) has been calculated (see Table 4 ). This parameter β checks the global accordance between the two spectra. The lower the β-value, the better the accordance. The maximum acceptable β-values were derived from α Tau in (Paper I). These β max values do not depend on the flux level of the observed target, since the β parameter is a global goodness-of-fit parameter and these β max values may thus be used for all observations.
In the following subsections, each of the 11 cool giants will be discussed individually. For each star, calibration details can be found in the appendix. These, in conjunction with the general calibration specifications discussed in Paper II, gives us an idea on the calibration accuracy. If other AOT01 observations 2 are available, they are compared with each other in the appendix in order to assess the calibration precision of ISO-SWS. Knowing the accuracy and the precision of the observational data, several stellar parameters (and their error bar) are determined from the AOT01 observation and the agreement between observational and theoretical spectra is discussed. Furthermore, the deduced stellar parameters are evaluated with respect to published stellar parameters. Tables with a summary of the different published results, together with a short description of the used methods and/or data and of the assumed and deduced parameters by the different authors quoted in next sections, can be found in the appendix.
3.3. δ Dra: AOT01, speed 4, revolution 206 3.3.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum ( Fig. 1) Some of the atomic features identified in Fig. 3 in Paper II can still be recognised in δ Dra, e.g. around 2.55 µm, 2.63 µm, 3.3 µm, 3.4 µm and 3.85 µm. The second most abundant molecule in nearly all cool stars is CO, because of its very high dissociation energy (11.09 eV), and because of the high Johnson et al. (1966) ; b Lee (1970) ; c Faucherre et al. (1983) ; d Glass (1974) .
cosmic abundance of carbon and oxygen. From δ Dra on, the first-overtone CO band dominates the spectrum till 2.8 µm.
The problems with these CO lines are described in point 2 in Paper II. In band 1B, 1D and 1E the OH ∆v = 1 lines become visible. Problems with memory effects (Paper II) make it impossible to improve the data in band 2. The carbon abundance is deduced from the CO lines in band 1A (where the standard deviation is larger than for the other sub-bands in band 1), the N-abundance from the CN lines which are almost invisible, and the O-abundance from OH lines which are also still very weak; the overall uncertainty on the abundance of carbon, nitrogen and oxygen is estimated to be 0.25 dex. Since the chemical equilibrium determines the shape of the synthetic spectrum, too inaccurate a nitrogen abundance would result in high β-values. So, although the CN and NH lines remain also very weak for the cooler giants, a wrong nitrogen abundance can be traced.
Comparison with other published stellar
parameters (see Table D .1 in the appendix)
The temperatures given by the different authors quoted in Table D .1 all agree quite well. Only the temperature given by Faucherre et al. (1983) and Gustafsson et al. (1974) are somewhat lower than the other values. Gustafsson et al. (1974) have established the temperature scale with the aid of a new theoretical calibration of R − I. This colour was computed from scaled solar model atmospheres, with the line blocking considered in a statistical way. The use of scaled solar model atmospheres led to underestimates of T eff , an effect which is also noticeable for the T eff -value of ξ Dra in Table D. 2.
There is a rather large difference in published gravities, being either around 2.9 dex or around 2.1 dex. Only Gratton et al. (1982) and Gratton (1983) have tabulated a value of log g = 2.1, a result which was obtained from a curve of growth technique. Also the gravity value given by Burnashev (1983) -who has used narrow-band photometric colours in the visible part of the electromagnetic spectrum -is quite discrepant from the more common listed value of log g = 2.9. We note that also for other stars in our sample, quite some gravity values do not correspond with the ones given by Table 3 . Final fundamental stellar parameters for the selected stars in the sample. The effective temperature T eff is given in K, the logarithm of the gravity in cgs units, the microturbulent velocity ξ t in km s −1 , the angular diameter in mas, the parallax π in mas, the distance D in parsec, the radius R(D, θ d ) in R , the gravity-inferred mass M g in M and the luminosity L in L . Burnashev (1983) . Possible reasons include inaccurate spectrophotometric data or inaccurate formulae to convert the colour indices to the stellar parameter values. Using a gravity of log g = 2.10, the best fit was obtained with a -low -carbon abundance of ε(C) = 8.00 (Fig. 2) . The discrepancies are more pronounced than in Fig. 1 , while the β-values are larger than for log g = 2.70 and ε(C) = 8.15.
Other indirect angular diameter determinations were not found. Gratton et al. (1982) have derived the radius from the visual surface brightness and the temperature, and so have obtained the mass M g of δ Dra. Faucherre et al. (1983) measured the angular diameter with the two-telescope stellar interferometer (I2T) at CERGA. By using D = 36 ± 8 pc (Jenkins 1952) , a radius R = 15 ± 4 R was obtained. Although different methods and/or data are used, the three values for the radius listed in Table D .1 are in good agreement. From the 10% absolute flux level accuracy, the uncertainty on the angular diameter (θ d = 3.30 mas) is estimated to be 0.20 mas. This yields a gravity-inferred mass of M g = 2.18 ± 1.04 M . This value for M g is higher than the gravityinferred mass deduced by Gratton et al. (1982) , due to their use of a lower gravity value.
3.4. ξ Dra: AOT01, speed 3, revolution 314 3.4.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum ( Fig. 3) The larger pointing offset in the y-direction and the high noise level reduce the reliability of the shape of the sub-bands.
Especially the shape of the data at the end of band 1A, in band 1B and in band 1D seems unreliable. As a result, the uncertainties on the fundamental stellar parameters are enhanced. Fortunately, the post-He spectrum does not display these problems. Using then both the speed-3 observation and the post-He data, the stellar parameters were estimated. Similar Table 4 . The β-values from the Kolmogorov-Smirnov test are given not only for the different sub-bands, but also for the different molecular absorbers the β-values. In the second column, one can find the maximum acceptable β-value for that specific wavelength-range as estimated for a high-quality AOT01 speed-4 observation (Paper I). discrepancies as seen in Fig. 1 of δ Dra are also arising in the comparison between the observational data of ξ Dra and its synthetic spectrum. Some examples caused by atomic transitions may be seen around 2.545 µm, 2.595 µm and 2.623 µm. The first-overtone CO lines are clearly visible around 2.4 µm. As described in Paper II, the strongest CO lines were predicted as somewhat too strong when a resolution of 1500 is used. The carbon, nitrogen and oxygen abundance, together with the 12 C/ 13 C ratio are an indication that ξ Dra has already gone through the first dredge-up (see Sect. 4.2). At 4.005 µm, the 2-0 band head of the SiO first-overtone band emerges.
The post-helium observation is also compared with a synthetic spectrum generated with the same stellar parameters (but other θ d due to the higher absolute flux in the post-He observation) as in Fig. 3 at an appropriate resolution (Fig. 4) . The corresponding β-values are β 1A = 0.089, β 1B = 0.105, β 1D = 0.087 and β 1E = 0.048. The larger β-values are due to the very strong Mg-Si-Al-Fe feature around 2.55 µm in band 1A (see Fig. 3 in Paper II) and the still ongoing calibration of the post-He data. The spectrum resembles the spectrum of δ Dra.
parameters (see Table D .2 in the appendix)
As for δ Dra, the temperature given by Gustafsson et al. (1974) is lower than other published values (see the comment given in Sect. 3.3.2). The different values quoted for the logarithm of the gravity are in close agreement, with the maximum difference being 0.30 dex and our deduced gravity value being close to the mean. The lowest value was found by Brown et al. (1989) by using the K-line absolute magnitude M V (K) and the highest value was obtained by McWilliam (1990) by using the wellknown relation between g, T eff , L and a mass value inferred from evolutionary tracks. The angular diameter deduced from the speed-3 observation tallies very well with the IRFM angular diameter value given by Blackwell et al. (1991) -which is a revision of Blackwell et al. (1990) . Also Gratton et al. (1982) deduced a gravity-inferred mass M g , their value being somewhat higher than ours due to their use of a higher radius value.
For the first time, the abundances of C, N and O are determined. Since the spectroscopic analysis was done on the basis of a speed-3 observation and a post-He speed-4 observation, the error bar on the abundances is estimated to be ∼0.30 dex.
3.5. α Boo: AOT01, speed 4, revolution 452 3.5.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 5) The higher standard deviation in band 1A and possible uncertainties in the temperature structure in the outer layers determine the maximal acceptable β-value in band 1A. The OH lines are predicted as somewhat too weak (Paper II). From α Boo on, the OH lines determine the spectral signature of band 1D. In band 1E, one can see atomic features around 3.85 µm (see Fig. 3 in Paper II) and the SiO lines around 4 µm. At the beginning of this project, the first-overtone SiO lines were always predicted as too strong. At that time, the line list of Tipping & Chackerian (1981) was used. An extensive theoretical study (Drira et al. 1997 ) and a comparison with observed SiO lines (Langhoff & Bauschlicher 1993 , Tsuji et al. 1994 revealed that the Einstein coefficients based on the results of Tipping & Chackerian (1981) are about a factor two larger for the 2-0 overtone band than the currently accepted value. This explained the overestimate of the strength of the SiO lines. Presently, the more accurate SiO line list of Langhoff & Bauschlicher (1993) is used, resulting in a good agreement between observed and calculated spectra. The fundamental bands of SiO and CO are visible in band 2, although no quantitative statements can be made due to the problems with the memory effects. The memory effects in band 2 are quite strong due to the high flux level of α Boo in the infrared.
The high-quality data made it possible to pin down the atmospheric parameters (see Paper II). Where the first set of input parameters contained as gravity log g = 1.75, the ISO-SWS (and FTS-KP) spectra gave indications that this value could be refined to log g = 1.50.
parameters (see Table D .3 in the appendix)
The different temperature values deduced for α Boo vary around 4300 K, with the lowest value being 4060 K (Scargle & Strecker 1979 ) and the highest value 4628 K (Dyck et al. 1998) . A quite often quoted value is the one of Frisk et al. (1982) , T eff = 4375 K, who used photometry in the 0.4-2.2 µm wavelength range in order to determine the effective temperature of Arcturus. Concerning the gravity, one notices that some publications give quite a different gravity w.r.t. our deduced value (with a difference >0.6 dex compared to log g = 1.50 deduced from the ISO-SWS and FTS-KP spectra). The large wavelength range of ISO-SWS, with the presence of many molecules, has proven to be very useful for the determination of the gravity for the cool giants. Our deduced value of log g = 1.50 is also corroborated by the excellent agreement between the FTS-KP-spectrum and the synthetic spectrum of α Boo discussed in Paper II. Using, e.g., a gravity of log g = 1.75, leads to a gravity-inferred mass of M g = 1.30 M . The evolutionary tracks of Fagotto et al. (1994) give also support to a mass value around 0.8 M (for T eff = 4300 K and L = 196 L ), suggesting the lower gravity value of log g = 1.50.
All obtained values for the metallicity mention [Fe/H] ≈ −0.50. For the microturbulent velocity, a larger range occurs, with a minimum of 1.5 km s −1 (Fernández-Villaca nas et al. 1990; ) and a maximum of 2.5 km s −1 (Gratton 1985) . From studies on granulations, it is clear that the use of a single parameter to represent the non-thermal velocity field is highly phenomenological and thus, it is not surprising that large differences in deduced values for the microturbulence are obtained. For the carbon abundance, most of the studies give [C/Fe] being solar or somewhat sub-solar (≤0.005), with the only exception being Altas (1987) , who deduced an abnormal high carbon abundance using the Griffin atlas (Griffin 1968) and the model derived by Mäckle et al. (1975) . Also for the nitrogen abundance, the value mentioned by Altas (1987) exceeds the other deduced values, although here the spread is higher than for the carbon abundance. We obtained ε(O) using OH-lines. Our deduced value agrees (within the error bar) with the ones obtained by Lambert & Ries (1981) , Kjaergaard et al. (1982) , Altas (1987) and Peterson et al. (1993) . Only the value obtained by Mäckle et al. (1975) is substantially lower than our value. Within the error bars, our 12 C/ 13 C ratio agrees with other published values.
Angular diameter, luminosity and radius values are in good agreement with other values found in the literature.
Quite a few authors have estimated the gravity-inferred mass, e.g. Mäckle et al. (1975) , Gratton (1985) , Harris et al. (1988) , Judge & Stencel (1991) , Peterson et al. (1993) . Differences in assumed/ adopted/ deduced gravity, radius, angular diameter or parallax value explain the observed differences in M g .
In general, the atmospheric parameters we derived for α Boo agree with the ones found by Peterson et al. (1993) . They have obtained the stellar parameters by computing a model atmosphere which reproduces the observed flux distribution of the Griffin atlas (Griffin 1968 ) of α Boo. Accurate model atmospheres, opacities, line lists, ... are indispensable for a good assessment of the stellar parameters. Minor inaccuracies in photometric calibration formulae, in broadening parameters, in the assumptions made in the theoretical modelling computations, ... may lead to statistically relevant departures of the derived parameters. One should be careful when ascribing an atmospheric parameter based on the spectral type (like done by, e.g., Cohen et al. 1996) . This is already obvious when comparing the parameters of α Boo and ξ Dra, which are both K2 giants.
3.6. α Tuc: AOT01, speed 4, revolution 866 3.6.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 6) The somewhat higher β-value in band 1A is partially due to a uncertainties in the temperature structure in the outer layers (Paper II) and partially due to the higher standard deviation in band 1A. The atomic features around 3.85 µm and 3.98 µm remain visible (see Fig. 3 in Paper II). The OH features are somewhat more pronounced than for α Boo. The SiO fundamental and first-overtone band, together with the CO fundamental band, arise in band 2.
3.6.2. Comparison with other published stellar parameters (see Table D .4 in the appendix)
Only a few published values for the different stellar parameters are available. The temperature derived from the ISO-SWS spectrum and the V − K colour is somewhat higher than the effective temperature derived from the (V − R) colour index (Basri & Linsky 1979; Pasquini & Brocato 1992) and from other broad-band photometry (Glebocki & Stawikowski 1988) . Using the Johnson B, V, R and I colour measurements from Mendoza (1969) as listed by Simbad and the colourtemperature relations of McWilliam (1990) , an effective temperature of 4080 K is obtained for α Tuc. The used K magnitude of −0.09 mag listed by Wamsteker (1981) could not be checked against other literature values, since no other values were found. There is however a large difference between the two listed gravities. Glebocki & Stawikowski (1988) have estimated the mass from the mass-function and the position of the primary on the evolutionary track calculations. The radius R was estimated from the bolometric magnitude and the effective temperature deduced from infrared broad-band photometry. Pasquini & Brocato (1992) have not taken the binary character of α Tuc into account, but have deduced the gravity from M bol and a mass inferred from the comparison with evolutionary tracks. Due to a raw division of the stellar masses into four sub-groups, their gravity is the parameter containing the major uncertainties, which explains the difference with our first-guess value for log g, derived from the same M bol value, but using another M hr value. From the ISO-SWS spectrum and the corresponding β-values, we could draw the conclusion that a gravity of 1.90 is too high. Our deduced angular diameter of 6.02 ± 0.37 mas corresponds with the value given by Basri & Linsky (1979) , who have used a relation which links the colour V − R to the angular diameter. These two values are higher than the value mentioned by Stencel et al. (1980) . Both Basri & Linsky (1979) and Stencel et al. (1980) have used the scaling laws described by and to convert fluxes observed on the Earth to fluxes at the stellar surface. Since this scaling law is based on the photometric colour (V − R), an uncertainty in (V − R) can induce a significant error. The photometric colour (V − R) of α Tuc has been quoted as uncertain in both papers ((V − R) = 0.9 in Stencel et al. 1980 and (V − R) = 1.04 in Basri & Linsky 1979) , explaining the large difference in θ d .
The high-quality ISO-SWS spectra of α Tuc gave us the possibility to determine for the first time the C, N and O abundances and the 12 C/ 13 C-ratio for this target.
3.7. β UMi: AOT01, speed 4, revolution 182 3.7.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 7) Band 1A has the largest β-value. For band 1A, the same reasons as for the previous stars can be quoted. The discrepancy between 3.91 and 3.97 µm causes the somewhat larger β 1E -value. One can notify an analogous discrepancy in Fig. A.4 in the appendix. The pointing offset (|dy| > 1 ), together with a somewhat larger standard deviation after rebinning for the speed-4 observation in that wavelength range, render this discrepancy not significant. The OH spectral features dominate band 1D and band 1E, while the first-overtone band of SiO is clearly visible around 4 µm. The CO fundamental and SiO fundamental and first-overtone bands remain visible in band 2. Table D .5 in the appendix)
Comparison with other published stellar parameters (see
The published temperature values all agree very well, the only exception being the value derived by Lambert & Ries (1981) and used by some other authors. As quoted by , Harris et al. (1988) and Luck & Challener (1995) , the effective temperature and gravity derived by Lambert & Ries (1981) are too high and should be lowered by ∼240 K and ∼0.40 dex respectively. Taking this remark into account and knowing that the gravity values quoted by Burnashev (1983) differ often with other values (see Sect. 3.3.2), our deduced gravity is in good agreement, although being at the lower end, with other deduced gravity values. The metallicity and microturbulent velocity agree with the other values listed in Table D .5. The 12 C/ 13 C ratio derived from the ISO-SWS spectrum is somewhat lower than other published values, but the difference is not significant due to the large standard deviation and the other problems discussed in Paper II for band 1A. The angular diameter from the SWS-spectrum lies in between the values quoted by Judge & Stencel (1991) and Stencel et al. (1980) . Being somewhat larger than the value given by Judge & Stencel (1991) , our deduced values of R, M g and L are also higher than those listed by Judge & Stencel (1991). 3.8. γ Dra: AOT01, speed 4, revolution 377 3.8.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 8) It was difficult to decide between log g ≈ 1.20 and log g ≈ 1.55 for γ Dra, since the Kolmogorov-Smirnov test -applied in the region from 2.8-3.2 µm, where the synthetic spectrum is quite sensitive to the gravity -yields almost the same β-value. Since a gravity of log g = 1.30 was obtained from K, BC K , π, T eff (V − K) and M hr , this gravity was chosen to represent the "true" gravity of the star. The small difference between the two β-values is reflected in the higher uncertainty of log g in Table 3 . The other comments for γ Dra are similar to the ones for α Boo.
Comparison with other published stellar parameters
Different methods like IRFM, colour indices, interferometry, the Engelke function (Engelke 1992), ... almost all yield the same effective temperature for γ Dra. The value given by Tomkin et al. (1975) is quite low, which may be due to inaccurate colour indices or calibration. We note that Faucherre et al. (1983) , who derived effective temperatures from interferometric measurements of angular diameters, underestimated the effective temperature of δ Dra compared to our value, but for γ Dra obtained a value slightly higher than ours. As for α Boo, the gravity deduced by Cohen et al. (1996) from the spectral type seems to be erroneous.
The reference quoted by Harris & Lambert (1984) for the determination of the atmospheric parameters could not be traced back. The only two other deduced values for the gravity listed in Table D .6 are log g 1.55 and log g 1.20. As described in previous paragraph, the β-values from the Kolmogorov-Smirnov test for these two gravity values are quite alike.
Our deduced value for the angular diameter θ d = 9.98 ± 0.63 mas is in close agreement with the values obtained by using the IRFM method (Blackwell & Shallis 1977; Leggett et al. 1986; Bell & Gustafsson 1989) or by using the Engelke function as was done by Cohen et al. (1996) . While our results and the values adopted by Robinson et al. (1998) for the stellar radius are based on the Hipparcos' parallax and the deduced (or adopted) angular diameter, Leggett et al. (1986) used the parallax value given by Jenkins (1963) (π = 17 ± 6 mas). Consequently, their deduced radius (and luminosity) is higher than ours. Only Harris et al. (1988) and Robinson et al. (1998) have estimated a gravity-inferred mass from adopted g and R values. The value of Robinson et al. (1998) is higher than our derived M g value due to the use of a higher gravity, while the value obtained by Harris et al. (1988) (M = 0.9 M ) is much lower. This low value was discarded by Harris et al. (1988) , who instead adopted M = 2.0 M . C, N and O abundances agree fairly well with the ones obtained by Lambert & Ries (1981) .
α Tau: AOT01, speed 4, revolution 636
α Tau has been discussed in Paper I.
3.10. H Sco: AOT01, speed 4, revolution 847 3.10.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 9) The use of the initial values for the effective temperature and gravity of T eff = 3750 K and log g = 1.00 resulted in synthetic spectrum being very discrepant from the ISO-SWS spectrum. From the slope of the ISO-SWS data between 2.8 and 4.08 µm, the effective temperature was found to be higher by ∼150 K. The logarithm of the gravity had to be increased with 0.3 dex. The used K magnitude to derive the initial values of T eff and log g was quoted to be uncertain (Price 1968) , which may result in initial values being quite off. From H Sco on, the spectra are dominated by water lines. It has been calculated that at a temperature of about 3900 K the concentrations of water and OH are equal; below this temperature, water is the dominant oxygen-containing molecule as well as the dominant opacity source (Wallace et al. 1995 3.11. β And: AOT01, speed 4, revolution 795 3.11.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 10) Just like the K-giants, this "normal" M-giant displays the molecular features and the discrepancies summarised in Paper I. However, H 2 O, rather than OH, has now become the main absorber in the wavelength region from 2.8 µm to 4 µm, although the OH lines remain very well visible. Table 10 in the appendix)
Comparison with other published stellar parameters (see
As for γ Dra and α Tau, the effective temperatures given by Tomkin et al. (1975) ; Linsky & Ayres (1978) ; Scargle & Strecker (1979) are quite low compared to the other values derived from different methods. The interferometric value by Dyck et al. (1998) is the highest T eff value in Table D. 7. From K, BC K , π, T eff (V − K) and M hr an initial input gravity of log g = 0.95 was derived. Using this gravity value, T eff = 3880 K, ξ t = 2.0 km s −1 , [Fe/H] = 0.00, ε(C) = 8.12, ε(N) = 8.37, ε(O) = 9.08 and 12 C/ 13 C = 9, a good agreement with the observed ISO-SWS spectrum was obtained. This gravity value of log g = 0.95 is, however, much lower than most of the other quoted values in Table D .7. Examining the other gravity values, we see that -Clegg et al. (1979) have derived log g from an assumed mass of 1 M , a T eff value derived from spectral type and colours and have estimated a luminosity value using the HR diagram of Scalo (1976) . Our deduced M hr of 2.2 M would result in a higher luminosity and thus in a lower gravity. -Both Smith & Lambert (1985) and Lazaro et al. (1991) Eggen (1973) , showing that the results from the WilsonBappu effect are systematically ∼0.5 mag fainter. Hence, Tsuji (1981) decided to use the mean of the two values. Using too high an M bol value (by ∼0.73 mag) results in too high a log g value (by ∼0.3 dex). Moreover, taking these questionable values for the luminosity into account, the mass values estimated by Smith & Lambert (1985) and Lazaro et al. (1991) using evolutionary tracks are meaningless. In addition, Lazaro et al. (1991) have estimated stellar parameters per spectral type, and so have adopted a mean mass of 1.5 M . Although having the same spectral type, stellar objects may differ significantly in stellar parameters. - Judge & Stencel (1991) have estimated the gravity from photospheric line studies, but these results could not be traced back.
Thus, we may conclude that the other quoted log g values in Table D .7 are either too high or are meaningless. The derived angular diameter tallies with other indirectly determined angular diameters given in Table D .7. The use of old parallax values by Faucherre et al. (1983) , Volk & Cohen (1989) , Judge & Stencel (1991) -which may be almost a factor 3 higher than the Hipparcos' parallax -resulted, however, in a radius value much higher than any literature values. As a consequence, our deduced luminosity exceeds the other quoted values. Since our deduced gravity is at the lower end of the other quoted gravity values, our deduced C-abundance is also somewhat lower (see Paper I). The abundances of nitrogen and oxygen agree with other quoted values.
3.12. α Cet: AOT01, speed 4, revolution 797 3.12.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 11) For this cool giant, the spectrum resulting from the computations with a standard stellar model, i.e. without a stellar wind, shows a very good agreement with the ISO-SWS spectrum of α Cet. The discrepancies described in Paper I occur also for α Cet. The small atomic feature around 3.85 µm remains marginally visible.
3.12.2. Comparison with other published stellar parameters (see Table D .8 in the appendix) Napiwotzki et al. (1993) quoted that the resulting IRFM temperatures are too low by 1.6-2.8%, but the effective temperature found by Tsuji (1981) is ∼160 K higher than the effective temperature deduced from the V − K colour and confirmed by the ISO-SWS data. Using improved H − opacity, Blackwell et al. (1991) derived an effective temperature from the IRFM being 3745 K, which matches our derived temperature value.
Concerning the quoted gravity values in Table D .8, the same comments can be given as for β And. The use of too low a luminosity value results in too high a gravity value (Clegg et al. 1979; Lazaro et al. 1991; Tsuji 1986 ). Moreover, assuming a stellar mass (1 M by Clegg et al. (1979) , 3 M by Tsuji (1986), 1.5 M by Lazaro et al. (1991) based on the spectral type, can introduce significant errors on the gravity. The obtained value by Judge & Stencel (1991) could not be traced back. Cohen et al. (1996) used a statistical relation between spectral type and gravity which may result in inaccurate gravity values taking into account the divergent stellar parameters for different targets having the same spectral type (cf. e.g. α Cet and β Peg). Burnashev (1983) has derived gravity values from narrow-band photometric colours. As can be seen from Table D .8, the obtained values differ largely (see also the remarks given in Sects. 3.3.2 and 3.7.2). Hence, once more, we may conclude that the other quoted gravity values in Table D.8 are not accurate.
Our angular diameter deduced from the ISO-SWS spectrum agrees quite well with other angular diameters deduced using indirect methods (e.g. Blackwell et al. 1991; Judge & Stencel 1991) . Judge & Stencel (1991) used a somewhat lower parallax value quoted by Jenkins (1952) (which differs by a factor ∼1.2 with the Hipparcos' parallax), resulting in a higher radius and luminosity value than ours.
Our deduced carbon abundance differs somewhat from the values deduced by Tsuji (1991) , who used secondovertone CO-lines. These values are higher than the values inferred from first-overtone CO-lines by Tsuji (1986) and Lazaro et al. (1991) . Tsuji (1991) discussed this problem in conjunction with the smaller ξ t , deduced from the second-overtone, than from the first-overtone CO lines. Probably, the origin of the discrepancy between the carbon abundances derived from the more or less saturated lines of the CO first-overtone and those from the less saturated second-overtone lines can, at least partly, be explained by an over-simplification of the treatment of the microturbulent velocity, for which in classical models a depth-independent, isotropic Gaussian model is taken. Even in classical abundance analysis, an error of only 0.5 km s −1 in ξ t produces an error as large as 0.3 dex in the derived abundances. Since line asymmetries in cool giant stars are as large as 0.5 km s −1 , a poor modelling of the turbulence may also produce similar or even larger errors on the abundances derived from saturated lines. Our carbon abundance is, however, deduced from first-overtone lines. Its higher value w.r.t. the value given by Tsuji (1986) may be explained by our lower ξ t . Moreover, when using the parameter values as deduced by Tsuji (1981 , Tsuji 1986 , Tsuji 1991 a bad correspondence is seen between the observed and synthetic spectra: when using ε(C) = 8.06 the CO (∆v = 2) lines are predicted as being far too weak, while they are predicted as being far too strong for ε(C) = 8.50. It should also be noted that the agreement in band 1B was very bad.
3.13. β Peg: AOT01, speed 4, revolution 551 3.13.1. Comparison between the ISO-SWS spectrum and the synthetic spectrum (Fig. 12) By using the classical models and synthetic spectra as calculated by the  and  codes, it turned out impossible to determine stellar parameters from the ISO-SWS data of β Peg: in the range 2.6 -3.2 µm, certain lines were always predicted as far too weak (see, e.g., Fig. 12 , where the synthetic spectra for 2 different sets of parameters are plotted). Already from the early eighties, it was clear that the nearinfrared absorption lines of CO and H 2 O molecules yield insight into the structure of the inner parts of an expanding envelope (Tielens 1983) . The picture emanating from these data was that three different regions are to be recognised: (a) an extending pulsating photosphere terminated by (b) a stationary layer which starts (c) the cool expanding envelope.
In panel C in Fig. 12 -where the SWS observational data of β Peg are divided by the synthetic spectrum specified in panel B -a clear pattern is appearing. Comparing this pattern with typical molecular absorption patterns as displayed e.g. in Fig. 3 .5 in or in Fig. 4 in , we see that -at least -H 2 O is necessary to explain this excess absorption.
The discovery of such excess absorption/emission features visible in the ISO-SWS data was for the first time discussed by Tsuji et al. (1997) . They concluded that these features could be interpreted as due to an excess absorption originating in a "warm molecular envelope". These layers are clearly distinct from the much cooler circumstellar envelopes (CSE) already known from radio observations. At that time, it was however still not clear how such a molecule forming region could be developed.
A similar structure of features was found from ISO observations in quite some other stars (Fig. 13) , among them α Ori (Cami et al. 1997; Justtanont et al. 1998; Yamamura et al. 1999; Ryde et al. 1999) . Together with µ Cep, α Ori is one of the two objects whose CSE kinetic temperature distribution has been analysed (Rodgers & Glassgold 1991) . Indications were found by other methods and different authors that a hydrostatic model is not able to model these stars correctly (e.g. Hinkle et al. 1982; Aringer et al. 1999) . Such discrepancies, found by both models developed by Tsuji and collaborators and models developed by the Uppsala group, may be too large to be relaxed by improving the model of the photosphere. Dynamical models for the outer layers of oxygen-rich AGB-stars reveal, on the other hand, a layered structure of the molecules and much higher column densities than predicted by hydrostatic models (Woitke et al. 1999; Höfner et al. 2002) . This is a natural consequence of the shock waves occurring in these models. The overall amount of levitated gas found in the models exceeds the lower density limits of CO, H 2 O, CO 2 and SO 2 inferred from the ISO-SWS observations. Therefore, the levitation of the outer atmospheres of AGB-stars by pulsations seems to be a possible mechanism to form these "warm molecular layers". Other effects, such as dust formation and chemical non-equilibrium, are probably also involved.
Thus, it is an established fact that a better understanding of the complicated structure of cool stars -and more precisely their spectral features around 3 µm -will only be reached once dynamical modelling of stars, including good opacity calculations, NLTE and a CSE, are fully developed. One should therefore be very careful in the interpretation of results based on current modelling.
In order to determine ε(C), the 12 C/ 13 C-ratio, θ d , L, R and M g we have adopted as T eff and log g the values obtained in Sect. 3.1. Furthermore, we adopted [Fe/H] = 0.00, ξ t = 2.0 km s −1 , ε(N) = 8.18 and ε(O) = 8.93 assuming that β Peg has already gone through the first dredge-up. For the computation of the upper and lower limit of the stellar mass, ∆ log g = 0.40 dex was assumed. 
Comparison with other published stellar
parameters(see Table D .9 in the appendix)
As for α Boo and β And, the highest effective temperature value for β Peg in Table D .9 is given by the interferometric value of Dyck et al. (1998) . The other T eff values do agree quite well. A discussion on the other quoted gravity values in Table D .9 can be found in the corresponding sections for β And and α Cet. As for α Cet, Tsuji (1986) has determined M bol as being the mean of the value given by the Wilson-Bappu relation (Wilson 1976 ) (M bol = −1.9) and the result found by Eggen (1973) (M bol = −3.2). Since this mean value is higher than our value for M bol by 0.79 mag (see Table 2 , M bol = −3.34), the obtained value for log g is higher by −0.3 dex. Tsuji (1991) quoted, however, a lower gravity value, being log g = 0.5 dex, but the reason for this decrease is not mentioned.
The microturbulence was determined by various authors. They have used different kinds of spectral lines, such as the SiO first-overtone lines (Lambert et al. 1987) , the CO first-overtone lines (Tsuji 1986 ), the CO second-overtone lines (Tsuji 1991) , CN lines , Fe I, Ni I and Ti I lines (Smith & Lambert 1985) . Unfortunately, these studies all yield different values.
Also for β Peg, a large difference is visible between the carbon abundance deduced from the CO (∆v = 2) lines and from the CO (∆v = 3) lines as obtained by Tsuji (1986 , Tsuji 1991 . Smith & Lambert (1990) have used both CO (∆v = 2) and CO (∆v = 3) lines. They are the only ones having deduced ε(C), ε(N) and ε(O) simultaneously based on high-resolution spectra of OH (∆v = 2), CO (∆v = 3), CO (∆v = 2) and CN (∆v = 2) lines. Using the assumed stellar parameters as described in previous section, ε(C), θ d , L, R, M g and the 12 C/ 13 C-ratio are deduced from the ISO-SWS spectrum of β Peg. We assigned a quite high error bar on the derived ε(C) and 12 C/ 13 C-ratio, since these ratios were deduced only from the first 12 CO and 13 CO features before 2.45 µm, where the spectrum is less disturbed by the excess absorption of H 2 O. As for α Cet, the 12 C/ 13 C-ratio obtained by Lazaro et al. (1991) is higher than the value deduced in this and other studies.
Our obtained angular diameter agrees well with the angular diameter obtained most recent by Blackwell et al. (1991) using IRFM. Also the luminosity and the radius correspond with other quoted values.
Discussion on the derived stellar parameters

Temperatures derived from V − K colours
It is instructive to compare the ISO-SWS T eff , mostly sensitive to the slope of the spectrum between 2.8 and 4 µm, to T eff derived by other means. As already said in Sect. 3.1, one can calculate T eff directly from V − K using (semi-) empirical (T eff , (V −K) 0 ) temperature scales. Such calibrations are e.g. given by Ridgway et al. (1980 ), di Benedetto (1993 and Bessell et al. (1998) (see Sect. 3.1). Ridgway et al. (1980) have established an empirical effective temperature calibration by using angular diameters from lunar occultation in combination with infrared photometry. More recently, Michelson interferometry has been producing much more precise radii for the K and M stars (di Benedetto 1993 (di Benedetto , 1998 .
T eff may also be derived from m bol and the angular diameter deduced from the ISO-spectra. It is easily shown that: log(T eff )= 2.720 − 0.5 log(θ D /1000) − m bol /10, with θ d in mas and assuming that M bol, = 4.74 (Bessell et al. 1998) Table 2 and θ d from Table 3 , Table 5 , together with T eff derived from the three T eff (V − K) calibrations discussed above. The comparison to T eff (IS0) (Fig. 14) shows that these methods do agree within the ∼5% level, with the exception being H Sco (see further discussion)! Only for a few stars, T eff (ISO) has been adjusted slightly w.r.t. the first guess value T eff ((V − K) 0 ) derived from Bessell et al. (1998) . This good general agreement in T eff proves that T eff as derived from ISO-SWS spectra is compatible with T eff derived from photometry. Since all the T eff ((V − K) 0 ) calibrations are based on almost the same principle, it is normal that all the T eff ((V − K) 0 ) values are clustered together w.r.t. Price (1968) , who quoted this value as being uncertain. We note that an error of +0.4 mag in K (K = 0.4 mag), inducing a 0.11 mag decrease in BC K around 4000 K so that m bol = 2.99 mag, leads to an error in T eff of −275 K (T eff (K 0 , BC K , θ D ) = 3837 K; −367 K for the increase in K, +92 K for in the decrease in BC K ). Simultaneously, this increase in K, through a decrease of V − K by 0.4 mag, induces an increase of about 75 K in the T eff deduced from T eff ((V−K) 0 ) calibrations. Concerning the bolometric correction BC K we have used the relation found by Bessell et al. (1998) . As can be seen from Fig. 20 in Bessell et al. (1998) , the BC K values of Bessell & Wood (1984) are systematically somewhat higher in the region 2.3 < V − K < 4.5 mag, with a maximum difference around V −K = 3 mag and being almost 0 for V −K ≈ 4. So, uncertainties in BC K can not explain the observed differences. For H Sco, only 1 ISO-SWS observation is available. Inspecting the literature values for the angular diameter for the other cool stars in the sample, we see that θ d (ISO) is not systematically higher or lower than the other quoted values. Taking the worst-case scenario, in which the absolute-flux level of the ISO-SWS data is too low by 10% (a value deduced from the comparison between the different observations of one target, as done in the appendix) and using the same T eff (ISO) value of 3900 K, the angular diameter of H Sco would increase from 4.73 mas to 4.96 mas inducing a decrease in T eff (K 0 , BC K , θ D ) from 4112 K to 4016 K, still different by ∼250 K from the T eff ((V − K) 0 ) values. Moreover, as discussed in Sect. 3.10.2, we derive an effective temperature of T eff = 3900 K using the Johnson B, V, R and I colour measurements of Johnson et al. (1966) and the colour-temperature relation of McWilliam (1990) . This value of 3900 K -being ∼150 K higher than the initial guess value based on K = 0.00 mag -is supported by the slope of the ISO-SWS spectrum of H Sco. We may conclude that a least the (high) uncertainty in the K magnitude can explain the larger deviation of T eff (K 0 , BC K , θ D ) w.r.t. the other T eff values.
Taking a (more typical) error of −0.1 mag in the K magnitude of α Tuc, would also shift this target in within the 3% level of correspondence in the lowermost plot of Fig. 14 .
Taking all these remarks into account, we may conclude that uncertainties in the K magnitude or in θ d may cause H Sco and α Tuc to deviate from the 3% level of correspondence of the different obtained T eff -values. Moreover, this high level of correspondence proves the consistency between V − K, BC K , T eff and θ d derived from IR and optical data.
12 C / 13 C ratio
Classical models (i.e. those where stellar convective regions are instantly mixed, where no transport of matter occurs in the radiative regions and without rotation at any depth) predict that the carbon isotopic ratio 12 C/ 13 C in low-mass stars (M < ∼ 2 M ) declines from 90 to about 20-30 along the red giant branch (e.g. Iben 1967; Dearborn et al. 1976; Charbonnel et al. 1998 ). This pattern is, however, not seen for our program stars (see Fig. 15 ). Observations of CNO elements in a large number of evolved stars (for an overview, see Sneden 1991) permitted already to confirm the qualitative occurrence of the first dredgeup, but quantitative disagreements appeared between the abundance pattern of real low-mass stars and of "model" stars: in a large fraction of giants the observed 12 C/ 13 C and 12 C/ 14 N ratios appeared to be substantially lower than the predicted postdredge-up ratios. Therefore, different processes involving an extra-mixing process have been proposed to explain the deviations from standard theoretical predictions (for an overview, see Charbonnel 1994; Charbonnel et al. 1998 ). Observational results of Charbonnel et al. (1998) confirmed that the extramixing process becomes efficient on the RGB only when the low-mass stars reach the so-called luminosity function bump, i.e. the evolutionary point where the hydrogen burning shell crosses the chemical discontinuity created by the convective envelope at its maximum extent, tending to indicate that the nature of this extra-mixing process on the RGB is related to rotation.
Our observational results are summarised in Fig. 15 , where we show the observed dependence of the 12 C/ 13 C ratio on M bol . The same conclusions can be drawn as by Charbonnel et al. (1998) , namely (i) the least luminous star in our sample, ξ Dra, shows a limit on the 12 C/ 13 C ratio in agreement with standard predictions, and (ii) for stars with M bol < 0.9, the observed isotopic ratio drops to values between 7 and 13, well below the standard predicted post-dilution ratio. As quoted by Charbonnel et al. (1998) , it is interesting to note that the RGB luminosity function bump of 47 Tuc (with [Fe/H] −0.65) is at M bol = 1.05 ± 0.20, i.e. precisely where the disagreement between standard predictions and observed 12 C/ 13 C ratios appears. Our observational results, in which for the first time the 12 C/ 13 C-ratio of δ Dra, α Tuc and H Sco are included, are thus a confirmation of the claims of Charbonnel et al. (1998) .
Moreover it has to be noted that for more massive stars (M ≥ 1.7−2.3 M , depending on the metallicity) the Table 5 . Effective temperatures derived from the (T eff , V − K) relationship as given by Ridgway et al. (1980 ) (RJWW80), di Benedetto (1993 ) (diBen9398) and Bessell et al. (1998) (BCP98) are tabulated in Cols. 3-5 respectively. In Col. 6, T eff (K 0 , BC K , θ D ) is listed and in the last column the effective temperature deduced from the ISO-SWS spectra is given. Ridgway et al. (1980 ), di Benedetto (1993 , di Benedetto (1998) or Bessell et al. (1998) , T eff (K 0 , BC K , π) and the effective temperature deduced from the ISO-SWS spectra. A coloured version of this plot is available in the appendix as evolutionary scenario is different: the hydrogen-burning shell never reaches the region of constant molecular weight that has been homogenised by the convective envelope during the first dredge-up. Under these conditions, the extra-mixing process does not occur in these stars and their abundance pattern should resemble the pattern predicted by standard stellar theory. Taking into account the (large) error bars on the derived M g Fig. 15 . The ratio of 12 C/ 13 C is plotted against the bolometric magnitude of the program stars. The absolute magnitudes are tabulated in Table 2 . This figure should be compared with Fig. 1 in Charbonnel et al. (1998). values or on the assumed M hr values, and assuming that the cool giants in our sample are still on the RGB -see also the discussion in the previous section -and that no other extramixing process occurs, the low values of the 12 C/ 13 C ratios are indicative for low-mass stars (M < ∼ 2 M ) in which this extramixing process occurs.
Conclusions
In this paper, the atmospheric parameters of 11 giants have been determined by using the method described in Papers I and II. A confrontation with other published stellar parameters, other ISO-SWS data and the synthetic spectra always showed very "positive" results both for the theoretical modelling and for the calibration of the ISO-SWS detectors. The very small discrepancies still remaining in band 1 are at the 1-2% level for the giants, proving not only that the calibration of the (highflux) sources in this band is better than ∼2%, but also that the description of cool-star atmospheres and molecular linelists is already quite accurate at the ISO-SWS spectral resolution (R ∼ 1000).
In the discussion of the deduced parameters, we demonstrated that T eff (ISO) is consistent with other T eff ((V − K) 0 ) or T eff (K 0 , BC K , θ d (ISO)) values in within the few percent level, proving once more that the used -models to derive the quantities from the ISO-SWS spectra are very trustworthy and that the flux calibration of ISO-SWS is indeed reassuring.
The obtained 12 C/ 13 C ratios are compatible with other sources (e.g. Charbonnel 1995) .
Like already pointed out in Paper II, these synthetic spectra will now be used for the -latest -OLP10 calibration of ISO-SWS. Also other consortia constructing instruments for ground-based telescopes -i.e. MIDI (=the Mid-Infrared Interferometric instrument for the VLTI with first observations foreseen in 2001) and new satellites -i.e. SIRTF, the Space InfraRed Telescope Facility, with launch foreseen in December 2001, and Herschel, a far-infrared submillimeter telescopes with launch foreseen in 2007 -will use this type of study and/or these SEDs for determining the required sensitivity of their instruments. A confrontation with existing SEDs, like the ones of M. Cohen, is therefore planned in a forthcoming paper of this series, in which also the new atomic linelist constructed by Sauval (Sauval 2002 ) will be implemented.
