We show that the double Ᏸ of the nontrivially associated tensor category constructed from left coset representatives of a subgroup of a finite group X is a modular category. Also we give a definition of the character of an object in this category as an element of a braided Hopf algebra in the category. This definition is shown to be adjoint invariant and multiplicative on tensor products. A detailed example is given. Finally, we show an equivalence of categories between the nontrivially associated double Ᏸ and the trivially associated category of representations of the Drinfeld double of the group D(X).
1. Introduction. This paper will make continual use of formulae and ideas from [2] , and these definitions and formulae will not be repeated, as they would add very considerably to the length of the paper. The paper [2] is itself based on the papers [3, 4] , but is mostly self-contained in terms of notation and definitions. The book [6] has been used as a standard reference for Hopf algebras, and [1, 8] as references for modular categories.
In [2] , there is a construction of a nontrivially associated tensor category Ꮿ from data which is a choice of left coset representatives M for a subgroup G of a finite group X. This introduces a binary operation "·" and a G-valued "cocycle" τ on M. There is also a double construction where X is viewed as a subgroup of a larger group. This gives rise to a braided category Ᏸ, which is the category of reps of an algebra D, which is itself in the category, and it is the category that we concentrate on in this paper.
It is our aim to show that the nontrivially associated algebra D has reps which have characters in the same way that the reps of a finite group have characters, and also that the category of its representations has a modular structure in the same way that the category of reps of the double of a group has a modular structure.
We begin by describing the indecomposable objects in Ꮿ, in a manner similar to that used in [4] . A detailed example is given using the group D 6 . Then we show how to find the dual objects in the category, and again illustrate this with an example.
Next, we show that the rigid braided category Ᏸ is a ribbon category. The ribbon maps are calculated for the indecomposable objects in our example category.
In the next section, we explicitly evaluate in Ᏸ the standard diagram for trace in a ribbon category [6] . Then we define the character of an object in Ᏸ as an element of the dual of the braided Hopf algebra D. This element is shown to be right adjoint invariant. Also we show that the character is multiplicative for the tensor product of objects. A formula is found for the character in Ᏸ in terms of characters of group representations.
The last ingredient needed for a modular category is the trace of the double braiding, and this is calculated in Ᏸ in terms of group characters. Then the matrices S, T , and C, implementing the modular representation, are calculated explicitly in our example.
Finally, we show an equivalence of categories between the nontrivially associated double Ᏸ and the category of representations of the Drinfeld double of the group D(X).
Throughout the paper, we assume that all groups mentioned are finite, and that all vector spaces are finite-dimensional. We take the base field to be the complex numbers C.
Indecomposable objects in Ꮿ.
The objects of Ꮿ are the right representations of the algebra A described in [2] . We now look at the indecomposable objects in Ꮿ, or the irreducible representations of A, in a manner similar to that used in [4] . 
where ᏻ is an orbit in M under the G action , and each V s is an irreducible right representation of the stabilizer of s, stab(s). Every object T in Ꮿ can be written as a direct sum of indecomposable objects in Ꮿ.
Proof. For an object T in Ꮿ, we can use the M-grading to write
but as M is a disjoint union of orbits ᏻ s = {s u : u ∈ G} for s ∈ M, T can be rewritten as a disjoint sum over orbits:
where
Now we will define the stabilizer of s ∈ ᏻ, which is a subgroup of G, as
As η¯ u = η u for all η ∈ T , T s is a representation of the group stab(s). Now fix a base point t ∈ ᏻ. Because stab(t) is a finite group, T t is a direct sum of irreducible group representations W i for i = 1,...,m, that is,
Suppose that ᏻ = {t 1 ,t 2 ,...,t n }, where t 1 = t, and take u i ∈ G so that t i = t u i . Define
We claim that each U i is an indecomposable object in Ꮿ. For any v ∈ G and ξ¯ u k ∈ W i¯ u k , 8) where u k vu j −1 ∈ stab(t) for some u j ∈ G. This shows that U i is a representation of G.
By the definition of U i , any subrepresentation of U i which contains W i must be all of U i . Thus U i is an indecomposable object in Ꮿ and
Theorem 2.2 (Schur's lemma). Let V and W be two indecomposable objects in Ꮿ and let α : V → W be a morphism. Then α is zero or a scalar multiple of the identity.
Proof. V and W are associated to orbits ᏻ and ᏻ so that V = s∈ᏻ V s and W = s∈ᏻ W s . As morphisms preserve grade, if α = 0, then ᏻ = ᏻ . Now, if we take s ∈ ᏻ, we will find that α : V s → W s is a map of irreps of stab(s), so by Schur's lemma for groups, any nonzero map is a scalar multiple of the identity, and we have V s = W s as representations of stab(s). Now we need to check that the multiple of the identity is the same for each s ∈ ᏻ. Suppose that α is a multiplication by λ on V s . Given t ∈ ᏻ, there is a u ∈ G so that t u = s. Then, for η ∈ V t , (2.11) which implies that trace(¯ uvu
3. An example of indecomposable objects. We give an example of indecomposable objects in the categories discussed in the last section. As we will later want to have a The category Ᏸ consists of right representations of the group X = D 6 which are graded by Y = D 6 (as a set), using the actions˜ : Y ×X → Y and˜ : Y ×X → X which are defined as follows:
for x ∈ X, y ∈ Y , v, v ∈ G, and t, t ∈ M, where vt˜ x = v t . Now let V be an indecomposable object in Ᏸ. We get the following cases. Case (1) . Take the orbit {e} with base point e, whose stabilizer is the whole of D 6 . There are six possible irreducible group representations of the stabilizer, with their characters given by Table 3 .1 [7] .
Case (2) . Take the orbit {a 3 } with base point a 3 , whose stabilizer is the whole of D 6 .
There are six possible irreps {2 1 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 }, with characters given by 
Duals of indecomposable objects in Ꮿ.
Given an irreducible object V with associated orbit ᏻ in Ꮿ, how do we find its dual V * ? The dual would be described, as in Section 2, by an orbit, a base point in the orbit, and a right group representation of the stabilizer of the base point. Using the formula (s 
for z ∈ stab(s). In terms of group characters, this gives
If we take ᏻ L = {s L : s ∈ ᏻ} to have base point p, and choose u ∈ G so that p u = s L , then using Lemma 2.3 gives
This formula allows us to find the character of V * at its base point p as a representation of stab(p) in terms of the character of the dual of V s as a representation of stab(s). 5) and then applying the inverse associator gives
Applying the evaluation map first to β¯ τ( ξ , η )
gives the first equation. For the evaluation to be nonzero, we need ( β τ( ξ , η )
This gives the second equation.
Example 4.2. Using (4.2), we calculate the duals of the objects given in the last section.
Case (1) . The orbit {e} has left inverse {e}, so χ (V * )e = χ (Ve) * . By a calculation with group characters, all the listed irreps of stab(e) are self-dual, so 1 * r = 1 r for r ∈ {1,...,6}.
Case (2) . The orbit {a 3 } has left inverse {a
As in the last case, the group representations are self-dual, so 2 * r = 2 r for r ∈ {1,...,6}. Case (3). The left inverse of the base point a 2 is a 4 , which is still in the orbit. As
Proof. Begin by checking the X-grade:
Lemma 5.3. For any two objects V and W in Ᏸ,
This can also be described by the following:
To simplify what follows, we will use the substitutions
so (5.5) can be rewritten as
where, using (5.8),
Substituting this into (5.9) gives
Proof. Begin with
For α ∈ V * , we follow (5.14) and calculate
The next step is to find
⊗ξ.
For a given term in the sum to be nonzero, we require that
and we proceed under this assumption. Now calculate 
and hence 
Example 5.6. We return to the example of Section 3. First, we calculate the value of the ribbon map on the indecomposable objects. For an irreducible representation V , we have θ V : V → V defined by θ V (ξ) = ξˆ ξ for ξ ∈ V . At the base point s ∈ ᏻ, we have θ V (ξ) = ξ¯ s for ξ ∈ V and θ : V s → V s is a multiple Θ V , say, of the identity or, more explicitly, trace(θ :
And then, for the different cases we will get 6. Traces in the category Ᏸ Definition 6.1 [8] . The trace of a morphism T : V → V for any object V in Ᏸ is defined by the following diagram: 
and applying T ⊗ id to this gives
Next, apply the braiding map to the last equation to get
To calculate |ξ|, we start with 
and finally we need to calculate
We know from the definition of the action on V * that
which implies that t = ξ |ξ| −1 , and hence
(6.14)
7. Characters in the category Ᏸ Definition 7.1 [6] . The right adjoint action in Ᏸ of the algebra D on itself is defined by the following diagram:
Definition 7.2. The character χ V of an object V in Ᏸ is defined by the following diagram:
Lemma 7.3. For an object V in Ᏸ, the following holds:
Proof.
L.H.S. 
Proof. Next, we calculate
From a previous calculation, we know that |ξ| = τ( ξ L , ξ )|ξ| −1 , sô 
There are standard results [1, 8] :
Here, dim(V ) is the trace in ᏹ of the identity map on V .
Definition 8.1. Call an object U in an abelian category ᏹ simple if, for any V in ᏹ, any injection V U is either 0 or an isomorphism [1] . A semisimple category is an abelian category whose objects split as direct sums of simple objects [8] .
Definition 8.2 [1] . A modular category is a semisimple ribbon category ᏹ satisfying the following properties:
(1) there are only a finite number of isomorphism classes of simple objects in ᏹ, (2) Schur's lemma holds, that is, the morphisms between simple objects are zero unless they are isomorphic, in which case the morphisms are a multiple of the identity, (3) the matrixS V W with indices in isomorphism classes of simple objects is invertible.
Definition 8.3 [1] . For a simple object V , the ribbon map on V is a multiple of the identity, and Θ V is used for the scalar multiple. The numbers P ± are defined as the following sums over simple isomorphism classes:
and the matrices T and C are defined using the Kronecker delta function by
Theorem 8.4 [1] . In a modular category, if the matrix S is defined by
then the following matrix equations hold:
We now give some results which allow us to calculate the matrixS in Ᏸ. 
where u = and θ −1
(8.10)
Proof. 
From the definition of the ribbon map, we know that
(8.14)
Put Ψ (Ψ (ξ ⊗ η)) = ξ ⊗ η and ξ ⊗ η = α ⊗ β, and then from Lemma 4.1 we get
As ξ ⊗ η is part of a dual basis, the last expression can only be nonzero if ξ = ξ and η = η . A simple calculation shows that η = η if and only if |ξ| −1 ξ commutes with |η| η −1 . We use this to find
and then
Now, using the formula for ξ ⊗ η = α ⊗ β from Lemma 4.1 gives the result. 9. An example of a modular category. Using the order of the indecomposable objects in Table 5 .1, we get T to be a diagonal 32 × 32 matrix whose diagonal entries are taken from the table. As every indecomposable object in our example is self-dual, the matrix C is the 32 × 32 identity matrix.
To find S, we calculate the trace of the double braiding trace(Ψ V W • Ψ W V ). We do this using the result from Lemma 8.8, split into different cases for the objects V and W , and move the points the characters are evaluated at to the base points for each orbit using Lemma 2.3. The following examples are given.
(I) Case (1) ⊗ Case (1) (i.e., the orbit of W is {e} and the orbit of V is {e}):
(9.1) (II) Case (2) ⊗ Case (5) (i.e., the orbit of W is {a 3 } and the orbit of V is {b, ba 2 ,ba 4 }):
(III) Case (5) ⊗ Case (3) (i.e., the orbit of W is {b, ba 2 ,ba 4 } and the orbit of V is {a 2 ,a 4 }):
(IV) Case (6) ⊗ Case (5) (i.e., the orbit of W is {ba, ba 3 ,ba 5 } and the orbit of V is {b, ba 2 ,
Noting that the dimension in D of each V is the same as its usual dimension, we get
From these cases, we get S to be one twelfth of the following 32 × 32 symmetric matrix: 1 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 2 2 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 
Now it is possible to check that the matrices S, T , and C satisfy the following relations:
10. An equivalence of tensor categories. In this section, we will generalize some results of [3] which considered group double cross products, that is, a group X factoring into two subgroups G and M.
Definition 10.1 [3] . For the double cross product group X = GM, there is a quantum double D(X) = k(X) kX which has the following operations:
(10.1)
The representations of D(X) are given by X-graded left kX-modules. The kX-action will be denoted by˙ and the grading by ||| · |||. The grading and X-action are related by 
Proof. First, we show that˙ is an action, that is, vt˙ (us˙ χ(η)) = vtus˙ χ(η) for all s, t ∈ M and u, v ∈ G. Note that
On the other hand, we have 6) where
We need to show that 
(10.13) Theorem 10.3. The functor χ is invertible.
Proof. We have already proved in Proposition 10.2 that the X-grading ||| · ||| and the action˙ give a representation of D(X), so we only need to show that χ is a oneto-one correspondence, which we do by giving its inverse χ −1 as follows: let W be a representation of D(X), with kX-action˙ and X-grading ||| · |||. Define a D representation as follows: χ −1 (W ) will be the same as W as a vector space. There will be G-and M-gradings given by the factorization
(10.14)
The actions of s ∈ M and u ∈ G are given by 
(10.18)
Proof. Use the previous proposition.
The reader will recall that D is in general a nontrivially associated algebra (i.e., it is only associative in the category Ᏸ with its nontrivial associator). Thus, in general, it cannot be isomorphic to D(X), which is really associative. In general, ψ cannot be an algebra map. 
Definition 10.7. Let V and W be objects of Ᏸ. The map c : 
Proof. We will begin with the grading first. It is known that (10.30)
Using the "action" property for¯ , we get 
