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Resumo
Na presente dissertac¸a˜o, desenvolvemos uma metodologia anal´ıtica para obter a
func¸a˜o matema´tica da rugosidade e os expoentes cr´ıticos (rugosidade - α, crescimento
- β e dinaˆmico - z) de modelos de crescimento superficial baseado em autoˆmatos
celulares. A metodologia e´ geral e pode ser utilizada em qualquer modelo que envolva
interac¸a˜o entre primeiros vizinhos e que seja unidimensional.
O desenvolvimento dessa metodologia se baseia nas probabilidades de ocorreˆncia
das configurac¸o˜es superficiais e como elas influenciam a variac¸a˜o da rugosidade. Para
isto utilizamos diversas ferramentas matema´ticas, como o estudo das superf´ıcies das
hiperesferas, func¸a˜o gama e fatorial.
Para verificarmos a validade de nossa metodologia, escolhemos analisar o modelo
de corrosa˜o (etching model) proposto por Mello, Chaves e Oliveira [1]. Este modelo
descreve a evoluc¸a˜o da corrosa˜o em uma superf´ıcie sob a ac¸a˜o de um fluido corrosivo.
Apo´s empregarmos a nossa metodologia no modelo de corrosa˜o, obtivemos uma
equac¸a˜o matema´tica impl´ıcita da evoluc¸a˜o da rugosidade e os expoentes cr´ıticos
com boas aproximac¸o˜es dos valores obtidos por Mello et al em seu artigo original.
PALAVRAS-CHAVE: Autoˆmatos celulares, modelo de corrosa˜o, rugosidade,
expoentes cr´ıticos.
Abstract
In this monograph, we develop an analytical methodology for obtaining the
mathematical function of the roughness and the critical exponents (roughness - α,
growth - β and dynamic - z) of surface growth models based on cellular automata.
The method is general and can be used in any one-dimensional model involving
interaction between nearest neighbors.
The development of this methodology is based on the probabilities of occurrence
of surface configurations and how they influence the roughness. We use various
mathematical tools, such as the study of the surfaces of hyperspheres, gamma and
factorial functions.
To check the validity of our methodology, we chose to analyze the etching model
proposed by Mello, Chaves and Oliveira [1]. This model describes the evolution
of corrosion on surface under the action of a corrosive fluid. After we use our
methodology in the etching model, we obtained an implicit mathematical equation
of roughness and the critical exponents with good approximations of the values
obtained by Mello et al in their original article.
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Introduc¸a˜o
Uma superf´ıcie e´ definida como sendo uma interface existente entre dois meios
diferentes. Cada superf´ıcie possui uma morfologia e uma dinaˆmica temporal com
caracter´ısticas pro´prias. Tais informac¸o˜es sa˜o importantes para se entender um
sistema, pois as superf´ıcies que o envolvem consistem em locais onde ocorrem trocas
de materiais e informac¸o˜es com o exterior. Outro aspecto bastante u´til e estudado
a respeito da natureza de uma superf´ıcie vem a ser o processo de formac¸a˜o dela.
Com relac¸a˜o ao crescimento de superf´ıcies, os mais variados fenoˆmenos sa˜o es-
tudados. Por exemplo, crescimento de coloˆnia de bacte´rias, formac¸a˜o do relevo
submetida a condic¸o˜es externas como a ac¸a˜o das intempe´ries, criac¸a˜o das dunas
pela ac¸a˜o dos ventos, erosa˜o do solo causada pelas chuvas, maresia nos cascos dos
navios, regia˜o submetida a` queimada, ac¸a˜o de produtos qu´ımicos quando em contato
com determinados tipos de materiais e etc [2].
Neste trabalho, o nosso interesse nas superf´ıcies se resume em torno de alguns
aspectos. O primeiro deles diz respeito a morfologia de uma interface, mais pre-
cisamente, os chamados expoentes de crescimento. Esses expoentes, como veremos
mais adiante, inserem o tipo de crescimento dentro das chamadas Classes de Uni-
versalidade. Essas classes unem sistemas aparentemente desconexos em grupos com
caracter´ısticas comportamentais similares. Em part´ıcular, trabalharemos com uma
2
3classe definida como Classe de Universalidade de KPZ 2. O segundo aspecto diz re-
speito a evoluc¸a˜o temporal de uma caracter´ıstica morfolo´gica das superficies definida
como rugosidade. Dentre os variados tipos de crescimento, concentrar-nos-ermos,
principalmente, nos tipos de crescimento causados por processos de deposic¸o˜es de
sedimentos (ou part´ıculas) ou por erosa˜o (ou corrosa˜o) [2].
O estudo da dinaˆmica de uma superf´ıcie pode ser realizado de diversas maneiras,
dentre elas podemos citar os me´todos experimentais, que consistem na ob-
servac¸a˜o e medic¸a˜o dos crescimento nos mais variados sistemas f´ısicos e a simulac¸a˜o
nume´rica computacional, quando sa˜o desenvolvidos algoritmos computacionais
com o intuito de simular o crescimento. Existem ainda os ca´lculos anal´ıticos,
cujo objetivo e´ encontrar uma formulac¸a˜o matema´tica anal´ıtica dos mecanismos de
crescimento, mas para isso e´ necessa´rio utilizar as informac¸o˜es colhidas dos me´todos
experimentais ou das simulac¸o˜es computacionais.
No estudo dos processos associados ao crescimento de uma superf´ıcie, a sua
formac¸a˜o estrutural deve depender de treˆs fatores que competira˜o entre si [2, 3], sa˜o
eles:
Deposic¸a˜o: nesse processo de crescimento, uma part´ıcula atinge a superf´ıcie
e se liga a ela, pore´m o processo associado a` adesa˜o dessas part´ıculas ocorre por
meio de uma energia de ligac¸a˜o, cuja intensidade depende na˜o so´ da natureza das
part´ıculas depositadas, como tambe´m da geometria local da superf´ıcie.
2A equac¸a˜o-KPZ (em homenagem a seus criadores Mehran Kardar, Giorgio Parisi, e Yi-Cheng
Zhang) e´ uma equac¸a˜o diferencial parcial estoca´stica na˜o-linear. Ele descreve a mudanc¸a temporal
da altura h (x, t) no lugar de x e tempo t. E´ formalmente dada por
∂h
∂t











+ η (x, t) .
onde η (x, t) e´ ru´ıdo branco Gaussiano com me´dia 〈η (x, t)〉 = 0 e segundo momento
〈η (x, t) , η (x′, t′)〉 = 2Dδd (x− x′) δ (t− t′). υ, λ e D sa˜o paraˆmetros do modelo e d e´ a dimensa˜o.
Muitos modelos no campo de sistemas de part´ıculas interagindo, tais como o processo de exclusa˜o
simples totalmente assime´trica, tambe´m encontram-se na classe de universalidade KPZ. Esta classe
e´ caracterizada por modelos que, em uma dimensa˜o (1 + 1) teˆm expoente de rugosidade α = 12 , o
expoente de crescimento β = 13 e o expoente dinaˆmico z =
3
2 .
4Figura 1: Esquema de deposic¸a˜o aleato´ria.
Difusa˜o: uma part´ıcula, no instante que atinge a superf´ıcie, possui a capacidade
de so´ aderir quando encontra um s´ıtio cujo n´ıvel energe´tico seja o mais favora´vel
poss´ıvel.
Figura 2: Representac¸a˜o de difusa˜o [3].
Dessorc¸a˜o: esse processo ocorre de forma inversa aos anteriores, isto e´, a
part´ıcula em vez de sofrer processo de adesa˜o, e´ liberada da posic¸a˜o de equil´ıbrio.
Essa liberac¸a˜o e´ influenciada por algum tipo de mecanismo, como aumento da tem-
peratura, ionizac¸a˜o por laser, etc.
5Figura 3: Representac¸a˜o de desorc¸a˜o [3].
Cito, como exemplo, o caso em que a dessorc¸a˜o corresponde a uma te´cnica uti-
lizada no tratamento de solos, lamas ou sedimentos contaminados com res´ıduos
to´xicos. O princ´ıpio ba´sico constitui em aquecer o solo de forma direta (tratamento
f´ısico-te´rmico), quando sa˜o separados os elementos contaminantes, como pesticidas,
produtos derivados do petro´leo, cianetos e metais pesados (como o mercu´rio), com
baixo ponto de ebulic¸a˜o (vaporizac¸a˜o). O processo ocorre da seguinte forma: o solo
contaminado e´ aquecido por um determinado per´ıodo de tempo ate´ atingir uma
temperatura suficiente para volatilizar a a´gua e os contaminantes e, posteriormente,
e´ feito o tratamento dos gases obtidos [4].
Um exemplo mais simples no qual tambe´m pode ser observado o processo de
dessorc¸a˜o, constitui no chamado processo erosivo, causado pela ac¸a˜o das chuvas sob
uma superf´ıcie desprovida de vegetac¸a˜o. Percebe-se claramente, que os efeitos das
chuvas retiram boa parte do material arenoso, causando erosa˜o do solo.
Dessa forma, torna-se evidente que a importaˆncia associada aos processos de
crescimento da superf´ıcie, esta´ por sua vez, depende de va´rios fatores, como: pro-
priedades microsco´picas da interface; magnitude das energias de ligac¸a˜o e de paraˆmetros
externos que possam ser modificados experimentalmente.
Portanto, vale dizer que na˜o e´ nosso objetivo estabelecer um estudo que esteja
associado a essas caracter´ısticas ou propriedades. Vamos nos deter somente ao
estudo do crescimento da superf´ıcie atrave´s dos modelos de crescimento, os quais
obedecera˜o a treˆs princ´ıpios ba´sicos. Sa˜o eles [2]:
P1. Os modelos a serem estudados devem ter, no processo de sua formac¸a˜o, a
existeˆncia de um fluxo constante de part´ıculas a serem depositadas;
6P2. A esse fluxo constante de part´ıculas a serem depositadas, deve existir ainda
o cara´ter de aleatoriedade, associado a essas mesmas part´ıculas, no que se refere ao
processo de deposic¸a˜o das mesmas;
P3. Existeˆncia de mecanismos que sa˜o encarregados tanto da difusa˜o quanto da
fixac¸a˜o das part´ıculas sob a superf´ıcie, denotaremos esses mecanismos por algoritmo.
A principal caracter´ıstica, associada ao algoritmo, e´ a existeˆncia de regras pre´-
definidas, isto e´, condic¸o˜es ja´ estabelecidas no modelo adotado no que se refere a`
adesa˜o e fixac¸a˜o das part´ıculas no momento das deposic¸o˜es. Exemplo, um caso de
deposic¸a˜o de part´ıculas em que uma determinada part´ıcula possui a capacidade de
escolher em qual lado deve se fixar. Isso esta´ associado a` existeˆncia deste algoritmo.
Apesar de o crescimento de uma superf´ıcie ser um t´ıpico processo de na˜o equil´ıbrio,
este possui um comportamento de escalas nas flutuac¸o˜es da altura da interface com
o tempo e com o tamanho do sistema. Partindo do comportamento das escalas de
flutuac¸o˜es da altura em func¸a˜o do tempo e tamanho da interface, muitos desses
estudos concentrar-se-a˜o nos processos de crescimento em relac¸a˜o a`s classes de uni-
versalidade. Dessa forma, diz-se que um modelo de crescimento pertence a uma
determinada classe de universalidade de acordo com os valores obtidos para seus
expoentes cr´ıticos, os quais sa˜o obtidos a partir da aplicac¸a˜o da relac¸a˜o de escala
proposta por Family e Vicsek [3, 5], que sera´ apresentada no Cap´ıtulo 1, em
conjunto com os modelos de deposic¸a˜o aleato´ria, deposic¸a˜o aleato´ria com relaxac¸a˜o
superficial, deposic¸a˜o bal´ıstica, classes de universalidade e Equac¸a˜o de KPZ.
No Cap´ıtulo 2, apresentaremos um modelo de crescimento proposto por Mello,
Chaves e Oliveira, de 2001. Esse modelo busca descrever a dissoluc¸a˜o de um so´lido
cristalino por um l´ıquido [1]. Para esse estudo e´ considerado que o referido substrato
possui um comportamento do tipo unidimensional, ou seja, e´ um sistema (1 + 1)
(varia´vel de posic¸a˜o + varia´vel associada a` altura). Nesse cap´ıtulo, vamos obter, por
meio de simulac¸a˜o computacional, os expoentes de crescimento cujos resultados sera˜o
os mesmos obtidos pelos pesquisadores. Dessa forma concluiremos que o referido
modelo pertence a` classe de universalidade de KPZ.
Nos cap´ıtulos subsequentes, iremos propor uma formulac¸a˜o anal´ıtica para a
evoluc¸a˜o da rugosidade, tomando, como ponto inicial, o modelo de corrosa˜o pro-
posto no artigo de Mello et al [1], em conjunto com a relac¸a˜o existente entre as
7configurac¸o˜es do modelo (algoritmo) e o estudo das superf´ıcies das hiperesferas.
Nessa nova metodologia, objetivamos encontrar os expoentes cr´ıticos associados a
esee modelo de corrosa˜o.
Acrescentaremos, ao final deste trabalho, Apeˆndices com objetivo de apresentar
um embasamento teo´rico a respeito de alguns temas que sera˜o apresentados nos
cap´ıtulos anteriores, como e´ o caso do tratamento matema´tico feito para as hiperes-
feras e a inserc¸a˜o da chamada Func¸a˜o Gama.
Cap´ıtulo 1
Conceitos Ba´sicos
Como o estudo associado ao crescimento das interfaces de uma superf´ıcie ocorre
por meio dos modelos de crescimento e estes sa˜o propostos pelos mais variados
me´todos, tais como: me´todos experimentais, simulac¸a˜o computacional e ca´lculos
anal´ıticos [6]. Iniciaremos este cap´ıtulo com uma apresentac¸a˜o dos elementos ba´sicos
associados a forma da interface, quanto a dinaˆmica do crescimento de superf´ıcies,
em seguida, daremos uma breve descric¸a˜o de treˆs modelos de crescimento:
Deposic¸a˜o Aleato´ria - DA;
Deposic¸a˜o Aleato´ria com Relaxac¸a˜o Superficial - DARS;
Deposic¸a˜o Bal´ıstica - DB.
Esses modelos na˜o sa˜o u´nicos, existem, na literatura, outros modelos de cresci-
mento, como podem ser vistos em [1, 2, 3]. Os modelos escolhidos sa˜o importantes
no sentido de que, num momento inicial, eles sejam convincentes e nos auxiliem a
melhor visualizar e interpretar a evoluc¸a˜o das interfaces.
Partindo do modelo de Deposic¸a˜o Bal´ıstica - DB, apresentaremos os conceitos
de Leis de Escala associados aos expoentes cr´ıticos, que sa˜o, de rugosidade - α,
de crescimento - β e dinaˆmico - z, bem como a relac¸a˜o de dependeˆncia existente
entre esses expoentes, tambe´m chamados de relac¸a˜o de Family-Vicsek. Os valores
dos expoentes cr´ıticos de um modelo permitem inseri-lo dentro de uma determinada
Classe de Universalidade, junto com outros modelos que possuam os mesmos valores
de expoentes.
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91.1 Altura Me´dia e Rugosidade
A fim de termos uma melhor compreensa˜o das relac¸o˜es matema´ticas associadas
a` formac¸a˜o e morfologia de uma interface, apresentaremos definic¸o˜es importantes
que utilizaremos no desenvolvimento de todo o trabalho.
Para isso faremos uso da figura esquematizada abaixo:
Figura 1.1: Esquema representativo de deposic¸a˜o de part´ıculas.
Considerando L o tamanho do substrato, a figura descrita acima e´ representada
por coordenadas cartesianas, em que o tamanho do substrato correspondente ao
eixo das abscissas e´ dado sob a forma 0 6 i 6 L, onde i representa o ”s´ıtio posic¸a˜o”
(local) onde as part´ıculas devem ser depositadas, ja´ o eixo das ordenadas representa a
altura do substrato. Essa altura e´ representada por h (i, t) ou hi (t), que corresponde
ao valor da posic¸a˜o i num dado instante t com relac¸a˜o a um referencial fixo. No
nosso trabalho optaremos por hi (t) para a representac¸a˜o da altura.
1.1.1 Altura Me´dia







hi (t) , (1.1)
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onde L corresponde ao tamanho total do sistema, isto e´, o valor do substrato em
que estamos trabalhando. Na realizac¸a˜o deste trabalho, faremos uso de modelos de
crescimento discretos. Em um modelo discreto, a relac¸a˜o entre os vizinhos e´ descrita
pelo uso de um algoritmo no intuito de tentar reproduzir, satisfatoriamente, va´rios
aspectos de algum tipo de crescimento observado experimentalmente. Para isso
ao se criar um modelo, procura-se escolher os fatores considerados essenciais para
determinar a morfologia e dinaˆmica da interface [2].
Se a taxa de deposic¸a˜o das part´ıculas num substrato for constante, a altura me´dia
cresce linearmente com o tempo.
Observando a figura abaixo e fazendo uso da equac¸a˜o (1.1), depois de 9 × L
deposic¸o˜es, a altura me´dia vale:
Figura 1.2: Representac¸a˜o da altura me´dia numa interface unidimensional.
h (9) =
3 (7) + 4 (8) + 6 (9) + 6 (10) + 2 (11)
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= 9.
1.1.2 Rugosidade da Superf´ıcie
A rugosidade, denotada por w (L, t), possui como caracter´ıstica quantificar as
flutuac¸o˜es na altura da interface. A expressa˜o que a define e´ dada por:
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hi (t)− h (t)
)2
. (1.2)
Do ponto de vista matema´tico, a rugosidade e´ apenas um desvio padra˜o, entre-
tanto do ponto de vista f´ısico, sua evoluc¸a˜o ainda na˜o e´ completamente compreen-
dida, sendo ainda objeto de investigac¸a˜o.
Buscando compreender melhor a rugosidade de uma superf´ıcie, medimos inicial-
mente a largura da interface em func¸a˜o do tempo, quando por definic¸a˜o o crescimento
comec¸a a partir de uma linha horizontal, isto e´, a interface no tempo t = 0, e´ dada
por:






hi (0)− h (0)
)2
= 0.
Isso corresponde a` interface representada por uma linha, onde hi (0) = 0. A
medida em que ocorrem deposic¸o˜es de part´ıculas, a interface se altera, de forma
gradual, e com novas caracter´ısticas associadas devido a`s deposic¸o˜es aleato´rias do
processo. Diz-se, enta˜o, que a interface possui rugosidade.
1.2 Modelos de Crescimento
Estudos teo´ricos, nas diversas a´reas do conhecimento, como em Cieˆncias de
Materiais, nas Engenharias, na F´ısica, na Qu´ımica e outras a´reas, sa˜o realizadas
atrave´s de ferramentas computacionais e modelos matema´ticos, cujo objetivo e´ a
descric¸a˜o e representac¸a˜o de objetos, sistemas, situac¸o˜es ou fenoˆmenos das mais
variadas natureza, e que se encontram, na maioria das vezes, em dif´ıcil acesso, seja
por limitac¸o˜es tecnolo´gicas ou por situac¸o˜es que na˜o sa˜o fa´ceis de serem trabal-
hadas na sua forma efetiva. Portanto, os usos de algoritmos computacionais e de
computac¸a˜o permitem a elaborac¸a˜o e aplicac¸a˜o de modelos de forma a explorar e
prever propriedades fundamentais de sistemas. Assim, pesquisadores empregam a
modelagem e podem viabilizar resultados que de outra maneira talvez na˜o fossem
obtidos.
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A estrutura de um modelo e´ baseada numa forma simplificada, que serve de
analogia para um determinado fenoˆmeno ou sistema. Assim, o fenoˆmeno fica mais
compreensivo e o modelo possui a vantagem de ser adaptado e aprimorado depen-
dendo da situac¸a˜o, de modo que suas propriedades passem a refletir as observac¸o˜es
com maior exatida˜o e consiga gerar um maior grau de confiabilidade.
Buscando compreender os fenoˆmenos f´ısicos associados ao crescimento das in-
terfaces, iremos nos valer de modelos de crescimento, os quais sa˜o estabelecidos no
plano das representac¸o˜es ideais. Os referidos modelos ja´ sa˜o bastante utilizados, e
estes, buscam assemelhar-se ao plano real em suas principais caracter´ısticas, pore´m
de uma maneira mais simples, isto e´, sendo apenas uma idealizac¸a˜o e, portanto,
propicio ao estudo..
A fim de facilitar um estudo mais geral de crescimento de superf´ıcies, vamos
iniciar a partir de modelos unidimensionais, conhecidos como sistemas de dimensa˜o
(1 + 1), em que o significado f´ısico e´ o de uma superf´ıcie unidimensional (varia´vel
de posic¸a˜o), mais a varia´vel associada a sua altura. Podemos citar, como exemplos
de sistemas (1 + 1), uma chama em uma folha de papel; percebe-se que a parte
queimada forma uma estrutura que cresce no decorrer do tempo, ou ainda, o cresci-
mento de uma coloˆnia de bacte´rias; como podem ser vistas nas ilustrac¸o˜es abaixo.
Figura 1.3: As treˆs primeiras figuras representam o crescimento observado numa folha de papel
durante a queima (Figuras a` direita). A figura da esquerda representa o crescimento de uma coloˆnia
de bacte´rias.
Vale ressaltar ainda que no estudo de crescimento, existem outras situac¸o˜es
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as quais sa˜o descritas em dimenso˜es maiores, como os sistemas (2 + 1), quando a
posic¸a˜o de uma determinada part´ıcula fica bem definida com uso de duas varia´veis,
mais outra varia´vel que visa identificar a sua altura. Existem ainda as estruturas
(3 + 1), e assim por diante [6].
1.2.1 Deposic¸a˜o Aleato´ria - DA
O modelo de Deposic¸a˜o Aleato´rio - DA - e´ considerado um dos mais simples.
Isso devido ao fato do seu algoritmo ser bastante rudimentar. O algoritmo descreve
a queda retil´ınea de uma part´ıcula e a sua adesa˜o sob a superf´ıcie.
Algoritmo do DA: hi (t+ 1) = hi (t) + 1.
Figura 1.4: Os resultados de uma simulac¸a˜o de uma interface que consiste em 100 s´ıtios, onde
50.000 a´tomos sa˜o depositados. A cor foi alterada apo´s a deposic¸a˜o de cada 5.000 a´tomos [7].
A figura abaixo descreve o processo usado na deposic¸a˜o aleato´ria numa forma
bastante simplificada, do que foi exposto acima:
O processo de deposic¸a˜o das part´ıculas, neste modelo, ocorre da seguinte forma:
inicialmente e´ escolhida, aleatoriamente, uma posic¸a˜o, de onde se deixa cair livre-
mente uma part´ıcula verticalmente em direc¸a˜o a sua superf´ıcie, Essa part´ıcula e´
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Figura 1.5: Deposic¸a˜o Aleato´ria. As part´ıculas simplesmente adere a` superf´ıcie, sem nenhum
tipo de relac¸a˜o com os s´ıtios vizinhos.
enta˜o depositada de forma permanente. As part´ıculas que veˆm, a seguir, sa˜o tambe´m
depositadas umas sobre as outras. Como o modelo possui um mecanismo que sim-
plesmente descreve a queda da part´ıcula, sem causar associac¸o˜es com seus vizinhos,
ocorre que as alturas crescem de forma independente, de modo que na˜o ha´ correlac¸a˜o
espacial entre os sitios vizinhos, dessa forma no modelo de deposic¸a˜o aleato´ria, a
rugosidade cresce indefinidamente.
Observando a Fig. 1.2, da sec¸a˜o1.1.1, e considerando que a unidade de tempo e´
escolhida como sendo o tempo necessa´rio para a deposic¸a˜o de L part´ıculas, em que L
corresponde ao tamanho do sistema. Dessa forma, para o sistema de tamanho L, no
primeiro instante de tempo, t = 1, significa que sera˜o depositados L part´ıculas, num
segundo tempo, ou seja, quando t = 2, teremos 2L part´ıculas e assim sucessivamente,
veja que no caso em questa˜o, isto e´, Figura. 1.2, quando t = 9, ja´ houve 189
deposic¸o˜es (21× 9).
1.2.2 Deposic¸a˜o Bal´ıstica - DB
No modelo de Deposic¸a˜o Bal´ıstica - DB, uma part´ıcula e´ liberada de uma
posic¸a˜o escolhida de forma aleato´ria sobre uma superf´ıcie que esteja localizada a
uma distaˆncia maior que a altura ma´xima da interface [8]. A part´ıcula, enta˜o, segue
uma trajeto´ria retil´ınea e vertical e, devido a sua interac¸a˜o com vizinhos, ela cumpre
15
uma das duas condic¸o˜es abaixo:
Condic¸a˜o - 01: a part´ıcula adere a` superf´ıcie desde que na˜o tenha encontrado,
anteriormente, s´ıtios de primeiros vizinhos; ou
Condic¸a˜o - 02: a part´ıcula adere ao primeiro s´ıtio vizinho que encontrar, pois
esse apresentara´ um n´ıvel energe´tico mais favora´vel.
Figura 1.6: Deposic¸a˜o Bal´ıstica. A part´ıcula A, adere a` superf´ıcie (condic¸a˜o - 01), enquanto que
a part´ıcula B, adere ao s´ıtio de maior altura (condic¸a˜o - 02).
A representac¸a˜o dada pela figura acima, garante-nos uma melhor visualizac¸a˜o
desse modelo. Percebe-se que, na primeira figura, o s´ıtio escolhido foi o 7o, como
este na˜o possui vizinhos, a part´ıcula enta˜o obedece a primeira condic¸a˜o, aderindo
enta˜o a` superf´ıcie. Enquanto que, na segunda figura, o s´ıtio escolhido foi o 4o. Nesse
caso, a part´ıcula obedece a segunda condic¸a˜o e adere ao vizinho que possui uma
maior altura.
E´ inserida, abaixo, a regra associada ao modelo da DB e uma representac¸a˜o
envolvendo simulac¸a˜o de part´ıculas, como pode ser visto no livro Scale Invariance
- From Phase Transitions to Turbulence, dos F´ısicos Annick Lesne e Michel Lague¨s
[7]:
Algoritmo - DB:
hi (t+ 1) = max




Figura 1.7: Resultados de uma simulac¸a˜o de uma interface com L = 100 s´ıtios, onde sa˜o deposi-
tados 12.800 a´tomos. A cor foi alterada apo´s a deposic¸a˜o de cada 800 a´tomos.
1.2.3 Deposic¸a˜o Aleato´ria com Relaxac¸a˜o Superficial - DARS
Consideremos agora um substrato de tamanho L e com um certo grau de ru-
gosidade. Isso significa que ja´ houve uma se´rie de deposic¸o˜es anteriores. Utilizando
de analogia com os casos anteriores, para esse modelo, tambe´m, e´ escolhida de forma
aleato´ria uma posic¸a˜o e, em seguida, deixa-se cair uma part´ıcula verticalmente em
direc¸a˜o a sua superf´ıcie, pore´m ao atingir o topo da coluna da posic¸a˜o escolhida, a
part´ıcula, antes de aderir ao substrato, ”procura” entre os primeiros s´ıtios vizinhos,
isto e´, o vizinho a` esquerda e a` direita, o que possui menor altura. Quando o en-
contra, a part´ıcula relaxa e adere a ele. Caso o s´ıtio, inicialmente, sorteado possua
como vizinhos s´ıtios de mesma altura, a part´ıcula e´ depositada aleatoriamente em
qualquer de seus vizinhos, conforme pode ser visto na representac¸a˜o abaixo:
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Figura 1.8: Deposic¸a˜o Aleato´ria com Relaxamento Superficial. As part´ıculas rece´m-depositadas
na˜o aderem sobre o local que caem, mas procuram via mecanismos a posic¸a˜o de menor altura.
Como resultado desse processo de deposic¸a˜o, a interface obtida possui como
caracter´ıstica uma superf´ıcie suave ao compararmos com o modelo de deposic¸a˜o
aleato´ria, como podemos observar no crescimento obtido por simulac¸a˜o representado
na figura abaixo:
Figura 1.9: Simulac¸a˜o de DARS, onde sa˜o depositadas 35.000 part´ıculas sobre um substrato de
tamanho L = 100. As cores reflete a hora de chegada das part´ıculas: apo´s a deposic¸a˜o de cada
conjunto de 3500 part´ıculas, ocorrem as mudanc¸as de cores [3].
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1.3 Leis de Escalas e Expoentes Cr´ıticos
Me´todos de escala tornaram-se uma ferramenta padra˜o para os f´ısicos de hoje,
esse termo, denotado ainda por hipo´tese de escala, foi trabalhado por B. Widom,
entre as de´cadas de 60 e 70, dessa forma podemos encontrar, em artigos, como Escala
de Widom. O termo escala evoca uma estrutura de natureza e relac¸o˜es particulares,
mas, sobretudo como uma aproximac¸a˜o universal e certos tipos de ana´lise. Dessa
forma, pode-se dizer que os me´todos de escala tratam na˜o somente de observac¸o˜es,
como tambe´m de ac¸a˜o, dessa forma pode-se dizer que essa e´ a ideia de que esta
abordagem atua de forma a moldar o processo de observac¸a˜o [7].
Ao estudar a dinaˆmica de uma superf´ıcie, o uso dos conceitos de escala e´ de
grande importaˆncia, pois estes possuem um grande poder de predic¸a˜o. Esses con-
ceitos sa˜o de fa´cil manipulac¸a˜o e permitem relacionar quantidades e expoentes
aparentemente independentes [2]. Uma das formas de utilizar as propriedades de
escala para caracterizar os sistemas e´ atrave´s de expoentes, quando se considera
que dois sistemas que apresentam o mesmo conjunto de expoentes devem, portanto,
pertencer a mesma classe de universalidade, como veremos mais adiante [9].
Partindo dos modelos vistos anteriormente, em particular os modelos de de-
posic¸a˜o bal´ıstica e o de deposic¸a˜o aleato´ria com relaxac¸a˜o superficial, vamos inves-
tigar o que acontece com a rugosidade da superf´ıcie durante o seu crescimento. E´
notoriamente visto que o conjunto de part´ıculas depositadas na superf´ıcie define um
perfil, formando enta˜o um agregado com uma geometria muito particular, o qual
evolui com o tempo.
A figura abaixo corresponde a um gra´fico t´ıpico da evoluc¸a˜o temporal da ru-
gosidade em func¸a˜o do tempo. Supondo que, no instante inicial, a superf´ıcie esteja
lisa, tem-se que, num primeiro momento, a` medida que o tempo prossegue, aumenta
a rugosidade da superf´ıcie, ate´ que ocorra a saturac¸a˜o da rugosidade, ou seja, a
rugosidade fica constante num dado valor wsat e a partir de um tempo tsat.
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Figura 1.10: Crescimento de um sistema obtido por simulac¸a˜o. Primeira Regia˜o: Linha inclinada,
compreendida entre o eixo w e o t. Segunda Regia˜o: Linha horizontal partindo de tsat, [8].
A figura mostra o gra´fico de evoluc¸a˜o da rugosidade de um sistema em que
pode-se observar a presenc¸a de duas regio˜es distintas no decorrer do processo de
crescimento.
Na primeira regia˜o, o valor da rugosidade aumenta a` medida que o tempo au-
menta, e esta relac¸a˜o esta´ associada a uma lei de poteˆncia com o tempo, ou seja,
w (L, t) ∼ tβ, quando t tsat, (1.3)
o expoente β e´ chamado de expoente de crescimento e caracteriza informac¸o˜es
a respeito da dinaˆmica do crescimento da rugosidade do sistema.
A rugosidade, isto e´, o aumento da largura da flutuac¸a˜o pela lei de poteˆncia, na˜o
continua indefinidamente, esta cessa num determinado ponto, chamado de ponto de
saturac¸a˜o, isto e´, w (t tsat) ∼ wsat. Na figura, e´ representada na segunda regia˜o e
denotada pela expressa˜o:
wsat (L) ∼ Lα, quando t tsat, (1.4)
o expoente α e´ chamado de expoente de rugosidade e caracteriza informac¸o˜es a
respeito da rugosidade do sistema quando ele atinge o equil´ıbrio.
Observamos que tanto a rugosidade quanto o tempo em que o sistema satura,
tsat, depende do tamanho do sistema, isto e´, quanto maior for o sistema maiores
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sera˜o os valores da rugosidade e o tempo de saturac¸a˜o, dessa forma tem-se ainda a
seguinte relac¸a˜o:
tsat ∼ Lz (1.5)
onde agora o expoente z e´ chamado de expoente dinaˆmico do sistema.
Os expoentes de escala α, β e z na˜o sa˜o independentes e, para verificar que eles
obedecem a uma lei de escala, vamos fazer uma ana´lise do gra´fico tipo log− log da
largura da interface em func¸a˜o do tempo, representado pela figura abaixo, na qual
cada uma das curvas corresponde a um tamanho distinto do sistema [10].
Figura 1.11: Representac¸a˜o esquema´tica dos passos envolvidos na reescala da rugosidade com
dependeˆncia temporal. FONTE: Adaptada de Baraba´si & Stanley.
Observando a Fig. 1.9.(a), e´ evidente a variac¸a˜o para treˆs tamanhos diferentes de
L. Na passagem de (a) para (b), ao dividirmos a rugosidade por wsat (L), obteˆm-se,
como resultado, curvas que saturam no mesmo valor (Fig. 1.9.(b)), independente do
tamanho de L. Agora, na passagem de (b) para (c), reescalamos o tempo dividindo
este por tsat, as curvas tambe´m saturam no mesmo valor da abcisssa.
Partindo das observac¸o˜es apresentadas acima, tem-se que w(L,t)
wsat(L)
corresponde a
uma func¸a˜o de t
tsat









onde a func¸a˜o f (u) deve satisfazer as relac¸o˜es f (u) =
{
uβ, u << 1;
const, u >> 1;
, e e´
chamada func¸a˜o escala. Substituindo agora wsat (L) e tsat na func¸a˜o acima pelas
















Utilizando a Eq. (1.3) no ponto tsat, tem-se que wsat (L) ∼ tβsat e, usando a Eq.
(1.4), vamos encontrar que
tβsat ∼ Lα,





A Eq. (1.8) e´ a equac¸a˜o de escala que relaciona os treˆs expoentes cr´ıticos [3].
1.4 Universalidade e Classes de Universalidade
O conceito de universalidade e´ uma ideia importante para o estudo de transic¸o˜es
de fase, tanto no equil´ıbrio quanto longe dele. No estudo da F´ısica Estat´ıstica, diz-se
que universalidade e´ a observac¸a˜o da existeˆncia de propriedades para um grande nu-
mero de sistemas que na˜o possuem dependeˆncia com os detalhes dinaˆmicos. Partindo
do que foi dito, e´ esperado que o comportamento cr´ıtico observado nas transic¸o˜es
de fase possa ser associado a um conjunto finito de poss´ıveis classes, a essas classes,
denotaremos como classes de universalidade. No inicio, a noc¸a˜o de universalidade
havia sido proposta originalmente por f´ısicos experimentais, onde estes tinham por
objetivo descrever a observac¸a˜o de que va´rios sistemas aparentemente desconexos,
isto e´, sem nenhuma relac¸a˜o, apresentavam os mesmos tipos de comportamento
numa dada transic¸a˜o de fase. Analisamos as classes de universalidade em termos de
expoentes e func¸o˜es de escala definidos pro´ximos da criticalidade [11].
De forma quantitativa, o conjunto de valores dos expoentes cr´ıticos (rugosidade
- α, crescimento - β e dinaˆmico - z), para um dado processo de crescimento, define
uma classe de universalidade. Assim, sistemas possuindo os mesmos valores de
expoentes cr´ıticos pertencem a` mesma classe de universalidade.
Na literatura acerca do assunto, ja´ sa˜o conhecidas va´rias classes de universal-
idades. Cito a classe de universalidade de EW (Edwards-Wilkinson) a de KPZ
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(Kardar-Parisi-Zhang) e a classe de universalidade associada a` deposic¸a˜o aleato´ria,
DA.
Apresentamos, a seguir, uma tabela com os expoentes de crescimento e rugosi-
dade para modelo de deposic¸a˜o aleato´ria, DA, deposic¸a˜o bal´ıstica, DB, deposic¸a˜o
aleato´ria com relaxamento superficial, DARS:
ModelosExpoentes rugosidade− α crescimento− β dinaˆmico− z
DA @ 0, 50 @
DB 0, 50 0, 33 1, 50
DARS 0, 50 0, 25 2
Tabela 1.1: Valores correspondentes aos expoentes de crescimento de rugosidade e dinaˆmico para o caso
unidimensional.
E agora, uma tabela com os expoentes das classes de universalidade que faremos
uso nesse trabalho.












Tabela 1.2: Valores correspondentes aos expoentes de crescimento de rugosidade e dinaˆmico para o caso
unidimensional, para as classes de universalidade.
Resumindo, os expoentes cr´ıticos correspondentes a` deposic¸a˜o aleato´ria com re-
laxac¸a˜o superficial - DARS, esta˜o em concordaˆncia com os mesmos valores obtidos
analiticamente da equac¸o˜es de crescimento de EW . Logo se conclui que o mod-
elo DARS pertence a` classe de universalidade de EW . De maneira ana´loga os
expoentes do modelo de deposic¸a˜o bal´ıstica - DB esta˜o em concordaˆncia com os
expoentes obtidos de forma anal´ıtica da equac¸a˜o de KPZ. Enta˜o o modelo de DB
pertence a classe de universalidade de KPZ. E, para finalizar, a DA define uma
outra classe de universalidade. De fato, veˆ-se que, para esse caso, os expoentes de
rugosidade - α e dinaˆmico - z na˜o esta˜o definidos, pois na˜o existe saturac¸a˜o nessa
dinaˆmica.
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1.5 Equac¸a˜o de KPZ
Existem numerosos livros sobre fenoˆmenos de crescimento e escala de invariaˆncia.
Citamos, como exemplo, os livros Fractal concepts in surface growth, de A. L.
Baraba´si e H. E. Stanley; Dynamics of fractal surfaces, de F. Family e T. Vicsek;
Fractals, scaling and growth far from equilibrium, de P. Meakin, entre outros. Junta-
mente a esses livros existem, tambe´m, uma enorme quantidade de dissertac¸o˜es, teses
e artigos todos relacionados ao mesmo tema. Todos esses trabalhos enfatizam estu-
dos associados a` teoria do crescimento de superf´ıcies, em especial, a caracter´ısticas
relacionadas ao estudo dos fractais e a to´picos associados a`s classes de universali-
dades. Dentre essas, em part´ıcular, uma que e´ desenvolvida neste trabalho, denotada
como classe de universalidade KPZ.
No ano de 1986, Kardar, Parisi, e Zhang elaboraram e propuseram uma de-
scric¸a˜o cont´ınua acerca do crescimento de superf´ıcie, a famosa equac¸a˜o de KPZ, em
homenagem aos pesquisadores acima citados.
Neste trabalho, buscamos enfatizar o crescimento de superf´ıcie dominada por
regras dinaˆmicas locais. Tanto na dinaˆmica de crescimento, quanto nos estudos
pertinentes aos modelos de deposic¸a˜o com elementos discretos, estes sa˜o descritos
atrave´s de equac¸o˜es diferenciais. A equac¸a˜o abaixo e´ conhecida como equac¸a˜o de
Kardar-Parisi-Zhang, ou simplesmente, equac¸a˜o de KPZ
∂h
∂t











+ η (x, t) .
Essa e´ a equac¸a˜o de crescimento e descreve o processo de crescimento de uma
interface, em que os termos da referida equac¸a˜o sa˜o descritos pelos seguintes ele-
mentos:
h (x, t)− altura da interface numa posic¸a˜o x num dado tempo t;
η (x, t)− termo do ru´ıdo;
υ − paraˆmetro associado a` tensa˜o superficial;
λ− paraˆmetro associado ao crescimento lateral.
A equac¸a˜o acima constitui uma extensa˜o da Equac¸a˜o Linear de Edwards-Wilkinson
(EW ) (maiores detalhes sa˜o encontrados no Cap. 06 do livro do Barabasi [3]). A
equac¸a˜o de KPZ inclui, na sua formulac¸a˜o, um termo na˜o linear o qual na˜o existe
na equac¸a˜o de EW . Esse termo na˜o linear e´ necessa´rio, pois inclui um crescimento
lateral da interface na equac¸a˜o de crescimento.
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Quantitativamente, o conjunto dos expoentes cr´ıticos encontrados tanto nos
modelos de deposic¸a˜o bal´ıstica como no modelo de corrosa˜o, que veremos a seguir,
sa˜o, dentro da margem de erro, os mesmos. O que implica que ambos podem ser
descritos pela mesma equac¸a˜o, em particular a equac¸a˜o KPZ, e dizemos que esses
modelos esta˜o na classe de universalidade de KPZ.
Cap´ıtulo 2
Modelo de Corrosa˜o (Etching)
Corrosa˜o e´ a degradac¸a˜o progressiva de um determinado sistema. Essa degradac¸a˜o
ocorre, na maioria das vezes, pelo contato da superf´ıcie em questa˜o com um meio
a´cido. Pore´m, podem existir outros mecanismos que tambe´m favorecem o processo
corrosivo, a maresia, por exemplo, e´ um desses mecanismos. Esta consiste num tipo
de ne´voa fina, u´mida e salgada, presente nas cidades litoraˆneas, cuja principal ac¸a˜o
corresponde a` destruic¸a˜o de toda a sorte de metais a que estiver sendo exposta.
Nosso objetivo na˜o e´ o de efetuar um estudo investigativo acerca dos mais vari-
ados processos de corrosa˜o de materiais. Iremos nos deter num caso part´ıcular, no
qual tentaremos estabelecer uma padronizac¸a˜o a respeito do processo de crescimento
de uma interface para um determinado modelo de crescimento, no caso o modelo
de corrosa˜o. Esse modelo foi proposto em 2001, por Bernardo A. Mello; Alaor
S. Chaves e Fernando A. Oliveira [1], sendo conhecido por modelo de corrosa˜o
(Etching).
Nesse modelo, as simulac¸o˜es nume´ricas para o caso em que a dimensa˜o d = 1
levam a crer que o modelo pertence a` classe de universalidade KPZ e que possuem
boas propriedades de escala [6].
Tentaremos agora chegar aos mesmos resultados, ou pro´ximos dos resultados que
foram obtidos neste modelo.
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2.1 Algoritmo do Modelo de Corrosa˜o
Na versa˜o original do modelo de corrosa˜o, como proposto por Mello et al, ao
tomarmos uma part´ıcula aleato´ria do sistema, isto e´, ao retirarmos uma part´ıcula,
tem-se um crescimento negativo, em outros termos, ocorre um crescimento no sentido
de baixo para cima, na˜o so´ do s´ıtio escolhido como tambe´m dos seus primeiros
vizinhos, desde que estes possuam alturas (parte na˜o corro´ıda) maior do que a do
s´ıtio escolhido [1].
Neste trabalho, a versa˜o do modelo de corrosa˜o sofrera´ apenas uma mudanc¸a no
sentido do referencial, ou seja, adotaremos o crescimento ocorrendo no sentido de
cima para baixo, h → −h, apenas para facilitar o processo, o que em nada afetara´
nossos ca´lculos, desde que o nosso interesse e´ no desvio padra˜o, w (t).
Portanto, para uma melhor compreensa˜o do referido processo, iremos nos valer do
algoritmo descrito abaixo, cuja ide´ia principal e´ considerar que um flu´ıdo corrosivo,
ao atuar num determinado s´ıtio, retira as part´ıculas que estiverem expostas ao fluido,
isto e´, sera´ considerado o s´ıtio onde o flu´ıdo atuara´, bem como os primeiros vizinhos.
Assim, temos que:
hi (t+ 1) = hi (t) + 1
se hi−1 (t) < hi (t) =⇒ hi−1 (t+ 1) = hi (t)
se hi+1 (t) < hi (t) =⇒ hi+1 (t+ 1) = hi (t)
(2.1)
a expressa˜o hi (t) corresponde a altura com relac¸a˜o ao referencial fixo no s´ıtio i.
Exemplo: Suponhamos um substrato no qual algumas corroso˜es ja´ tenham
ocorrido, conforme figura abaixo,
Figura 2.1: Esquema de corrosa˜o de um s´ıtio escolhido aleatoriamente.
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onde i = 1, 2, · · · , L, (L = 9), para i = 7 e t = 2, a altura sera´ dada por h7 (2) =
3. Agora suponha que o solvente tenha sua ac¸a˜o sob esse s´ıtio. Fazendo uso do
algor´ıtmo acima descrito, tem-se:
{h7 (2 + 1) = h7 (2) + 1 = 3 + 1 = 4 =⇒ h7 (3) = 4 .
Analisaremos, agora, a atuac¸a˜o do solvente nos primeiros vizinhos:{
h6 (2) = 2
h7 (2) = 3
=⇒ h6 (2) < h7 (2) =⇒ h6 (3) = h7 (2) =⇒ h6 (3) = 3;{
h8 (2) = 2
h7 (2) = 3
=⇒ h8 (2) < h7 (2) =⇒ h8 (3) = h7 (2) =⇒ h8 (3) = 3.
Figura 2.2: Esquema de corrosa˜o do s´ıtio h7 (2) = 3 escolhido, mais seus sitios vizinhos.
Observa-se que a parte pintada, corresponde a` porc¸a˜o a ser corro´ıda, enquanto
que a parte em branco corresponde ao crescimento da corrosa˜o, isto e´, a parte que
ja´ foi corro´ıda.
2.2 Expoentes no Modelo de Corrosa˜o
Inicialmente, definiremos a dimensa˜o geral como sendo d+ 1, onde d representa
a dimensa˜o do substrato no qual se pretende trabalhar, dessa forma, quando d = 1,
estamos trabalhando no espac¸o unidimensional, se d = 2, o espac¸o em questa˜o e´
bidimensional, ou seja, corresponde a uma regia˜o plana; quando d = 3, estamos no
espac¸o tridimensional, o que corresponde ao espac¸o onde estamos inserido; enquanto
que para o numeral 1, corresponde a altura a qual o substrato ira obedecer apo´s as
respectivas deposic¸o˜es.
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No artigo original de Mello et al, foi realizada uma simulac¸a˜o do modelo de
corrosa˜o para o caso em que d = 1 e foram encontrados os seguintes valores dos
expoentes cr´ıticos: α = 0.491± 0.002, β = 0.330± 0.001. Desse modo considera-se
que o modelo esta´ inserido na classe de universalidade de KPZ.
A partir do algoritmo de corrosa˜o, tambe´m realizamos uma simulac¸a˜o para o
modelo em 1 + 1 dimenso˜es. Utilizamos simulac¸o˜es em que L = 2n, com n =
5, 6, · · · , 14, de onde encontramos os valores para a rugosidade como podem ser












Tabela 2.1: Valores simulados para L, com L = 32 a` 16384 e seus correspondentes valores de saturac¸a˜o.
a partir desses valores, e com ajuste de curvas, como pode ser visto abaixo,
Figura 2.3: Curva de ajuste, determinac¸a˜o do expoente de rugosidade.
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encontramos o valor do expoente de rugosidade, α = 0.498 ± 0.003, e ainda
o valor do expoente de crescimento β = 0.311 ± 0.001, muito pro´ximo ao encon-
trado por Mello e colaboradores [6]. A partir desses valores, pode-se induzir que
sa˜o compat´ıveis com os valores da Tabela 1.1 e, portanto pertencentes a` Classe de
Universalidade de KPZ.
Cap´ıtulo 3
Metodologia para Obtenc¸a˜o da
Equac¸a˜o da Rugosidade
Neste cap´ıtulo, o objetivo e´ tentar encontrar uma metodologia que possibilite
obter uma equac¸a˜o que descreva a evoluc¸a˜o da rugosidade do modelo de corrosa˜o
proposto por Mello; Chaves e Oliveira [1]. Para isso, faremos uso de conceitos
iniciais, como altura me´dia e rugosidade, usaremos ainda o algoritmo proposto para
o modelo de corrosa˜o, sendo este algoritmo dado pela expressa˜o 2.1, usaremos ainda
o ca´lculo das probabilidades das hiperesferas, onde encontrar-se-a´ no Apeˆndice - A,
um estudo detalhado a respeito do ca´lculo da a´rea das hiperesferas. Dessa forma
acreditamos que, desenvolvida a metodologia para este modelo, no futuro possa ser
permitida uma generalizac¸a˜o do me´todo para abarcar modelos mais gerais.
3.1 Desenvolvimento do Incremento da Rugosi-
dade - Me´todo
Suponha que uma part´ıcula caia em um substrato de rugosidade w. Nosso prin-
cipal objetivo e´ tentar prever qual sera´ o incremento da rugosidade nesse substrato.
Consideremos o substrato discreto, em que cada s´ıtio possua uma unidade de com-
primento (u), o qual denotaremos por u = 1, e altura h = ∆x. Considerando o
sistema antes de uma deposic¸a˜o e depois de uma deposic¸a˜o, a altura referente a`





hi (t) = h
f
i (t)− h (t)
Depois :
{
hi (t+ ∆t) = h
f
i (t+ ∆t)− h (t+ ∆t) ,
onde hfi (t) representa seu valor na posic¸a˜o i e no instante t com relac¸a˜o a um
referencial fixo. Definiremos ainda:{
∆hi =⇒ o acre´scimo da altura na posic¸a˜o i;
∆h =⇒ o acre´scimo da altura me´dia ,
substituindo na segunda igualdade da u´ltima equac¸a˜o, isto e´:
hfi (t+ ∆t)− h (t+ ∆t) =
(
hfi (t) + ∆hi (t)
)
− (h (t) + ∆h (t))
=
(
hi (t) + h (t) + ∆hi (t)
)− (h (t) + ∆h (t)) ,
e simplificando-a em conjunto com a primeira equac¸a˜o, o sistema, depois de uma
deposic¸a˜o, toma a forma:
hi (t+ ∆t) = hi (t) + ∆hi (t)−∆h (t) . (3.1)
Como ja´ e´ sabido a equac¸a˜o que descreve as flutuac¸o˜es na altura da interface, isto
e´, a expressa˜o referente a` rugosidade e´ dada atrave´s da expressa˜o:






hfi (t)− h (t)
)2
.



















Substituindo (3.1) na expressa˜o da rugosidade depois de uma deposic¸a˜o tem-se:































Como na˜o utilizaremos a altura hfi (t) baseada em um referencial fixo, mas
utilizaremos a altura com relac¸a˜o ao referencial da altura me´dia, denotado por
hi (t) = h
f
i (t) − h (t), assim, utilizando a definic¸a˜o da altura me´dia, hi (t) repre-





hi (t) = 0 =⇒
L∑
i=1
hi (t) = 0,
e como a unidade de tempo e´ correspondente a L deposic¸o˜es, de onde se sabe
que ∆t = 1
L
, reescrevendo e reorganizando a Eq. (3.2), a variac¸a˜o da rugosidade
quadra´tica e´ dada por









Definindo ∆wq = w












A equac¸a˜o acima representa a fo´rmula geral para o incremento da rugosidade quadra´tica,
independente da iteratividade do algoritmo. Para que obtenhamos a rugosidade e´
necessa´rio que se conhec¸am os valores de ∆hi e ∆h.
3.2 Sistema de Corrosa˜o e Variac¸a˜o da Rugosi-
dade Quadra´tica
Deter-nos-emos agora no ca´lculo do aumento da rugosidade quadra´tica em cada
deposic¸a˜o, obedecendo a` equac¸a˜o (3.3), devemos encontrar, inicialmente, o valor de
∆h.
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Figura 3.1: Tomando a queda de uma part´ıcula no s´ıtio i = 2, veja o processo de corrosa˜o em
cada situac¸a˜o.
Observando a figura acima, que corresponde ao processo de corrosa˜o de um
substrato, podemos concluir a partir da existeˆncia do algoritmo que este e´ munido
de quatro possibilidades para a determinac¸a˜o de ∆h. Essas quatro possibilidades
dependem da posic¸a˜o de queda da part´ıcula no substrato.
Portanto, temos o valor do acre´scimo da altura me´dia ∆h, em cada uma das
possibilidades, em particular a queda da part´ıcula no s´ıtio i = 2, e onde tomamos
∆x como sendo o tamanho da altura da part´ıcula depositada.
∆h =

1oCaso: ∆h = ∆x
L
















Usando a Eq. (3.3) em conjunto com (3.4), podemos escrever a variac¸a˜o da





















(h2 − h1)2 − 2∆x
L
(h2 − h1)













(h2 − h3)2 − 2∆x
L
(h2 − h3)





















(h2 − h1)− 2∆x
L
(h2 − h3)− 2
L
(h2 − h1) (h2 − h3)
+2h1 (h2 − h1) + 2h3 (h2 − h3) + 2∆xh2
3.3 Forma Simples para a Variac¸a˜o da Rugosi-
dade Quadra´tica
Para representarmos a forma simplificada para a variac¸a˜o da rugosidade quadra´tica,
como descrito acima, precisaremos antes de uma troca de coeficientes, e estes sera˜o
definidos sob a forma:

















perceba, que os dois primeiros coeficientes, A11 e A12 representam os coeficientes
da primeira equac¸a˜o, estes se repetem nas demais equac¸o˜es; os coeficientes A21, A22
e A23 representam os coeficientes da segunda e terceira equac¸a˜o, que por questa˜o
de simetria, na˜o se faz necessa´ria a presenc¸a de outros coeficientes, estes tambe´m
aparecem concomitamente com os primeiros coeficientes da quarta equac¸a˜o, ja´ o
coeficiente A31 representa o coeficiente da quarta equac¸a˜o. Com a utilizac¸a˜o desses
coeficientes, as expresso˜es para a variac¸a˜o da rugosidade quadra´tica, passam a ser
dadas sob a forma:
∆wq(1)(h2)
∆t
= A11h2 + A12
∆wq(2)(h2)
∆t
= A11h2 + A12 + A21 (h2 − h1)2 +
+ A22h1 (h2 − h1)− A23 (h2 − h1)
∆wq(3)(h2)
∆t
= A11h2 + A12 + A21 (h2 − h3)2 +
+ A22h3 (h2 − h3)− A23 (h2 − h3)
∆wq(4)(h2)
∆t
= A11h2 + A12 + A21 (h2 − h1)2 + A21 (h2 − h3)2 +
+ A22h1 (h2 − h1) + A22h3 (h2 − h3)− A23 (h2 − h1)−
− A23 (h2 − h3)− A31 (h2 − h1) (h2 − h3)
. (3.5)
Cada configurac¸a˜o ocorre com uma probabilidade p (w, h1, h2, h3) que depende
da rugosidade da interface, como tambe´m dos valores de h1, h2 e h3, sendo assim, o


















Θ (h1 − h2) Θ (h3 − h2) +
+∆wq2
∆t
Θ (h2 − h1) Θ (h3 − h2) +
+∆wq3
∆t
Θ (h1 − h2) Θ (h2 − h3) +
+∆wq4
∆t
Θ (h2 − h1) Θ (h2 − h3)
 p (w, h1, h2, h3) dh1dh3dh2
(3.6)
onde os elementos a1, a2, b1, b2, c1 e c2 sa˜o os limites que abrangem todos os valores
das varia´veis h1, h2 e h3 [6].
Agora, utilizando as Eq. (3.5) e (3.6) e retirando as Func¸o˜es de Heaviside1,
temos:
1Func¸a˜o de Heaviside Step (ou Func¸a˜o Degrau): e´ a func¸a˜o definida como se segue
H (x− y) =
 0, se x < y;




















 A21 (h2 − h1)2 ++A22h1 (h2 − h1)−









 A21 (h2 − h3)2 ++A22h3 (h2 − h3)−









−A31 (h2 − h1) (h2 − h3)

p (w, h1, h2, h3) dh1dh2dh3
perceba que, aqui, por questa˜o de simetria entre os s´ıtios h1, h2 e h3, o que


































 A21 (h2 − h1)2 ++A22h1 (h2 − h1)−









(−A31 (h2 − h1) (h2 − h3))

p (w, h1, h2, h3) dh1dh2dh3.
(3.7)
O pro´ximo passo e´ a busca da densidade de probabilidade. Apo´s a determinac¸a˜o
desta, iremos calcular os limites a1, a2, b1, b2, c1 e c2.
3.4 Obtenc¸a˜o da Probabilidade p (w, h1, h2, h3)




2 + · · ·+ h2L = Lw2
h1 + h2 + · · ·+ hL = 0
, (3.8)
logo os valores de hi, com i = 1, 2, 3, · · · , L devem satisfazer a`s equac¸o˜es do sistema
acima.
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Percebe-se que a primeira das equac¸o˜es refere-se a` definic¸a˜o da rugosidade, en-
quanto que a segunda esta´ associada a` altura com referencial na altura me´dia.
Por analogia, as equac¸o˜es acima formam a chamada:
hiperesfera de dimensa˜o n = L− 1 e
raio R = (Lw2)
1
2 .
Denotaremos essa hiperesfera de (HT ), pois todas as configurac¸o˜es para uma
dada rugosidade w esta˜o inseridas na superf´ıcie dessa hiperesfera, que corresponde
a nossa hipera´rea superficial ou hipersuperf´ıcie, denotada por (AT ), e cuja dimensa˜o
e´ dada por n = L− 2.
Para um dado h1, h2 e h3 formamos uma outra hiperesfera, cuja superf´ıcie possui
dimensa˜o n = L − 5. Esta hiperesfera e´ a figura obtida pela intersec¸a˜o da Eq.
(3.8) com os planos de h1, h2 e h3. Sua a´rea (Ap) e´ proporcional ao nu´mero de
configurac¸o˜es que possue h1, h2 e h3, isso significa que a a´rea (Ap) esta´ conectada
aos h1, h2 e h3. Logo para cada h1, h2, h3 e w, a a´rea (Ap) sera´ diferente, significando
um nu´mero diferente de configurac¸o˜es. Assim, a densidade de probabilidade (p) de
ocorrer uma dada configurac¸a˜o h1, h2 e h3 sera´ descrita por:




Calculemos agora os valores da a´rea total (AT ) e da a´rea parcial (Ap).
3.4.1 Ca´lculo da A´rea Total (AT )
Vejamos, antes, duas importantes fo´rmulas utilizadas para o ca´lculo do volume




























2Uma demonstrac¸a˜o mais detalhada a respeito do referido tema, encontra-se no Apeˆndice - A.
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O valor de n representa a dimensa˜o da hiperesfera.
De acordo com a equac¸a˜o (3.8), a hiperesfera (HT ) possui dimensa˜o n = L − 1
e raio RT = (Lw
2)
1


























3.4.2 Ca´lculo da a´rea parcial (Ap)
Como se sabe a a´rea (Ap) e´ proporcional ao nu´mero de configurac¸o˜es que pos-
suem h1, h2 e h3 e, por conseguinte essa a´rea (Ap) e´ obtida de uma hiperesfera (Hp)
que, por sua vez, foi formada pela intersec¸a˜o da hiperesfera (HT ) com os planos de







i=1 hi = 0
h1, h2, h3 → cte
,
com algumas manipulac¸o˜es, temos:
h24 + h
2
5 + · · ·+ h2L = Lw2 − (h21 + h22 + h23)
h4 + h5 + · · ·+ hL = − (h1 + h2 + h3)
. (3.13)
Essa e´ enta˜o nossa hiperesfera (Hp), cuja dimensa˜o n = L− 4. Agora, podemos




















− 3)!RL−5p . (3.14)
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3.4.3 Ca´lculo de Rp
Inicialmente, veja que o primeiro termo da primeira equac¸a˜o do sistema (3.13)
ficara´ bem definido sob a forma:
h24 + h
2
5 + · · ·+ h2L = (h4 + h5 + · · ·+ hL)2 − 2h4h5 − 2h4h6 − · · · − 2h4hL
−2h5h6 − 2h5h7 − · · · − 2h5hL − · · · − 2hL−1hL
h24 + h
2
5 + · · ·+ h2L = (h4 + h5 + · · ·+ hL)2 − 2
L∑
i, j 6= 1, 2, 3
i 6= j
hihj (3.15)
Substituindo (3.15) em (3.13), o sistema passa a ter a forma,
(h4 + h5 + · · ·+ hL)2 − 2
∑L
i, j 6= 1, 2, 3
i 6= j
hihj = Lw
2 − (h21 + h22 + h23)
h4 + h5 + · · ·+ hL = − (h1 + h2 + h3)
.
Usando substituic¸a˜o de equac¸a˜o, isto e´, substituindo a 2a equac¸a˜o na 1a equac¸a˜o do
sistema acima, temos que:
−2
L∑
i, j 6= 1, 2, 3
i 6= j
hihj = Lw
2 − (h21 + h22 + h23)− (h1 + h2 + h3)2 . (3.16)
Objetivando extrair os termos cruzados da nossa equac¸a˜o, vamos fazer uso de
to´picos, bastante conhecidos em a´lgebra linear, em particular, polinoˆmios carac-
ter´ısticos, autovetores e autovalores. Maiores informac¸o˜es podem ser encontrados
no livros A´lgebra Linear, da colec¸a˜o Schaum, de Seymour Lipschutz e A´lgebra Lin-
ear, da Colec¸a˜o Matema´tica Universita´ria, de Elon Lages Lima [12, 13].
Escrevendo a equac¸a˜o acima sob a forma matricial, obtemos:
[
h4 h5 · · · hL
]

0 −1 · · · −1



























Denotando a matriz L×L, como matriz M, vamos calcular os seus autovalores:
ML×L=

0− λ −1 −1 · · · −1
−1 0− λ −1 · · · −1






−1 −1 −1 · · · 0− λ
 .
O polinoˆmio caracter´ıstico e´ dado por
(λ+ (L− 1)) . (λ− 1)L−1 = 0 =⇒
{
λ1 = − (L− 1)
λ2 = λ3 = · · · = λL = 1 .
Como a matriz M esta´ associada aos hi′s com i = 4, 5, · · · , L, os autovalores sa˜o





e os autovetores associados aos autovalores sa˜o:
λ4 = − (L− 4) ;
v4 = (1, 1, 1, · · · , 1)
λ5 = 1 = λ6 = 1 = · · · = λL = 1
v5 = (−1, 1, 0, 0, · · · , 0) + (−1, 0, 1, 0, · · · , 0) + · · ·+ (−1, 0, 0, 0, · · · , 1)
.
Para definir o autovetor unita´rio, associado a λ4 = − (L− 4), devemos inicial-
mente calcular a norma de |v4|:
|v4| =
√
12 + 12 + · · ·+ 12︸ ︷︷ ︸
(L− 3) vezes =
√
L− 3















Com os autovalores acima descritos, e´ poss´ıvel criar uma matriz de conversa˜o
para outros eixos h′, por meio de uma rotac¸a˜o nos eixos, com objetivo de eliminar
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5 · · · h′L
]

− (L− 4) 0 · · · 0





















































L− 3 (h4 + h5 + · · ·+ hL) .
Substituindo (h4 + h5 + · · ·+ hL) por − (h1 + h2 + h3)
h′4 = −
1√
















































Dado o substrato de tamanho L, quando L → ∞ =⇒ 1
L−3 → 0, podemos concluir
que o raio da hiperesfera parcial (Rp) sera´ dado por:
Rp =
(
Lw2 − (h21 + h22 + h23)) 12 . (3.20)
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3.5 Densidade de Probabilidade















− 3)! [(Lw2 − (h21 + h22 + h23)) 12 ]L−5 .
Por conseguinte, a probabilidade de ocorreˆncia de uma configurac¸a˜o quando for dada
h1, h2 e h3 e´:























Com mais algumas manipulac¸o˜es alge´bricas na expressa˜o acima, podemos con-
cluir que a densidade de probabilidade (p) de ocorreˆncia, para uma dada configurac¸a˜o
h1, h2 e h3, sera´ denotada por:
p (w, h1, h2, h3) = η (L)













No pro´ximo cap´ıtulo, faremos uso das mudanc¸as de coordenadas, objetivando na˜o
so´ uma simplificac¸a˜o para a metodologia adotada, como tambe´m para garantir a sua
funcionalidade, para isso iremos comec¸ar fazendo uso da mudanc¸a de coordenadas




Uma mudanc¸a conveniente para a expressa˜o do ca´lculo da probabilidade, bem
como para a variac¸a˜o da rugosidade quadra´tica, e´ dada usando as coordenadas
esfe´ricas, nas quais a terna (h1, h2, h3) passa a ser descrita em termos de coorde-
nada radial mais os aˆngulos (ρ, α, β), dessa forma, temos as seguintes equac¸o˜es de
transformac¸a˜o: 
h1 = R sin ρ sinα cos β
h2 = R sin ρ sinα sin β
h3 = R sin ρ cosα
onde R = w
√
L. (4.1)
Conforme podemos observar na figura abaixo:




Os aˆngulos sa˜o definidos nos seguintes intervalos:
0 6 β 6 2pi
0 6 α 6 pi.
Veja ainda que, ao multiplicarmos o raio R = w
√
L por sin ρ, com ρ definido no
intervalo 0 6 ρ 6 pi
2
, este nos assegura que, dada uma configurac¸a˜o, o raio nunca
vai ultrapassar o valor ma´ximo permitido para qualquer configurac¸a˜o dada, estando
enta˜o limitado pelos primeiros vizinhos, isto e´, h1 e h3.
4.1 Mudanc¸a na Probabilidade
Usando a ca´lculo da probabilidade, Eq. (3.21), vista no cap´ıtulo anterior, e com
uso da mudanc¸a de coordenadas, a expressa˜o toma nova forma:
p (w, ρ, α, β) = η (L)
(


























2 (cos ρ)L−5 (4.2)







No estudo envolvendo mudanc¸a de coordenadas, trocarmos as varia´veis h1, h2 e h3
(coordenadas cartesianas) pela coordenada radial, sin ρ, mais os aˆngulos (ρ, α, β),
tambe´m deveremos fazer uso do determinante jacobiano, como veremos a seguir.
Por esse motivo, fizemos o estudo a respeito do tema, Jacobiano, e por se tratar de
um texto curto, optamos por anexar neste mesmo cap´ıtulo. Vale dizer, que o uso do




Seja f : Rn −→ Rm, ou seja, uma func¸a˜o que denominaremos ”f”, com domı´nio
e imagem no espac¸o euclidiano n e m dimensional, respectivamente. Tal func¸a˜o
e´ definida por um vetor de m componentes, sendo cada componente uma func¸a˜o
fi : Rn −→ R. As derivadas parciais dessas func¸o˜es podem ser organizadas numa

























uma matriz de m linhas e n colunas. A primeira linha representa as derivadas
parciais da func¸a˜o f1 em relac¸a˜o a todos os x (de x1 a xn). A segunda linha representa
as derivadas parciais de f2 (tambe´m em relac¸a˜o a todos os x), e assim por diante,
ate´ a linha de nu´mero m, que representa as derivadas parciais de em relac¸a˜o a todos
os xi′s.
O Jacobiano e´ definido como sendo o determinante da Matriz Jacobiana. Esse
determinante e´ de grande importaˆncia na mudanc¸a de varia´veis em integrais mu´ltiplas,
bem como em outros campos da matema´tica.
4.1.2 Ca´lculo de dh1dh2dh3
Ao usarmos as equac¸o˜es de transformac¸o˜es, Eq. (4.1), e´ fa´cil observar que as
derivadas parciais de cada func¸a˜o h1, h2, h3 existem, denotando a func¸a˜o f (ρ, α, β)
da seguinte maneira:
f (ρ, α, β) = (h1 (ρ, α, β) , h2 (ρ, α, β) , h3 (ρ, α, β)) .






















onde cada uma das derivadas sera˜o descritas conforme representac¸a˜o abaixo:
∂h1
∂ρ
= R cos ρ sinα cos β
∂h1
∂α
= R sin ρ cosα cos β
∂h1
∂β





= R cos ρ sinα sin β
∂h2
∂α
= R sin ρ cosα sin β
∂h2
∂β





= R cos ρ cosα
∂h3
∂α




efetuando as substituic¸o˜es na matriz, podemos agora calcular o seu determinante.
O jacobiano e´ enta˜o dado pelo determinante da matriz, como se segue:
Jραβ = det
 R cos ρ sinα cos β R sin ρ cosα cos β −R sin ρ sinα sin βR cos ρ sinα sin β R sin ρ cosα sin β R sin ρ sinα cos β




cos ρ sin2 ρ sinα
) (
cos2 β + sin2 β
) (




cos ρ sin2 ρ sinα
)
.
E´ sabido que R = w
√
L, enta˜o R3 = (Lw2)
3







cos ρ sin2 ρ sinα
)
dβdαdρ. (4.3)
Como a probabilidade, propriamente dita, e´ o produto da densidade de probabil-
idade com (dh1dh2dh3), usando as mudanc¸as de coordenadas e as expresso˜es (4.2)
e (4.3) tem-se:
p (w, h1, h2, h3) dh1dh2dh3 = p (w, ρ, α, β) dβdαdρ








2 sin2 ρ. cos ρ. sinα.dβdαdρ
p (w, ρ, α, β) dβdαdρ = η (L) (cos ρ)L−4 sin2 ρ. sinα.dβdαdρ. (4.4)
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 A21 (h2 − h1)2 ++A22h1 (h2 − h1)−









(−A31 (h2 − h1) (h2 − h3))

(η (L) (cos ρ)L−4 . sin2 ρ. sinα.dβdαdρ.
(4.5)
4.2 Estudo dos Termos da Equac¸a˜o
∆wq
∆t
Iniciaremos agora um estudo detalhado de cada um dos termos da equac¸a˜o que cor-
responde a variac¸a˜o total da rugosidade quadra´tica. Nesse estudo, ale´m de procurar-
mos saber quais intervalos deveremos tomar os respectivos valores para cada termo,
iremos fazer uso do programa Maple 8.0 [16], tendo em vista que para efetuarmos
os ca´lculos aqui expostos levar´ıamos bastante tempo, e ainda correndo o risco de
encontrar resultados errados, devido a grande complexidade de cada termo, vale
salientar ainda, que nos ca´lculos por ele efetuado, o programa Maple 8.0, aparece a`
chamada Func¸a˜o Gama, pore´m por questa˜o de simplicidade, transformei todas es-
sas func¸o˜es para fatorial, obedecendo a`s regras desenvolvidas no Apeˆndice - B deste
trabalho, tendo em vista, que e´ muito mais simples e fa´cil de ser entendido, do que a
pro´pria Func¸a˜o Gama, embora, em certas partes, o pro´prio fatorial, tambe´m precise
de ajustes para tornar-se leg´ıvel.
1o Termo da Equac¸a˜o
Usaremos para denotar o primeiro termo da Eq. (4.5), wq(1), logo o primeiro
termo da Eq. (4.5) em conjunto com seus coeficientes e as equac¸o˜es de transformac¸a˜o
para h1, h2 e h3 como descrita anteriormente, passa a ser descrita sob a forma:
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No primeiro termo da equac¸a˜o, a integral ocorre para todos os valores de h1, h2
e h3, de modo que a integral, nas novas coordenadas, sera´ calculada dentro dos
respectivos intervalos:
0 6 β 6 2pi; 0 6 α 6 pi; 0 6 ρ 6 pi
2
,
logo a equac¸a˜o acima, a ser integrada, devera´ obedecer aos intervalos, da´ı temos:





















efetuando os ca´lculos acima, obte´m-se para o primeiro termo da equac¸a˜o da variac¸a˜o
total da rugosidade quadra´tica, o resultado:
wq(1) =
32∆x2 (L− 4)











2o Termo da Equac¸a˜o
O segundo termo da equac¸a˜o sera´ denotada por wq(2), usando o segundo termo
da Eq. (4.5) com as mesmas condic¸o˜es com que foi tratado o primeiro termo e
simplificando os seus termos, obte´m-se:












w2L sin2 ρ sin2 α (sin β − cos β)2 +




Lw (sin ρ) (sinα) (sin β − cos β))((cos ρ)L−4 (sin2 ρ) (sinα))dβdαdρ.
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No segundo termo, h1 na˜o passa de h2, isto e´, h1 6 h2. Logo a densidade de
probabilidade, para as novas coordenadas, deve possuir valores correspondentes a
todos os pontos em que h2 > h1, da´ı:
h2 > h1
R sin ρ sinα sin β > R sin ρ sinα cos β
sin β > cos β.
Dessa forma, percebe-se que os novos valores para β esta˜o no intervalo:
pi
4
6 β 6 5pi
4
.
Portanto, os intervalos para o segundo termo sera˜o dados por:
pi
4
6 β 6 5pi
4
; 0 6 α 6 pi; 0 6 ρ 6 pi
2
e agora a equac¸a˜o devera´ ser integrada dentro dos seguintes intervalos:















w2L sin2 ρ sin2 α (sin β − cos β)2 +




Lw (sin ρ) (sinα) (sin β − cos β)] (cos ρ)L−4 (sin2 ρ) (sinα) dβdαdρ.
No que resulta:
wq(2) =





























(L− 3) (L− 2)√piL√L (L− 1)3 [(L
2
− 2)!]2 .
Simplificando a expressa˜o acima, encontramos:
wq(2) =



































3o Termo da Equac¸a˜o
Para terceiro termo da equac¸a˜o, seguindo o mesmo pensamento, denotaremos
por wq(3), e usando o terceiro termo da Eq. (4.5) com condic¸o˜es ana´logas ao primeiro
e segundo termo e simplificando os seus termos, obte´m-se:







[sin2 ρ sinα (cosα− sinα sin β) (cos β − sin β)
(cos ρ)L−4 sin2 ρ sinα]dβdαdρ.
As novas coordenadas do terceiro termo devem possuir valores correspondentes
a todos os pontos em que h2 > h1 e h2 > h3. De h2 > h1, sabe-se que valores para
β esta˜o no intervalo:
pi
4
6 β 6 5pi
4
.
Agora, para h2 > h3, tem-se que:
h2 > h3
sinα sin β > cosα
sin β > cosα
sinα
= cotα,
o intervalo que cumpre esta condic¸a˜o e´, enta˜o, descrito por:
0 > α > cot−1 (sin β) .
Logo os intervalos, para o terceiro termo, sera˜o dados por:
pi
4
6 β 6 5pi
4
; 0 > α > arccot sin β; 0 6 ρ 6 pi
2
.
E tambe´m de forma ana´loga aos casos anteriores, as integrais possuira˜o valores
dentro desses respectivos intervalos:










[sin2 ρ sinα (cosα− sinα sin β) (cos β − sin β)
(cos ρ)L−4 sin2 ρ sinα]dβdαdρ.
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Calculando essa integral tripla, encontramos:
wq(3) = − 1
12























L (L− 2) (L− 4) (3√3− pi)












Forma Simplificada de wq e w




, este e´ obtido atrave´s da adic¸a˜o dos valores de wq(1), wq(2) e wq(3).
Escrevendo o resultado da adic¸a˜o em func¸a˜o de w2 e w, a expressa˜o obtida e






































7pi − 3√3) (L− 4) (L− 2)L














2∆x (L− 4) (L− 2)√L√












∆x2 (L− 4) (L− 2)L
















= −c1w2 − c2w + c3, (4.9)
onde cada um dos coeficientes, como pode ser observado sa˜o positivos.
No cap´ıtulo seguinte, iniciaremos o estudo da equac¸a˜o diferencial acima descrita,
quando tentaremos, a partir dessa encontrar os principais elementos do nosso es-
tudo, que sa˜o: a rugosidade de saturac¸a˜o - wsat, bem como os expoentes cr´ıticos
(rugosidade - α, crescimento - β e dinaˆmico - z). Em seguida, vamos comparar com
os resultados obtidos por simulac¸a˜o nume´rica computacional.
Cap´ıtulo 5
Resoluc¸a˜o da Equac¸a˜o
Como visto no cap´ıtulo anterior, o valor total da rugosidade quadra´tica, e´ dado





























Com essas novas informac¸o˜es, inicia-se agora um estudo da equac¸a˜o acima de-
scrita. Para isso, e´ importante relembrar que a variac¸a˜o da rugosidade quadra´tica
∆wq
∆t











Substituindo a Eq. (4.9) na Eq. (5.2), encontramos a seguinte expressa˜o:
−c1w2 − c2w + c3 = 2wdw
dt














trata-se de uma equac¸a˜o quadra´tica, esta pode






= (w − w1) (w − w2) ,
onde w1, w2 corresponde as ra´ızes da equac¸a˜o, e mais como
{
w1 + w2 = − c2c1
w1w2 = − c3c1
, isso
implica que as ra´ızes possuem sinais contra´rios, digamos w1 > 0 e w2 < 0.
Usando a Eq. (5.3), agora com a forma fatorada para a correspondente equac¸a˜o
quadra´tica, tem-se:
2wdw
(w − w1) (w − w2) = −c1dt.
Utilizando o me´todo das frac¸o˜es parciais, podemos escrever o primeiro termo da
equac¸a˜o acima sob a forma:(
A




dw = −c1dt, (5.4)
de onde encontramos os seguintes valores:
A =
−2w1
w2 − w1 ;B =
2w2
w2 − w1 .
Substituindo os valores de A e B na Eq. (5.4), tem-se:( −2w1
w2−w1






que se trata de uma equac¸a˜o diferencial de varia´veis separa´veis. Integrando os dois
termos da equac¸a˜o acima, quando a primeira integrac¸a˜o acontecera´ no intervalo
[0, w], e a segunda no intervalo [0, t], obtemos a seguinte expressa˜o, que e´ a equac¸a˜o








































A expressa˜o acima e´ a equac¸a˜o da rugosidade a qual procura´vamos. Toda a
metodologia culminou nessa equac¸a˜o e, como podemos observar, ela possui o in-
coveniente de ser uma equac¸a˜o impl´ıcita, pois o tempo t, varia´vel independente,
esta´ em func¸a˜o da rugosidade w, varia´vel dependente. A equac¸a˜o acima nos garante
que na rugosidade inicial, ou seja, w = 0, temos o tempo inicial t = 0.
5.1 Obtenc¸a˜o dos expoentes cr´ıticos
Podemos observar na Eq. (5.5) a presenc¸a dos elementos w1, w2 que, como ja´




= (w − w1) (w − w2)) e, desse
modo, essas ra´ızes podem ser obtidas a partir dos coeficientes: c1, c2 e c3. De posse











2 + 4 (c1) (c3)
2 (c1)
. (5.6)
Os coeficientes c1, c2 e c3 dependem de L e ∆x (onde ∆x corresponde a altura
do s´ıtio e a partir de agora tomaremos ∆x = 1) de acordo com a Eq. (6.1). Dessa
forma, w1 e w2 esta˜o associados a L.
Com ajuda computacional, apresentaremos, a seguir, os valores de w1 e w2, o
procedimento para calcularmos os valores correspondentes a esses elementos, sera˜o
obtidos, usando o programa Maple 8.0 [16]. Para isso, usaremos o seguinte script:
L:=2ˆi: dx:=1:
array([seq([evalf(w1)],i=5..14)]);
No script do programa, tomamos L = 2i, para a obtenc¸a˜o de L = 32, 64, · · · , 16384,
dessa forma consta no script os valores de i = 5, · · · , 14; para os ca´lculos de w1 e w2,
sendo os coeficientes c1, c2 e c3, ja´ conhecidos; dessa forma inicialmente, calculamos
os valores de w1 e depois com o mesmo script, trocando w1 por w2, calculamos os














Tabela 5.1: Valores obtidos para va´rias varia´veis com L = 32 a` 16384.
5.1.1 Obtenc¸a˜o do expoente de rugosidade α
Pela Eq. (5.5) e, tendo em vista que, anteriormente, denotamos w1 > 0 e w2 < 0,
temos que, a medida que w se aproxima de w1, o tempo tende a infinito, pois
ln 0 = −∞. Isso implica que w1 e´ a rugosidade de saturac¸a˜o, w1 = wsat. A partir
dessa informac¸a˜o e´ poss´ıvel obter o expoente de rugosidade α.
De posse dos dados, ver Tabela 5.1, e´ poss´ıvel obter o expoente de rugosidade α,
como se segue. Sabendo que wsat = kL
α, podemos apresentar os dados tabelados
em um gra´fico do tipo log− log, de modo que log (wsat) ∼ α log (L) + log (k), e
o expoente de rugosidade α sera´ o coeficiente angular da curva que, nesse caso,
possuira´ valor igual a α = 0.509± 0.002.
Figura 5.1: Gra´fico tipo log-log de L×wsat, com os dados tabelados, obtidos atrave´s da expressa˜o
w1 = wsat, simultaneamente com ajuste de curvas.
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Ainda sobre o expoente de rugosidade α, temos que:
1) Mello et al, em seu artigo original, obteve α = 0.491± 0.002,
2) no Cap´ıtulo 2, foram feitas simulac¸o˜es do algoritmo de corrosa˜o, onde expuse-
mos a Tabela 2.1 com seus respectivos valores de saturac¸a˜o, da´ı com esses valores,
encontramos o expoente α = 0.498± 0.003, e
3) a equac¸a˜o obtida por nossa metodologia, Eq. (5.5) forneceu α = 0.509±0.002.
Apesar do valor obtido em nossa metodologia na˜o se encontrar dentro da margem
de erro apresentada pelas simulac¸o˜es, podemos considerar que os valores possuem
boas aproximac¸o˜es e, ainda pode ser proposta a inclusa˜o dentro da classe de univer-
salidade de KPZ, pois essa classe possui α = 1
2
.
5.1.2 Obtenc¸a˜o do expoente de crescimento β
Nesta subsec¸a˜o obteremos o expoente β. Ja´ demonstramos que a rugosidade
esta´ associada a uma lei de poteˆncia com o tempo, isto e´, w ∼ tβ, quando t tsat.
Assim, o expoente β e´ obtido com maior precisa˜o quanto maior for o tamanho
do substrato, no caso L = 16384, pois nesse caso mais dados de tempo t  tsat
participara˜o do ajuste.
Para criarmos a tabela de rugosidade pelo tempo, de modo nume´rico, geraremos
para cada valor de w, comec¸ando de w = 0, o seu respectivo valor de tempo t, e
isso para os valores de L, variando de L = 25 = 32 ate´ L = 213 = 8192. Assim,
para o caso correspondente a L = 16384, encontramos os seguintes valores para
w1 = 95.2520 e w2 = −95.5184. Em seguida, variamos os valores correspondentes
a` rugosidade w de 0.10 ate´ 95.26 (este u´ltimo valor corresponde a um valor maior
do que o valor de w1 = wsat) e, usando a Eq. (5.5), obtemos para cada rugosidade
o valor correspondente ao tempo. Seguindo esse passo a passo, obtivemos o gra´fico
do crescimento da rugosidade versus tempo para L = 16384.
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Figura 5.2: Representac¸a˜o gra´fica dos dados obtidos, para o caso particular de L = 16384, usando
a Eq. (5.5).
Utilizando os dados e o gra´fico acima, pode-se obter o expoente β. Assim,
para o caso L = 16384 realizamos o ajuste e obtivemos o expoente de crescimento
β = 0.337 ± 0.001. O valor encontrado por Mello et al, em 2001, em seu artigo
original, foi de β = 0.330± 0.001. Assim, para β percebe-se que os dados possuem
boa aproximac¸a˜o ate´ segunda casa decimal.
5.1.3 Obtenc¸a˜o do expoente dinaˆmico z
Utilizando o mesmo procedimento nume´rico, apresentado na subsec¸a˜o acima,
para L = 16384, foi poss´ıvel a construc¸a˜o da curva de crescimento para cada valor
L, como podemos observar no gra´fico abaixo.
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Figura 5.3: Representac¸a˜o gra´fica, w × t, para as curvas correspondentes a cada L.
Tal como apresentado no cap´ıtulo 1, Figura 1.8, se realizarmos, no gra´fico tipo
log− log, o ajuste de curva para t  tsat , que sera´ uma reta, e para t  tsat ,
que sera´ uma curva constante, tem-se que o encontro entre essas duas retas indica o
tempo tsat. Realizando os ajustes para os diversos substratos, obtemos os seguintes












Tabela 5.2: Valores obtidos para tsat para as varia´veis com L = 32 a 16384.
Como ja´ apresentado tsat ∼ Lz, logo se plotarmos a tabela acima em um gra´fico
tipo log− log e realizarmos a linearizac¸a˜o, como mostrado abaixo:
60
Figura 5.4: Gra´fico log− log de L× tsat, com os valores extra´ıdos da Tabela 5.2.
obte´m-se, enta˜o, o valor de z que, com esta nova situac¸a˜o, tem-se z = 1.502 ±
0.002. Pore´m, como na˜o temos o expoente dinaˆmico z, no artigo original de Mello
et al, de 2001, o valor correspondente a esse expoente dinaˆmico z, aqui exposto, foi
obtido usando a equac¸a˜o de escala que relaciona os treˆs expoentes, Eq. (1.8), que
em nossos ca´lculos, foi de z = 1.488± 0.011.
Apresentamos abaixo uma tabela com os valores obtidos nas sec¸o˜es anteriores; os
valores obtidos por simulac¸a˜o1 e os valores encontrados no trabalho dos pesquisadores
Mello, Chaves e Oliveira [1]:
Me´todoExpoentes rugosidade− α saturac¸a˜o− β dinaˆmico− z
Mello et al 0.491± 0.002 0.330± 0.001 1.488± 0.011
Simulac¸a˜o 0.498± 0.003 0.311± 0.001 1.601± 0.012
Anal´ıtica 0.509± 0.002 0.337± 0.001 1.502± 0.002
Tabela 5.3: Expoentes de rugosidade, crescimento e dinaˆmico.
A partir dos dados obtidos por nossa formulac¸a˜o anal´ıtica, isto e´, baseada na Eq.
(5.5), podemos concluir que o modelo de corrosa˜o pertence a` classe de universalidade
de KPZ.
1O expoente dinaˆmico z, aqui exposto, foi calculado pela Eq. (1.8).
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5.2 Considerac¸o˜es da Metodologia
Podemos observar na Tabela 5.3, que a nossa formulac¸a˜o anal´ıtica forneceu os
expoentes cr´ıticos com boa precisa˜o ao ser comparado com os mesmos expoentes
obtidos tanto pelas simulac¸o˜es, quanto pelo apresentado no trabalho de Mello et al
[1]. E como exposto anteriormente, e´ atrave´s desses valores (expoentes de cresci-
mento, rugosidade e dinaˆmico), que nos leva a considerar que o modelo de corrosa˜o
proposto pertenc¸a a` classe de universalidade de KPZ.
5.2.1 Existeˆncia de configurac¸o˜es proibidas e probabilidade
Tomando como base a metodologia que criamos, pode ser visto no cap´ıtulo 3,
que o ca´lculo das probabilidades e´ descrita considerando a raza˜o entre a a´rea da
hiperesfera parcial (Ap)
2 e a a´rea da hiperesfera total (AT )
3. Isto nos fornece a
probabilidade para todas as ternas (h1, h2 e h3) de configurac¸a˜o. Pore´m, esta for-
mulac¸a˜o possui algumas inconsisteˆncias, pois ela na˜o inclui algumas caracter´ısticas
intr´ınsecas ao algoritmo como e´ o caso de alguns tipos de configurac¸o˜es, que aqui
chamaremos de configurac¸o˜es pro´ıbidas. Veremos a seguir maiores detalhes a seu
respeito.
Como sabemos este modelo de corrosa˜o, e´ baseado em autoˆmatos celulares, isto
e´, regido por regras (algoritmos) que pro´ıbe a presenc¸a de determinados tipos de
configurac¸o˜es. Observando a figura abaixo, temos um esquema representativo de
dois tipos de configurac¸o˜es do modelo de corrosa˜o que sa˜o imposs´ıveis de acontecer,
e as denominamos de configurac¸o˜es proibidas.
As duas configurac¸o˜es, representadas pela Fig. 5.5, na˜o existem para o modelo de
corrosa˜o, pois ao se depositar uma part´ıcula no s´ıtio do centro, devido ao algoritmo
de corrosa˜o Eq. (2.1), os dois s´ıtios tambe´m seriam corro´ıdos de modo a crescerem
ate´ a altura anterior ao s´ıtio do meio. Isto formaria uma configurac¸a˜o diferente do
que e´ visualizada na Fig. 5.5. Na˜o existe nenhuma sequeˆncia de deposic¸o˜es que
conseguiriam formar aquelas trincas de alturas usando o modelo de corrosa˜o. Da´ı
2Essa e´ proporcional ao nu´mero de configurac¸o˜es que possuem h1, h2 e h3, significando enta˜o
que a a´rea (Ap) esta´ associada a cada um dos hi′s, i = 1, 2, 3 e w. Da´ı a a´rea (Ap) sera´ diferente,
significando um nu´mero diferente de configurac¸o˜es.
3Essa e´ calculada, levando em considerac¸a˜o apenas a rugosidade w.
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podemos afirmar que configurac¸o˜es como as apresentadas na Fig. (5.5), constituem
uma limitac¸a˜o a` nossa metodologia, pois as probabilidades calculadas na˜o excluem
essas configurac¸o˜es.
Figura 5.5: Esquema de duas configurac¸o˜es imposs´ıveis no modelo MCO.
Os valores da rugosidade de saturac¸a˜o obtidas pelas simulac¸o˜es e pela fo´rmulac¸a˜o
anal´ıtica geram valores diferentes, acredito que uma das motivac¸o˜es, seja exatamente
pela presenc¸a, no ca´lculo das probabilidades, das configurac¸o˜es proibidas. Pore´m,
pelos resultados obtidos, os expoentes cr´ıticos na˜o sa˜o alterados, o que a princ´ıpio
nos leva a supor que as configurac¸o˜es proibidas na˜o alteram os valores dos expoentes
cr´ıticos. Uma hipo´tese e´ que o padra˜o do crescimento como um todo se mantenha,
incluindo ou retirando as configurac¸o˜es proibidas. Pore´m, a metodologia deve ser
empregada para outros modelos a fim de se verificar esta suposic¸a˜o.
Se consegu´ıssemos obter a probabilidade exata e na qual inclua estas carac-
ter´ısticas ao modelo, consegu´ıriamos obter na˜o so´ os expoentes cr´ıticos, mas a ru-
gosidade de saturac¸a˜o com um melhor grau de precisa˜o.
Aqui estamos considerando a noc¸a˜o de Equiprobabilidade, ou seja, aconteci-
mentos igualmente poss´ıveis, isto e´, quando as caracter´ısticas associadas ao experi-
mento sugerem N resultados poss´ıveis, todos eles com a mesma chance de ocorreˆncia.





onde, essa probabilidade, deve ser um valor compreendido entre 0 e 1, observando
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que, quando a probabilidade assumir valor nulo, significa que temos um evento
imposs´ıvel de acontecer, enquanto que no caso da probabilidade ser igual a 1, o
evento em questa˜o sempre acontecera´. Dessa forma, o ca´lculo das probabilidades das
hiperesferas, como visto no cap´ıtulo 3, e no para´grafo anterior, sugere que estamos
trabalhando com todo os tipos de configurac¸o˜es, isto e´, as configurac¸o˜es pro´ıbidas e
as na˜o proibidas.
No entanto, nesse trabalho, como buscamos a partir de uma metodologia, uma
formulac¸a˜o anal´ıtica, que descrevesse de forma pra´tica, os expoentes cr´ıticos (ru-
gosidade, α, crescimento, β e dinaˆmico, z), e quanto a isso, consideramos que os
resultados foram atingidos com eˆxito, a metodologia aqui utilizada satisfaz a con-
tento os nossos objetivos principais.
Outro ponto, que devemos considerar, e´ a aplicabilidade da metodologia no es-
tudo de outros modelos de crescimento, isto e´, podemos, a partir da metodologia aqui
utilizada, procurar desenvolver novas formulac¸o˜es anal´ıticas para outros modelos de
crescimento, que tenham por finalidade, descrever os expoentes de crescimento, de
rugosidade e dinaˆmico, como os que encontramos, para o caso do modelo de corrosa˜o.
Cap´ıtulo 6
Resoluc¸a˜o da Equac¸a˜o - Nova
Perspectiva
Partindo do que ja´ foi visto, o que iremos fazer agora e´ uma nova tentativa de
resoluc¸a˜o baseando-se nas caracter´ısticas observadas nos coeficientes obtidos da Eq.
(4.9), para isso, iremos usar como nova ferramenta de investigac¸a˜o, a fo´rmula de
Stirling e a invariaˆncia galileana.
6.1 Ana´lise dos Coeficientes
Como visto no Cap´ıtulo 4, o valor total da rugosidade quadra´tica e´ dado pela





























Com essas novas informac¸o˜es, inicia-se agora um estudo da equac¸a˜o acima de-
scrita, fazendo uso dos novos conceitos acima descrito para isso iniciamos com o
conceito de fo´rmula de Stirling.
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6.2 Fo´rmula de Stirling
No estudo dos fatoriais e´ percebido que quando n for muito grande, o esforc¸o
utilizado para calcular o seu valor torna-se bastante exaustivo, dessa forma e´ impor-
tante produzir aproximac¸o˜es de n! que sejam mais simples de serem obtidas. Para




Na expressa˜o 6.2, o s´ımbolo (∼) indica que as duas sequeˆncias tendem para







A fo´rmula de Stirling na˜o diz que para n grande, n! e
√
2pinnne−n sa˜o pro´ximos,
o que pode ser observado e´ que a` medida que n aumenta a diferenc¸a entre esses
nu´meros tambe´m aumenta, contudo o erro relativo cometido ao substituirmos n! por√
2pinnne−n diminui a medida que n cresce. No quadro abaixo ilustramos alguns
valores para n!, para
√






























6.3 Outra Resoluc¸a˜o da Equac¸a˜o























































































substituindo na u´ltima expressa˜o o comportamento assinto´tico de λL passa a ser
dado sob a forma:
λL ∼ 2 12L− 12 quando L→∞, (6.3)
em seguida substituindo a expressa˜o 6.3 em cada um dos coeficientes c1, c2 e c3, e





7pi − 3√3) (L− 4) (L− 2)L








veja que ao fazer o estudo assinto´tico dos termos dependentes de L, quando L→∞,
tem-se:
(L− 4) (L− 2)L
(L− 3) (L− 1)2 L ∼ L
−1
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Pelo mesmo argumento, calculamos c3, de onde obtemos:
c3 ∼ ∆x
2 (L− 4) (L− 2)L








c3 ∼ 1, quando L→∞.
Partindo enta˜o desses ca´lculos, e ainda fazendo o estudo assinto´tico para L→∞,










Para efeitos de ca´lculos, no Cap´ıtulo 4, temos:
∆wq
∆t
= −c1w2 − c2w + c3,
agora substituindo o valor de cada coeficiente obtido atrave´s do estudo assinto´tico
para L→∞, na equac¸a˜o da rugosidade, chegamos a seguinte expressa˜o:
∆wq
∆t
∼ −L−1w2 − L−1w + 1.
como a rugosidade satura quando ∆wq
∆t
= 0, o valor de wsat sera´ dado atrave´s da
equac¸a˜o:
L−1w2sat + L
−1wsat − 1 ∼ 0.




)2 − 4. (L−1) .1 ∼ L−2 + 4L−1 ∼ 4L−1,















e w2 ∼ −1√
L−1
como a rugosidade de saturac¸a˜o, wsat > 0, chegamos ao seguinte resultado:
wsat ∼ 1√
L−1
∼ L 12 .
dessa forma, w1 → wsat ∼ L 12 , e com isso e´ conseguido o primeiro expoente, que e´
denotado como expoente de rugosidade, α = 1
2
.
Partiremos agora, para o ca´lculo dos demais expoentes, para isso utilizaremos um
novo conceito, denominado de invariaˆncia galileana, esta´ propriedade foi verificada
primeiramente para a equac¸a˜o de Burgers [20], onde a equac¸a˜o foi usada para descr-
ever o comportamento de flu´ıdos com agitac¸a˜o aleato´ria. Partindo desta equac¸a˜o,
em conjunto com a equac¸a˜o de KPZ e ainda fazendo uso do formalismo dos grupos
de renormalizac¸a˜o dinaˆmico, desenvolvido por Foster, Nelson e Stephen [21], aonde
apo´s uma se´rie de resoluc¸o˜es e transformac¸o˜es, chegou-se na seguinte expressa˜o [22]:
z + α = 2.
Agora, partindo do valor correspondente ao expoente de rugosidade, α = 1
2
, e




= 2 =⇒ z = 3
2
,
agora, com auxilio da relac¸a˜o de Family-Vicsek, onde expusemos que z = α
β
, e´
















Dessa forma, isto e´, com o uso da fo´rmula de Stirling e da invariaˆncia galileana,
chegamos aos expoentes que queriamos: α = 1
2
, β = 1
3
e z = 3
2
, que mostra que os
respectivos expoentes do modelo de corrosa˜o, faz com que estes pertenc¸am a classe
de universalidade de KPZ.
Conclusa˜o
Neste trabalho abordamos, inicialmente, conceitos ba´sicos que esta˜o associa-
dos a` dinaˆmica de crescimento, como altura me´dia e rugosidade. Descrevemos,
tambe´m, de maneira simplificada alguns modelos de crescimento, como os de de-
posic¸a˜o aleato´ria (DA), deposic¸a˜o bal´ıstica (DB) e deposic¸a˜o aleato´ria com re-
laxac¸a˜o superficial (DARS). Abordamos, de forma resumida, assuntos como leis
de escala e expoentes cr´ıticos, sendo este u´ltimo de grande relevaˆncia no sentido de
que, a partir deles, classificam-se os modelos de crescimento dentro de determinadas
classes de universalidade. Em seguida, introduzimos a equac¸a˜o de KPZ e o modelo
de corrosa˜o proposto por Mello, Chaves e Oliveira, o qual busca simular o processo
corrosivo de uma superf´ıcie unidimensional de um cristal causado pela ac¸a˜o de um
solvente.
O ponto principal esteve associado a` formulac¸a˜o de uma metodologia para obtenc¸a˜o
da func¸a˜o de rugosidade. Para a formulac¸a˜o dessa metodologia, escolhemos testa´-la
no modelo de corrosa˜o proposto por Mello et al, em 2001. A metodologia apresenta
va´rias etapas de desenvolvimento, como a alterac¸a˜o da rugosidade, apo´s uma u´nica
deposic¸a˜o, ou ainda a obtenc¸a˜o da probabilidade de uma configurac¸a˜o, baseada na
raza˜o entre a´reas de hiperesferas. A equac¸a˜o encontrada consegue expressar, de
forma satisfato´ria, os expoentes de rugosidade, α, de crescimento, β, e dinaˆmico, z.
O me´todo das hiperesferas, como visto, possui grande potencial, pois a sua for-
mulac¸a˜o permite a inserc¸a˜o dentro de contextos, nos quais abordam-se outros algorit-
mos associados a modelos de crescimento. A forma como o me´todo das hiperesferas
foi abordado, isto e´, levando em considerac¸a˜o a probabilidade entre as suas a´reas,
vimos que inclui uma se´rie de configurac¸o˜es proibidas. Uma proposta de prossegui-
mento de estudos para o futuro seria reestruturar a probabilidade das configurac¸o˜es
para que, ao inve´s de usarmos essas a´reas em sua totalidade, considerarmos essas
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a´reas como fractais, pois assim talvez seria poss´ıvel eliminar os elementos limita-
dores, no caso as configurac¸o˜es proibidas.
Outro aspecto para trabalhos futuros seria testar a metodologia em outros mod-
elos de crescimento, a fim de verificarmos a sua validade. Um trabalho importante
como perspectiva futura e´ ampliar a metodologia para descrever modelos com mais
dimenso˜es, como bidimensionais ou tridimensionais e ainda amplia´-la para descrever




Volume das Hiperesferas n− dimensional
Nossa intenc¸a˜o e´ o ca´lculo do volume das hiperesferas, mas para isso usaremos
algumas definic¸o˜es que sera˜o apresentadas no decorrer do processo.
Uma hiperesfera de dimensa˜o n = 1 tem o seu ”volume” representado por
uma circunfereˆncia e, matematicamente, calculamos esse ”volume” simplesmente
calculando o comprimento de sua circunfereˆncia:
V1 = 2pir.
Figura 6.1: Per´ımetro de uma circunfereˆncia que, num primeiro momento, denotaremos como
”volume”.
O ca´lculo do ”volume” da hiperesfera 1−dimensional, corresponde ao per´ımetro
da circufereˆncia.
Uma hiperesfera de dimensa˜o n = 2, e´ conhecida como um c´ırculo, e o ca´lculo
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do seu ”volume” e´ dado por:
V2 = pir
2.
Figura 6.2: A´rea de um c´ırculo, que tambe´m chamaremos de ”Volume”.
O ca´lculo do ”volume” da hiperesfera 2 − dimensional, corresponde ao ca´lculo
da a´rea superficial do c´ırculo.
Uma hiperesfera de dimensa˜o n = 3, e´ conhecida como uma esfera, e tem seu





Figura 6.3: Volume como e´ conhecido da geometria espacial.
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Percebe-se, claramente, nos exemplos acima citados, que o raio possui sempre o
expoente associado a` dimensa˜o correspondente a` que estamos trabalhando. Dessa
forma para os casos, em que a dimensa˜o dada for maior que 3, o apelo geome´trico,
deixa de existir, e e´ observada a presenc¸a de um termo (Ki) associado a pi e ao raio
com seu expoente. Enta˜o, pode-se ter uma visualizac¸a˜o do processo, isto e´:
dim = 1 =⇒ V1 = 2pir1;
dim = 2 =⇒ V2 = pir2;
dim = 3 =⇒ V3 = 43pir3;
dim = 4 =⇒ V4 ∝ K1piR4;
dim = 5 =⇒ V5 ∝ K2piR5;
...
dim = n =⇒ Vn ∝ KnpiRn.
A presenc¸a do elemento pi possui uma importante caracter´ıstica; esse elemento e´
o responsa´vel pelo curvamento do corpo em qualquer dimensa˜o que se faz presente.
Definic¸o˜es Importantes
Inicialmente, faremos uso de algumas notac¸o˜es ja´ conhecidas. A primeira delas
se refere a somato´rio:
n∑
i=1
xi = x1 + x2 + · · ·+ xn,
e a segunda a produto´rio, definido por:
n∏
i=1
xi = x1 × x2 × · · · × xn.
Definiremos agora, a func¸a˜o Degrau Unita´rio de Heaviside.
Func¸a˜o de Heaviside (ou degrau unita´rio de Heaviside): e´ a func¸a˜o H (x)
definida sob a forma:
H (x) =
{
0, se x < 0;
1, se x > 0;
.
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Figura 6.4: Representac¸a˜o gra´fica da Func¸a˜o H (x).
Generalizac¸a˜o da Func¸a˜o de Heaviside: e´ a func¸a˜oH (x− y) =
{
0, se x < y;
1, se x > y;
.
Figura 6.5: Representac¸a˜o gra´fica da Func¸a˜o H (x− y).
Ao calcularmos a derivada da func¸a˜o de Heaviside, encontraremos uma nova
func¸a˜o, denominada Func¸a˜o Delta de Dirac:
d
dx
H (x) = δ (x) =
{
0, ∀x ∈ R∗;
∞, quando x = 0; .
Ca´lculo do volume da hiperesfera
Comec¸aremos, agora, com o ca´lculo do volume da hiperesfera n-dimensional,
pore´m, partindo de estudos iniciais, sabe-se que, no caso de 2-dimenso˜es, a equac¸a˜o
do c´ırculo e´ dada por
x2 + y2 = R2.
Enquanto que, para uma esfera propriamente dita, isto e´, no caso de 3-dimenso˜es,
tem-se:
x2 + y2 + z2 = R2.




2 + · · ·+ x2n = R2.
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Fazendo uso das integrais, tem-se que, no caso de 2-dimenso˜es, o volume pode
ser calculado por uma integral dupla, quando tivermos 3-dimenso˜es, o volume sera´
definido por uma integral tripla e, generalizando para o caso n-dimensional, teremos
uma n-upla de integrais, conforme pode ser visto abaixo. E mais, acrescentamos um
v´ınculo para que o objetivo principal seja realmente o ca´lculo do volume de uma
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e isso excluiria todos os pontos da integral.
Veja, agora, que reescrevemos a Eq. (A.1), com as seguintes alterac¸o˜es; o volume
sera´ calculado para uma hiperesfera de R = 1, multiplicado por Rn, pois o volume
sera´ o nosso termo proporcional sem a dependeˆncia do raio. Como se percebe, nos
exemplos acima citados, estar´ıamos agindo como se houvesse uma separac¸a˜o entre






















Como calcular as integrais

















































usando mudanc¸a de varia´veis, como definido abaixo:








2 =⇒ 2dR = t− 12dt,




























































Func¸a˜o Gama - Γ
Utilizaremos, agora, uma outra func¸a˜o, conhecida como func¸a˜o gama1, repre-





Para todo n ∈ N, temos as seguintes propriedades:
Γ (1) = 1;














































































































Func¸a˜o Delta de Dirac
Com o objetivo de facilitar va´rias operac¸o˜es nos estudos de F´ısica Matema´tica.
Dirac propoˆs a introduc¸a˜o de uma func¸a˜o, denominada func¸a˜o delta δ (x), que rep-
resenta uma func¸a˜o infinitamente concentrada e dada simbolicamente por:
δ (x) =

∞, se x = 0
0, se x 6= 0
,
1Um estudo mais detalhado sera´ visto logo mais.
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mas de tal forma que a integral de δ (x) seja a identidade2:∫ ∞
−∞
δ (x) dx = 1.
Para o desenvolvimento do nosso trabalho, precisamos ainda dos seguintes fatos:∫ ∞
−∞
f (x) δ (x− x0) dx = f (x0) .
Portanto, partindo da definic¸a˜o δ (x− x0) =

∞, se x = x0
0, se x 6= x0
, e como sabemos



















































































E, por conseguinte, o volume de uma hiperesfera n-dimensional sera´ dado, enta˜o,
por:
2Na˜o vamos nos deter em informac¸o˜es mais expressivas a respeito do assunto, pore´m quem tiver








Usando as propriedades da Func¸a˜o Gama











































Para calcularmos a a´rea superficial de uma hiperesfera, basta calcularmos a
derivada do volume em relac¸a˜o ao raio. Para efeitos de ca´lculos, vamos tomar o































Estudo da Func¸a˜o Gama - Γ
Neste apeˆndice, sera´ creditado tambe´m o estudo da Func¸a˜o Gama.
Embora o estudo dessa func¸a˜o na˜o seja muito importante em problemas f´ısicos,
ela aparece numa se´rie de problemas que envolvem ca´lculo de probabilidades em
mecaˆnica estat´ıstica, ou em func¸o˜es de onda, pore´m a aplicac¸a˜o mais direta esta´
associada a` descric¸a˜o das func¸o˜es de Bessel e Legendre.
Basicamente falando, a Func¸a˜o Gama estende a ide´ia do fatorial a partir da
faixa de inteiros na˜o-negativos, sendo assim, destacamos duas formas para definir
essa func¸a˜o.
Duas Definic¸o˜es da Func¸a˜o Gama - Γ
Definic¸a˜o - 1.
A Func¸a˜o Gama, denotada por Γ (x), estende a ide´ia do fatorial a partir da
faixa de inteiros na˜o-negativos, onde:
Γ (x) = limn→∞ 1.2.3.···.nx(x+1)(x+2)···(x+n)n
x. B.1
Essa definic¸a˜o de Γ (x) e´ util no desenvolvimento da forma de produto infinito
de Weierstrass de Γ (x). Veja que, substituindo x por x+ 1, temos:
Γ (x+ 1) = lim
n→∞
1.2.3. · · · .n
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= Γ (x) . lim
n→∞
x = xΓ (x) .
Da´ı, conclui-se facilmente que:
Γ (x+ 1) = xΓ (x) . B.2
Definic¸a˜o - 2.
Uma outra definic¸a˜o usual para a Func¸a˜o Gama e´ denotada como a integral





Essa integral impro´pria converge para todo x > 0, e converge uniformemente no
intervalo δ 6 0 6 K para quaisquer δ > 0 e K < ∞; dessa forma, tem-se que a
func¸a˜o Γ (x) e´ cont´ınua para todo x > 0.
Usando a nova definic¸a˜o, podemos demonstrar, tambe´m, que:
Γ (x+ 1) = xΓ (x)
para isso basta fazer uso de integrac¸a˜o por partes, veja:






u = tx =⇒ du = xtx−1dt
dv = e−tdt =⇒ ∫ dv = ∫ e−tdt =⇒ v = −e−t , agora substituindo na


















tx−1e−tdt = xΓ (x)
Γ (x+ 1) = xΓ (x) .
Propriedades da Func¸a˜o Gama - Γ
Abordaremos, agora, propriedades que sa˜o essenciais aos estudos do referido
to´pico. Essas propriedades podem ser demonstradas tanto pela primeira definic¸a˜o,
como pela segunda. Enfatizando que Γ (x) na˜o e´ definida para x = 0,−1,−2,−3, · · ·.
Temos enta˜o as seguintes propriedades:
P1) Γ (1) = 1
Demonstrac¸a˜o: usando a primeira definic¸a˜o.
Γ (1) = lim
n→∞
1.2.3. · · · .n






P2) Γ (n+ 1) = n!
Demonstrac¸a˜o: para esta demonstrac¸a˜o sera´ usada a primeira definic¸a˜o em con-
junto com a Eq. (B.2) e uso de induc¸a˜o finita.
Γ (2) = Γ (1 + 1) = 1Γ (1) = 1 = 1!
Γ (3) = Γ (2 + 1) = 2Γ (2) = 2.1 = 2!
Γ (4) = Γ (3 + 1) = 3Γ (3) = 3.2.1 = 3!
Γ (5) = Γ (4 + 1) = 4Γ (4) = 4.3.2.1 = 4!
...
Γ (n+ 1) = nΓ (n) = n. (n− 1) . (n− 2) . · · · 3.2.1 = n!.
85
Podemos concluir, que:
































= 2v =⇒ dt = 2vdv



































(A demonstrac¸a˜o dessa integral encontra-se no livro Ca´lculo




























Para a demonstrac¸a˜o da propriedade acima, precisamos verificar as seguintes
condic¸o˜es envolvendo fatoriais:
2× 4× 6× · · · × 2n = 2n.n!.





2× 4× 6× · · · × 2n = (2.1)× (2.2)× (2.3)× · · · × (2.n)
= (2.2.2. · · · .2) (1.2.3. · · · .n) = 2n.n!.
Agora, para a segunda expressa˜o, temos:
1× 3× 5× · · · × (2n− 1) = 1× 2× 3× 4× 5× · · · × (2n− 1)× (2n)
2× 4× · · · × (2n) =
(2n)!
2n × n! .
Agora, podemos iniciar a demonstrac¸a˜o de P4).





















































































































































































































P5) Γ (n) Γ (1− n) = pisin(pin) ,∀n /∈ Z
Para a demonstrac¸a˜o da propriedade acima, inicialmente usaremos a Eq.(B.3),
da´ı segue que:







usando a seguinte mudanc¸a de varia´veis:
{
t = x2 =⇒ dt = 2xdx
u = y2 =⇒ du = 2ydy , e substituindo
na expressa˜o acima, encontramos;








































Agora e´ conveniente introduzirmos as coordenadas polares no plano, do seguinte
modo
{
x = ρ cos θ
y = ρ sin θ
, usando o jacobiano3, temos dxdy = ρdρdθ, da´ı substituindo
na u´ltima expressa˜o:


















(cos θ)2z−1 (sin θ)2ξ−1 dθ
)
.
A Func¸a˜o Beta e´ definida, como se segue abaixo:


















cos θ sin θ
−ρ sin θ ρ cos θ
]
= ρ cos2 θ + ρ sin2 θ = ρ
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e mais β (m,n) = β (n,m), segue enta˜o:









β (z, ξ) .
Ainda e´ fa´cil ver que:







Γ (z) Γ (ξ) = Γ (z + ξ) β (z, ξ) =⇒ Γ (z) Γ (ξ)
Γ (z + ξ)




(cos θ)2z−1 (sin θ)2ξ−1 dθ.




ξ = 1− x , da´ı
Γ (x) Γ (1− x)
Γ (x+ 1− x) =
Γ (x) Γ (1− x)
Γ (1)










Introduzindo novamente a mudanc¸a de varia´vel, agora sob a forma tan2 θ = t =⇒
dθ = dt
2(tan θ)(1+tan2 θ)
na expressa˜o acima, obte´m-se















Calculando a integral no plano complexo e usando o teorema dos res´ıduos, re-
sulta:
Γ (x) Γ (1− x) = pi
sin pix
.
Concluindo com isso a nossa demonstrac¸a˜o.
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