The line-bisection task is the standard assessment of unilateral visual neglect. It supplies one effect, the crossover effect, that challenges models of neglect: in left neglect, the rightward displacement of the midpoint of the line becomes a left displacement for small lines. We review the various attempts to account for the crossover effect, before describing a computational model of performance in the line-bisection task that produces a cross-over effect quite naturally in its damaged state. The model trades on aspects of several current theories of
Introduction
Unilateral neglect brings together issues of conscious awareness, attention and spatial representation. In left neglect, the subject characteristically fails to attend to the left side of a stimulus or stimulus field. The line-bisection task (Schenkenberg et al., 1980 ) is a standard, simple clinical test for the diagnosis and investigation of unilateral neglect (for a review see Halligan,1995) . The subject marks the midpoint of a horizontal line and, in left neglect, typically displaces it to the right of the objective midpoint, neglecting part of the left of the line. This task has provided extensive data that challenge neuropsychological theory. The phenomenon of unilateral neglect has attracted theoretical accounts that differ both in their nature and in their content. Kinsbourne (1970a Kinsbourne ( , b, 1993 and Halligan and Marshall (1994) present accounts of neglect based on impaired attentional processes. In the first account, attention is maintained by paired opponent processors in the respective hemispheres, and damage to either creates an attentional gradient that gives rise to neglect. In the second account, each hemisphere preferentially orients to contralateral space, and each is relatively specialized, the left for local and the right for global processing; damage to the right hemisphere disrupts configurational processing and causes the left hemisphere's focal processing to be directed chiefly to the right. A variety of other models of neglect have been proposed, with differing assumptions concerning the mechanisms involved in neglect: for instance, Posner
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neglect, including independent attentional processing in the two hemispheres, each of which possesses an attentional gradient in which the contralateral field is accentuated. We assume a small residual noise, along the same gradient, in the damaged hemisphere. When lesioned to simulate right hemisphere damage, the model produces line bisections similar to human performance, in terms of the relationship with line length, a variable crossover point for the smaller lines, and an amelioration of performance with leftside, but not rightside cueing.
et al. (1984) suggest that neglect involves a specific problem in disengaging attention from an ipsilesional stimulus; Heilman and colleagues (Heilman and Valenstein, 1979; Heilman and Van Den Abell, 1979) have proposed that neglect involves failure to attend and to intend, along with a contralaterally oriented left hemisphere and a right hemisphere that is concerned with spatial processing in both hemispaces; Berti (1990, 1993) have proposed a premotor theory that requires spatial attention to be mediated by anatomically separate mechanisms oriented towards different regions of space. These accounts, which have been applied to neglect behaviour in the line-bisection task, are representative of the non-formal approach to the data, in that they have not been implemented on a computer, nor do they involve precisely quantified predictions. Other accounts, such as those found in Burnett-Stuart et al. (1991) and Chatterjee (1995) , employ mathematical models to describe the quantitative data in a more psychophysical approach. Yet further accounts (e.g. Pouget and Sejnowski, 1995; Mozer et al., 1997) have employed connectionist modelling to capture the data. All three approaches are currently converging on close descriptions of the data, with substantial sharing of basic concepts, and all three seek also to characterize normal, pre-morbid spatial processing. However, the latter two approaches offer detailed quantitative accounts of the precise behaviour in the line-bisection task. We present here further modelling in the connectionist approach, in which we explore some of the fine-grain detail of neglect behaviour in the line-bisection task.
Line bisection and the cross-over effect
The line-bisection task provides a rich supply of quantitative data concerning the degree of displacement of the perceived midpoint from the objective midpoint of the line. The extent of right displacement is positively related to line length (tested with lengths up to~28 cm) (Riddoch and Humphreys, 1983; Nichelli et al., 1989) , and within-subject variability (standard deviation of the mean) is positively related to line length (Riddoch and Humphreys, 1983; Halligan and Marshall, 1988, 1989a; Marshall and Halligan, 1989a; Nichelli et al., 1989) . Chatterjee et al. (1992) describe this relationship between line length and displacement by means of a power function, defined as Ψ ϭ KΦ β , in which Ψ ϭ perceived length, and Φ ϭ objective length. A power function for normal subjects would have a constant, K, and exponent, β, both close to 1, whereas neglect patients are seen as having diminished exponents and increased constants.
This psychophysical approach to line-bisection behaviour extends to an intriguing aspect of performance in the linebisection task, the 'cross-over effect': right displacement of the midpoint becomes smaller and smaller for lines of decreasing length, eventually turning into a left displacement for the shortest lines (e.g. see Halligan and Marshall, 1988, 1989a; Marshall and Halligan, 1989a) . Chatterjee (1995) notes that power functions describing neglect behaviour intersect with normal power functions; at this point, linebisection is accurate, or 'normal', and right displacements turn into left displacements for shorter lines. The detailed comparisons of individual neglect subjects reported in the literature show substantial variability, with the cross-over point for some occurring for lines as long as 10 cm, but with others showing no cross-over effect at all. Figure 1 illustrates this variability; the data are taken from Halligan and Marshall (1992) . Group studies that report mean left and right displacements always show the cross-over occurring at very short line lengths, but a closer inspection of the data shows that some subjects begin making left displacements for quite long lines. In Fig. 1 , Patient IK's cross-over point occurs for lines of around 10 cm. Indeed, this variability is present in what may be the earliest reported data showing the cross-over effect in line-bisection (although it is not discussed as such by the authors): Bisiach et al. (1983) , describing an experiment using lines of length 200, 400 and 600 mm, show a mean left displacement of 7.5 mm for the 200-mm line for their patient D.M., who produced mean right displacements of 27.1 and 18.7 mm, respectively for the two longer lines. All 11 of the other left neglect subjects they describe produced mean right displacements for all three line lengths. Tegnér and Levander (1991) present some of the most consistent data illustrating the cross-over effect; 24 out of their 25 neglect subjects produced left displacements when bisecting a 25-mm line, with three of them continuing to make left displacements for a 100-mm line, and no subject making a left displacement for a 200-mm line. Tegnér and Levander (1991) go on to describe a cross-over effect in two neglect subjects who were given white lines on black paper, and black filled rectangles to bisect; these stimuli were of the same proportions as the simple lines and elicited comparable left displacements for these two subjects. When white paper strips of length 25, 100 and 200 mm were employed, the smallest length produced left displacements in 11 out of 12 subjects. Further, when two of the neglect subjects were given circles to bisect, leftward errors for the smallest stimuli were again observed. Tegnér and Levander (1991) report that the line length at which the cross-over occurs is unrelated to the size of the right displacement for longer lines.
So far, we have only considered the location of the crossover point itself, rather than the size of the displacement beyond the cross-over point. In Fig. 1 there seems to be some suggestion of more accurate bisection of very short lines, with the extent of left displacement reducing for some of the subjects. [NB This observation concerning increased accuracy, beyond the cross-over into left-displacement, for even shorter lines, is not apparent in any of the available data; e.g. see fig. 3 , p. 259, in Halligan (1995) . However, note that many studies do not employ lines shorter than 25 mm and therefore they may simply not be able to pick up this effect. Even in Fig. 1 here, half of the subjects make larger left displacements for the 18-mm line compared with the 28-mm line.] This tentative effect may reflect the observation of Marshall and Halligan (1990) that neglect patients are able to bisect dots accurately. We return to this issue below.
Finally, Chatterjee (1995) provides perhaps the most important data regarding the cross-over effect by comparing neglect patients' performances on line-bisection and on isolated word reading. He found a corresponding cross-over effect in single-word reading. In the dyslexia associated with some instances of left neglect, the left end of isolated words is typically vulnerable to neglect (Kinsbourne and Warrington, 1962) , so that 'unhappy' may be reported as 'happy', for instance, or 'spit' as 'it'. Chatterjee (1995) showed that very short words may be extended leftwards, with 'he' becoming 'the', and (for nonwords) 'hy' becoming 'ahy'. Further, he reports a significant correlation between line-bisection and reading performance of five neglect patients of varying severity of left neglect; patients producing larger left displacements for short lines were more likely to report extra letters on the left of the word.
A model of line-bisection behaviour in the horizontal plane must account, first, for the fact that there is a reliable proportional relationship between line length and the extent of deviation, secondly, for the fact that the cross-over effect exists at all, thirdly, for its variability between patients and, fourthly, for the absence of a correlation between left displacement for shorter lines and right displacement for Halligan and Marshall (1992) , showing the variability of the length of line at which the cross-over effect occurs. longer lines. We now consider some of the candidate explanations of the cross-over effect. Halligan and Marshall (1988) proposed an account of behaviour in the line-bisection task in which an attentional boundary exists to the left of the true centre of the line, and patients simply bisect the extent of the line that is to the right of this boundary. Their explanation of the cross-over effect involved the additional mechanism that small lines that do not objectively extend as far as the boundary are representationally 'completed'. This account may make the prediction that completion of a very small line substantially displaced from the attentional boundary might result in a neglect subject marking the midpoint to the left of the left end of the line. This behaviour has been reported by Halligan and Marshall (1988) and by Tegnér and Levander (1991) , with the neglect subject in the latter study spontaneously remarking that 'long lines appeared to become progressively thinner leftwards, (and) short lines instead appeared to have a leftward greyish elongation ' (pp. 883-4) . However, there were a number of problems with Halligan and Marshall's (1988) account. First, neglect behaviour does not characteristically involve sharp step-function differences, as between the hemifields for instance (neglect behaviour may persist into the ipsilesional hemifield), that the notion of an 'attentional boundary' suggests [but see Marshall and Halligan (1989b) for an example of an apparent sharp cut-off in a cancellation task]. Indeed, Halligan and Marshall (1989a) themselves provide evidence against the hypothesis that the left hemisphere is accurately bisecting the subtotal, or supertotal, of the line that is available in the right hemispace. The second problem with this account is that the positioning of the small line to the right of the attentional boundary needs to be explained, by reference to a different scan path for smaller lines. This account is complex, involving three different mechanisms: an attentional boundary, a scan path and completion. A more parsimonious account is preferable. Marshall and Halligan (1989a) provide a further account of the cross-over effect that begins with a consideration of the 'Weber fraction', the 'just noticeable' difference between two stimuli; this difference is a constant fraction of the value of the stimulus (see Weber, 1834; Woodworth and Schlosberg, 1955) . The line-bisection task may be seen as requiring the subject to compare the two halves of the bisected line; when no difference is perceived, then it is accurately bisected. Thus, a small 'just noticeable' difference allows an accurate bisection. Marshall and Halligan (1989a) suggest that small lines provide 'less stimulus' to 'pull' attention rightwards, meaning that the neglect subject is free to attend to the objective midpoint of the line. They also suggest that small lines may be perceived foveally, despite hemianopia. In this account, the cross-over effect occurs because of a left-to-right scan path that also exists in normal subjects [several studies show that if normal subjects make a consistent mean displacement of the midpoint at all, then it is small but to the left (e.g. see Bisiach et al., 1976; Bradshaw et al., 1985) ] and which might be due either to the innate relative strength of the right hemisphere (Kinsbourne, 1977) or to left-to-right reading habits for English [see Chokron and De Agostini (1995) for evidence of cultural influences on scan paths]. The neglect patient scans the short line from the left and stops when the 'zone of indifference' is encountered-the region of the line around the objective midpoint within which the two halves of the line are not noticeably different. In neglect patients, the Weber fraction is taken to be substantially larger than in normal subjects, thus a relatively large zone of indifference exists around the midpoint and stopping towards the left of this zone produces a left displacement for small lines-a cross-over effect.
Different explanations of the cross-over effect
This account, like the first one, is complex, relying on a number of mechanisms; although the Weber fraction adequately describes increasingly poor discrimination with increasingly severe neglect, an additional mechanism (the habitual scan path) is required to account for the cross-over effect. Secondly, the argument that very small lines are being processed within the fovea probably cannot work for the examples of the cross-over effect with lines of 10 and 20 cm cited above. Thirdly, it would be more parsimonious for the cross-over effect in line bisection to have the same underlying explanation as the cross-over effect in neglect dyslexia (Chatterjee, 1995) (this argument still stands despite the fact that verbal and non-verbal forms of neglect may dissociate), but the latter phenomenon would seem to involve an active confabulation of perceived material on the left of the stimulus, something which is missing from the explanation based on an increased Weber fraction. (Although, given the prevalence of dissociations between neglect phenomena, such parsimony is far from mandatory.)
A third explanation of the phenomenon comes from Mozer et al. (1997) . This account is similar to those described above, although somewhat simpler; they argue, first, that the normal leftward bias may survive brain damage and, secondly, that this bias only becomes apparent for short lines, for which patients exhibit little or no neglect. In effect, the cross-over effect reflects the absence of neglect for short lines, they claim. This explanation is given in the context of a connectionist model of line bisection data, which we will consider in more detail below. This model does not allow the cross-over effect to emerge, nor does it offer an account of the frequently observed left displacements in line bisections by normal subjects. Further, the reliance on the observation that neglect patients exhibit little or no neglect for short lines does not explain the variability of the cross-over effect in line bisection, in which some patients begin producing left displacements for quite long lines. Finally, some other factor has to explain the fact that left displacements by neglect subjects are substantially larger than the left displacements produced by normal subjects.
In the fourth account we consider, Kinsbourne (1993) presents a simple explanation of the cross-over effect, employing just one aspect of the position taken by Marshall and Halligan (1989a) . Kinsbourne argues, first, that 'the task of transection must be beyond patients with significant neglect, because it requires them to do something of which they are incapable-to maintain within conscious visual attention contour on the left as well as on the right of their point of fixation. ' (p. 72) . He goes on to claim that neglect subjects 'fixate as far leftward from the right extreme of the line as the severity of their rightward attentional bias permits, and optimistically make their mark at that point'. Thus, the distance that the neglect subject is able to scan from the right end of the line is determined by the absolute extent of the right part of the line traversed. For longer lines, the neglect subject travels only part of the way to the objective midpoint and makes the transection. For shorter lines, the proportional distance that may be travelled from the right becomes larger and, thus, the rightward displacement of the midpoint becomes smaller. For the shortest lines the neglect subject may go past the objective midpoint before making the transection, because the neglect subject is simply fleeing the right end of the line rather than trying to calculate the midpoint. In none of these cases is the subject able to attend to the left end of the line simultaneously with the right end, and thus the subject is as unaware of left displacements as right displacements. Some indication that this explanation is too simplistic comes from the report by Halligan and Marshall (1991) that left neglect subjects who produce typical line bisection behaviour for horizontal and vertical lines are nevertheless able to place dots extremely accurately in the centres of squares and circles. Furthermore, this account does not seem able to address the subjective report by Tegnér and Levander's (1991) neglect subject (their patient 1), quoted above, concerning the appearance of the left of the lines, or his behaviour in sometimes placing the mark beyond the left endpoint of the line.
In the fifth account we consider, Chatterjee (1995) expands on the descriptive adequacy of the power function model, referred to above, in an informal model cast in activation terms. Chatterjee states that 'if selective attention operates through simultaneous enhancement and inhibition, then attentional dysfunction would result in abnormalities of both processes. Abnormalities in enhancement would result in omission errors, and abnormalities in inhibition would result in commission errors' (p. 461). Thus, left and right displacements in line bisection may be viewed in terms of the same activation metaphor. He goes on to argue, citing Bisiach and Berti (1987) , that the exact content of both types of error depends on the level of representation involved, so that a relatively high level of representation means that the content of the left-sided completion, or confabulation, may be quite dissimilar from the sensory evidence. In our own model, described below, we will draw on this characterization of neglect performance in line bisection.
Sixthly, Tegnér and Levander (1991) suggest an explanation for their own data in terms of the interaction between two independent, opposing and interacting mechanisms. They see the right-pushing mechanism as a hyper-attraction to the rightmost part of certain stimuli, and suggest perceptual completion as the candidate for the left-pushing mechanism, although they speculate that the greyish elongation of the line reported by one of their subjects may be different from completion proper. Thus their account remains informal and descriptive, and posits two qualitatively different, and complex mechanisms. In a seventh approach, Shillcock and Cairns (1995) show that simple perceptual splitting of stimuli can produce a cross-over effect in a connectionist model that is required to reproduce at its output the ends of a line presented at its input. However, this model does not address attentional issues and does not constrain the cross-over to occur with predominantly shorter lines.
Finally, Anderson (1996) proposes a mathematical model of line bisection in which the 'salience' of a point is a function of its spatial location along the left-right continuum. The model relies on the Heilman and Van Den Abell (1980) hypothesis that the right hemisphere attentional system attends to space bilaterally, whereas the left hemisphere system attends primarily to right hemispace (Anderson, 1996, p. 844) . The distribution of attention across visual space is defined in the model as the sum of two bell-shaped curves mapping the spatial dimension to salience. The first, with a higher peak just to the left of centre in the leftright continuum, represents the right hemisphere attentional system. The second curve has a lower peak, positioned to the right of the centre on the left-right continuum, and represents the left hemisphere attentional system (see Fig.  2 ). The model, it is suggested, is also consistent with Halligan and Marshall's (1994) view that, normally, the left hemisphere is associated with focused attention and the right hemisphere with global attention.
In Anderson's (1996) model, a line is judged to be bisected where the 'salience' of the left half of the line is equal to that of the right half, i.e. where the area under the summed curve is divided equally. The functions were set so as to ensure accurate bisection of lines. Damage to the right hemisphere is modelled by reducing the peak of the curve representing the right hemisphere attentional system. Following damage, the model produces a cross-over effect on the line-bisection task: longer lines are bisected to the right of centre, whereas shorter lines are bisected to the left of centre. The model is not wholly consistent with neglect behaviour, however. In the model, very short lines are bisected accurately. This behaviour contradicts much of the neglect literature, which indicates that the shorter the line presented to a neglect patient, the further to the left of centre the midpoint is marked; accurate bisection only reliably occurs for slightly longer lines, before turning into right displacement for even longer lines (e.g. see Chatterjee, 1995) . Anderson speculates that the model's accurate bisection of very short lines resembles the accurate bisection of points by neglect subjects, Fig. 2 The curves of the functions mapping salience to position for the right and left hemispheres in Anderson's model (adapted from Anderson, 1996). reported by Marshall and Halligan (1990) . Furthermore, Anderson's model cannot account for instances where lines are bisected at a point not on the line. Tegnér and Levander (1991) report subjects who bisected short lines beyond the left endpoint of the line.
As Anderson (1996) remarks, his notion of 'salience' does not have a long history of specific use in behavioural neurology (p. 843). However, we will employ a similar construct below, following Pouget and Sejnowski's (1997) notion of the 'centre of gravity' of activation of the represented line. There is, though, no neurological evidence for the distribution of attention/salience as represented by the functions in this model. We will refer, below, to research by Andersen et al. (1985 Andersen et al. ( , 1990 indicating that both the left and right parietal cortices respond to visual stimuli in both visual hemispheres; although there is a contralateral bias of the peak response to visual stimuli, there is no evidence that this bias is stronger in the right parietal lobe than in the left parietal lobe.
In short, Anderson's model offers an explanation of neglect behaviour in terms of asymmetric distributions of the two hemispheres' attentional resources. The line bisection behaviour of the model with very short lines is not identical to that of human neglect subjects. In conclusion, a variety of often overlapping explanations have been proposed to capture the cross-over effect. The computational model we present below will draw upon aspects of many of these accounts; specifically, we will employ the common themes of two opposing, contralaterally oriented attentional processors, whose activities combine to determine the extent of a horizontal line presented as input. We will also employ the notion of disinhibition suggested by Chatterjee (1995) . Central to our model is the notion of an attentional gradient; we now review aspects of the role of attentional gradients in experiments with neglect subjects, in physiological studies and in the computational modelling of neglect.
Attentional gradients in models of neglect Experimental evidence Kinsbourne (1970a) hypothesized that the two cerebral hemispheres have 'roughly equal and opposing orientational tendencies'. Each cerebral hemisphere appears to attend, or orients, preferentially to contralateral space (Kinsbourne 1970b; Luck et al., 1989) . Kinsbourne (1974) held that the two hemispheres were 'in mutually inhibitory balance' mediated by the corpus callosum, the graded nature of neglect being seen as the result of a breakdown of the antagonistic relationship between attentional processors residing in the two hemispheres. In unilateral left neglect, patients are typically unable to attend to the leftmost stimuli of displays presented in the left and right fields. For instance, Ladavas (1990) required neglect subjects to attend concurrently and equally to three spatial positions (left, central, and right), and found that targets in these positions are nonetheless differentially processed, with both accuracy and reaction time worsening from right to left. Ladavas et al. (1990) presented stimuli to the intact (ipsilesional) field of neglect subjects, who were then required to discriminate between targets and distractors. Neglect patients were faster in responding to the targets in the right than the left relative position; in fact, they were faster at responding to these rightmost targets than were control subjects. This hyperattention to the rightmost stimulus in an array has also been found by De Renzi et al. (1989) , who required neglect subjects to report the case (upper or lower, e.g. A or a) of letters presented in different positions. Though response times were flat for control subjects, for patients with left neglect, the response time increased from right to left. They take this as confirmation of 'Kinsbourne's claim that in visual neglect an important role is played by the magnetic attraction that the extreme end of the right structured space exerts on the patient's attention. ' (De Renzi et al., 1989, p. 237) . In cancellation tasks, patients with left neglect typically cancel more of the stimuli on the right of the page than on the left, but can also produce slightly impaired performance on the right (Gainotti and Tiacci, 1971) , suggesting a gradation of impairment across the whole field rather than a sharp discontinuity at the midline. Note, however, that such a sharp cut-off in cancellation has been observed in several patients, and furthermore, Marshall and Halligan (1989b) suggest that performance in the cancellation task could equally easily be seen as 'right capture' or as 'left neglect'. Despite these claims in favour of a right-capture interpretation, other clear examples of graded attentional impairment exist. For instance, Bisiach and colleagues report increasingly greater neglect and disavowal of left body parts moving from shoulder to elbow to hand (Bisiach et al., 1990; Bisiach and Geminiani, 1991) .
Physiological evidence
Experiments on monkeys have revealed that a majority of neurons in area 7a of the parietal lobe respond to both eye position and visual stimulation (Andersen et al., 1985) . The excitation of these neurons by visual stimuli was found to be modulated by eye position. Within each parietal lobe there are neurons that respond to all possible retinal and eyeposition coordinates. These neurons generally have large and bilateral receptive fields, with an average diameter of 44°. Although most of these neurons have bilateral receptive fields, the centres of the receptive fields (the retinal location at which peak response occurs) tend to be located in the contralateral visual field (Andersen et al., 1990) . The physiological evidence, therefore, bears out the notion of twin attentional processors, each concerned with the whole visual field, but with greater activation in response to contralateral visual stimulation.
Modelling approaches
We now consider two recent models of line bisection behaviour, both of which incorporate gradients of one kind or another. The first model, Mozer's MORSEL model (Mozer and Behrmann, 1990; Mozer, Halligan and Marshall, 1997) , successfully reproduces a range of the behaviour of neglect patients in the line bisection task. The model was originally designed to simulate processes of visual perception and selective attention in letter and word recognition, with perceptual stimuli feeding through to word and letter level processing modules. With the inclusion of an attentional mechanism, the network was able to process several items simultaneously. The model of line bisection consists of two components: a retinal field and an attentional mechanism. The retinal field comprises a 36 ϫ 36 unit map. Each unit registers the presence of one or more of five features in its region of the retina. Four of these features register oriented lines, and the fifth registers the termination of a line segment. The attentional mechanism is a module that acts on the output of the retinal map to select certain spatial regions for processing. The attentional mechanism receives advice about where to focus from two sources, from stimulus information, biasing selection towards areas where stimuli occur, and from top-down instructions-information about whether to attend to stimuli from left to right, top to bottom, and so on. The attentional mechanism is a set of units in one-to-one correspondence with the retinotopic feature map. Lines were presented on the retina as two rows of horizontal segments with terminators at the extremities. The attentional mechanism was allowed to settle, and then the line was judged to be transected at the centre of the attended region. The model was then lesioned 'in accordance with the damage that was hypothesized to occur in the brains of neglect patients' (Mozer et al., 1997) . Specifically, the connections between the retinal map and the attentional mechanism were damaged, according to a monotonic gradient. Damage was most severe at the left extreme of the retina and least severe at the right, simulating the attentional gradient observed in left neglect. Damage was not entirely unilateral; connections from the left field were not completely destroyed. Furthermore, damage did not involve the visual recognition module; the connections between the retinal map and processing modules were still intact, but they were modulated by the attentional mechanism, whose connections had been disrupted. The deficit thereby produced is not 'perceptual', in that if attention can somehow be mustered, features will feed through to the higher processing modules normally (see p. 102 of Mozer and Behrmann, 1990) . Following lesioning, the model reproduced a number of features of visual neglect: transection displacement and variability of displacement were proportional to line length; the position of the lines with respect to the body or the page on which they are drawn had little effect [however, Shuren et al. (1994) report an effect of position on the page in the bisection of vertical lines by normal subjects]; in the bisection of oriented lines, the displacement of the midpoints was proportional to the cosine of the orientation angle. However, as noted above, this model cannot generate a cross-over effect.
The second model we consider is presented by Pouget and Sejnowski (1995, 1997) and is based on the claim that the behaviour of parietal neurons is consistent with the hypothesis that they compute basis functions of their inputs. The output of these neurons can be described in terms of a Gaussian of retinal location multiplied by a sigmoid of eye position. These features are implemented in a neural network that uses basis function units to perform a variety of transformations. The units are organized into two maps, corresponding to the two parietal cortices and covering all possible combinations of retinal and eye position selectivities. The network is configured to incorporate the contralateral bias, so that the layer corresponding to the right parietal lobe has more radial basis function units responding to the left visual field, and vice versa. Although the simulations utilized a linear gradient, the contralateral bias was found to yield similar results for any monotonic gradient. The model was lesioned by removing the layer corresponding to the right parietal lobule. On lesioning, the model reproduces neglect behaviour in a number of tasks. In particular, in the line bisection task the network estimated the line midpoint to be displaced rightwards. The whole line was represented, but, due to the gradient in connectivity, more neurons responded to the right side of the line than to the left side. Estimating the centre of the line as the 'centre of gravity' of activation caused this right displacement. Although Pouget and Sejnowski prefer to term the gradient instantiated in this network a 'neuronal gradient', rather than an attentional gradient, the fact that the parietal cortex is involved in the later stages of visual processing, and in co-ordinating retinal and eye-position with hand and head movement, invites the identification of their neuronal gradient with some attentional/representational gradient based on an activation metaphor.
In summary, the graded nature of neglect behaviour in the horizontal dimension, both across the whole field and across the 'intact' ipsilesional hemifield, may be characterized in terms of an activation metaphor and may be modelled in terms of differential connectivity. We now consider a model of line bisection that incorporates these features in conjunction with some of those, discussed above, from existing explanations of the cross-over effect.
Modelling the cross-over effect
Our model is an instantiation of the long-standing idea of contralaterally oriented opponent processors, and implements in a feedforward network the general principles of Pouget and Sejnowski's contralateral neuronal gradient. The model was implemented on the PDPϩϩ package (O'Reilly et al., 1995) . Our network has input and output layers, and two hidden layers, each containing 16 units (see Fig. 3 ). Each unit in the input layer is connected to the corresponding unit in each of the hidden layers. The weights of the connections between the input and the hidden layers are set to reflect the contralateral neuronal gradient found in the parietal lobes. Connections from the left of the input layer are stronger to the right hidden layer, and weaker to the left hidden layer, and connections from the right of the input layer are stronger to the left hidden layer and weaker to the right hidden layer. Each of the units in the hidden layers is connected to every unit in the output layer. We found that any monotonically increasing gradient imposed on the connections between the input layer and the hidden layers resulted in qualitatively similar behaviour. The following discussion describes one particular simulation, where weights were graded in linearly increasing steps of 0.1, from 0.1 to 1.6.
A line in the input was represented as a string of '1's, with all other input units having zero activation. A line of length 4 presented centred in the input layer, for example, was encoded as 0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0. Representations of lines of length 2-16 in all positions were presented to the input layer in a random permuted order. The network was required to integrate a single representation of this line in the output layer from the two hidden layers. Connections between the hidden layers and the output layer were trained by the back-propagation learning algorithm (Rumelhart et al., 1986) . Prior to training, the weights on these connections were set randomly (in the range -1 to ϩ1 with SD 0.5). During learning, update of these weights was not constrained.
We made a 'centre of gravity' calculation on the represented output in order to judge the midpoint of the represented line as follows. Take the sum of the activations (where a i is the activation of unit i) of the units in the output layer:
This is halved to give the centre of the activation:
ϭ centre act then the activation is exactly halved between units n and n ϩ 1, so the midpoint of the activation is taken to be n. Otherwise, the midpoint of the activation is somewhere within unit nϩ1. Then, the midpoint of the activation is given by:
Thus, the midpoint is taken to be a proportion of the distance along the unit. As an example of the calculation in operation, for the line of length 15 presented with left endpoint in the left extreme of the input layer, a trained network had sum act ϭ 13.9, centre act ϭ 6.95, Σ 6.95 Ϫ 6.52
So midpoint ϭ 7 ϩ ( ) ϭ7.46.
0.94
When the centre of gravity was within 0.05 of the target midpoint for all line lengths, we judged that the model had learned the task (for the line of length 15 above, the target midpoint was 7.5, so the network had learned a correct representation for this input). This took~10 epochs of training. Though our criterion for the network learning the task required a correct 'balancing' of activation to the two sides of the line, the representation of the line in the output layer showed clear endpoints: after training, units that were part of the represented line had activity of Ͼ0.9, whereas units that were not part of the represented line had activity of Ͻ0.1. Lesioning allows us to explore the default behaviour of this architecture. The network was lesioned by removing the connections between the input and the right hidden layer. We take this as simulating damage to the right parietal lobe in that lesioning results in a disruption of information flow at this point in the model. As units in the network are only themselves activated by incoming activations, cutting the connections at this point resulted in a lack of activation in the right hidden layer. As with the training process, the centre of gravity of the activations in the output layer was taken to be an indication of the represented centre of the line, following the assumption made by Mozer et al. (1997) , Pouget and Sejnowski (1997) and Anderson (1996) . Cutting the connections between the input layer and the right hidden layer resulted in the right hidden layer no longer being activated, and therefore feeding no activation through to the output layer. This resulted in a severe reduction in the activation feeding through to the left side of the output layer. However, the representation of a line at the output layer depends not only on activation of the units corresponding to the line, but also inhibition of the units that were not part of the line. This combination of excitatory and inhibitory connections between the right hidden layer and the output layer meant that, for short lines, there was disinhibition in the output layer resulting in increased activation of units that were not part of the trained output representation of the line. By simply removing the input to the right side of the model, the output is determined by the rightward skewed activation gradient of the undamaged left hidden units and the disinhibition from the right hidden layer. Thus, disinhibition emerges naturally from architectures of the kind we propose.
However, the disinhibition we report from the right of the model is slight in comparison to the activation coming from the undamaged left hidden units. The abstract model that we investigate here, with its relatively small numbers of units, is intended to represent far larger populations of neurons. In order to represent the more orderly disinhibition that one might expect from random damage to large populations, we added constant slight activation to the units in the right hidden layer to exaggerate the lack of inhibition in the damaged hemisphere. This 'noise' was graded according to the activation gradient across the connections between the input layer and the right hidden layer. This constant activation was in place for every pattern presented to the input layer, and therefore bears no resemblance to input information. The added activation is seen as simulating the residual activation of neurons in the parietal lobe whose input has been disrupted, but which retain some of their previous connectivity and general pattern of activation, but in a reduced form, reflecting disinhibition. As Chatterjee (1995) notes, 'If selective attention operates through simultaneous enhancement and inhibition, then attentional dysfunction would result in abnormalities of both processes' (p. 461). He goes on to equate disinhibition with the 'confabulatory' responses seen in the cross-over effect. Although a damaged hemisphere may typically be characterized by hypoactivation, this may conceal specific examples of disinhibition.
A range of levels of noise were investigated, from 0.02 to 0.001. A noise level of 0.02 indicates that the activation gradient was multiplied by 0.02 and then clamped onto the hidden layer for all pattern presentations. For the simulation with connection strengths varying from 0.1 to 1.6, the constant activation of the right hidden layer units ranges from 0.002 to 0.0032. Noise level 0.02, therefore represents 1/50 of the initial activation gradient, and noise level 0.001 represents 1/1000 of the initial activation gradient. In general, for minimal models of the type we are investigating, the 'error of commission' represented by the cross-over effect cannot come about simply by reducing levels of activation; activation has to be added. We have observed that slight amounts of disinhibitory activation occur spontaneously following lesioning. We have taken this source of extra activation and demonstrated that once varying levels of disinhibition are introduced, implemented in a principled manner in proportion to the initial activation gradient, then cross-over behaviour is captured, as shown below.
The centre of gravity of the activations in the output layer was taken to be an indication of the represented centre of the line, following the assumption made by Mozer et al. (1997) , Pouget and Sejnowski (1997) and Anderson (1996) .
Results
Before lesioning, the performance of the network was accurate for all line lengths. The network successfully learned to produce a balanced activation profile for each stimulus, and also learned the cutoff points for each line; target units were highly activated (Ͼ0.9), whereas units that were targeted with zero activation had very low activation levels (Ͻ0.1). After lesioning and the addition of noise, the network produced line-bisection data that closely resembled the human neglect data, both in terms of line bisection results and in terms of the quality of the output representation. The lesioned network no longer exhibited a clear representation of the left endpoint of the line; instead the activations tailed off gradually. We take this to reflect accounts of grey extensions of the left of short lines and of tapering longer lines reported by neglect subjects (e.g. see Tegner and Levander, 1991; Chatterjee, 1995) . In terms of quantitative performance on the line bisection task, longer lines were bisected to the right of the objective midpoint, with a positive correlation between line length and right displacement, and a cross-over occurred for shorter line lengths, with left displacements for the shortest lines. For example, for the eight line lengths that were centred in the visual field, the correlation between line length and displacement was significant, r ϭ 0.987, P Ͻ 0.0001 (see Fig. 4 ).
Comparable behaviour held for all noise levels. Crucially, for the focus of the current paper, the cross-over point was at longer line-lengths for higher levels of noise than for lower levels of noise. Chatterjee (1995) has shown that linebisection performance by neglect subjects can be described in terms of a power function (see above) and that the crossover point, if it does not appear in the data, can be extrapolated from these power functions. The graph in Fig. 5 shows the power function curves of line-lengths 2-16 for the two noise levels at the ends of the noise range investigated. Note that, for the larger level of noise, the power function describes bisection points beyond the left endpoint of the line for lines shorter than 1.4, a behaviour observed with human subjects (Tegnér and Levander, 1991) .
For the noise level of 0.02, the graph illustrates a crossover point around line-length 8. For the lower noise level of 0.001, the graph illustrates a mean displacement where no cross-over occurs, lines of all lengths being right displaced. There is right displacement for lines of length 9 and above, a cross-over occurring at line of length 8, and left displacement for lines shorter than length 8. The power function curve for the 0.001 noise level converges with the diagonal but does not actually cross it. There is no neglect for the shortest lines and no discernible cross-over effect. We present the power functions and the cross-over points calculated for different levels of noise, in Table 1 . The data in Table 1 reflect the fact that the range of noise levels investigated produced results consistent with variations between the performance of the different patients reported by Chatterjee (1995) , in terms of range of power functions and cross-over variation; the power functions describing the displacements were typically characterized by increased constants and decreased exponents, which Chatterjee demonstrates is consistent with performance in neglect tasks. Our results at noise level 0.02 correspond closely with the curve fitting MJT's line-bisection performance, whereas our results at noise level 0.001 more closely resemble FJ's performance. These patients are at the two ends of the range of cross-over variation in Chatterjee's five patients. As the data in Table 1 show, the cross-over point occurs at increasingly long lines as the noise level is increased. Figure 6 shows the percentages of left and right displacements for noise level 0.02 for different lengths of line in all positions (i.e. for lines that are distant from the midpoint, as well as for lines that cross or abut the midpoint); there are, for instance, 15 different positions in which a line of length 2 units can occur in the 16-unit input window. There are fewer left displacements and more right displacements for longer lines, and more left displacements and fewer right displacements for shorter lines. These results are generalisable: all monotonically increasing attentional gradients produce similar performances.
We explored the performance of the model by varying the parameters of slope of the attentional gradient and the amount of added noise following lesioning. Ten different simulations were performed. By varying these parameters we found that there was no significant correlation between the cross-over point and size of right displacement. This reflects Tegnér and Levander's (1991) demonstration that there is no relationship between the cross-over point and size of the right displacement for longer lines in neglect subjects. We tentatively claim that some of the differences between individual neglect patients in line-bisection behaviour are due to variations in the distribution of the response centres of neurons in the parietal lobes; in terms of our model, this means variation in the slope of the attentional gradients.
The qualitative effects of cueing may be reproduced by considering only the lines that abut the midpoint of the input layer. If the right end abuts the midpoint, this corresponds to cueing the right end of the line; fixation has been displaced towards this end of the line. In left neglect patients, cueing the left end of the line ameliorates line-bisection performance (Heilman and Valenstein, 1979; Halligan and Marshall, 1989b; Reuter-Lorenz and Posner, 1990) and this is borne out by the data presented in Fig. 7 for line-lengths 2-8 (i.e. all the lengths of line whose endpoints could be 'fixated' in the way described). The effects of the attentional gradients can be clearly seen in Fig. 8 , which shows the activation at the individual output nodes when the input layer is completely filled with one line of length 16, and when the contribution of the right and left half of the model is independently recorded. Their combined contribution to the activation at the output layer is shown in Fig. 9 .
Discussion and conclusions
We have shown that the enigmatic cross-over effect in line bisection judgements in left neglect can be captured in detail by the model that we have presented. We have assumed, first, equivalent architectures in the two halves of the model, with no differential attentional processing by the two hemispheres. Although such differences certainly exist-and the greater incidence of left neglect over right neglect (Vallar, 1993) is the clearest indication-a parsimonious explanation that involves fewer theoretical constructs is to be preferred over a more complex one. If cross-over behaviour emerges from the simple architecture we have described, then it should be the default behaviour as interhemispheric differences are introduced to the general model we describe; these interhemispheric differences will then have the responsibility of accounting for the undeniable asymmetries that are evident in neglect data. [We claim that the asymmetry of left and right neglect can be captured by introducing hemispheric differences that do not undermine the basic architecture we Fig. 9 The mean activation of each output node, after combination of right and left contributions, when the input layer is presented with a line completely filling the visual field.
have described or seriously distort its qualitative behaviour. The asymmetry that we envisage might be captured in the terms of Sejnowski's (1995, 1997 ) model, discussed above, by the radial basis functions in the two hemispheres possessing different-sized fields, reflecting 'coarse-coding' in the right hemisphere; cf. Kosslyn et al. (1992) and Brown and Kosslyn (1993) .] Our second assumption involved imposing an activation gradient across each half of the model, reflecting the assumption of some such gradients in several earlier accounts of neglect, discussed above. Our third, and critical, assumption has been to say that lesioning creates a small, residual level of noise, resembling the contour of the previous activation gradient. The graded noise is a plausible result of lesioning populations of neurons that are geared to be activated along such a gradient; for instance, in the right parietal lobe there are more neurons responding to the left visual field than neurons in the same area responding to stimuli in the right visual field, and following random damage the same proportions should still obtain. We follow Chatterjee's (1995) interpretation of the cross-over effect as 'confabulation' released by disinhibition; this is perfectly compatible with the hypoactivation that is typical of the damaged hemisphere. Our model learns to perform accurately in a task comparable to line-bisection, and its behaviour following lesioning may be investigated. We have demonstrated that the cross-over effect naturally emerges from the set of assumptions discussed above, as part of the repertoire of neglect behaviour, without recourse to higher-level constructs such as differential processing by the two hemispheres. As a consequence, our model equally well captures instances of right neglect following left hemisphere damage. These cases feature less often in the literature, principally because left hemisphere lesions cause less severe and less long-lasting neglect compared with right hemisphere lesions (Stone et al., 1991) . However, a qualitative symmetry seems to obtain in these cases. Some evidence exists that the cross-over effect also obtains in cases of right neglect; Hillis and Caramazza (1990) describe the reading and spelling behaviour of a patient with left hemisphere damage and consequent 'confabulatory' responses at the right ends of words, in that, for instance, 'serve' was read as 'server', whereas 'emotionally' was read as 'emotional', and 'ask' was orally spelled as 'asked', whereas 'fortunate' was spelled as 'forned'. The underresearched behaviour of the cross-over effect in right neglect is a potential source of data for discriminating between the competing models we have reviewed above. Another such source is the behaviour elicited by lines that are shorter than the line at which the cross-over effect occurs. We have already noted (see comment '[NB . . . ] in the 'Line bisection and the cross-over effect' section above) that in some subjects there is increased accuracy for the very shortest lines, and Anderson (1996) cites Marshall and Halligan's (1990) demonstration of accurate bisection of a dot in support of his model's behaviour in this respect. Our own model does not generate such behaviour. A related behaviour is the observation that some subjects may produce bisection marks of very short lines that are to the left of the end of the line itself [see fig. 1 in Tegnér and Levander (1991) ]. Our own model generates this behaviour, but competing models do not.
Our model is relatively abstract. We have specified little about the final output representation other than that it is the site at which the hemisphere-specific processing is combined. At one extreme interpretation, the output representation could be seen as residing in one or both hemispheres; at the other extreme, it might be seen as only being evident in the behaviour of the individual interacting with the world. The issue of specifying the nature of the output layer is also relevant to a comparison between our model and that of Kinsbourne (1970a) , who proposes an antagonistic relationship between the attentional processors in the two hemispheres, such that damage to the right processor releases greater activity on the part of the left processor. In contrast to these opponent processors that directly influence each other, in our model the final representation results from the balancing of excitation and inhibition from each hemisphere. However, the resolution of the precise nature of the output of the model is an orthogonal issue to that of accounting for the cross-over effect. The model we have described employs one and the same mechanism to account for the rightward and (after the cross-over point, for smaller lines) the leftward displacements of the midpoint, and for the effects of cueing on the overall displacement. We claim that the robust behaviour of this general model, regarding the cross-over effect, will still be exhibited when the model is elaborated to capture other aspects of the neglect syndrome.
