A de nition of empirical anisotropy is proposed, which allows for a quantitative measurement. This theory is applied to RNA free energy landscapes.
Introduction
Sewall Wright (1932) viewed evolution as optimization process on a \ tness landscape". In the early seventies Eigen (1971) introduced the modern de nition of tness landscape as mapping from a discrete metric space, usually a sequence space, into the real numbers assigning to each sequence a particular tness value. By now, tness landscapes (or energy landscapes) are well-studied objects not only in theoretical biology (Fontana et al. 1987 , Kau man et al. 1987 , 1988 , Macken and Perelson 1989, Eigen et al. 1989 , Weinberger 1990 , 1991 , but also in spin glass physics (M ezard et al. 1985) and in computer science (Lawler et al. 1987 , Otten and van Ginneken 1989, Aarts and Korst 1990) . Most of these investigations deal with landscapes which are instances of isotropic random elds.
For RNA landscapes, however, the situation is di erent. They are determined uniquely by a fairly small set of empirical parameters and therefore the question whether such a landscape is isotropic or not must be dealt with in detail.
This contribution is organized as follows: In the next three sections we derive a theory for anisotropic landscapes and show that instances from the Sherrington-Kirkpatrick spin glass are in fact isotropic according to our de nitions. In section 5 these methods are applied to RNA free energy landscapes.
Correlated Landscapes
Two features are common to all tness landscapes:
(1) A cost function or tness function f assigns a value to each con guration, i.e., an energy to each spin con guration, a tness value to each RNA sequence, a length to each tour in a traveling salesman problem.
(2) There is a rule that determines whether two con gurations x and y are nearest neighbors.
The set C of all con gurations can thus be viewed as a graph with each vertex corresponding to a con guration and an edge between any two nearest neighbors. Therefore, there is a natural metric distance d(x; y) between any two con gurations given by the shortest path in the graph C. As an example consider the set of all sequences of given length n and de ne nearst neighbors in this set as sequences that di er only in a single position. The corresponding graph is known as sequence space (Rechenberg 1973 ) and the distance d(x; y) is the well-known Hamming distance (Hamming 1950), i.e., the number of positions in which x and y di er.
We will need the sets U x (d) = fy 2 C j d(x; y) = dg consisting of all con gurations with distance d from the con guration x. If its size jU x (d)j does not depend on x then C is said to be distance degree regular (Buckley and Harrary 1990) . Since the con guration spaces of most combinatorial optimization problems (e.g., the TSP, graph bipartioning, graph matching), as well as the sequence spaces of biological macromolecules ful ll this (and even a more restrictive) symmetry requirement, we will assume distance degree regularity of C throughout this contribution. jCj stands for the total number of con gurations. The probability to pick a pair of con gurations (x; y) with distance d(x; y) = d is given by
In the following we will denote averages over the entire con guration space by h : i C ; the corresponding variance will be written as var C : ]. By h : i d we will denote averages over all pairs of vertices of the con guration space that have distance d(x; y) = d. For a formal de nition of these averages and variances and some of their basic properties we refer to the appendix. Correlation functions have proven to be very useful for the classi cation and analysis of tness landscapes. They have been studied for various RNA landscapes (Fontana et al. 1991 (Fontana et al. , 1993b , Bonhoe er et al. 1993), for spin glass models (Weinberger and Stadler 1993) , for Kau man's Nk-model (Weinberger 1990 (Weinberger , 1991 , and for the most prominent combinatorial optimization problems, i.e., the travelling salesman problem (Stadler and Schnabl 1992) , the graph bipartitioning problem (Stadler and Happel 1992) , and the graph matching problem (Stadler 1992) .
In accordance with previous investigations (Fontana et al. 1991 Remark. Weinberger (1990 Weinberger ( , 1991 proposed using the autocorrelation function r(s) of values sampled along a random walk x 0 ; x 1 ; x 2 ; : : : on the con guration space C. r(s) and (d) are closely related via the geometric relaxation of the random walk on the con guration space. Let ' sd denote the probability that the random walk reaches a distance d from the origin by moving s steps. Then r(s) = P d ' sd (d) (Weinberger 1990 ). Theorem 1. Let C be distance degree regular. Then
Using lemma 1 and lemma 2 in the appendix equ.(3) can be reduced to the de nition of the autocorrelation function (2).
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As an immeadiate consequence of theorem 1 it can be show that the average correlation on C vanishes. (See lemma 3 in the appendix.) Theorem 1 has been used recently to generalize the notion of an autocorrelation function to the mapping from sequence space to secondary structure. This more general treatment requires the replacement of squared di erences by suitable squared distances (Fontana et al. 1993a ).
Test Sets
De nition 2. In order to study \local" features of the cost function f on C we will use a system B of test sets with the following properties:
(1) B is a partition of the con guration space. Hypercube with dimension n. Obviously B is a partition of C ful lling the requirements of de nition 2. We will use this choice of B to investigate RNA free energy landscapes in section 5.
We will denote mean and variance over a single test set A by h : i A and var A : ], respectively. Analogously we write h : i A d for an average over all pairs (x; y) with x; y 2 A and d(x; y) = d. Averages over all test sets contained in a partition B will denoted by h : i B , and var B : ] will be used for the corresponding variance. The precise de nitions of these averages can be found in the appendix.
Before we proceed to a de nition of anisotropy we note that the values of the cost function on a test set A will in general be correlated, i.e., that
This re ects the fact that the connected sets A are much smaller than the entire con guration space C.
Isotropy and Anisotropy
A random eld on a graph ? is said to be homogeneous and isotropic if the mathematical expectation E (x)] of is the same for all vertices, and if the covariances E (x) (y)] depend only on the distance d(x; y). Since we are not dealing with an ensemble of landscapes but just with a single instance, we need to de ne a suitable analog to isotropy of random elds.
We suggest the following:
De nition 3. A value landscape is empirically isotropic if for any family B of test sets, ful lling (1) through (4) 
The proof of this theorem can be found in the appendix. As a conseqence of theorem 2 and lemma 4 in the appendix we nd for empirically isotropic landscapes:
It seems natural to measure the anisotropy of a landscape by the extent to which the above relation is violated. 
The partition B is obtained by xing half of the spins within a given set A 2 B. The average correlation within any set A 2 B is given by equation 
The results of numerical experiments are shown in table 1 and gure 2. We emphasize that our method measures anisotropy with respect to a certain partition of the con guration space. It is possible therefore that landscapes are isotropic with respect to a particular joice of the partition B, while they are anisotropic with respect to an alternative partition B 0 . From a theoretical point of view it is tempting to de ne the \true anisotropy" of a landscape as the maximum value of B from all partitions B ful lling the requirements of de nition 2. From a practical point of view, however, one would need prohibitively large computer resources to actually compute max B B .
5. RNA Free Energy Landscapes Fontana et al. (1987 Fontana et al. ( , 1989 proposed a model landscape based on the secondary structures of RNA. Subsequently, the free energy landscapes of RNA have been studied extensively (Fontana et al. 1991 (Fontana et al. , 1993a 
The free energy of a secondary structure is calculated by a dynamic programming algorithm based on (Zuker and Sanko , 1984) . We used the implementation by Walter Fontana and an updated parameter set provided by Danielle Konings, which is based on (Freier et al. 1986 ) and (Jaeger et al. 1989).
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In this contribution we restrict attention to the natural four-letter alphabet GCAU and an arti cial four letter alphabet where A and U are replaced by 2,4-diaminopyrimidine (K) and xanthine (X). K and X form a triple hydrogen bond and the energy contributions are similar to those of the GC pair (Piccirilli et al. 1990 ). Because of the lack of detailed measurements we use the GC parameter set also for XK. It is known (Fontana 1992b ) that the GCXK landscape is much more rugged than the biophysical GCAU landscape. 
We expect to nd two types of landscapes depending on whether a 1 = 0 or not. For models that are symmetric with respect to ! ? 1 Unfortunately, at present no dataset is available that would allow us to obtain the constants a 0 , a 1 etc. with su cient accuracy. Since the production of such data is extremely time consuming we stick to a simpli ed model. The resulting estimates for the coe cients of anisotropy are compiled in table 3.
Conclusions
We have shown that a measure for the anisotropy of tness landscapes can be de ned in a canonical way. It is based entirely on second moments. Instances from isotropic random elds such as the Sherrington-Kirkpatrick spin glass are, as expected, isotropic. The theory presented in this contribution is capable only of detecting that a landscape is anisotropic. No detailed information on the topology of the anisotropies can be gained.
{ 13 { Application of our theory to RNA free energy landscapes shows a striking di erence between the biophysical GCAU-alphabet and an arti cial GCXK landscape with two base pairs of equal strength. While the GCXK landscape becomes isotropic for large chain lengths, the biophysical landscape remains highly anisotropic. The main reason for this behaviour is the di erence of the energy parameters for GC and AU pairs, respectively. Simpli ed models taking into account only that the average free energy depends on the GC content allow for semi-quantitative estimates of the coe cients of anisotropy. Both landscapes again exhibit the qualitative di erence between them.
The spin glass models and combinatorial optimization problems commonly used for studies on the dynamics of evolution processes are isotropic. It is not straightforward therefore to apply results obtained from such model landscapes to the presumably higly anisotropic \natural" tness landscape. While for isotropic landscapes the autocorrelation function (d) seems to be the crucial quantity for performance of optimization algorithms (and for the velocity of evolution), it is likely that on highly anisotropic landscapes the particular geometric details of the anisotropies are most important. It has been pointed out, for instance (Eigen et al. 1989) , that ridge-like structures may speed up the evolution of a quasispecies by orders of magnitudes, while net-like structures can stabilize a broadly distributed quasispecies (Tarazona 1992 The data indicate that the autocorrelation function converge towards a limit function that is characteristic for the type of the landscape. 
