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EXAMPLES OF k-ITERATED SPREADING MODELS
SPIROS A. ARGYROS, PAVLOS MOTAKIS
Abstract. It is shown that for every k ∈ N and every spreading se-
quence {en}n∈N that generates a uniformly convex Banach space E,
there exists a uniformly convex Banach space Xk+1 admitting {en}n∈N
as a k + 1-iterated spreading model, but not as a k-iterated one.
Introduction
The aim of the present note is to continue some research initialized by
B. Beauzamy and B. Maurey in [7]. Before we state our result, we need
to recall the definition of k-iterated spreading models. As is well known,
spreading models are a central concept in Banach space theory, invented
by A. Brunel and L. Sucheston in [8]. For k > 2, the k-iterated spreading
models of a Banach space X, are inductively defined as the spreading models
of the spaces generated by the k − 1-iterated spreading models of X, where
by 1-iterated, we understand the usual spreading models.
H.P. Rosenthal asked whether the k-iterated, k > 2, spreading models of
any Banach spaces coincide with the 1-iterated. Beauzamy and Maurey an-
swered that question, by showing that the 2-iterated are, in general, different
from the 1-iterated. More precisely they showed that there exists a Banach
space X, generating a spreading model, isomorphically containing ℓ1 and
ℓ1 is not a spreading model of the space X. A more striking result in the
same direction is given in [2], where it is shown that there exists a Banach
space X, such that every non trivial spreading model of X isomorphically
contains ℓ1 and ℓ1 is not a spreading model of the space X.
In the present paper we separate the k-iterated and the k + 1-iterated
spreading models, for every k ∈ N. More precisely, the following is proved.
Theorem 1. Let {en}n∈N be a spreading3 sequence generating a uniformly
convex Banach space E. Then there exists a sequence {Xk}k∈N of uniformly
convex Banach spaces, each one with a symmetric basis, such that for every
k ∈ N, the space Xk admits a k-iterated spreading model {e˜n}n∈N equivalent
to {en}n∈N and for every i < k, E is not isomorphic to a subspace of the
space generated by any i-iterated spreading model of Xk.
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3A sequence {en}n∈N in a seminormed space (E, ‖·‖∗) is called spreading if for every n ∈
N, k1 < . . . < kn ∈ N and a1, . . . , an ∈ R, we have that ‖
∑n
j=1
ajej‖∗ = ‖
∑n
j=1
ajekj‖∗
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Denoting by SMitk (X) the class of all k-iterated spreading models of a
Banach spaceX, it is an easy observation that these classes define an increas-
ing family, with respect to k. The above mentioned family {Xk}k∈N satisfies
the additional property that for every k ∈ N, the family {SMiti (Xk)}ki=1 is
strictly increasing.
It is worth pointing out, that the k-iterated spreading models of a Banach
space X, for k > 2, are not easily visualized from the structure of the space
X and this is an obstacle for studying the structure of the space generated
by them. The key property of the aforementioned sequence {Xk}k∈N, is
that the space generated by a spreading model of any Xk, k > 2, is either
isomorphic to a subspace of Xk, or to a subspace of Xk−1.
The definition of the sequence {Xk}k∈N, uses some features from the
Beauzamy-Maurey construction and also the classical result, that every
space with an unconditional basis, embeds into a space with a symmetric
basis [9, 15, 20]. In particular, W.J. Davis’ approach [9], based on the Davis,
Figiel, Johnson, Pelczynski interpolation method [10], is the one which is the
more convenient for our needs. Of independent interest is also Proposition
4.1, characterizing the structure of the spreading models of spaces with a
1-symmetric basis.
1. Preliminaries
Our notation concerning Banach space theory, shall follow the standard
one from [16].
Definition 1.1. Let (X, ‖·‖) be a Banach space and (E, ‖·‖∗) a seminormed
space. Let {xn}n∈N be a bounded sequence in X and {en}n∈N a sequence in
E. We say that {xn}n∈N generates {en}n∈N as a spreading model, if there
exists a sequence of positive reals {δn}n∈N with δn ց 0, such that for every
n ∈ N, n 6 k1 < . . . < kn and every choice {ai}ni=1 ⊂ [−1, 1] the following
holds:
∣∣∣∥∥ n∑
i=1
aixki
∥∥− ∥∥ n∑
i=1
aiei
∥∥
∗
∣∣∣ < δn
We also say that the Banach space X admits {en}n∈N as a spreading
model, or {en}n∈N is a spreading model of X, if there exists a sequence in
X which generates {en}n∈N as a spreading model.
Brunel and Sucheston proved that every bounded sequence in a Banach
space, has a subsequence which generates a spreading model. The main
property of spreading models is that they are spreading sequences, i.e.
for every n ∈ N, k1 < . . . < kn and every choice {ai}ni=1 ⊂ R we have
‖∑ni=1 aiei‖∗ = ‖∑ni=1 aieki‖∗.
We classify spreading sequences into four categories, with respect to their
norm properties. These are the trivial, the unconditional, the singular and
the non unconditional Schauder basic spreading sequences.
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A spreading sequence {en}n∈N is called trivial, if the seminorm on the
space generated by the sequence is not actually a norm. In this case, if E
is the vector space generated by {en}n∈N and N = {x ∈ E : ‖x‖∗ = 0},
then E/N has dimension 1. It is also worth mentioning that a sequence in
a Banach space X generates a trivial spreading model, if and only if it has
a norm convergent subsequence. For more details see [3, 6]. From now on,
we will only refer to non trivial spreading models.
Otherwise we distinguish the three previously mentioned cases. A spread-
ing sequence is called singular if it is not trivial and not Schauder basic. The
definition of the other two cases is the obvious one.
Notation. (1) Let E0, E be Banach spaces. We write E0 → E, if E is
generated by a spreading sequence, which is a spreading model of some
seminormalized sequence in E0. Also, for k ∈ N, the notation E0 k→ E,
means that E0 → E1 → . . . → Ek−1 → E, for some sequence of Banach
spaces E1, . . . , Ek−1.
(2) Let E0, E be a Banach spaces, such that E0 has a Schauder basis.
We write E0 →
bl
E, if E is generated by a spreading sequence, which is a
spreading model of some seminormalized block sequence of the basis of E0.
Also for k ∈ N, the notation E0 k−→
bl
E, means that E →
bl
E1 →
bl
. . .→
bl
Ek−1 →
bl
E, for some sequence of Banach spaces E1, . . . , Ek−1 with Schauder bases.
Definition 1.2. Let E0 be a Banach space, {en}n∈N be a spreading sequence
in a seminormed space, k ∈ N. {en}n∈N is said to be a k-iterated spreading
model of E0, if there exists a Banach space E, such that E0
k−1→ E, and
{en}n∈N is the spreading model of some seminormalized sequence in E.
Definition 1.3. Let E0 be a Banach space with a Schauder basis, {en}n∈N
be a spreading sequence in a seminormed space, k ∈ N. {en}n∈N is said to
be a block k-iterated spreading model of E, if there exists a Banach space
E with a Schauder basis, such that E0
k−1
−→
bl
E, and {en}n∈N is the spreading
model of some seminormalized block sequence of the basis of E.
The following definition is in accordance with the corresponding one for
Schauder bases.
Definition 1.4. Let {en}n∈N, {e˜n}n∈N be non trivial spreading sequences
which generate the Banach spaces E and E˜ respectively. {en}n∈N, {e˜n}n∈N
are said to be equivalent, if the linear map en → e˜n extends to an isomor-
phism between E and E˜.
It is easy to see that if X and Y are isomorphic Banach spaces, then any
non trivial spreading model admitted by X is equivalent to one admitted by
Y and vice versa. Therefore we introduce the following definition.
Definition 1.5. Let {xn}n∈N be a sequence in a Banach space X which
generates a non trivial spreading model {en}n∈N. Let also {e˜n}n∈N be a non
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trivial spreading model equivalent to {en}n∈N. Then we say that {xn}n∈N
isomorphically generates {e˜n}n∈N as a spreading model.
2. Interpolating Spaces with a Symmetric basis
We begin by presenting some estimations, concerning a sequence of ‖·‖mq,p
norms, next defined.
Definition 2.1. Let 1 6 q < p. For m ∈ N, define ‖ · ‖mq,p on ℓp as follows:
‖x‖mq,p = inf
{
λ > 0 :
x
λ
∈ mBℓq +
1
m
Bℓp
}
Remarks. The following statements are true for all m ∈ N
1. 1
m
‖ · ‖p 6 ‖ · ‖mq,p 6 (m+ 1m )‖ · ‖p, thus ‖ · ‖mq,p ∼ ‖ · ‖p.
2. If x ∈ ℓq, then ‖x‖mq,p 6 ‖x‖qm+ 1
m
.
3. ‖ · ‖mq,p is a symmetric norm, i.e. if {ai}i∈N ∈ ℓp, then
‖
∞∑
i=1
aiei‖mq,p = ‖
∞∑
i=1
εiaieπ(i)‖mq,p
for any {εi}i∈N choice of signs and any permutation π of the nat-
urals.
Lemma 2.2. Let 1 6 q < p, {xn}n∈N ⊂ ℓp, ε > 0,M ∈ [N]∞, such that
‖xn‖p > ε for all n ∈ N and limn→∞ ‖xn‖∞ = 0.
Then sup
{‖xn‖mq,p : n ∈ N,m ∈M} =∞.
Proof. Towards a contradiction, suppose that sup
{‖xn‖mq,p : n ∈ N,m ∈
M
}
< C. Then for all n ∈ N,m ∈ M , there exist 0 < λmn < C, ymn ∈
Bℓq , z
m
n ∈ Bℓp such that
xn = λ
m
n
(
mymn +
1
m
zmn
)
Choose m0 ∈M such that λm0n 1m0 ‖zm0n ‖p < ε2 , for all n ∈ N. Then
(1) λm0n m0‖ym0n ‖p >
ε
2
, for all n ∈ N
By the symmetricity of the norms, we may assume that if xn =
∑∞
i=1 aiei,
then ai > 0, for all i ∈ N. Moreover, if ymn =
∑∞
i=1 biei, z
m
n =
∑∞
i=1 ciei, we
may assume that 0 6 λmn mbi, λ
m
n
1
m
ci 6 ai, for all i ∈ N.
Otherwise, with simple calculations one may find ym′n =
∑∞
i=1 b
′
iei, z
m′
n =∑∞
i=1 c
′
iei, satisfying this condition , such that xn = λ
m
n
(
mym′n +
1
m
zm′n
)
and
ym′n ∈ Bℓq , zm′n ∈ Bℓp .
This means that λm0n m0‖ym0n ‖∞ 6 ‖xn‖∞ → 0, as n → ∞. Since
λm0n m0‖ym0n ‖q < Cm0, for all n ∈ N, by using the Ho¨lder inequality, it
is easy to see that λm0n m0‖ym0n ‖p → 0, as n → ∞. This contradicts (1),
which completes the proof.
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
Lemma 2.3. Let 1 6 q < p, {xn}n∈N ⊂ ℓp,M ∈ [N]∞ such that limn→∞ ‖xn‖∞ =
0 and sup
{‖xn‖mq,p : n ∈ N,m ∈M} <∞.
Then for every ε > 0,m0 ∈ M , there exists n0 ∈ N such that for all
n > n0 : max
{‖xn‖mq,p : m ∈M,m 6 m0} < ε.
Proof. Towards a contradiction, suppose that there exist ε > 0,m0 ∈ M ,
such that for all n ∈ N, there exists kn > n with max
{‖xkn‖mq,p : m ∈
M,m 6 m0
}
> ε.
By passing to subsequence of {xn}n∈N, we can find m 6 m0, such that
‖xn‖mq,p > ε, for all n ∈ N.
But ‖ · ‖mq,p ∼ ‖ · ‖p, hence ‖xn‖p > ε′, for all n ∈ N. By virtue of Lemma
2.2, this means that sup
{‖xn‖mq,p : n ∈ N,m ∈ M} = ∞. Since this cannot
be the case, the proof is complete.

The following Theorem is due to W.J. Davis and is presented in [9]. See
also [16].
Theorem 2.4. Let X be a (reflexive, uniformly convex) Banach space with
a 1-unconditional basis. Then there exists a (reflexive, uniformly convex)
Banach space D with a 1-symmetric basis, such that X →֒⊥ D.
Moreover D is saturated with subspaces of X, i.e. if Z is a subspace of D,
then there exists a further subspace of Z, which is isomorphic to a subspace
of X.
Given X a Banach space with a 1-unconditional basis, D is defined to be
the diagonal subspace of X =
(∑∞
k=1
⊕(
ℓp, ||| · |||mkq,p
))
X
, where the norms
|||·|||mq,p are defined on ℓp and are of the form |||x|||mq,p = inf{(‖y‖2ℓq+‖z‖2ℓp)
1
2 : x =
my + 1
m
z, y ∈ ℓq, z ∈ ℓp}, for 1 < q < p. If we denote by e˜n = {en, en, . . .},
where {en}n∈N is the natural basis of ℓp, then e˜n ∈ X and {e˜n}n∈N is the
1-symmetric basis of D.
Observe that for every m ∈ N, ‖·‖mq,p 6 ||| · |||mq,p 6
√
2‖·‖mq,p. It immediately
follows that X, is isomorphic to X′, where X′ =
(∑∞
k=1
⊕(
ℓp, ‖ · ‖mkq,p
))
X
.
As it is shown in [16], X embeds into D as a complemented subspace and
every subspace of D contains a further subspace isomorphic to a subspace
of X. The latter is shown in [13], but a proof also follows from the above
and the following.
Lemma 2.5. Let Y be a block subspace of D. Then there exists a further
block subspace Z of Y , such that limn→∞ ‖zn‖∞ = 0, where {zn}n∈N denotes
the normalized block basis of Z.
Proof. Let {yn}n∈N be a normalized block basis of Y . If, by passing to a
subsequence, ‖yn‖∞ → 0, then we are ok. Otherwise, again by passing to a
subsequence, there is ε > 0, such that ‖yn‖∞ > ε, for all n ∈ N.
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Denote by j the map j : D → ℓp, with j (
∑∞
i=1 aie˜i) =
∑∞
i=1 aiei. As it
can be seen in Davis’ proof, j is continuous. It follows that for I a finite
subset of the naturals, k ∈ N: ‖∑i∈I 1kyi‖Y > ‖j‖−1 εk |I| 1p and of course
‖∑i∈I 1kyi‖∞ 6 1k .
Thus we can inductively construct a seminormalized block sequence {zn}n∈N
of {yn}n∈N such that ‖zn‖∞ → 0.

Proposition 2.6. Let {yn}n∈N be a normalized bounded sequence in D,
such that limn→∞ ‖yn‖∞ = 0. Then {yn}n∈N has a subsequence which is
equivalent to a block sequence in X.
Proof. By using Lemma 2.3 and a sliding hump argument, with respect to
the decomposition
{(
ℓp, ‖ · ‖mkq,p
)}
k∈N
of X′, the result follows. 
Since every subspace of D contains a further subspace which is isomorphic
to a block subspace of D, it follows that D is saturated with subspaces of
X.
3. Uniformly Convex Schreier-Baernstein Spaces
We begin by presenting some key definitions and results from [13].
Definition 3.1. Let X be a Banach space with a 1-unconditional basis
{en}n∈N. The norm onX is said to be p-convex (q-concave), if ‖
∑n
i=1(|ai|p+
|bi|p)
1
p ei‖ 6
(‖∑ni=1 aiei‖p + ‖∑ni=1 biei‖p) 1p (‖∑ni=1(|ai|q + |bi|q) 1q ei‖ >(‖∑ni=1 aiei‖q + ‖∑ni=1 biei‖q) 1q).
The norm on X is said to satisfy an upper ℓp estimate (lower ℓq estimate)
if ‖x+ y‖ 6 (‖x‖p + ‖y‖p) 1p (‖x+ y‖ > (‖x‖q + ‖y‖q) 1q), whenever x and
y are disjointly supported with respect to the basis {en}n∈N.
It is immediate, that if the norm on X is p-convex (q-concave), then it
satisfies an upper ℓp estimate (lower ℓq estimate).
The following two results are restatements of Remark 3.2 and Lemma 3.1
respectively, from [13].
Theorem 3.2. LetX be a uniformly convex Banach space with a 1-unconditional
basis. Then there exists an equivalent 1-unconditional norm on X, which is
p-convex and q-concave for some 1 < p 6 q <∞.
Remark. Provided that the initial norm on X is spreading or 1-symmetric,
by it’s own definition, it follows that the same is true for the equivalent norm
of Theorem 3.2.
Lemma 3.3. Let X be a Banach space with a 1-unconditional basis. If the
norm on X is p-convex and satisfies a lower ℓq estimate, for some 1 < p 6
q <∞, then X is uniformly convex.
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Let X be a Banach space with a 1-unconditional basis {en}n∈N.
We denote by S the Schreier family S = {F ⊂ N : minF > |F |}. Let
1 6 r <∞. Define the following norm on c00(N):
‖x‖X,r = sup
{( d∑
j=1
‖Fjx‖rX
) 1
r
}
Where the supremum is taken over all finite sequences {Fj}dj=1 ⊂ S which
are pairwise disjoint. Define the Schreier-Baernstein space SBX,r, to be the
completion of c00(N) with the aforementioned norm.
It can be easily seen that the usual basis of c00(N) forms a 1-unconditional
basis of SBX,r.
Proposition 3.4. Let X be a Banach space with a 1-unconditional basis
{en}n∈N, with a p-convex norm ‖·‖X , for some 1 < p 6∞. Let r > p. Then
the space SBX,r is uniformly convex.
Proof. We will show that the demands of Lemma 3.3 are satisfied. First
we show that ‖ · ‖X,r is p-convex. Let {ai}ni=1, {bi}ni=1 ⊂ R. Then for some
{Fj}dj=1 ⊂ S and by the p-convexity of the norm on X:
∥∥∥ n∑
i=1
(|ai|p+|bi|p) 1p ei∥∥∥
X,r
=
(
d∑
j=1
∥∥∥∑
i∈Fj
(|ai|p + |bi|p) 1p ei∥∥∥r
X
) 1
r
6
(
d∑
j=1
(∥∥∑
i∈Fj
aiei
∥∥p
X
+
∥∥∑
i∈Fj
biei
∥∥p
X
) r
p
) p
r
1
p
6
(( d∑
j=1
∥∥∑
i∈Fj
aiei‖rX
) p
r
+
( d∑
j=1
∥∥∑
i∈Fj
biei‖rX
) p
r
) 1
p
6
(‖ n∑
i=1
aiei‖pX,r + ‖
n∑
i=1
biei‖pX,r
) 1
p
Thus ‖ · ‖X,r is p-convex. Moreover, if x, y are finitely disjointly supported,
then for some {Fj}d1j=1, {Ej}d2j=1:
‖x‖X,r =
( d1∑
j=1
‖Fjx‖rX
) 1
r and ‖y‖X,r =
( d2∑
j=1
‖Ejy‖rX
) 1
r
We may clearly assume that Fi ∩ Ej = ∅ for all i, j. Then:
‖x+ y‖rX,r >
d1∑
j=1
‖Fjx‖rX +
d2∑
j=1
‖Ejy‖rX = ‖x‖rX,r + ‖y‖rX,r
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Thus ‖ · ‖X,r satisfies a lower ℓr estimate and the space SBX,r is uniformly
convex.

Proposition 3.5. Let X be a Banach space with a 1-unconditional basis
{en}n∈N, with a norm ‖ · ‖X , which satisfies a lower ℓq estimate, for some
1 6 q < ∞. Let r > q. Let E ∈ S, {ai}i∈E ⊂ R. Then
∥∥∑
i∈E aiei
∥∥
X,r
=∥∥∑
i∈E aiei
∥∥
X
.
Proof. It is clear by the definition of the norm on SBX,r that
∥∥∑
i∈E aiei
∥∥
X,r
>∥∥∑
i∈E aiei
∥∥
X
. Therefore it is sufficient to show the inverse inequality. For
some {Fj}dj=1 ⊂ S and by the lower ℓq estimate of the norm on X:
∥∥∑
i∈E
aiei
∥∥
X,r
=
( d∑
j=1
∥∥∑
i∈Fj
aiei
∥∥r
X
) 1
r
6
( d∑
j=1
∥∥∑
i∈Fj
aiei
∥∥q
X
) 1
q
6
∥∥∑
i∈E
aiei
∥∥
X

Corollary 3.6. LetX be a Banach space with a 1-unconditional and spread-
ing basis {en}n∈N, with a norm ‖·‖X , which satisfies a lower ℓq estimate, for
some 1 6 q <∞. Let r > q. Then the basis of SBX,r generates the basis of
X as a spreading model.
The proof is an immediate consequence of Proposition 3.5 and the spread-
ing property of the basis of X.
Proposition 3.7. Let X be a Banach space with a 1-unconditional basis
{en}n∈N. Let 1 6 r < ∞. Let {xn}n∈N be a normalized block sequence in
SBX,r, such that limn→∞ ‖xn‖∞ = 0. Then, by passing to an appropriate
subsequence, {xn}n∈N is equivalent to the basis of ℓr.
The proof is the same as for the classical Screier-Baernstein space SBℓ1,2,
where such a sequence has a further subsequence which is equivalent to the
basis of ℓ2. It also follows that the space SBX,r is ℓr saturated. If the norm
onX satisfies a lower ℓq estimate and r > q, then the spaceX cannot contain
ℓr. Thus in this case the spaces X and SBX,r are totally incomparable.
4. Spreading Models of Banach Spaces with a Symmetric Basis
In this section we study the structure of the spreading models in Banach
spaces with a 1-symmetric basis. We start with the following, which is
critical for our proofs. This result and the next Proposition are traced back
to [7] and are closely related to Lemma IV.2.A.3 from [6].
Proposition 4.1. Let X be a Banach space with a 1-symmetric and bound-
edly complete basis. Let {xn}n∈N be a normalized block sequence in X and
assume that there is some ε > 0, such that ‖xn‖∞ > ε, for all n ∈ N. Then by
passing to an appropriate subsequence, there exist {yn}n∈N, {zn}n∈N block
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sequences in X and {un}n∈N a disjointly supported 1-symmetric sequence
in X with the following properties:
i. xn = yn + zn, for all n ∈ N and supp yn ∩ supp zm = ∅, for all
n,m ∈ N.
ii. limn→∞ ‖zn‖∞ = 0.
iii. {yn}n∈N isometrically generates {un}n∈N as a spreading model.
iv. ‖un‖∞ = ‖u1‖∞ > 0, for all n ∈ N.
Proof. Since the basis of X is boundedly complete and symmetric, for every
δ > 0, there exists m(δ) ∈ N, such that for every x ∈ X with ‖x‖ = 1,#{i :
|x(i)| > δ} 6 m(δ). Otherwise the basis of X would be equivalent to the
basis of c0.
Since X has a 1-symmetric basis, we may assume that xn(i) > 0, for all
n, i ∈ N and the non zero entries of each xn are in decreasing order.
For each xn, we set Gn = suppxn. Let Gn = {i1, . . . idn}, then we set:
x˜n(ℓ) =
{
xn(iℓ) if ℓ 6 dn
0 otherwise
By passing, if it is necessary, to a subsequence, we may assume that
limn→∞ x˜n(i) = λi, for each i ∈ N. Since the basis of X is boundedly
complete, we conclude that x =
∑∞
i=1 λiei ∈ X.
Choose {δk}k∈N, {εk}k∈N sequences of positive reals, such that δk, εk ց 0.
Inductively we choose n1, n2, . . . , nk, . . ., such that if k0 ∈ N, then for
every k > k0 the following hold:
a. #{i : x˜nk(i) > δk0} = mk0
b. ‖P[1,mk0 ](x˜nk − x)‖ < εk
Define {yk}k∈N as follows:
yk(i) =
{
xnk(i) if xnk(i) > δk
0 otherwise
and zk = xnk−yk. Properties i. and ii. are obviously satisfied. Also observe
that if k0 ∈ N, then for every k > k0, P[1,mk0 ](x˜nk) = P[1,mk0 ](y˜k), where y˜k
is defined in the obvious way.
For δ > 0, y ∈ X define Rδy ∈ X as follows:
Rδy(i) =
{
y(i) if |y(i)| < δ
0 otherwise
Claim. limδ→0 sup{‖Rδyk‖ : k ∈ N} = 0
Let ε > 0. Choose k0 ∈ N, such that ‖
∑∞
i=mk0
λiei‖ < ε2 (if the sequence
{mk}k∈N is bounded, then the same is true for the support of x) and εk < ε2 ,
for all k > k0. Then for every δ < δk0 , by the definition of the yk, property b.
and the fact that for k > k0, P[1,mk0 ](x˜nk) = P[1,mk0 ](y˜k) for every k > k0,
it follows that sup{‖Rδyk‖ : k ∈ N} < ε, thus we have proved the claim.
10 S.A. ARGYROS, P. MOTAKIS
Choose {Nk}k∈N ⊂ [N]∞ a partition of the natural into infinite sets and
set uk =
∑∞
i=1 λieNk(i). It is immediate that {uk}k∈N is 1-symmetric and
‖uk‖∞ = ‖u1‖∞ > 0, for all k ∈ N. We will prove that any spreading
model generated by {yk}k∈N is isometric to {uk}k∈N by showing that if
ℓ ∈ N, {ai}ℓi=1 ⊂ [−1, 1], then limj→∞ ‖
∑ℓ
i=1 aiyi+j‖ = ‖
∑ℓ
i=1 aiui‖.
Let ε > 0. There exists n0 ∈ N, such that
(2)
∣∣‖ ℓ∑
i=1
aiPNi(n)ui‖ − ‖
ℓ∑
i=1
aiui‖
∣∣ < ε
3
, for all n > n0
By the claim, there exists k ∈ N such that
(3) ‖
ℓ∑
i=1
aiR
δkyi+j‖ < ε
3
, for all j ∈ N
and such that mk > n0.
Choose j0 ∈ N such that # supp
{
yi+j −Rδkyi+j
}
= mk for all j > j0.
By property b. and the symmetricity of the base ofX, there exists j1 > j0,
such that
(4)
∣∣‖ ℓ∑
i=1
ai(yi+j −Rδkyi+j)‖ − ‖
ℓ∑
i=1
aiPNi(Mk)ui‖
∣∣ < ε
3
, for all j > j1.
By combining relations (2), (3) and (4), it follows that
∣∣‖∑ℓi=1 aiyi+j‖ −
‖∑ℓi=1 aiui‖∣∣ < ε, for all j > j1, thus we have proved the proposition.

The following is the corresponding result of Proposition 4.1 in the setting
of Schreier-Baernstein spaces.
Proposition 4.2. Let X be a Banach space with a 1-symmetric basis
{en}n∈N, with a norm which satisfies a lower ℓq estimate, for some 1 6 q <
∞. Let r > q. Let {xn}n∈N be a normalized block sequence in SBX,r and as-
sume that there is some ε > 0, such that ‖xn‖∞ > ε, for all n ∈ N. Then by
passing to an appropriate subsequence, there exist {yn}n∈N, {zn}n∈N block
sequences in SBX,r and {un}n∈N a disjointly supported 1-symmetric se-
quence in X with the following properties:
i. xn = yn + zn, for all n ∈ N and supp yn ∩ supp zm = ∅, for all
n,m ∈ N.
ii. limn→∞ ‖zn‖∞ = 0.
iii. {yn}n∈N isometrically generates {un}n∈N as a spreading model.
iv. ‖un‖∞ = ‖u1‖∞ > 0, for all n ∈ N.
The proof of this Proposition is similar to the one of Proposition 4.1 and
uses Proposition 3.5.
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Corollary 4.3. Let X be a Banach space with a 1-symmetric basis {en}n∈N,
with a norm which satisfies a lower ℓq estimate for some 1 6 q < ∞. Let
r > q. Let {xn}n∈N be a normalized block sequence in SBX,r and assume
that there is some ε > 0, such that ‖xn‖∞ > ε, for all n ∈ N. Then by
passing to an appropriate subsequence, there exists {un}n∈N a disjointly
supported 1-symmetric sequence in X such that:
i. {xn}n∈N isomorphically generates {un}n∈N as a spreading model.
ii. ‖un‖∞ = ‖u1‖∞ > 0, for all n ∈ N.
Proof. Apply Proposition 4.2, take the decomposition xn = yn + zn and
{un}n∈N the spreading model of {yn}n∈N. By passing to a further subse-
quence, by virtue of Proposition 3.7 {zn}n∈N is equivalent to the basis of ℓr.
Then for ℓ ∈ N, {ai}ℓi=1 ⊂ [−1, 1], by standard arguments, keeping in mind
that the norm on X satisfies a lower ℓq estimate and the decomposition’s
properties, one can see that
‖
ℓ∑
i=1
aiui‖X 6 lim
m→∞
‖
ℓ∑
i=1
aixi+m‖X,r 6 C‖
ℓ∑
i=1
aiui‖X
for some positive constant C.

5. The Main Result
We start by stating some general facts about spreading models admitted
by a super reflexive Banach space X. As is well known, the class of super
reflexive Banach spaces, coincides with the one of uniformly convex Banach
spaces [12].
Suppose that E is a Banach space, such that X
k→ E, for some k ∈ N.
Any space which is finitely representable in E, is also finitely representable
in X, therefore E must be super reflexive.
Thus any non trivial k-iterated spreading model {en}n∈N of X is weakly
convergent. It follows that {en}n∈N must either be 1-unconditional and
weakly null, or singular (see [1] and Corollary 3.12 of [3] or [6]).
Also if {en}n∈N is singular, then it is weakly convergent to some element e
in E = [{en}n∈N] and if we set e′n = en− e, then {e′n}n∈N is 1-unconditional,
spreading and E′ = [{e′n}n∈N] is isomorphic to E (see Proposition 3.13 of
[3] or see [6]).
Lemma 5.1. Let {en}n∈N be a singular and spreading sequence. Then
there exists a spreading and weakly null sequence {dn}n∈N with the following
properties:
i. For every Banach space X which admits {en}n∈N as a spreading
model, X admits {dn}n∈N as a spreading model.
ii. For every Banach space X and every {xn}n∈N sequence in X such
that {xn}n∈N generates {dn}n∈N as a spreading model, there exists
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a sequence {yn}n∈N in [{xn}n∈N], such that {yn}n∈N isomorphically
generates {en}n∈N as a spreading model.
Proof. Set dn = e
′
n as previously defined. Let X be a Banach space and
{xn}n∈N a sequence in X, which generates {en}n∈N as a spreading model.
Since {en}n∈N is singular, {xn}n∈N cannot contain a Schauder basic sub-
sequence. Thus it is neither equivalent to the basis of ℓ1, nor nontrivial
weak-Cauchy (see proof of Proposition 2.2 in [17]). By Rosenthal’s ℓ1 the-
orem (see [18]), this means that it is weakly convergent to some element
x ∈ X. By Lemma 5.8 of [3], if we set x′n = xn − x, then {x′n}n∈N generates
{en}n∈N as a spreading model. See also [6].
For ii. suppose that {xn}n∈N is a sequence in X, that generates {dn}n∈N
as a spreading model. By Rosenthal’s criterion for spreading sequences
(Proposition 3.7, [3], see also [6]), {dn}n∈N is Cesa`ro summable to zero.
Observe that this means that for every infinite subset L of N, for any ε > 0,
one may find F a finite subset of L and {λi}i∈F positive reals with
∑
i∈F λi =
1, such that ‖∑i∈F λixi‖ < ε. This means that {xn}n∈N is weakly null.
Otherwise there would exist ε > 0, x∗ ∈ SX∗ and L an infinite subset of
N, such that x∗(xn) > ε, for all n ∈ L. This contradicts our previous
observation. Take x a non zero element in [{xn}n∈N] and set yn = xn + x.
By combining Proposition 3.13 and Lemma 5.8 of [3] (see also [6]), the result
follows. 
Lemma 5.2. Let X be a super reflexive Banach space with a basis. Then
every k-iterated spreading model of X is equivalent to a spreading sequence
in the space generated by a block k-iterated spreading model of X.
Proof. We prove this Lemma by induction on k. Let {en}n∈N be a spreading
model of X. As we previously mentioned, it must be either 1-unconditional
and weakly null, or singular.
Suppose it is weakly null. If {xn}n∈N is a sequence in X which gener-
ates {en}n∈N as a spreading model, arguing as in the proof of Lemma 5.1,
{xn}n∈N is weakly null, thus has a subsequence equivalent to a block se-
quence. By the way the block sequence is chosen, it is easy to see that
the block sequence actually isometrically generates {en}n∈N as a spreading
model.
If it is singular, then by i. of Lemma 5.1, X admits {dn}n∈N as a spreading
model, which is 1-unconditional and weakly null. Apply the previous case.
Then there is a block sequence in X that generates {dn}n∈N as a spreading
model. Define d′n = d1 + dn+1. Then {d′n}n∈N is a spreading sequence in
[{dn}n∈N] and by using Proposition 3.13 of [3] (see also [6]), one may prove
that it is equivalent to {en}n∈N.
Observe that in either case, the space generated by the block sequence in
X, has a basis. This proves the statement for k = 1.
Suppose that it is true for k ∈ N and let {en}n∈N be a k + 1-iterated
spreading model of X. Thus there exists a super reflexive Banach space
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Ek, such that X
k→ Ek, and {en}n∈N is a spreading model of Ek. By the
inductive assumption there exists a supper reflexive Banach space E′k with
a basis, such that X
k
−→
bl
E′k and Ek →֒ E′k.
This means that {en}n∈N is equivalent to a spreading model admitted by
E′k. By applying the case k = 1 for E
′
k, the result follows.

5.1. A Sequence of Uniformly Convex Banach Spaces with a 1-
symmetric Basis. Given a uniformly convex Banach space E with a 1-
unconditional and spreading basis {en}n∈N, we shall inductively construct a
sequence of Banach spaces {Xk}k∈N, satisfying the following properties:
i. Xk is uniformly convex and has a 1-symmetric basis for all k ∈ N.
ii. Xk is ℓrk saturated, where {rk}k∈N is a strictly increasing sequence
of positive reals.
iii. Xk and E are totally incomparable for all k ∈ N.
iv. Any spreading model admitted by Xk+1, is either equivalent to a
spreading sequence in Xk, or generates a space isomorphic to a sub-
space of Xk+1, for all k ∈ N.
v. The basis of E is equivalent to a spreading model of X1 and the basis
of Xk is equivalent to a spreading model of Xk+1, for all k ∈ N.
Since {en}n∈N is weakly null and spreading, it is 1-unconditional. By
virtue of Theorem 3.2, we may renorm E such that the norm on E is p0-
convex and q0-concave, for some 1 < p0 6 q0 < ∞. Choose r1 > q0 and
define the Schreier-Baernstein space SBE,r1 . By Proposition 3.4, SBE,r1 is
uniformly convex. Apply Theorem 2.4 and define X1 to be the uniformly
convex Banach space with a 1-symmetric basis, which contains SBE,r1 .
Since r1 > q0, by the fact that the norm on E satisfies a lower ℓq0 estimate,
it cannot contain ℓr, for r > q0. Also, as we have noted after Proposition 3.7,
SBE,r1 is ℓr1 saturated and by Theorem 2.4, the same is true for X1. Thus
the spaces E and X1 are totally incomparable. By Corollary 3.6, since X1
contains SBE,r1 , X1 isomorphically admits {en}n∈N as a spreading model.
Assume that {Xi}ki=1 have been constructed. Using Theorem 3.2 once
more, we may renorm Xk such that the norm on Xk is pk-convex and qk-
concave, for some 1 < pk 6 qk <∞. Choose rk+1 > max{rk, qk} and define
the Schreier-Baernstein space SBXk,rk+1 , which is again uniformly convex.
Choose 1 < sk+1 < tk+1 < pk and construct the uniformly convex space
Xk+1 with a 1-symmetric basis, by using the ‖ · ‖msk+1,tk+1 norms.
Again, Xk+1 is ℓrk+1 saturated, thus it is totally incomparable with E
and Xi, for i < k+1. Also Xk+1 isomorphically admits the basis of Xk as a
spreading model. The inductive construction is complete. Properties i., ii.,
iii. and v. are obviously satisfied. We shall therefore only prove property
iv.
Let k > 1 and let {xn}n∈N be a normalized block sequence in Xk+1
that generates a spreading model. By passing to a subsequence, one of the
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following is satisfied. Either ‖xn‖∞ → 0, or there is an ε > 0 such that
‖xn‖∞ > ε, for all n ∈ N.
If the first one is satisfied, then by Proposition 2.6, {xn}n∈N has a sub-
sequence isomorphic to a block sequence in SBXk,rk+1 . By Corollaries 3.7
and 4.3, the spreading model generated by {xn}n∈N, is either equivalent to
a spreading sequence in Xk, or in ℓrk+1 . Since Xk+1 is ℓrk+1 saturated, the
spreading model is either equivalent to a spreading sequence in Xk, or it is
equivalent to a basic sequence in Xk+1.
If the second one is satisfied, then by Proposition 4.1 pass to a subsequence
and take the decomposition xn = yn + zn. Then yn generates a disjointly
supported symmetric spreading model {un}n∈N in Xk+1, such that ‖un‖∞ =
‖u1‖∞ > 0, for all n ∈ N.
Since the map j : Xk+1 → ℓt+1 (the same map as in the proof of Lemma
2.5), is continuous
‖
∑
i=1
aie˜i‖Xk+1 > ‖j‖−1(
∞∑
i=1
|ai|tk+1)
1
tk+1
where {e˜n}n∈N denotes the basis of Xk+1.
By this, ‖∑∞i=1 aiui‖Xk+1 > C(∑∞i=1 |ai|tk+1) 1tk+1 for some positive con-
stant C.
Using Proposition 2.6 again, by passing to a subsequence, {zn}n∈N is
equivalent to a block sequence in SBXk,rk+1 . Thus the spreading model
generated by {zn}n∈N is equivalent to the basis of ℓrk+1 , or equivalent to a
disjointly supported sequence {vn}n∈N in Xk. Remember that the norm on
Xk satisfies an upper ℓpk estimate and tk+1 < pk < rk+1.
Thus in either case, arguing as in the proof of Corollary 4.3, the spreading
model generated by {yn}n∈N, absorbs the one generated by {zn}n∈N, thus
{xn}n∈N isomorphically generates {un}n∈N as a spreading model, which is
contained in Xk+1. Therefore property iv. holds for spreading models gen-
erated by block sequences in Xk+1.
By virtue of Lemma 5.2, the same is true for any spreading model admit-
ted by Xk+1.
Lemma 5.3. The sequence {Xk}k∈N satisfies the following additional prop-
erty. For every k ∈ N and for every i < k, if {e˜n}n∈N is an i-iterated
spreading model of Xk, then there exists k− i 6 m 6 k, such that [{e˜n}n∈N]
is isomorphic to a subspace of Xm.
Proof. Assume that the statement is true for k > 2.
Assume now, that {xn}n∈N is an i-iterated spreading model of Xk+1, for
i < k + 1. If [{xn}n∈N] is isomorphic to a subspace of Xk+1, then the
statement is true for m = k + 1. If it is not, assume
{{xjn}n∈N}ij=1, is
the sequence of spreading models leading to {xn}n∈N. Set j0 = min
{
j :
[{xjn}n∈N] is not isomorphic to any subspace of Xk+1
}
. By property iv.,
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[{xj0n }n∈N] must be equivalent to a spreading sequence in Xk. Thus {xn}n∈N
is equivalent to a (i− j0)-iterated spreading model of Xk. Since i− j0 < k,
by the inductive assumption, there is k + 1 − i 6 k − i+ j0 6 m 6 k, such
that [{xn}n∈N] is isomorphic to a subspace of Xm. 
Corollary 5.4. The family
{SMiti (Xk)}ki=1 is strictly increasing, for all
k ∈ N.
Proof. By Lemma 5.3, for i < k, any i-iterated spreading model generates a
Banach space isomorphic subspace of Xm, for k − i 6 m 6 k.
Notice that Xk isomorphically admits the basis of Xk−i as an i-iterated
spreading model. If i = k − 1, then Xk isomorphically admits {en}n∈N as
i+ 1-iterated spreading model. If i < k− 1, then Xk isomorphically admits
the basis of Xk−i−1 as an i+ 1-iterated spreading model.
In either case, since the spaces {Xk}k∈N, E are pairwise totally incompa-
rable, the result follows. 
Proof of Theorem 1. If {en}n∈N is 1-unconditional, then the sequence {Xk}k∈N
is the desired one. This is an immediate consequence of the properties i. to
v. and Lemma 5.3
For the case in which {en}n∈N is not unconditional, it must be singular.
Apply Lemma 5.1 and by keeping in mind, that by the way the dn are
chosen, dn ∈ E for all n ∈ N, apply the previous case for {dn}n∈N.
By Lemma 5.1, X1 isomorphically admits {en}n∈N as a spreading model.
Thus Xk isomorphically admits {en}n∈N as a k-iterated spreading model.
Also E is isomorphic to [{dn}n∈N] and the space generated by an i-iterated
spreading model of Xk, for i < k is isomorphic to a subspace of Xm, for
k − i 6 m 6 k. Since the spaces Xm, E are totally incomparable, the result
follows. 
The methods used here make heavy use of the nice properties of uniformly
convex spaces. Therefore, although our result applies to ℓp spaces, 1 < p <
∞, it remains unknown whether a similar result can be stated for c0 and ℓ1.
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