Abstract-In the past decades, many theoretical results related to the time complexity of evolutionary algorithms (EAs) on different problems are obtained. However, there is not any general and easy-to-apply approach designed particularly for populationbased EAs on unimodal problems. In this paper, we first generalize the concept of the takeover time to EAs with mutation, then we utilize the generalized takeover time to obtain the mean first hitting time of EAs and, thus, propose a general approach for analyzing EAs on unimodal problems. As examples, we consider the so-called (N + N ) EAs and we show that, on two well-known unimodal problems, LEADINGONES and ONEMAX, the EAs with the bitwise mutation and two commonly used selection schemes both need O(n ln n + n 2 /N ) and O(n ln ln n + n ln n/N ) generations to find the global optimum, respectively. Except for the new results above, our approach can also be applied directly for obtaining results for some population-based EAs on some other unimodal problems. Moreover, we also discuss when the general approach is valid to provide us tight bounds of the mean first hitting times and when our approach should be combined with problem-specific knowledge to get the tight bounds. It is the first time a general idea for analyzing population-based EAs on unimodal problems is discussed theoretically.
fully used EAs in solving various kinds of problems in many fields [3] , [21] , [23] , [36] , [39] . Many scholars also concerned the related theoretical study of EAs. One of the important topics in theoretical study is the time-complexity analysis of EAs [2] , [6] , [26] , [32] . During the last decade, there are many theoretical results related to the time complexity of EAs, and among which, the study of EAs on unimodal problems [4] , [5] , [9] , [10] , [13] , [16] , [19] , [20] , [30] , [38] plays an important role. Unimodal problems can be considered as the simplest kind of problems for EAs, and the related analysis reveals how EAs solve optimization problems. In practice, an EA often uses a number of individuals, i.e., the population. There are a few papers that discussed how population-based EAs optimize unimodal problems [13] , [16] , [20] , [38] ; however, these results mainly restrict to case studies, and the corresponding results are obtained by different approaches, e.g., drift analysis [13] , analytical Markov chain [15] , [30] , Chernoff bounds [24] , and so on. None of the study discusses how populationbased EAs solve unimodal problems or provides a general approach to analyze population-based EAs on these unimodal problems.
In this paper, we develop a new general approach to analyze the time complexity of the population-based EAs on unimodal problems, which is based on some well-known concept and models of EAs, such as the takeover time [11] , the Markov chain model [9] , [15] , [33] , [34] , and the supermartingale model [12] , [13] , [16] , [29] . First, we generalize the original concept of takeover time introduced by Goldberg and Deb [11] : Rather than for a selection operator alone, the takeover time is generalized for EAs with mutation operators in this paper. After that, by some techniques developed on the Markov chain and supermartingale models of EAs, we combine the generalized takeover times together and obtain the overall first hitting time of population-based EAs on some unimodal problems.
As examples, we employ the so-called (N + N ) EAs with the bitwise mutation and two commonly used selection schemes, the truncation and two-tournament selection, to show our general approach. These EAs belong to a simplified version of the commonly used (μ + λ) EA [1] , but the offspring size is set to be equal to the parent size. We discuss the (N + N ) EAs so that we can avoid the discussion of parent and offspring sizes, which is not related to the idea of our general approach. Nevertheless, it is worth noting that our idea is not limited to the (N + N ) EAs only but also valid to the (μ + λ) EA.
On the other hand, we utilize two well-known unimodal problems, the LEADINGONES and ONEMAX problems in case studies. These problems have received intensive studies in the field of time complexity of EAs [5] , [9] , [13] , [16] , [20] , [30] , [38] , and there are already some theoretical results related to some population-based EAs on these problems, such as the (N + N ) EAs [13] , [16] , the (1 + λ) EA [20] , [28] , and the (μ + 1) EA [8] , [38] . However, the EAs with large parent and offspring sizes have not received enough study, e.g., the mean first hitting time of the (N + N ) EAs on LEADINGONES is still unknown. As case studies, in Section IV, we apply our approach to (N + N ) EAs on the two problems, and we obtain some new results. From the analysis, it is shown that our general approach cannot only deal with the EAs with large parent and offspring sizes (in our analysis, μ = λ = N 1) but also be capable of obtaining some of the upper bound results related to some other kinds of population-based EAs on the two unimodal problems mentioned in the previous literatures.
It is worth noting that the focus of this paper is not on developing new EAs to solve unimodal problems more efficiently. Instead, this paper describes and models the behaviors of different population-based EAs from a theoretical perspective and proposes a novel approach to analyzing the time complexity of population-based EAs on unimodal problems by combining drift analysis and the concept of takeover time together. The new approach leads to a number of new results that are hard to achieve using either idea independently. As a consequence, we are able to gain insight toward the relationship between some algorithmic features and problem characteristics and, thus, move closer toward the ultimate goal of guiding the design of new EAs in practice using theoretical insight. However, further studies are needed in analyzing populationbased EAs on more complex problems (with more complexproblem characteristics). The study presented in this paper serves as a solid and necessary foundation for such future work.
The rest of this paper is organized as follows. Section II contains preliminaries of this paper. Section III generalizes the original concept of takeover time and then estimates the overall first hitting time. Section IV applies the propositions obtained in Section III to get new time-complexity results on the LEADINGONES and ONEMAX problems. Section V discuss when our general approach can achieve tighter bounds of computation times of EAs and the potential reasons that our approach cannot reach tight bounds in some cases. In addition, we discuss briefly the possibility of generalizing our approach to more complex problems. Section VI concludes the whole paper.
II. PRELIMINARIES

A. Problems and Algorithms
In this paper, we consider some maximization problems f (x) : S → R, where S ⊆ B n and x = (s 1 , . . . , s n ) is a binary string with length n (n ∈ N is called the problem size). The problems all contain a unique global optimum. We consider a particular kind of maximization problems: the unimodal problems.
In order to provide the formal definition of the problems, we should give the definition of Hamming distance first. 
The LEADINGONES and ONEMAX problems are two wellknown examples of unimodal problems, and they are formally defined as follows.
Definition 3 (LEADINGONES [31] ):
EAs can be used to solve the unimodal problems. Given the initial population ξ 0 , the framework of EAs at the tth generation is described as follows.
1) Recombination: Individuals in population ξ t are recombined, and the population ξ and ξ t are assigned a survival probability. Then, select some individuals as the next-generation ξ t+1 based on the probability. These procedures are repeated unless the stopping criteria are met. The investigations in which the EAs use some recombination operators (e.g., crossover [22] ) will leave to our future work, and we only consider some EAs with mutation and selection in this paper.
The EAs analyzed in this paper are known as the (N + N ) EAs. In every generation, the (N + N ) EAs considered in this paper use N individuals, and each individual generates its offspring by the following bitwise mutation.
• Bitwise Mutation: All bits of an individual in ξ t will be flipped with a uniform probability p m , where p m is called the mutation rate. In this paper, we consider a commonly used value p m = 1/n [7] . After mutation, all individuals, includes the parents and offsprings, will be chosen by the selection scheme. The selection scheme will decide the population of the next generation. In this paper, the EAs all adopt the following elitist strategy in selection.
• Elitist Selection Strategy (ESS): Retain the best individuals in ξ t and ξ (M ) t directly, the rest of the individuals of the population are selected by some selection schemes. The following two selection schemes which adopt ESS will be considered in this paper. Concretely, we will consider two (N + N ) EAs in this paper:
The first one uses the bitwise mutation and Selection I and the second one uses the bitwise mutation and Selection II.
B. Mathematical Concepts and Tools
We introduce the measure of the performances for EAs. It is well known that EAs can be measured by Markov chain [15] , [33] , [34] . Consequently, the following concept of first hitting time defined for Markov chains can be used to measure the time complexity of EAs.
Definition 5 (First Hitting Time): For a given Markov chain
and a subspace H we are interested in, the first hitting time to H is defined by
A corresponding definition of the first hitting time of EAs is given by
where ξ t is the population of the tth generation. The corresponding number of function evaluations of an (N + N ) EA to find the global optimum for the first time, denoted by T , is given by T = Nτ . Moreover, if we only concern the first hitting time of an EA, the EA can be further modeled by absorbing Markov chain [14] , [15] . The definition of absorbing Markov chain is as follows.
Definition 6 (Absorbing Markov Chain
If no self-adaptive strategy is used in an EA, then the Markov chain model of the EA is homogeneous. Denote T = M − H. The transition matrix P of the Markov chain associated with the EA is as follows:
where the submatrix I records the transition probabilities among the absorbing states in H, which is an identity matrix, the submatrix R records the transition probabilities from the states in the subspace T to the absorbing states, and the submatrix T records the transition probabilities among the states in the subspace T . The following lemma shows an analytical method of Markov chain [15] , [18] . 
where I is an identity matrix and 1 denotes the vector (1, . . . , 1) t . Most often, we apply this lemma when we can estimate the transition matrix of the Markov chain easily. There is another lemma related to the mean first hitting time of the absorbing Markov chain [16] , [35] ; in this paper, we cite it without proof.
Lemma 2: Assume that L :
is a homogeneous absorbing Markov chain with the target subspace H ⊂ M . Then, the following equations hold:
where τ is defined in (1) and E[τ |L 0 = X] is the expected first hitting time of the absorbing Markov chain L, given the condition that the initial state of L is X, i.e., L 0 = X. The value of the conditional expectation E[τ |L 0 = X] is given by
The concepts and tools introduced so far are proposed for the Markov chain model of EAs. An alternative model of EAs is the supermartingale model [13] , [16] . The well-known technique, drift analysis [12] , [13] , [15] , [16] , [18] , [27] , [29] , was developed on this model, and it is powerful for estimating the mean first hitting time of the EAs. Drift analysis requires distance functions for both individuals and populations to measure their distances to the optimum. Let x * be the unique optimum of the objective function; let V (X) be the distance between the population X and the optimum x * ; then, the one-step mean drift Δ(X, t) is given by
where E is the population set (the set that contains all the populations). If the EA does not adopt any self-adaptive strategies, then the transition probability is not time-dependent
In this case, the notation Δ(X) is used to represent the onestep mean drift for short. If
Once we can estimate the lower bound of the one-step mean drift, then we can get the upper bound of the mean first hitting time of the EA through the following lemma.
Lemma 3: Let {V (ξ t ) : t = 0, 1, . . .} be a supermartingale describing an EA, if for any time t = 1, 2, . . ., if V (ξ t ) > 0 and
then the mean first hitting time satisfies
where ξ 0 is the initial population of the EA. The proof of this lemma can be found in [13] . 1 To apply this lemma, it is crucial to find a suitable distance function V (·) such that {V (ξ t ) : t = 0, 1, . . .} is a supermartingale. Fortunately, since the condition
has already implied that {V (ξ t ) : t = 0, 1, . . .} is a supermartingale, to apply Lemma 3, we only need to find a distance function which satisfies the earlier inequality. He and Yao [16] utilized a number of different distance functions to study the time complexity of an EA. However, it does not mean that a distance function has to be chosen from these specific functions every time. One can choose a suitable distance function (which satisfies the conditions mentioned earlier) according to the need of analysis. An appropriate choice can lead to a tighter bound for the first hitting time of an EA.
Moreover, Chernoff bounds [24] are powerful tools for investigating stochastic algorithms [5] , [20] . In this paper, we will utilize this tool to deal with the stochastic behaviors of the selection operator for population-based EAs. A common form of Chernoff bounds is as follows.
Lemma 4 (Chernoff Bound):
, 1} be k-independent random variables with the same distribution
In this paper, we use the following notations to compare the asymptotic order of functions [20] .
In the notations, n is the problem size.
III. FROM THE TAKEOVER TIMES TO THE
FIRST HITTING TIME
In this section, we will generalize the concept of the takeover time first. After that, we will use the generalized takeover time 1 It is noteworthy that c l is restricted to value one in [16] to show the existence of distance function. However, there is no such restriction for c l in our case, since the lower bound one can always be obtained by updating the distance function V (·) through multiplying an additional factor 1/c l (given the condition that there does exist a positive number
to bound the mean first hitting time of the population-based EAs on unimodal problems.
A. Generalize the Takeover Time
The takeover time of a selection scheme is the number of generations needed for the best individuals to fill a population under pure selection without other operators. Its formal definition is given as follows.
Definition 7 (Takeover Time): Let A be an iterated selection process, 2 where A is initialized by a selection operator and a population of individuals. At each generation, the selection operator selects a number of individuals from the current population to form the population of the next generation without changing the population size. Let N t be the number of individuals with the best fitness in the population at the tth generation (t ∈ N 0 ); the takeover time (denoted by η) of the iterated selection process A is defined by
where N is the population size.
The takeover time was proposed by Goldberg and Deb [11] , and it is a useful concept to study and compare the selection schemes, but the previous study is restricted to pure selection process only.
Since the EAs with both mutation and selection also contain similar steps of accumulating promising individuals by the help of selection operators, it would be helpful if we generalize the concept of aforementioned takeover time further to those EAs. Once the generalization can be done, we are able to know more about how population-based EAs solve optimization problems and, consequently, provide some time-complexity results on some problems.
To illustrate our idea, we take the EAs with ESS on the LEADINGONES problem as examples. We show how the takeover time is generalized for the population-based EAs with both mutation and selection through the examples. Next, we introduce the metric for the later decomposition of the whole population space E, where E contains all the populations. 1) For an individual x = (s 1 , . . . , s n ), we use the Hamming distance:
Based on the metric d(X), the whole population set E can be divided into (n + 1) subsets, E k (k = 0, 1, 2, . . . , n), where
and furthermore, we let E
where f represents the fitness function, and in this paper, it is refereed to the LEADINGONES function. The elements of G are only the current best individuals in X (if d(X) = 0, these elements are the global best). Given different numbers of elements in G, the population subsets E k (k = 0, . . . , n) can further be decomposed into several subsets. To introduce the decompositions in detail, we need the following definition.
Definition 8 (LOI): Given a population set E k and a population X ∈ E k , we call an individual g ∈ G the local optimal individual (LOI) of X on E k (LOI for short, if we restrict the discussion on a given k and X), if and only if g ∈ G; we call an individual g the advanced LOI for ∀X ∈ E k (advanced LOI for short, if we restrict the discussion on a given k), if and only if g is the LOI of Y , where Y is a population that satisfies
The search of a population-based EA on LEADINGONES can be divided into n + 1 different stages (E n , . . . , E 1 , E 0 ). In E k , the LOIs of a population keep on accumulating; Pessimistically, we can consider that the advanced LOIs will not be produced until the LOIs has filled the whole population or reach a certain proportion of the population. Once the advanced LOIs have been produced, the evolution in E k finishes (never return to E k if the EA adopts an elitist strategy), and a new similar process begins in E i (0 < i < k). In this paper, the takeover time is mainly used to measure the time of the LOIs' accumulation, which is similar to the original definition of the takeover time. However, the definition of the takeover time should still be generalized to make us available to divide the entire evolution "path" of the EAs on LEADINGONES into some small "steps" and model the behaviors of EAs on each step. Let l = |G|, then the population set E k can be further divided into some subsets E k,l , where 1 ≤ l ≤ N . If a population X belongs to the subset E k,i (1 ≤ i < N), then at the next generation, its offspring population X , may belong to
k , then we say "X strictly takes over." However, in practice, the population will not always be taken over by the LOIs, "many" is more realistic then "all": even if the LOIs has not filled the population, the advanced LOIs can take a very large probability to be produced. Hence, we make a compromise or relaxation, allowing the so-called "(k, )-takeover" (0 < ≤ 1, is a constant).
Definition 9 ((k, )-Takeover): A population X ∈ E k is said to be (k, )-takeover if, and only if, its number of the LOIs has reached N 3 or X has already contained some advanced LOIs on E k .
If a population is not (k, )-takeover, we pessimistically consider that the advanced LOIs cannot be generated. Once a population is (k, )-taken over, it will concentrate on producing advanced LOIs on E − k . When the offspring population has reached E − k , if the selection operator preserves the best individual in every generation, then the population will begin a new trip in E − k and never return to E k . Now, we formally introduce the definition of the (k, )-takeover time. First, for 3 For convenience, we assume that N is an integer in this paper. the population ξ t k in the t k th generation, we define its (k, ) first hitting time as
where η (k) can be considered as the first hitting time to the population subset E k, N . Its expectation is called the (k, ) takeover time, which is given bȳ
Then, we define the maximal (k, ) takeover time as
and the maximal takeover time is defined bȳ
On the other hand, when the population of the EA has already (k, ) taken over, i.e., the number of the LOIs has reached a proportion of on E k , the probability of generating at least one advanced LOI in one generation (the procedure is called upgrade), namely, the (k, ) upgrade probability (denoted by p
where P(X, Y ) is the transition probability from X to Y . We call the reciprocal of the upgrade probability the upgrade time. For the EA with ESS, the upgrade time measures the time of the EA spent in generating at least one advanced LOI after the population has (k, ) taken over.
B. From the Takeover Times to the First Hitting Time
In this section, we use the homogeneous absorbing Markov chains to model population-based EAs and estimate the upper bound of the mean first hitting time by calculating the generalized takeover times. The result will be proven by drift analysis, and the proof will use the definitions given in the last section.
We still take the (N + N ) EA with the ESS on LEADINGONES problem as an example. Without losing any generality, we choose = 1/2. In order to bound the overall first hitting time of EAs, we should bound the (1/2, k) takeover time by restricting the Markov chain on E k . We carry out some pessimistic analysis: If the number of the LOIs of a population Z has not reached N , we ignore all potential emergences of advanced LOIs. Concretely, once one or more advanced LOIs are generated when the number of the LOIs of a population Z has not reached N , we can compulsively transform those advanced LOIs to LOIs by some fixed rule (e.g., let every advanced LOI be replaced by some LOI that is randomly selected from the LOIs of the current population). As the result of the compulsive transformation, the population Z is transformed to Y (Y ∈ E k,i ) first. Afterward, according to the values of i (number of LOIs), we need to consider two cases: (N/2) ≤ i ≤ N and 1 ≤ i < (N/2). The following mapping "→ k " from E − k to E k represents the second pessimistic compulsive transformation. (8), shown at the bottom of this page. In (8),
It is easy to see that
Obviously,
Now, we give the first result of this paper as follows.
holds when n → ∞ and N (n) = ω(1), 4 then the mean first hitting time of the (N + N ) EA with this selection strategy (and also preserves the best individual in every generation) and the bitwise mutation on the LEADINGONES problem satisfies
whereη max is dependent on the selection strategy.
Proof: According to Definition 5, starting from the initial population ξ 0 , the first hitting time to the subspace E 0 is given by
The conditional mean first hitting time (to the set E − k ) of EAs started from the population ξ t k = X, denoted by τ k , is given by
Let μ t k be the distribution of the population in the t k th generation (note that we have assumed that
is called the mean first hitting time to population set E − k . We now carry out drift analysis to bound
, it is as follows:
For each population set E k (k = 1, . . . , n), we show that the one-step mean drift of the populations in it is no less than some positive constant when the problem size n → ∞. Assume that X ∈ E k , let Δ(X) be its one-step mean drift, then there will be two cases (11) and (12), shown at the bottom of the next page.
Given the results obtained in (11) and (12), we have shown that the one-step mean drift of X is always no less than some positive constant. According to Lemma 3, we further have
Then, the first hitting time from
, by similar way, we can obtain the same lower bound of the one-step mean drift. On the other hand, the selection operator of the EAs considered here preserves the best individual in every generation (ESS); thus, once the population of the EA has reached E − k , it will never return to E k again. Hence, combining the takeover times directly, we can bound the overall first hitting time for the (N + N ) EAs
Proposition 1 provides us with an approach to bound the first hitting time of the population-based EAs. Note that the condition described in (10) is necessary to our result, and we will investigate it specifically then.
On ONEMAX, similar result can be obtained immediately by the same technique.
Proposition 2: For a given selection strategy, if ∀X ∈
holds when n → ∞ and N (n) = ω(1), then the mean first hitting time of the (N + N ) EA with this selection strategy (and also preserves the best individual in every generation) and the bitwise mutation on the ONEMAX problem satisfies
IV. ANALYSIS OF THE (N + N ) EAS: CASE STUDY
In this section, we study the time complexity of the (N + N ) EAs with Selections I and II by applying the propositions proven in the last section. The most crucial step of applying the propositions given in the last section is to find a way to estimate the maximal takeover time. A natural idea is that we
where c ∈ (0, 1) is some constant
%The result of (9)
can calculate the takeover time by means of Markov chains. According to the number of the LOIs, the populations have N different potential states. By estimating the transition matrix P of the Markov chain and applying Lemma 1, we can calculate the exact maximal (k, ) takeover time. However, the obtained result will be in a very complex form, and it would be hard for us to compare these results with former results. An alternative choice to estimate the takeover time is the approximate method by Goldberg and Deb [11] . This method assumes that the performance of a selection operator is in its expected case: In one generation, the proportion of a typical individual x after selection will be the expectation
where R(x) and R (s) (x) are proportions of x before and after selection in the tth generation and Sel stands for the randomselection operator. Under this assumption, the takeover time is estimated by deterministic difference or differential equations. They also verified their approximations by experiments. In this paper, in order to get more explicit expressions of the time complexity, we will adopt this approximate method. Now, we start with the analysis of the (N + N ) EA with the bitwise mutation and Selection I, the truncation selection. Truncation selection assigns only the best S individuals a survival probability greater than zero, where S is called a "threshold." In this section, the truncation selection we consider retains the best N individuals in the 2N individuals. The mean first hitting time of the (n + n) EA (where N = n, n is the problem size) with truncation selection on the ONEMAX problem has been studied in [16] , and an upper bound of O(n) has been achieved (i.e., O(n 2 ) in the sense of function evaluations). In this paper, we will analyze both LEADINGONES and ONEMAX problems.
The first proposition obtained in this section is about the LEADINGONES problem.
Proposition 3: The first hitting time of the (N + N ) EA with the bitwise mutation and Selection I on LEADINGONES satisfies
Proof-Step 1:
We estimate the maximal 1/2 takeover timeη max,1/2 of the EA with the bitwise mutation and Selection I. We only consider the behaviors of the LOIs. Here, we should also make some compromises: First, if a population is not (k, 1/2) takeover, we ignore the upgrade of all LOIs to advanced LOIs. Second, non-LOIs may generate LOIs, but here we ignore it.
In this section, we introduce some notations that are utilized in the proof. Let the probability for a LOI to copy itself without any change be p 1 , the probability for a LOI to generate a worse individual (than itself) be p 2 , and the probability for a LOI to generate a better individual (than itself) be p 3 . These three probabilities satisfy
Let r be the expected proportion of LOIs of the parent population, and R to be the expected proportion of LOIs of the offspring population, then we have
where 0 ≤ i ≤ rN . The above equation shows the transition probability from set E k,rN to E k,rN +i . As a consequence, we can estimate R by r
Then, deducted by the above equation from the initial value r = (1/N ) to the terminal value R = (1/2), we can achieve the following equation describing an upper bound of the takeover time:
By solving this equation, we can obtain the maximal 1/2 takeover time of the EA with truncation selection
Moreover, let us consider the condition of Proposition 1. It is obvious that the number of the LOIs will not decrease, since the selection operator always preserve the best N individuals among the total 2N individuals.
Step 2: Once we have
u,1/2 can be calculated as follows:
where LEADINGONES (LOI) is the fitness (objective function) value of the LOI. Hence, we have
Finally, according to Proposition 1, we have
It is worth noting that if N = O(n/ ln n), the proposition becomes
where T = Nτ is the number of function evaluations of the EA.
On the other hand, we can also obtain the result on ONEMAX problem.
Proposition 4: The first hitting time of the (N + N ) EA with the bitwise mutation and Selection I on the ONEMAX problem satisfies
The corresponding proof is given in the Appendix. Similar to the case of LEADINGONES, if N = O((ln n)/(ln ln n)), we obtain
According to the proof of the proposition earlier, on the two unimodal problems, the takeover times of the EA with both the bitwise mutation and truncation selection can be obtained by Goldberg and Deb's approximation. Afterward, the upper bound of the mean first hitting time or the mean number of function evaluations of the corresponding (N + N ) EAs is obtained. Similarly, for EA with the two-tournament selection, we can estimate the mean first hitting times and the mean numbers of function evaluations on the two unimodal problems. However, we will prove two lemmas first. The first one is related to the takeover time of the (N + N ) EA; the other one discussed the conditions (10) and (13) 
holds when n → ∞ and N (n) → ∞. The proofs of both lemmas are provided in the Appendix. By the lemmas, we obtain the following propositions.
Proposition 5: The first hitting time of the (N + N ) EA with the bitwise mutation and Selection II on LEADINGONES satisfies
Proposition 6:
The first hitting time of the (N + N ) EA with the bitwise mutation and Selection II on ONEMAX satisfies
We will not give the proof of these propositions, since they are direct corollaries of Lemmas 5 and 6 and Propositions 1 and 2.
On the basis of the earlier propositions for the first hitting time τ , we can compare the performances of the two (N + N ) EAs through their minimal numbers of the function evaluations (T = Nτ ). The results of the two (N + N ) EAs on the two unimodal problems are summarized in the Table I . Combining our results with the lower bounds results proven by Droste et al. [5] , we know that tight bounds have been achieved on ONEMAX and LEADINGONES. On the two problems, given well-chosen population sizes, the two EAs have similar performances (in the sense of asymptotic order).
Moreover, in comparison with the (1 + 1) EA, the (N + N ) EA may not be worse on the unimodal problems if we choose suitable population sizes. Probably, there are two reasons: First, the (N + N ) EAs preserve the diversity of individuals, which may shorten the evolution path, leads to the global optimum. Second, if a small population size is used, the takeover time will be small, which recovers the gap between the (1 + 1) EA and the (N + N ) EA.
V. CONJECTURES AND DISCUSSIONS
In this section, we will discuss the results we have obtained. The discussions contain two parts: First, we provide some conjectures that there are tighter bounds than our previous results on LEADINGONES and ONEMAX. After that, we focus on the general approach for analyzing the population-based EAs on unimodal problems. 
A. Tighter Upper Bounds
A large population size may benefit the EAs on unimodal problems, in the sense of first hitting time. For example, if the initialization of the EAs use the uniform distribution, then the EA with a larger population size will take higher probability of generating some individuals near the global optimum in the initialization.
Moreover, since the probability of generating the advanced LOIs will increase if the number of LOIs increases, a larger population size may accelerate the replication of the LOIs sometimes, or at least, it will not decelerate the replication in expectation.
Concretely, we consider the case of the EA with the bitwise mutation and two-tournament selection (the case of truncation selection is similar). Similar to (22) , in the Appendix, we estimate the proportion of the LOIs after mutation and then write the equation that describes the expected proportion of the LOIs obtained by replication at the tth generation (denoted by R). Given the proportion of the LOIs at the (t − 1)th generation (denoted by r), we have
where the lower bound of R is as (22) . In the upper bound of R [right-hand side of (17)], we assume that the LOIs are not destroyed by mutation operator at all. We see that R is determined by the proportion of the LOIs after mutation at the (t − 1)th generation, and we assume that this proportion is δr, where δ is a ratio. Since (17) holds, we can assume that R has the following form:
where (5/8) < δ < 1. Let a be the number of the LOIs of the (N + N ) EA at the (t − 1)th generation, then r = (a/N ). The expected number of the LOIs at the tth generation, denoted by b, is given by
In average, δ only depends on the mutation operator, thus a larger population size can increase the expected number of the LOIs by reducing the item δ 2 a 2 /N . Hence, the advanced LOIs are very likely to be generated earlier if a larger population is employed, which may lead to a smaller first hitting time. Now, we provide our conjecture formally.
Conjecture 1: For the (N + N ) EAs with the bitwise mutation and Selection I (or Selection II) on unimodal problems, assume that N 1 = N 1 (n) and N 2 = N 2 (n) are population sizes satisfying N 1 (n) = ω(N 2 (n)), then we have
where τ (N 1 ) and τ (N 2 ) are the first hitting times of the (N 1 + N 1 ) EA and the (N 2 + N 2 ) EA, respectively. If Conjecture 1 holds, then we can further improve our previous results for LEADINGONES. According to the earlier conjecture, the mean first hitting time of the case N = O(n/ ln n) can bound the mean first hitting time of the case N = ω(n/ ln n) from earlier. Hence, we improve the results obtained in the last section.
Conjecture 2: The first hitting time of the (N + N ) EA with the bitwise mutation and Selection I (or Selection II) on LEADINGONES satisfies
Similar improvement may also hold for the ONEMAX problem. We use the upper bound of the mean first hitting time of the case N = O((ln n)/(ln ln n)) to bound the case N = ω((ln n)/(ln ln n)).
Conjecture 3:
The first hitting time of the (N + N ) EA with the bitwise mutation and Selection I (or Selection II) on ONEMAX satisfies
B. General Approach for Analyzing Population-Based EAs on Unimodal Problems
The approach we developed in this paper can be generalized to analyze EAs on some other unimodal problems, such as the long-path problem [4] , [10] , [17] , [30] , SPI problem [19] and so on. How does the general idea work? We will discuss this topic in this section.
In our analysis of the (N + N ) EAs on ONEMAX and LEADINGONES, we utilize implicitly a simple fact that, for every individual, there is always a path leading to the global optimum with increasing fitness, and the path is similar to that of the (1 + 1) EA. This idea can be generalized, and a general approach for analyzing population-based EAs with the most commonly used bitwise mutation on other unimodal problems will be obtained.
First, considering the (1 + 1) EA on unimodal problems, we introduce the following concepts Definition 10 (Evolution Path and Path Gaps): The evolution path L of an (1 + 1) EA with the elitist selection that accepts individual with equal fitness is a directed path that is made up of different individuals with nondecreasing fitness. Let B(t) be the individual at the tth generation, then L is constructed as follows.
The path gap, denoted by Δ g (i)(i ≥ 0), records the Hamming distance between L(i − 1) and L(i)
is called an h-path gap, where h = 0, 1, . . . , n. L is defined to be the length of L.
The definition of the evolution path is deterministic. However, in practice, a stochastic algorithm is very unlikely to generate such a deterministic behavior in different runs. Thus, the concept of evolution path here can only demonstrate some "trend" of the random behaviors of the algorithm. The trend of an evolution path L can be represented by functions (of the problem size n) of the amounts of the h gap (h = 0, 1, . . . , n). Nevertheless, the constant parameters of the functions can be ignored. For two paths L 1 and L 2 , if ∀h, the amount functions of the h gap, are with the same order, then we can say that the two paths are the same. Now, we consider the behaviors of individuals in populationbased EAs with the bitwise mutation. Here, we ignore the effect of initialization and consider the following condition.
Condition 1: The best individuals in the (N + N ) EAs walk along the same path L to the unique individual in the (1 + 1) EA.
Assume that Condition 1 holds, then the first hitting times and the numbers of the function evaluations of (N + N ) EAs can be represented in the following simple (probably not rigorous) form: (19) where η N,L(i) is the takeover time when facing the gap
is the upgrade time for traveling through this gap, and g(N ) ≤ N is called the active
) is called a plateau [19] ; hence, we have η N,L(i) = 0 and u N,L(i) = 0. In addition, in order to deal with the costs on plateaus in L, in the equation earlier, there is another
describing the costs of the random walks on plateaus, which is denoted by C N,plateaus in the following parts of this paper.
If the asymptotic order (of the problem size n) of the takeover time is no higher than that of the upgrade time, then the whole population is said to be active, i.e., the population is very likely to be taken over by the LOIs before one or more LOIs upgrades, and thus, a number of LOIs can join the attempts of generating advanced LOIs. Moreover, the maximal size of the so-called active population should promise that the takeover time can be bounded from above by the upgrade time, or at most, with the same order (of the problem size n) to the upgrade time. Formally, we have
whereN is called the maximal active population size. If N = O(N (n)), we say that the population size is well chosen. In this case, the upper bounds shows in (18) and (19) are very likely to be tight (20) where k 1 > 1 is a constant. It is noteworthy that, when we set N = 1, the equations earlier presents the case of them
Since Condition 1 holds, by simple calculation of upgrading probability, we can obtain that the first items of (20) and (21) are in the same order of the problem size n
In other words, when Condition 1 holds and the population size of the (N + N ) EA is well chosen, the large difference between the performances of the (1 + 1) and (N + N ) EAs, if there is any, mainly comes from the costs on plateaus. In this case, when the affect of the plateaus can be neglected, the (N + N ) EA can perform as good as the (1 + 1) EA, and a tight bound of the mean first hitting time can be achieved.
However, Condition 1 will not hold sometimes. Since the population-based EAs take the advantage of diversity, it is possible that population-based EAs can find some shortcuts on the landscape to reduce the overall number of function evaluations for solving some particular problems (if there are), while the (1 + 1) EA is very likely to miss those shortcuts. In this case, the upper bound achieved by our general approach will not be tight, particularly when the population size of the population-based EA is large (consequently, the probability of finding shortcuts becomes large). In order to achieve tighter bounds, we should use some problem-specific knowledge in the analysis. The discussion of such kind of problems will leave to our future work.
Our approach might also be valid for analyzing different types of population-based EAs on unimodal problems, since the "takeover-upgrade" process still exists in the general (μ + λ) EA framework. Once the takeover and upgrade times of the EAs can be estimated, then it is not difficult to achieve the bounds of the mean first hitting times. However, it is still noteworthy that the discussions here are not rigorous enough, and one can use similar method (e.g., drift analysis, Chernoff bounds) to the previous theoretical investigations of this paper to make the analysis more rigorous.
Finally, we discuss briefly the possibility of applying our approach to some deceptive multimodal problems which contain more than one optima. Let us consider a special deceptive problem with a global optimum and a local optimum: The global optimum of the problem is with no basin of attraction, 6 while the basin of attraction of the local optimum is whole search space (except the global optimum). The global optimum is very far away from the local optimum (measured by Hamming distance). In this case, it is not hard to use our approach directly to obtain the mean first hitting time of the local optimum. By considering the probabilities of jumping to the global optimum from the individuals on the evolution path leads to the local optimum, it is not hard to prove that the mean first hitting time of finding the global optimum is very large. However, our current approach is still not capable of analyzing population-based EAs on more complex multimodal problems, since these problems may contain a number of basins of attraction, and the interactions of these basins will interrupt the so-called "takeover-upgrade" processes, leading to a specific attractor (optimum) . To analyze population-based EAs on multimodal problems in the future, it is essential to find some analytical tools to model the selection operators of EAs such that the interactions among different basins (leading to different optima) can be quantitatively analyzed.
VI. CONCLUSION
In this paper, we propose a new approach for analyzing the computational time complexity of population-based EAs on unimodal problems by combining drift analysis and the concept of takeover time together. It is shown that the (N + N ) EA with the bitwise mutation and truncation selection (or two-tournament selection) needs O(n ln n + n 2 /N ) and O(n ln ln n + n ln n/N ) generations to find the global optimum of the LEADINGONES and ONEMAX problems, respectively. We further discuss how our ideas can be extended to a more general approach and when the obtained bounds will be tight. It is the first time that a general approach to analyzing population-based EAs on unimodal problems is proposed.
The results obtained in this paper show that, on LEADING-ONES and ONEMAX, the (N + N ) EAs are not worse than the (1 + 1) EA (in the sense of asymptotic order of the problem size n) when the population sizes are well chosen. On the other hand, when the population sizes N are small, since the evolution paths of the two kinds of EAs are similar, and the takeover times of the (N + N ) EAs are small (hence, compared with the upgrade time, the takeover time can be omitted), the general conclusion on all unimodal problems that the population-based EAs are not worse than the (1 + 1) EA probably holds.
However, when the population size is large, exact comparison between the two kinds of EAs become hard. It is possible that population-based EAs perform significantly better, since the two kinds of EAs may choose different evolution path sometimes: The population-based EAs can choose every step very carefully while the (1 + 1) may lose some shortcuts. It is also possible that population-based EAs take no advantage, e.g., when the problems contain lots of plateaus [19] . In this case, in order to achieve tighter time-complexity bounds in theoretical analysis, our approach should be combined with some problemspecific characteristics.
Our future work will focus on generalizing the approach described in this paper to more complex population-based EAs on more complex multimodal problems. We will also try to find some unimodal examples that the (1 + 1) and population-based EAs perform significantly different. In particular, the role of recombination and the interactions among different operators need to be studied in depth.
APPENDIX
Proof of Proposition 4:
Step 1 will be the same with the proof of the Proposition 3.
Step 2: Once we have Moreover, as we have shown in the proof of Proposition 3, the condition of Proposition 2 also holds. Hence, according to Proposition 2, we have
Proof of Lemma 5:
We estimate the maximal (k, (1/2)) takeover time of the EA with Selection II. We only consider the behaviors of the best individuals in a population, i.e., the behaviors of LOIs. Our analysis is in a pessimistic style: First, if the population is not 1/2 takeover, we ignore the upgrade of all LOIs to advanced LOIs. Second, non-LOIs may generate LOIs, but here we ignore it.
Here, we borrow the notations p 1 , p 2 , and p 3 from the proof of Proposition 3. It is easy to see that
Let r be the expected proportion of LOIs in the parent population, R be the expected proportion of LOIs in the offspring population, and K be the proportion of LOIs in the pool for selection. Given 2N individuals, the lower bound of K can be calculated as follows:
We can denote p as the probability for EAs to select a LOI in one turn of the tournament selection (N turns in all), and we can estimate its lower bound in the following way:
where p is the probability for LOIs to be selected as a LOI in the offspring population. We know that the two-tournament selection strategy can be considered as an action repeating N times. Hence, we have
Assume that the current population is in the (t − 1)th generation restricted in Markov chain ζ (k) , we add the generation number to the earlier inequality
Consider the upper case of the running time t by setting "≥" to be "=" in the earlier inequality. Approximating this finite difference by its derivative in one step, we get the following differential equation: Assume that Y ∈ E k,j , where 1 ≤ j < (N/2). We have the expected number of the LOIs in hand, then we can use Lemma 4 (Chernoff bounds [24] ) to investigate the actual number of LOIs after selection: Since the two-tournament selection for the (N + N ) EA can be regarded as an N -independent Bernoulli trials with the same parameter, according to Lemma 4, we obtain
where RN is the expected number of the number of LOIs after selection, j is the actual number of LOIs after selection, and δ satisfies
since j < (N/2). Hence, we have According to Lemma 5, for the two-tournament selection, we haveη (k) max, 
