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A GRAPHIC GENERALIZATION OF ARITHMETIC
BILAL KHAN ∗, KIRAN R. BHUTANI † , AND DELARAM KAHROBAEI ‡
Abstract. In this paper, we extend the classical arithmetic defined over the set of natural
numbers N, to the set of all finite directed connected multigraphs having a pair of distinguished
vertices. Specifically, we introduce a model F on the set of such graphs, and provide an interpretation
of the language of arithmetic L = {0, 1,6,+,×} inside F . The resulting model exhibits the property
that the standard model on N embeds in F as a submodel, with the directed path of length n
playing the role of the standard integer n. We will compare the theory of the larger structure F
with classical arithmetic statements that hold in N. For example, we explore the extent to which F
enjoys properties like the associativity and commutativity of + and ×, distributivity, cancellation
and order laws, and decomposition into irreducibles.
Key words. arithmetic, graphs.
AMS subject classifications. 05C99, 11U10
1. Introduction. The language of arithmetic L consists of two 0-ary relations
0 and 1, one binary relation 6, and two ternary relations + and ×. In this paper, we
generalize classical arithmetic defined over the natural numbers N = {0, 1, 2, . . .}, to
the set F consisting of all flow graphs: finite directed connected multigraphs in which
a pair of distinguished vertices designated as the source and target vertex. We give
natural interpretation for L on the set F . To avoid confusion with the standard model
of arithmetic, the corresponding operations in F are denoted with a circumscribed
circle. The new model F = 〈F, ©0 , ©1 , ©6 , ©+ , ©× 〉 is a natural extension of
the standard model N = 〈N, 0, 1,6 +,×〉. Specifically, we exhibit an embedding
i : N
i
→֒ F satisfying:
i(0) = ©0 ,
i(1) = ©1 ,
∀x, y ∈ N, x 6 y ⇒ i(x) ©6 i(y),
∀x, y ∈ N, i(x+ y) = i(x) ©+ i(y),
∀x, y ∈ N, i(x× y) = i(x) ©× i(y).
Objective: Compare the theory Th(F) = {φ | F |= φ} with true arithmetic
TA = {φ | N |= φ}1.
There have been other attempts to define algebraic and metric structures on the
set of all graphs. The classical operations on graphs [5] (including extensive litera-
ture on graph products [4]) have yielded deep results and a profound mathematical
theory. However, to date, these operations have not provided an interpretation of the
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1Following standard model theory, here φ is a first-order sentence in the language L.
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language of arithmetic on graphs. This paper presents results and open questions in
this direction. In [1, 2, 3], the authors used graph embeddings to define a metric on
the set of all simple connected graphs of a given order. This work differs from those
investigations in that it considers an infinite collection of graphs in order to extend
the standard model of arithmetic, and in doing so does not seek to establish a metric
structure.
Definition 1.1 (Flow graph). A flow graph A is a triple (GA, sA, tA), where
GA is a finite directed connected multigraph and sA, tA ∈ V [GA] are called the source
and the target vertex of A, respectively. The set of all flow graphs is denoted F . The
unique flow graph for which |V [GA]| = 1 and |E[GA]| = 0 is called the trivial flow
graph; all other flow graphs are considered non-trivial. If sA = tA and A is non-trivial
then A is called an infinitesimal flow graph. The set of all infinitesimal flow graphs
is denoted I. Given two flow graphs A = (GA, sA, tA) and B = (GB , sB, tB), a map
φ : A → B is called an injective morphism of flow graphs if (as a graph embedding)
φ maps GA injectively into GB and additionally satisfies φ(sA) = sB, φ(tA) = tB .
Flow graphs A and B are considered isomorphic if there is an injective morphism
φ : A→ B for which Im(φ) = B.
Definition 1.2 (Graphical natural number). We represent the natural number
n as a directed chain of length n, having n + 1 vertices. More formally, let Pn be a
directed chain of length n (having n+1 vertices) where each vertex has in-degree 6 1
and out-degree 6 1. Denote by sn, the unique vertex in Pn having in-degree 0, and let
tn be the unique vertex in Pn having out-degree 0. The flow graph Fn = (Pn, sn, tn)
is referred the graphic natural number n. Define the map i : N → F as
i : n 7→ Fn.
1.1. Addition. In Definition 1.1, we represented the natural number n by the
flow graph Fn. It follows that we interpret the addition of two numbers n1 and n2
inside F as “concatenating” Fn1 with Fn2 . Consider, for example, the addition of 3
and 2 depicted in Figure 1.1.
+
+
F F
s st t
F F = F23 5
3 2
ts
Fig. 1.1. Interpreting addition of natural numbers inside F .
To extend this definition of ©+ to all of F , we define general addition of flow
graphs as follows: Given two flow graphs A and B, define A ©+ B to be the flow graph
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obtained by identifying tA with sB and defining sA©+B = sA and tA©+B = tB. An
example of such an addition is shown in Figure 1.2.
+
A
t AA
s s B B
B
t
A  +  B A  +  B
+
ts
A            B
Fig. 1.2. General addition of flow graphs.
To make this formal we define the following operation on connected directed
multigraphs: Given directed graphs G1 and G2, and vertices u1 ∈ V [G1], u2 ∈ V [G2],
we define
G1 ©+ u1≈u2G2
def
= (G1 ⊔G2)/(u1 ≈ u2)
to be the graph obtained by taking disjoint copies of G1 and G2 and identifying
vertex u1 in G1 with vertex u2 in G2. Note the obvious and natural injective graph
homomorphisms
σ©+u1≈u2 : G1 →֒ G1 ©+ u1≈u2G2
τ©+u1≈u2 : G2 →֒ G1 ©+ u1≈u2G2.
(1.1)
Definition 1.3. Given two flow graphs A = (GA, sA, tA) and B = (GB, sB, tB),
we define
A ©+ B
def
= (GA ©+ tA≈sBGB , sA, tB).
Remark 1.4. Note that if A is a flow graph with pA vertices and qA edges, and
B is a flow graph with pB vertices and qB edges, then A ©+ B is a flow graph having
pA + pB − 1 vertices and qA + qB edges.
The next lemma follows immediately from Definitions 1.2 and 1.3.
Lemma 1.5. Let m,n be natural numbers. Then i(n+m) = i(n) ©+ i(m).
Lemma 1.6. ©0
def
= F0 is the unique two-sided identity with respect to ©+ .
That is, for all flow graphs A,G ∈ F ,
A ©+ G = A ⇔ G = ©0 ⇔ G ©+ A = A.
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Proof. If G = F0 then A ©+ G = G ©+ A = A. For the reverse, we appeal to
Remark 1.4, noting that A ©+ G = A implies pA + pG − 1 = pA and qA + qG = qA.
Hence pG = 1 and qG = 0, soG = F0. An analogous argument shows thatG ©+ A = A
implies G = F0.
Observation 1.7. We note that the sum of two infinitesimals is again an
infinitesimal. On the other hand, if at least one summand is a non-trivial non-
infinitesimal flow graph then the summation evaluates to a non-trivial non-infinitesimal
flow graph.
Definition 1.8 (Scalar multiplication of flow graphs). Given a flow graph A, and
a positive natural number k in N, we define left-multiplication inductively as follows:
1A = A
kA = (k − 1)A ©+ A.
Right-multiplication is defined analogously. However, as we will see, ©+ is asso-
ciative, and so the two notions coincide. We shall subsequently consider only left-
multiplication by integer scalars.
1.2. Multiplication. In the previous section, we presented an interpretation of
addition in F that is a natural extension of addition on the natural numbers. In
this section, we give an interpretation of multiplication in F . In doing this, we must
respect the fact that for each pair of natural numbers n1, n2, the following identity
holds in N :
In1,n2 : n2 + n2 + · · ·+ n2︸ ︷︷ ︸
n1 times
= n1n2 = n1 + n1 + · · ·+ n1︸ ︷︷ ︸
n2 times
.
So, in particular, the definition of ©× in F must satisfy
n1Fn2 = Fn1 ©× Fn2 = n2Fn1 . (1.2)
Given that we represent the natural number n by the flow graph Fn, the product
of two graphical numbers Fn1 and Fn2 can be made to satisfy relation (1.2) if we take
multiplication to be the act of replacing each edge of Fn1 with a copy of Fn2 . Consider
the multiplication of graphical natural numbers F3 and F2, as depicted in Figure 1.3.
To extend this definition of ©× to all of F , we define general multiplication of
flow graphs as follows: Given two flow graphs A and B, define A ©× B to be the flow
graph obtained by replacing every edge e (from E[GA]) with a copy of B as follows:
For each edge e = (u, v) in A, we remove e and replace it with a graph Be isomorphic
to B, by identifying u with sBe , and v with tBe . An example of such a multiplication
is shown in Figure 1.4.
To make this formal we define the following operation on connected directed
multigraphs: Given directed graphs G1 and G2, an edge e = (u1, v1) ∈ E[G1] and
vertices u2, v2 ∈ V [G2], we define
G1 ©× e≈(u2,v2)G2
def
= [(G1\e) ⊔G2]/(u1 ≈ u2, v1 ≈ v2)
to be the graph obtained by removing e from G1 and attaching a copy of G2 to the
resulting graph by gluing u1 with u2 and v1 with v2. Note the obvious and natural
injective maps
σ©×
e≈(u2,v2)
: G1\e →֒ G1 ©× e≈(u2,v2)G2
τ©×
e≈(u2,v2)
: G2 →֒ G1 ©× e≈(u2,v2)G2.
(1.3)
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2
x
s
F    x    F   =   F
t
F F
s ts t
23
3 2 6
Fig. 1.3. Standard multiplication of natural numbers in F (represented as flow graphs).
Definition 1.9. Given flow graphs A = (GA, sA, tA) and B = (GB, sB, tB).
Define the directed graph K0 = GA, E0 = E[GA], and let σ¯0, σ0 : K0 → K0 be
the identity isomorphisms. Fix any enumeration η of the edges E[GA], say η =
e1, e2, . . . , em. Inductively, for i = 1, 2, . . . ,m we define
Ki = Ki−1 ©× σ¯i−1(ei)≈(sB ,tB)GB
σi = σ
©×
σ¯i−1(ei)≈(sB ,tB)
: Ki−1\ei → Ki
Ei = Ei−1\{ei}
σ¯i = (σi)|Ei(σi−1)|Ei · · · (σ1)|Ei(σ0)|Ei .
Informally, Ki is the directed graph obtained after edges e1, . . . , ei have been deleted
from GA and replaced by copies of GB. Finally, we put
A ©× ηB
def
= (Km, σ¯m(sA), σ¯m(tA)).
The reader may verify that the operation ©× η is well-defined, and that in par-
ticular, it is independent of the chosen enumeration η of the edges E[GA].
Remark 1.10. Let A be a flow graph with pA vertices and qA edges, and B be
a flow graph having pB vertices and qB edges. Then A ©× B has qAqB edges. If B
is either trivial or infinitesimal then A ©× B has 1 + qA(pB − 1) vertices. If B is
non-trivial and not infinitesimal then A ©× B has pA + qA(pB − 2) vertices.
The next lemma follows immediately from Definitions 1.2 and 1.9.
Lemma 1.11. Let m,n be natural numbers. Then i(n×m) = i(n) ©× i(m).
Lemma 1.12. Given flow graphs G and H, and a non-trivial, non-infinitesimal
flow graph A:
A ©× G = A ⇔ G = ©1 ⇔ G ©× A = A,
G ©× H = ©0 ⇔ H = ©0 or G = ©0 .
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A x B A x B
Fig. 1.4. General multiplication of flow graphs.
Proof. If G = F1 then A ©× G = G ©× A = A. For the reverse, we appeal to
Remark 1.10, noting that A ©× G = A implies pA + qA(pG− 2) = pA and qAqG = qA.
Hence pG = 2 and qG = 1, soG = F1. An analogous argument shows thatG ©× A = A
implies G = F1.
If G = F0 then G ©× H = H ©× G = F0. For the reverse, we appeal to Re-
mark 1.10, noting that G ©× H = ©0 implies qGqH = 0, so either qG = 0 or qH = 0.
It follows that either H = ©0 or G = ©0 .
Note that if we remove the hypothesis that A is non-infinitesimal in Lemma 1.12,
then A ©× G = A and G ©× A = A do not necessarily imply G = ©1 . The simplest
counterexample is seen by taking G = A to be the flow graph consisting of one vertex
and one loop edge. We denote this graph as C1. Indeed, it is easy to see that this
is the only counterexample. Suppose A ©× G = A, for some infinitesimal A. By
Remark 1.10, this implies 1 + qA(pG − 1) = pA and qAqG = qA. Hence qG = 1 and
pG = 1+(pA− 1)/qA. If qG = 1 then either pG = 2 or 1. If pG = 2, then G = F1, and
this is not a counterexample. If pG = 1, then G is a graph consisting of one vertex
and one loop edge. Moreover, since qA is finite, 1 + qA(pG − 1) = pA implies that
pA = 1. It follows that A = qAC1.
Observation 1.13. Suppose G and H are non-trivial flow graphs of which at
least one, say H, is infinitesimal. Then sG©×H = tG©×H in G ©× H and sH©×G = tH©×G
in H ©× G. Hence G ©× H and H ©× G are both infinitesimal.
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On the other hand, suppose G and H are non-trivial flow graphs that are both
non-infinitesimal. Then sG©×H 6= tG©×H in G ©× H and sH©×G 6= tH©×G in H ©× G.
Hence G ©× H and H ©× G are both non-infinitesimal.
It follows that if G and H are non-trivial flow graphs, then G ©× H is infinitesimal
if and only if at least one of the two factors is infinitesimal. The reader may wish to
compare this with the second assertion of Lemma 1.12.
Definition 1.14 (Scalar exponentiation of flow graphs). Given a flow graph
A, and a positive natural number k in N, we define right-exponentiation inductively
as follows:
A1 = A
Ak = Ak−1 ©× A.
Left-exponentiation is defined analogously. However, as we will see shortly, ©× is
associative, and so the two notions coincide. We shall subsequently consider only
right-exponentiation by integer scalars.
1.3. Order. Given our representation of the natural number n by the flow graph
Fn in Definition 1.2, comparing the order of two numbers n1 and n2 amounts to simply
comparing the lengths of the corresponding chain graphs Fn1 and Fn2 . To generalize
this to all of F , however, we cannot refer to “length”. In what follows, we present two
possible interpretations of6 in F . To avoid confusion, we refer to these interpretations
as ©6 and ©4 .
1.3.1. Weak Order ©6 . Suppose we are given two flow graphs A and B. Infor-
mally, we say that A ©6 B iff there is a way to partition A into edge-disjoint neighbor-
hoods of the source/target of vertices of A in such a way that these neighborhoods can
be mapped into disjoint neighborhoods of the source/target vertices of B. To make
this more precise we define the following operation on connected directed multigraphs.
Definition 1.15 ((s, t)-splitting). Given a connected directed multigraph G =
(V,E) and two vertices s and t in V , an (s, t)-splitting of G is a pair of graphs
(H1, H2) with the following properties:
• H1 and H2 are connected subgraphs of G.
• s is in V [H1] and t is in V [H2].
• {E[H1], E[H2]} is a partition of E. While this implies V [H1]∪V [H2] = V [G],
we remark that V [H1] ∩ V [H2] need not be empty.
We can now give a precise definition of the weak ordering.
Definition 1.16 (Weak order). Given two flow graphs A = (GA, sA, tA) and
B = (GB , sB, tB), we say that A ©6 B if there is an (sA, tA)-splitting (H1, H2) of GA
and graph embeddings φ1 : H1 → GB , φ2 : H2 → GB such that φ1(sA) = sB and
φ2(tA) = tB and φ1(E[H1]) ∩ φ2(E[H2]) = ∅.
Consider the comparison of F3 and F5 in Figure 1.5 which illustrates the assertion
that F3 ©6 F5.
The proof of the following lemma is immediate.
Lemma 1.17. Let m,n be natural numbers. Then n 6 m⇔ i(n) ©6 i(m).
Figure 1.6 illustrates a more general example in which weak order is used to
compare two elements of F which are not graphical natural numbers.
The next Proposition follows immediately from Lemmas 1.5, 1.6, 1.11, 1.12, and
1.17.
Proposition 1.18. Under the embedding i : n 7→ Fn, the standard model N =
〈N, 0, 1,6,+,×〉 is a submodel of F = 〈F, ©0 , ©1 , ©6 , ©+ , ©× 〉, where ©0 = F0,
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F
F
s t
ts
3
5
3F    <    F5
Fig. 1.5. Standard weak ordering of natural numbers (represented as flow graphs).
B B
t
B
s
A    <    B
s tA A
A
Fig. 1.6. General weak ordering of flow graphs.
©1 = F1, and the relations ©+ , ©× and ©6 reinterpret +,× and 6 inside F .
1.3.2. Strong Order ©4 . We now give an alternate, strengthened ordering on
F . Given two flow graphs A and B, informally, we say that A ©4 B iff a copy of GA
appears as a neighborhood of both sB and tB in GB. The next definition makes this
statement precise.
Definition 1.19 (Strong order). Given two flow graphs A = (GA, sA, tA) and
B = (GB, sB, tB), we say A ©4 B iff there are graph embeddings φs : GA → GB and
φt : GA → GB which satisfy φs(sA) = sB and φt(tA) = tB.
Consider the comparison of F3 and F5 depicted in Figure 1.7; clearly F3 ©4 F5.
The proof of the following lemma is immediate.
Lemma 1.20. Let m,n be natural numbers. Then n 6 m⇔ i(n) ©4 i(m).
Figure 1.8 illustrates a more general example in which strong order is used to
compare two elements of F which are not graphical natural numbers.
The next Proposition follows immediately from Lemmas 1.5, 1.6, 1.11, 1.12, and
1.20.
Proposition 1.21. Under the embedding i : n 7→ Fn, the standard model N =
〈N, 0, 1,6,+,×〉 is a submodel of F = 〈F, ©0 , ©1 , ©4 , ©+ , ©× 〉, where ©0 = F0,
©1 = F1, and the relations ©+ , ©× and ©4 reinterpret +,× and 6 inside F .
A GRAPHIC GENERALIZATION OF ARITHMETIC 9
s F t
F
ts
F F
5
3
3 5
Fig. 1.7. Standard strong ordering of natural numbers (represented as flow graphs).
A           C
C C
C
ts
A A
A
s t
Fig. 1.8. General strong ordering of flow graphs.
The next proposition and example show that ordering by ©4 is indeed strictly
stronger than ordering by ©6 .
Proposition 1.22. Given flow graphs A = (GA, sA, tA) and B = (GB, sB, tB)
A ©4 B ⇒ A ©6 B.
Proof. Since A ©4 B, there are graph embeddings φs : GA → GB and φt : GA →
GB which satisfy φs(sA) = sB and φt(tA) = tB . Let E1 = E[GA], V1 = V [GA];
take E2 = ∅, V2 = {tA}. Put H1 = (V1, E1) and H2 = (V2, E2). Then (H1, H2)
is an (sA, tA)-splitting of GA. We take graph embeddings φ1 = φs|H1 : H1 → GB,
and φ2 = φt|H2 : H2 → GB. Then φ1(sA) = sB and φ2(tA) = tB and φ1(E[H1]) ∩
φ2(E[H2]) = ∅. Thus, A ©6 B.
The converse of Proposition 1.22 is false, as the following example indicates.
Example 1.23. Take A and B to be the flow graphs depicted on page 8, where
Figure 1.6 illustrates that A ©6 B. Note that GA contains a vertex of degree 3, while
GB does not, hence no neighborhood of sB or tB can be isomorphic to GA. Thus
A ©64 B.
2. Results. We begin by considering properties of ©+ in Section 2.1. We show
that ©+ is an associative, non-commutative operation, and provide a natural crite-
rion for a flow graph to be irreducible as a proper sum. We prove that every flow
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graph is canonically decomposable as a sum of irreducibles. Using this canonical de-
composition, we deduce left and right cancellation laws for ©+ , and show that if two
flow graphs A and B commute with respect to ©+ then they are necessarily scalar
multiples of some flow graph C. Then, in Section 2.2 we show that ©× is an associa-
tive, non-commutative operation and that it right-distributes over ©+ (but does not
left-distribute). We define left and right divisibility of flow graphs, and use this to
introduce the notion of a prime flow graph, and show that the concept of left-prime
and right-prime coincide. We describe the canonical ©+ decomposition of flow graph
products in terms of the ©+ decompositions of each of the ©× factors. Finally, in
Section 2.3, we explore the relationship between strong order (denoted by ©4 ) and
weak order (denoted by ©6 ), describing the interaction between these orders and
the operations of ©+ and ©× . We show that while the two orders coincide on the
graphical natural numbers, neither order is anti-symmetric on all of F , and only ©4 is
transitive. On the other hand, many of the laws that govern the relationship between
6, + and × in N continue to hold for ©6 , ©+ and ©× in F , but these laws are
violated under the ordering ©4 .
2.1. Additive Properties. In this section we present some properties of ©+ .
Lemma 2.1 (Associativity of ©+ ). The operation ©+ is associative.
Proof. Given flow graphs A,B,C,
(A ©+ B) ©+ C = (GA ©+ tA≈sBGB, sA, tB) ©+ C
= ((GA ©+ tA≈sBGB) ©+ tB≈sCGC , sA, tC)
= (GA ©+ tA≈sB (GB ©+ tB≈sCGC), sA, tC)
= A ©+ (GB ©+ tB≈sCGC , sB, tC)
= A ©+ (B ©+ C).
Example 2.2. Let A be the flow graph consisting of a directed cycle of length 3
and let source and target vertices be any two vertices on this cycle. Then it is easy
to check that A ©+ F2 is not equal to F2 ©+ A, that is to say, there is no flow graph
isomorphism between A ©+ F2 and F2 ©+ A (see Figure 2.1).
s t
F2
F2
F2
A + A
ts ts
ts
A  + 
Fig. 2.1. Example showing the non-commutativity of addition in F .
The previous example proves the next lemma.
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Lemma 2.3. The operation ©+ is not commutative.
Definition 2.4 ( ©+ -Irreducible). A flow graph A is called ©+ -reducible if
there is decomposition of A as sum of non-trivial flow graphs B and C. Otherwise A
is called ©+ -irreducible.
Definition 2.5 (s-standard and t-standard). Let A be a flow graph. A is
called s-standard if it can not be decomposed as A = B ©+ C, where B is infinitesimal,
and C is an arbitrary (possibly trivial) flow graph. A is called t-standard if it cannot
be decomposed as A = B ©+ C, where B is an arbitrary (possibly trivial) flow graph,
and and C is an infinitesimal flow graph.
Note that ©+ -irreducible non-infinitesimal flow graphs are both s-standard and
t-standard. On the other hand, ©+ -irreducible infinitesimal flow graphs are neither
s-standard nor t-standard. There are no restrictions on the s-standardness and t-
standardness properties of general ©+ -reducible flow graphs.
We would like to devise a graph-theoretic characterization of ©+ -irreducibility.
Towards this, the next definition is the flow graph analogue of a cut vertex in standard
graphs.
Definition 2.6 (Splitting vertex for a flow graph). We say that w is a
splitting vertex for flow graph A = (GA, sA, tA) if w 6= sA, tA and the deletion of w
from GA produces at least two non-trivial components, with sA and tA lying in distinct
components. We denote the component containing sA as G
s
A(w), the one containing
tA as G
t
A(w), and the remaining components as G
ǫ
A(w). Note that G
ǫ
A(w) may be
the union of several disjoint components, and hence is not necessarily connected. Let
is : G
s
A(w) →֒ GA, it : G
t
A(w) →֒ GA, and iǫ : G
ǫ
A(w) →֒ GA denote the natural
subgraph injections. Since w is a splitting vertex for A, sA ∈ Im(is), tA ∈ Im(it).
The pair of graphs (GsA(w), G
t
A(w)) is called the (sA, tA) splitting of GA induced by
w.
Remark 2.7. If w is a splitting vertex in flow graph A = (GA, sA, tA), then by
Definition 2.6, w is a cut vertex in GA. The converse is false, however, since not
every cut vertex in GA is a splitting vertex in A.
For a concrete example, the reader may wish to consider the flow graph A in
Figure 1.2 on page 3, where the radius 1 sphere of tA contains two cut vertices for
GA, only one of which is a splitting vertex for A.
As a more general example, consider an infinitesimal flow graph A = (GA, sA, tA),
for which GA is 1-connected (as a graph). Since A is infinitesimal, sA = tA, so A
does not possess a splitting vertex. By 1-connectedness, however, GA contains a cut
vertex.
Definition 2.8 (Flow graph splitting). Suppose vertex w is a splitting vertex for
flow graph A = (GA, sA, tA). Take tAws to be a new vertex (not present in V [G
s
A(w)]∪
V [GǫA(w)]), and define flow graph A
w
s = (GAws , sAws , tAws ) as follows:
V [GAws ] = V [G
s
A(w)] ∪ V [G
ǫ
A(w)] ∪ {tAws },
E[GAws ] = E[G
s
A(w)] ∪ E[G
ǫ
A(w)]
∪ {(tAws , u) | (w, u) ∈ E[GA], u ∈ (V [G
s
A(w)] ∪ V [G
ǫ
A(w)])}
∪ {(u, tAws ) | (u,w) ∈ E[GA], u ∈ (V [G
s
A(w)] ∪ V [G
ǫ
A(w)])},
sAws = i
−1
s (sA).
Analogously, let sAwt be a vertex not present in V [G
t
A(w)]. Define A
w
t to be the flow
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graph (GAwt , sAwt , tAwt ) as follows.
V [GAwt ] = V [G
t
A(w)] ∪ {sAwt },
E[GAwt ] = E[G
t
A(w)]
∪ {(sAwt , u) | (w, u) ∈ E[GA], u ∈ V [G
t
A(w)]}
∪ {(u, sAwt ) | (u,w) ∈ E[GA], u ∈ V [G
t
A(w)]},
tAwt = i
−1
t (tA).
The pair of flow graphs (Aws , A
w
t ) is referred to as the splitting of A induced by w.
Lemma 2.9 ( ©+ -Irreducibility Lemma). Flow graph A = (GA, sA, tA) is ©+ -
reducible if and only if V [GA] contains a splitting vertex for A.
Proof. If A = B ©+ C, then
w = σ©+−1tB≈sC (tB) = τ
©+−1
tB≈sC (sC)
is a splitting vertex for A (see expression (1.1) on page 3 for definitions of the σ and
τ injections). Conversely, if w is a splitting vertex for A, then A = Aws ©+ A
w
t .
Suppose A = A0 ©+ A1 and B = B0 ©+ B1 are two flow graphs. If Ai = Bi
(i = 0, 1) then A = B. We would like to investigate the extent to which the converse
is true. Towards this, we introduce the following property.
Definition 2.10. (Undirected Form) Let G = (V,E) be a directed multigraph.
Then the undirected form U(G) = (V, E¯) is defined to be the undirected multigraph
on V , in which there is an undirected edge (u, v) in E¯ for each directed edge from u
to v or from v to u in E. For any directed edge e ∈ E, its corresponding undirected
representative in E¯ is denoted as U(e). In short, U is an operation on directed edges
which “forgets” their orientations. We extend U to act on sequences of edges from
E in the obvious manner. For any undirected edge e′ ∈ E¯, its corresponding directed
representative in E is denoted as DG(e
′). In short, DG is an operation on undirected
edges which assigns orientations according to the orientations of edges in G. We
extend DG to act on sequences of edges from E¯ in the obvious manner.
Definition 2.11. Let A = (GA, sA, tA) be an arbitrary flow graph. An edge
e in E[GA] is said to have the st Property if in the undirected graph U(GA) there is
a (non self-intersecting) path from sA to tA which traverses U(e). We say A is an
st-flow graph if every edge e in E[GA] has the st Property. The set of all st-flow
graphs will be denoted FST ⊂ F .
Clearly, no st-flow graph is infinitesimal. Hence if the source and target vertices
of an st-flow graph coincide, then it must be trivial. st-flow graphs have several nice
features which will be useful.
Lemma 2.12. FST is closed under ©+ .
Proof. If A and B are st-flow graphs, then any edge e in GA©+B is either in
Im(σ©+tA≈sB ) or in Im(τ
©+
tA≈sB ). Suppose e is in Im(σ
©+
tA≈sB ). Since A is an st-flow
graph, there is a path p from sA to tA in U(GA) which contains U(σ
©+−1
tA≈sB (e)); and
since B is an st-flow graph, there is a path q in U(GB) from sB to tB. Then p
concatenated with q is a path in U(GA©+B) which contains U(e) and connects sA©+B
to tA©+B. The case when e is in Im(τ
©+
tA≈sB ) is analogous.
The next lemma considers the reverse implication.
Lemma 2.13. Let A = (GA, sA, tA) and B = (GA, sA, tA) be flow graphs. If
A ©+ B is an st-flow graph, then A and B are st-flow graphs.
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Proof. Suppose, towards contradiction, that A is not an st-flow graph. Then
there is an edge e that does not have the st Property in A. So e is not on any path
from sA to tA in GA.
Suppose, towards contradiction, that the edge σ©+tA≈sB (e) is on a path p from
sA©+B to tA©+B in GA©+B. Then, the restriction of this p to Im(σ
©+ ) contradicts the
fact that e does not have the st Property. So there is no path from sA©+B to tA©+B
in GA©+B containing σ
©+
tA≈sB (e).
Thus σ©+tA≈sB (e) does not have the st Property in A ©+ B. This is a contradiction,
hence A must be an st-flow graph. The case where we assume B is not an st-flow
graph leads to a similar contradiction.
Let Let A = (GA, sA, tA) be an arbitrary flow graph. Consider two edges e and
e′ in GA. Suppose that e does not have the st Property. Then e cannot lie inside any
path from s to t in U(G).
• Suppose e′ has the st Property in G. Then there is path p from s to t in
U(G) containing e′. Certainly p cannot contain e, since e does not have the
st Property. So p survives in G\e, and hence e′ has the st Property in G\e.
• Suppose e′ does not have the st Property in G. Then there is no path p from
s to t in U(G) containing e′. But then the deletion of e from G does not
change this fact, since deletion of edges cannot create new paths. It follows
that in e′ does not have the st Property in G\e.
We have shown that if an edge e does not have the st Property, then its deletion
does not affect other edges e′, for whom the st Property stays unchanged from G to
G\e. It follows that sequentially deleting all edges which violate the st Property of
G yields a unique directed connected graph whose vertex set contains the source and
target vertices of the original flow graph. This leads to the next definition, by which
we can approximate general flow graphs using suitable large st-flow subgraphs.
Definition 2.14. Let A = (GA, sA, tA) be a general flow graph. We define the
st-core of A to be the largest st-flow graph Aˆ = (GˆA, sA, tA) contained in A, where
GˆA = (Vˆ [GA], Eˆ[GA]) is obtained by deleting all edges from GA which do not have the
st Property and considering the connected subgraph induced by the remaining edges.
Note that Aˆ is an st-flow graph on a vertex set Vˆ [GA] ⊇ {sA, tA}.
Lemma 2.15. The st-core operation distributes over ©+ .
Proof. We would like to show that Aˆ ©+ Bˆ is isomorphic to the st-core(A ©+ B).
Let e be an arbitrary edge in the st-core(A ©+ B). Then there is a path p from
sA©+B to tA©+B in U(GA©+B), such that p contains U(e). But p must pass through the
cut vertex w = σ©+tA≈sB (tA) in GA©+B.
(i) If e is in Im(σ©+tA≈sB ), let p
′ be the initial segment of p which connects sA©+B
to w in U(GA©+B); then U(σ
©+−1
tA≈sB (DGA©+B (p
′))) is a path containing U(e)
connecting sA to tA in U(GA), so e
′ = σ©+−1tA≈sB (e) is in Aˆ.
(ii) If e is in Im(τ©+tA≈sB ), let p
′ be the final segment of p which connects w to
tA©+B in U(GA©+B); then U(τ
©+−1
tA≈sB (DGA©+B (p
′))) is a path containing U(e)
connecting sB to tB in U(GB), so e
′ = τ©+−1tA≈sB (e) is in Bˆ.
This shows that Aˆ ©+ Bˆ contains st-core(A ©+ B).
Conversely, let e′ be an edge in Aˆ. Then there is a path p′ containing e′ which
connects sA to tA in U(GA). It follows that U(σ
©+
tA≈sB (DGA(p
′))) connects sA©+B
to the cut vertex w = σ©+tA≈sB (tA) in U(GA©+B). Let p
′′ be a path from sB to tB
in U(GB). Then by concatenating U(σ
©+
tA≈sB (DGA(p
′))) with U(τ©+tA≈sB (DGB (p
′′)))
we obtain a path p connecting sA©+B to tA©+B through σ
©+
tA≈sB (e) in U(GA©+B). A
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similar argument can be carried out when e′ is an edge in Bˆ. This shows that the
st-core(A ©+ B) contains Aˆ ©+ Bˆ.
The next lemma stands in contrast to Remark 2.7.
Lemma 2.16. Let A = (GA, sA, tA) be an st-flow graph, and let w 6= sA, tA be a
cut vertex of GA. Then w is a splitting vertex of A.
Proof. Let w be a cut vertex of GA. Delete w and denote the union of those
components that contain neither sA nor tA as G
ǫ
A(w) (see Definition 2.6). Towards
contradiction, suppose V [GǫA(w)] 6= ∅; let v be any vertex therein. Then any walk
from sA to tA in U(GA) through v must visit w twice and hence self-intersect. It
follows that edges incident to w violate the assumption that A has Property st (see
Definition 2.11). Hence it must be that V [GǫA(w)] = ∅.
Since w is a cut vertex of GA it’s deletion generates at least two components.
Towards contradiction, let sA and tA lie in the same component. Then there is at
least one component which contains neither sA nor tA, and so V [G
ǫ
A(w)] 6= ∅. We
have shown that the deletion of w generates precisely two components, and that sA
and tA lie in distinct components. Hence w is a splitting vertex of A.
Lemma 2.17 (Crossing Summands Lemma). Let A = (GA, sA, tA) and B =
(GB , sB, tB) be flow graphs. Let C = (GC , sC , tC) be an st-flow graph with
α : GC →֒ GA©+B
be a graph embedding satisfying α(sC) = sA©+B and α(GC) 6⊂ Im(σ
©+
tA≈sB ). Then
α−1σ©+tA≈sB (tA) = α
−1τ©+tA≈sB (sB)
is a splitting vertex for C.
Proof. Let w = σ©+tA≈sB (tA) = τ
©+
tA≈sB (sB). Clearly, w is a splitting vertex in
A ©+ B and hence a cut vertex in GA©+B. Let v be a vertex in α(GC) that is not
in Im(σ©+tA≈sB ). Since w is a cut vertex in GA©+B, every path from sA©+B to v in
U(GA©+B) must pass through w. Given such a path
p = (p0 = sA©+B, p1, . . . pl−1, pl = w, pl+1, . . . , p|p|−1, p|p| = v),
which lies entirely in U(Im(α)), we define the pullback α−1(p) to be a path in
U(GC) in the obvious manner. By considering pullbacks of paths from sA©+B to v in
U(GA©+B), we see that every path from sC to α
−1(v) in U(GC) must pass through
α−1(w). Hence the deletion of α−1(w) must generate at least two components, one
of which contains sC while another contains α
−1(v). This shows that α−1(w) is a cut
vertex in U(GC). Since C is an st-flow graph, Lemma 2.16 holds and α
−1(w) is a
splitting vertex for C.
Consider the flow graphs A, B, C shown in Figure 2.2. Note that C is not an
st-flow graph, and α : GC →֒ GA©+B embeds as shown. Since tC is not a splitting
vertex for C, the Crossing Summands Lemma is seen to fail when C is a general flow
graph.
Proposition 2.18 (Component-wise decomposition of isomorphisms under ©+ ).
Suppose A and B flow graphs, expressed as sums of ©+ -irreducible st-flow graphs
as follows:
A = A0 ©+ A1 ©+ · · · ©+ Am−1,
B = B0 ©+ B1 ©+ · · · ©+ Bn−1.
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t
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C
Fig. 2.2. An example where the Crossing Summands Lemma fails for general flow graphs.
Then
A = B ⇔ m = n and Ai = Bi for all i = 0, . . . ,m− 1.
Proof. [⇐] Let φi : Ai → Bi be given component-wise isomorphisms, for i =
0, . . . ,m − 1. Define φ : A → B by defining φ|Ai = φi. Since tBi = φi(tAi) =
φi+1(sAi+1) = sBi+1 for i = 0, . . . ,m − 2, this provides a well-defined isomorphism
between A and B. Indeed, this implication holds for arbitrary flow graphs.
[⇒] We prove the statement by induction on max(m,n). In the case when m =
n = 1, the claim is trivial. For the inductive step, let φ : A→ B be an isomorphism.
Consider φ(A0), and take k to be the smallest integer in {0, . . . , n−1} for which φ(A0)
is a subgraph of B0 ©+ B1 ©+ · · · ©+ Bk. Since A0 is ©+ -irreducible it contains no
splitting vertices. Since A0 is an st-flow graph, it must be that k = 0; otherwise
by Lemma 2.17 A0 would contain a splitting vertex, and so (by Lemma 2.9) be
©+ -reducible. Since k = 0, we have shown that φ(A0) is a subgraph of B0. Now,
repeating the argument for B0 using φ
−1, we see that φ−1(B0) is a subgraph of A0.
It follows that A0 is isomorphic to B0 under a suitable restriction of φ. Now, since
φ(A) = B and φ(A0) = B0 it follows that φ(A\A0) = B\B0, or more specifically
φ(A1 ©+ · · · ©+ Am−1) = B1 ©+ · · · ©+ Bn−1. By inductive hypothesis, this implies
that m = n and Ai = Bi for all i = 0, . . . ,m− 1.
Because the Crossing Summands Lemma fails (and lies at the heart of the proof
of Proposition 2.18) the latter Proposition also fails for general flow graphs. The
reader can verify for example, from Figure 2.2, that A ©+ B = C ©+ A but A 6= C
and B 6= A.
Definition 2.19 (Splitting vertex ranking). Given flow graph A = (GA, sA, tA),
let χ(A) ⊂ V [GA] be the set of all splitting vertices for A. We define the s-ranking
and t-ranking functions rAs , r
A
t : χ(A)→ N as follows:
rAs (w) = |V [G
s
A(w)] ∩ χ(A)|,
rAt (w) = |V [G
t
A(w)] ∩ χ(A)|.
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When it is clear from the context, we denote rs(w) = r
A
s (w) and rt(w) = r
A
t (w).
Lemma 2.20. Let w ∈ χ(A) be a splitting vertex for flow graph A = (GA, sA, tA).
Then for all u ∈ V [GsA(w)] ∩ χ(A):
rs(u) < rs(w),
rt(u) > rt(w);
and for all u ∈ V [GtA(w)] ∩ χ(A):
rs(u) > rs(w),
rt(u) < rt(w).
Proof. First, note that for any u in (V [GsA(w)] ∪ V [G
t
A(w)]) ∩ χ(A)
rs(u) + rt(u) + 1 = |χ(A)| (2.1)
Now if u ∈ V [GsA(w)] ∩ χ(A), then since w ∈ (V [G
t
A(u)]\V [G
t
A(w)]) ∩ χ(A), so it
follows that V [GtA(w)] ( V [G
t
A(u)]. But then rt(w) < rt(u). By expression 2.1 above,
it follows that rs(w) > rs(u). The proof for the case when u ∈ V [GtA(w)] ∩ χ(A) is
analogous.
Lemma 2.21. Given a flow graph A = (GA, sA, tA), for each i = 0, 1, . . . , |χ(A)|−
1 there is a unique vertex vi in χ(A) with the property that rs(vi) = i.
Proof. First we note that one cannot have two distinct vertices v, v′ having
rs(v) = rs(v
′), since either v ∈ V [GsA(v
′)] or v′ ∈ V [GsA(v)], and so by Lemma 2.20 it
follows that rs(v) 6= rs(v′). Base case: i = 0. Let w0 be any vertex in χ(A). If rs(w) >
0, then V [GsA(w)] ∩ χ(A) is not empty. So let w1 be any vertex in V [G
s
A(w)] ∩ χ(A).
By Lemma 2.20, rs(w1) < rs(w0). Repeating in this fashion, after finitely many steps
w0  w1  . . . we find some vertex v0 for which rs(v0) = 0. Inductive step i + 1:
Let vi be the unique vertex in χ(A) having rs(vi) = i. Define vi+1 to be the vertex
in V [GtA(vi)] ∩ χ(A) for whose s-rank is minimal. Since
V [GsA(vi+1)] ∩ χ(A) = [V [G
s
A(vi)] ∩ χ(A)] ∪ {vi},
it follows that rs(vi+1) = rs(vi) + 1 = i+ 1, hence the result.
Definition 2.22 (Canonical ©+ -decomposition). Let A = (GA, sA, tA) be
a flow graph. Take χ(A) = {v0, v1, . . . , v|χ(A)|−1} to be the set of splitting vertices
for A, ordered according to the indexing scheme postulated in Lemma 2.21. Define
A(0) = Av0s , A¯
(0) = Av0t , and then for each i = 1, 2, . . . , |χ(A)| − 1, put
A(i) = (A¯(i−1))
vi
s ,
A¯(i) = (A¯(i−1))
vi
t .
We shall denote A¯(|χ(A)|−1) as A(|χ(A)|). The canonical ©+ -decomposition of A is
defined to be the sequence
〈A〉
def
= (A(0), A(1), . . . , A(|χ(A)|−1), A(|χ(A)|)).
Note that the effectiveness of this definition guarantees uniqueness of the decomposi-
tion.
Lemma 2.23 ( ©+ -decompositions for sums). Given A = (GA, sA, tA) and
B = (GB , sB, tB), two flow graphs with their respective canonical ©+ -decompositions
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〈A〉 and 〈B〉. If B is s-standard, then the canonical ©+ -decomposition of A ©+ B is
〈A〉〈B〉, the concatenation of 〈A〉 with 〈B〉.
Proof. First, note that |χ(A ©+ B)| = |χ(A)| + |χ(B)|+ 1. More specifically, if
χ(A) = {u0, u1, . . . , u|χ(A)|−1}, and
χ(B) = {v0, v1, . . . , v|χ(B)|−1}
are the sets of splitting vertices for A and B respectively, ordered by ascending s-
rank, according to the indexing scheme postulated in Lemma 2.21, then A ©+ B has
splitting vertices:
χ(A ©+ B) =
{
σ©+tA≈sB (u0), σ
©+
tA≈sB (u1), . . . , σ
©+
tA≈sB (u|χ(A)|−1),
σ©+tA≈sB (tA) = τ
©+
tA≈sB (sB),
τ©+tA≈sB (v0), τ
©+
tA≈sB (v1), . . . , τ
©+
tA≈sB (v|χ(B)|−1)
}
.
But since σ©+tA≈sB and τ
©+
tA≈sB are injections,
(A ©+ B)(i) =


A(i) for 0 6 i < |χ(A)|,
A¯(|χ(A)|−1) for i = |χ(A)|,
B(i−|χ(A)|−1) for |χ(A)| < i 6 |χ(A)|+ |χ(B)|,
B¯(|χ(B)|−1) for i = |χ(A)|+ |χ(B)|+ 1.
It follows that 〈A ©+ B〉 = 〈A〉〈B〉.
We note that ifB is not s-standard then (A ©+ B)(|χ(A)|) is not equal to A¯(|χ(A)|−1)
and the Lemma 2.23 fails to hold. The reader can verify this by considering the flow
graphs A and B shown in Figure 2.2.
Proposition 2.24 (Correctness of the ©+ -decomposition). Consider the canon-
ical ©+ -decomposition of A as given in Definition 2.22:
〈A(0), A(1), . . . , A(|χ(A)|)〉.
Then A = A(0) ©+ A(1) ©+ A(2) · · · ©+ A(|χ(A)|−1) ©+ A(|χ(A)|), and every summand is
©+ -irreducible.
Proof. Since rs(vi) = i, it follows that χ(A
(i)) = ∅ for all i = 0, 1, . . . , |χ(A)|.
Since each summand has no splitting vertices, by Lemma 2.9, each is ©+ -irreducible.
We prove the Proposition by induction on |χ(A)|. The base case when |χ(A)| = 1
is straightforward, since Definition 2.22 specified A(0) = Av0s and A¯
(0) = Av0t . Then,
since Av0s ©+ A
v0
t = A for any splitting vertex v0, the result follows. Suppose the
Proposition has been proved for all flow graphs B which enjoy |χ(B)| 6 k. Let A
be a flow graph with |χ(A)| = k + 1. Unravelling Definition 2.22 yields A(k+1) =
A¯(k) = (A
(k−1)
)vkt = A
vk
t . Then since A = A
vk
s ©+ A
vk
t and |χ(A
vk
s )| = k, by inductive
hypothesis and Lemma 2.23,
A = Avks ©+ A
vk
t
= 〈Avks 〉 ©+ A
vk
t
= (Avks )
(0) ©+ . . . (Avks )
(k) ©+ Avkt
= A(0) ©+ A(1) ©+ A(2) · · · ©+ A(k) ©+ A(k+1).
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The result follows.
Lemma 2.25 (Left-cancellation law for ©+ ). Let A,B,C be st-flow graphs.
A ©+ B = A ©+ C ⇒ B = C.
Proof. Let 〈A ©+ B〉 = 〈A〉〈B〉 be the canonical ©+ -decomposition of A ©+ B,
and 〈A ©+ C〉 = 〈A〉〈C〉 be the canonical ©+ -decomposition of A ©+ C respectively.
Fix an isomorphism φ between A ©+ B → A ©+ C. By Proposition 2.18, φ maps
the elements of 〈A〉〈B〉 componentwise to the elements of 〈A〉〈C〉. It follows that φ
maps the elements of 〈B〉 componentwise to the elements of 〈C〉. Hence a suitable
restriction of φ maps B injectively onto C, proving the claim.
The next lemma is proved in a manner analogous to Lemma 2.25.
Lemma 2.26 (Right-cancellation law for ©+ ). Let A,B,C be flow graphs.
B ©+ A = C ©+ A⇒ B = C.
Proposition 2.27 (Commutativity condition for ©+ ). Given st-flow graphs
A = (GA, sA, tA) and B = (GB, sB, tB),
A ©+ B = B ©+ A
iff there exists a flow graph C and integers k1, k2 in N such that
A = k1C, and
B = k2C.
Proof. [⇐] If A = k1C and B = k2C, then A ©+ B = (k1 + k2)C = B ©+ A.
[⇒] The proof is carried by induction on max(|χ(A)|, |χ(B)|). Consider the canon-
ical decompositions of A and B,
A = A(0) ©+ A(1) ©+ A(2) ©+ · · · ©+ A(|χ(A)|−1) ©+ A(|χ(A)|),
B = B(0) ©+ B(1) ©+ B(2) ©+ · · · ©+ B(|χ(B)|−1) ©+ B(|χ(B)|).
If |χ(A)| = |χ(B)| then Proposition 2.18 tells us that an isomorphism φ : A ©+ B →
B ©+ A restricts on the first summand A to yield an isomorphism from A to B. So
in this case, we can take C = A = B and k1 = k2 = 1. This proves the case
max(|χ(A)|, |χ(B)|) = 0, which forms the basis of the induction.
Suppose that max(|χ(A)|, |χ(B)|) > 0, and |χ(A)| 6= |χ(B)|. Without loss of
generality, suppose |χ(A)| < |χ(B)|. Then A(i) = B(i) for i = 0, . . . |χ(A)|. It follows
that
Bi+(|χ(A)|+1) = B(i) for i = 0, . . . , |χ(B)| − (|χ(A)|+ 1), (2.2)
Bi−(|χ(A)|+1) = B(i) for i = (|χ(A)|+ 1), . . . , |χ(B)|. (2.3)
If (|χ(B)|+ 1) is divisible by (|χ(A)|+ 1), then expressions (2.2) and (2.3) above are
in fact equivalent, and in this setting, we take C = A, k1 = 1 and k2 =
(|χ(B)|+1)
(|χ(A)|+1)
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in order to satisfy the proposition. Suppose now that (|χ(B)|+ 1) is not divisible by
(|χ(A)| + 1). Put
d =
⌊
(|χ(B)|+ 1)
(|χ(A)| + 1)
⌋
, and
r = (|χ(B)| + 1) mod (|χ(A)| + 1).
and define
X = B(0) ©+ B(1) · · · ©+ B(r−1),
Y = B(r) ©+ B(r+1) · · · ©+ B(|χ(A)|).
Note that B = dA ©+ X and
A = A(0) ©+ A(1) ©+ A(2) ©+ · · · ©+ A(|χ(A)|−1) ©+ A(|χ(A)|)
= B(0) ©+ B(1) ©+ · · ·B(r−1) ©+ B(r) ©+ B(r+1) · · · ©+ B(|χ(A)|−1) ©+ B(|χ(A)|)
= X ©+ Y.
It follows that B = d(X ©+ Y ) ©+ X . On the other hand, X ©+ Y = A = Y ©+ X
(see Figure 2.3), since
X ©+ Y = A
= A(0) ©+ A(1) ©+ · · · ©+ A(|χ(A)|)
= B(0) ©+ B(1) ©+ · · · ©+ B(r) ©+ · · · ©+ B(|χ(A)|−1) ©+ B(|χ(A)|)
= B(r) ©+ · · · ©+ B(|χ(B)|−1) ©+ B(|χ(B)|) ©+ B(0) ©+ · · · ©+ B(r−1)
= Y ©+ X.
A
A YA A
A XYA
A
A
X
+
+ B
B
...
...
Fig. 2.3. Inductive step showing X ©+ Y = A = Y ©+ X.
Since r 6= 0 the inductive hypothesis applies to the flow graphs X , Y , i.e. there
exists some flow graph Z and suitable integers l1, l2 so that X = l1Z, Y = l2Z. It
follows that
A = X ©+ Y = l1Z ©+ l2Z = (l1 + l2)Z and
B = dA ©+ X = d(X ©+ Y ) ©+ X = d(l1 + l2)Z ©+ l1Z = ((d + 1)l1 + l2)Z.
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So taking C = Z, k1 = l1 + l2 and k2 = (d+ 1)l1 + l2, the Proposition is proved.
Note that Proposition 2.27 fails if A and B are both not st-flow graphs. To see
this, consider the example shown in Figure 2.4.
s=t
A
s=t
B
s=t
+A       B+B       A =
Fig. 2.4. An example illustrating that the Commutativity Condition fails for general flow graphs.
2.2. Multiplicative Properties. In this section we present properties of ©× .
Lemma 2.28. Given flow graphs A and B, there is a natural bijective correspon-
dence
ΛA,B : E[A ©× B]→ E[GA]× E[GB ]
Proof. Fix an edge e in E[GA ©× GB ]. Then e appears in (A ©× ηB) at some
stage i where 1 6 i 6 |E[GA]| (where η is the enumeration specified in Definition 1.9).
We define λA(e) to be the edge ei ∈ E[GA]. At stage i we effectively replace edge
ei = (ui, vi) with a new disjoint copy of GB–by gluing sB with ui and tB with vi.
Thus the edge e corresponds to some edge λB(e) in this new disjoint copy of GB.
The desired bijection e 7→ ΛA,B(e) = (λA(e), λB(e)) is thus obtained. Note that
the bijection ΛA,B is independent of the enumeration η of the edges of E[GA] which
appears in the definition of A ©× B.
Lemma 2.29 (Associativity of ©× ). The operation ©× is associative.
Proof. Given flow graphs A = (GA, sA, tA), B = (GB , sB, tB), C = (GC , sC , tC),
we want to show:
(A ©× B) ©× C = A ©× (B ©× C).
By Lemma 2.28, the map Λ
A ©× B,C is a bijective correspondence between the edges of
(A ©× B) ©× C and (E[GA]×E[GB])×E[GC ]. Likewise, the edges of A ©× (B ©× C)
are in bijective correspondence with E[GA]× (E[GB]×E[GC ]), via ΛA,B ©× C . Obvi-
ously (E[GA]×E[GB ])×E[GC ] is in bijective correspondence with E[GA]×(E[GB ]×
E[GC ]) by the map π : ((e1, e2), e3) 7→ (e1, (e2, e3)). Then the composite map
µ = Λ
A,B ©× C ◦ π ◦ ΛA ©× B,C
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is an isomorphism of flow graphs which carries (A ©× B) ©× C to A ©× (B ©× C).
Example 2.30. Let A be the flow graph consisting of a directed cycle of length
3 and let source and target vertices be any two vertices on this cycle. Then it is easy
to check that there is no flow graph isomorphism between A ©× F2 and F2 ©× A (see
Figure 2.5).
s t
F2
F2
ts
F2 x A
s t
A
A  x 
ts
Fig. 2.5. Example showing the non-commutativity of multiplication in F .
The previous example proves the next lemma.
Lemma 2.31. The operation ©× is not commutative.
Lemma 2.32 (Right-distributivity of ©× over ©+ ). For any flow graphs
A,B,C,
(A ©+ B) ©× C = (A ©× C) ©+ (B ©× C)
Proof. Fix e ∈ E[(A ©+ B) ©× C]. Then define β0(e) = ΛA©+B,C(e). Note that
β0(e) = (e
′, f), where e′ is an edge in E[GA©+B] and f is one in E[GC ]. Define
β1 : E[GA©+B]→ E[GA] ∪ E[GB ] so that
β1(e) =
{
σ©+−1tA≈sB (e) if e ∈ Im(σ
©+−1
tA≈sB )
τ©+−1tA≈sB (e) if e ∈ Im(τ
©+−1
tA≈sB ).
Then β1 ◦ β0 maps E[(A ©+ B) ©× C] injectively into (E[GA] × E[GC ]) ∪ (E[GB ] ×
E[GC ]). Define β2 by taking
β2(e) =
{
Λ−1A,C(e) if e ∈ E[GA ©× C ]
Λ−1B,C(e) if e ∈ E[GB ©× C ].
Then β2 maps (E[GA] × E[GC ]) ∪ (E[GB ] × E[GC ]) into E[GA ©× C ] ∪ E[GB ©× C ]
injectively. Finally, define β3 by taking
β3(e) =


σ©+t
A©× C≈ sB©× C
(e) if e ∈ E[G
A©× C ]
τ©+t
A©× C≈ sB©× C
(e) if e ∈ E[G
B©× C ].
Then β3 maps E[GA ©× C ] ∪ E[GB ©× C ] injectively into E[G(A©×C)©+(B©×C)]. The
composite map β3 ◦ β2 ◦ β1 ◦ β0 maps the edges of (A ©+ B) ©× C injectively into the
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edges of (A ©× C) ©+ (B ©× C), and is the desired flow graph isomorphism demon-
strating the claimed equality.
Let A be the flow graph consisting of a directed cycle of length 3 taking source and
target vertices to be any two vertices on this cycle. Observe that A ©× (F1 ©+ F1) =
A ©× F2, while (A ©× F1) ©+ (A ©× F1) = A ©+ A = 2A = F2 ©× A. Referring to
Figure 2.5 again, we see that A ©× F2 6= F2 ©× A. Thus, we have shown
Lemma 2.33 (Non Left-distributivity of ©× over ©+ ). There exist flow graphs
A,B,C,
A ©× (B ©+ C) 6= (A ©× B) ©+ (A ©× C)
Definition 2.34. Given flow graphs A,B at least one of which is non-trivial,
and a flow graph C, we say
A/B = C iff A = C ©× B
A\B = C iff A = B ©× C.
If there is no C for which A/B = C, we say that A/B does not exist and A is not
right-divisible by B. If there is no C for which A\B = C, we say that A\B does
not exist, and A is not left-divisible by B. By convention, we say that ©0 / ©0 and
©0 \ ©0 are undefined.
Clearly if m and n are standard integers then Fm/Fn iff Fm\Fn iff m is divisible
by n.
Lemma 2.35. For all flow graphs A,B,C
A/C = (A/B) ©× (B/C)
A\C = (B\C) ©× (A\B)
whenever these graphs exist.
Proof. Suppose A/C = K1 and B/C = K2. By definition, A = K1 ©× B and B =
K2 ©× C. Thus, A = K1 ©× (K2 ©× C), which by Lemma 2.29 is (K1 ©× K2) ©× C.
Thus A/C exists and equals K1 ©× K2 = (A/B) ©× (B/C). Suppose A\C = K1
and B\C = K2. Then by definition, A = B ©× K1 and B = C ©× K2. Thus,
A = (C ©× K2) ©× K1, which by Lemma 2.29 is C ©× (K2 ©× K1). Thus A\C exists
and equals K2 ©× K1 = (B\C) ©× (A\B).
Lemma 2.36 (Distributivity of right-divisibility over ©+ ). For all flow graphs
A,B,C,
A/B ©+ C/B = (A ©+ C)/B
Proof. Suppose A/B = K1 and C/B = K2. Then by definition, A = K1 ©× B
and C = K2 ©× B. Thus A ©+ C = (K1 ©× B) ©+ (K2 ©× B) which by Lemma 2.32,
equals (K1 ©+ K2) ©× B. It follows that (A ©+ C)/B equals K1 ©+ K2, which is
A/B ©+ C/B.
Observation 2.37 (Non-distributivity of left-divisibility over ©+ ). Note that
Lemma 2.33 can be used to construct examples that demonstrate non-distributivity of
left-divisibility over ©+ . For example, let B be a directed cycle of length 3 with any two
vertices as sB and tB. Take A = B ©× F2. Then A\B = F2. Now take C = B. Then
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C\B = F1 and so (A\B) ©+ (C\B) = F2 ©+ F1 = F3. Since A ©+ C 6= B ©× F3, we
see that (A ©+ C)\B 6= (A\B) ©+ (C\B).
In Definition 2.6, we introduced the notion of a splitting vertex. Now, in unrav-
elling information about ©× , we require the notion of a splitting edge.
Definition 2.38 (Splitting edge for a flow graph). Let A = (GA, sA, tA) be
a flow graph. A splitting edge of A is an edge e ∈ E[GA] with the property that G\e
has precisely two components, one of which contains sA and the other contains tA.
We denote the set of all splitting edges in A as ∆(A).
Lemma 2.39. For any flow graph A, if A is ©+ -irreducible and A 6= ©1 , then
∆(A) = ∅.
Proof. If A 6= F1 and e = (u, v) is a splitting edge then either u or v or both must
be a splitting vertex. Hence A is ©+ -reducible.
Lemma 2.40 (Splitting edges in ©+ -decompositions). Given a flow graph A, let
〈A〉 be its ©+ -decomposition. Then there exists a map i : ∆(A) → {0, 1, . . . , χ(A)}
which injectively associates to every splitting edge an ©+ -irreducible component in
the ©+ -decomposition of A, such that Ai(e) is a component consisting only of edge e,
and is isomorphic to F1.
Proof. Appealing to Proposition 2.24, fix φ an isomorphism from A to the com-
ponent decomposition of 〈A〉. By Proposition 2.24, every A(ie) is ©+ -irreducible. By
Lemma 2.39 it either has no splitting edges or it is F1. Suppose e is a splitting edge in
A. Then φ(e) is a splitting edge inside A(ie) for some ie in {0, . . . , |χ(A)|}. It follows
that A(ie) = F1 and the map i : e 7→ ie enjoys the property claimed in the lemma.
Remark 2.41. Given flow graphs A and B, a splitting vertex in A ©× B comes
either from a splitting vertex of A or from a splitting vertex in (a copy of) B which
lies on a splitting edge of A.
Observation 2.42 ( ©+ -decompositions for products). Given flow graphs A,B,
〈A ©× B〉 = (A(0) ©+ A(1) ©+ · · · ©+ A(χ(A))) ©× B
= (A(0) ©× B) ©+ (A(1) ©× B) ©+ · · · ©+ (A(χ(A)) ©× B)
= 〈A(0) ©× B〉〈A(1) ©× B〉 · · · 〈A(χ(A)) ©× B〉.
Since A(i) is ©+ -irreducible, by Lemma 2.9 we know that χ(A(i)) = ∅. Case (i).
A(i) 6= F1. Then by Lemma 2.24, ∆(A(i)) = ∅. It follows from Remark 2.41 that
A(i) ©× B has no splitting vertices, so by Lemma 2.9, it is ©+ -irreducible. Hence,
〈A(i) ©× B〉 is a one-element sequence consisting of A(i) ©× B. Case (ii). A(i) = F1.
Then A(i) ©× B = B, so A(i) ©× B is ©+ -irreducible iff B is ©+ -irreducible. In
this case 〈A(i) ©× B〉 = 〈B〉 is a (|χ(B)| + 1)-element subsequence consisting of the
©+ -decomposition of B.
Lemma 2.43 ( ©+ -decomposition length for products). Given flow graphs A,B,
|χ(A ©× B)| = |χ(A)| + |∆(A)| · |χ(B)|.
Proof. Consider each ©+ -irreducible component A(i) in 〈A〉. If A(i) = F1 then
by Observation 2.42, it contributes (|χ(B)| + 1) components in 〈A ©+ B〉. There are
|∆(A)| components in 〈A〉 which are isomorphic to F1, so these together account for
|∆(A)| ·(|χ(B)|+1) components in 〈A ©× B〉. The remaining |χ(A)|+1−|∆(A)| com-
ponents in 〈A〉 (again by Observation 2.42) each contribute 1 component to 〈A ©× B〉.
It follows that the total number of components in 〈A ©× B〉 is
|χ(A)|+ 1− |∆(A)| + |∆(A)|(|χ(B)| + 1) =
|χ(A)|+ |∆(A)||χ(B)| + 1.
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This shows that |χ(A ©× B)| = |χ(A)|+ |∆(A)||χ(B)| as desired.
Proposition 2.44 ( ©+ -irreducibility for products). Let A 6= ©1 be a flow
graph. Then, A is ©+ -irreducible iff for all flow graphs B, A ©× B is ©+ -irreducible.
Proof. [⇐] Taking B = ©1 , we see that A is ©+ -irreducible.
[⇒] If A is ©+ -irreducible, then χ(A) = ∅. Since A 6=©1 , it follows that ∆(A) =
∅. So by Lemma 2.43, for any flow graph B, χ(A ©× B) = ∅. It follows that A ©× B
is ©+ -irreducible.
Definition 2.45. A flow graph A is called right-prime if A/B exists only for
B = ©1 or B = A. Similarly a flow graph A is called left-prime if A\B exists only
for B = ©1 or B = A.
Note that a natural number n is prime iff the flow graph Fn is prime.
Lemma 2.46. For all flow graphs A, A is right-prime iff A is left-prime.
Proof. Suppose A is right-prime. Assume that A\B exists. We want to show that
B = F1 or B = A. Since A\B exists, it follows A = B ©× K for some K. Thus A/K
exists, and since A is right-prime it follows that K = F1 or K = A. If K = A then
B = F1. If K = F1, then B = A.
2.3. Order Properties. In this section we explore the relationship between
strong ordering by ©4 and weak ordering by ©6 . While the two orders coincide on
the graphical natural numbers, neither order is anti-symmetric on all of F , and only
©4 is transitive. On the other hand, many of the laws that govern the relationship
between 6, + and × in N continue to hold for ©6 , ©+ and ©× in F , but these
laws are violated under the ordering ©4 .
Lemma 2.47 (Strong Order Preservation). For flow graphs A,B,C, if A ©4 B
then
(A ©× C) ©4 (B ©× C).
Proof. Let A = (GA, sA, tA), B = (GB , sB, tB). Since A ©4 B there are graph
embeddings φs : GA → GB and φt : GA → GB which satisfy φs(sA) = sB and
φt(tA) = tB. Define γs : E[GA]× E[GC ]→ E[GB ]× E[GC ] by
(e, f) 7→ (φs(e), f).
Then the composite map
ΦCs : E[A ©× C]
ΛA,C
−→
E[GA]× E[GC ]
γs
−→
E[GB]× E[GC ]
Λ−1B,C
−→
E[B ©× C]
defines an embedding of G
A ©× C → GB ©× C which takes sA ©× C to sB ©× C . An
analogous construction can be carried out to produce a map ΦCt which embeds
G
A ©× C → GB ©× C and sends tA ©× C to tB ©× C .
Lemma 2.48 (Strong Order Violations). There exist st-flow graphs A, B and
C for which which
(i)(A ©+ C) ©64 (B ©+ C)
(ii)(C ©+ A) ©64 (C ©+ B)
(iii)(C ©× A) ©64 (C ©× B).
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B
s t
2
C  +  B
t
s
t
s
s t
s
t
s
t
C
A  +  C
C  +  A
C  x  A
1B  +  C
C  x  B
t
A
ts
s
s
t
Fig. 2.6. Strong order violations: (i). (A ©+ C1) ©64 (B ©+ C1), (ii). (C2 ©+ A) ©64 (C2 ©+ B),
and (iii). (C3 ©× A) ©64 (C3 ©× B).
Proof. See Figure 2.6.
We consider possible anti-symmetry of ©4 . Suppose A ©4 B and B ©4 A. There
is a graph embedding φs : GA → GB which satisfies φs(sA) = sB. Hence |V [GA]| =
|V [φs(GA)]| 6 |V [GB ]| and |E[GA]| = |E[φs(GA)]| 6 |E[GB]|. Since B ©4 A, there
is a graph embedding ψs : GB → GA which satisfies ψs(sB) = sA. So |V [GB ]| =
|V [ψs(GB)]| 6 |V [GA]| and |E[GB ]| = |E[ψs(GB)]| 6 |E[GA]|. It follows that φs is
actually an isomorphism from GA to GB satisfying φs(sA) = sB. A similar argument
shows that there is an isomorphism φt from GA to GB satisfying φt(tA) = tB . To
conclude that A = B requires a single flow graph isomorphism π from A to B, satis-
fying both π(sA) = sB and π(tA) = tB. Indeed in some cases, no such isomorphism
may exist.
Example 2.49. Let GA be a directed cycle of length 4, and take sA, tA to be any
two vertices in V [GA] that are distance 2 apart. Put GB isomorphic to GA, taking
sB, tB to be two vertices in V [GB ] that are distance 1 apart. Then it is easy to verify
that (GA, sA, tA) = A ©4 B = (GB , sB, tB) and B ©4 A. Clearly, however, A 6= B as
flow graphs (see Figure 2.7).
t
s
A
t
s
B
Fig. 2.7. An example which demonstrates that the strong order is not antisymmetric.
The previous example proves the next lemma.
Lemma 2.50 (Non-antisymmetry of strong order ©4 ). There exist flow graphs
A and B for which
A ©4 B and B ©4 A but A 6= B.
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Indeed, since the flow graphs A and B in Example 2.49 are both st-flow graphs,
it is apparent that antisymmetry of strong order ©4 fails even for st-flow graphs.
Lemma 2.51 (Transitivity of strong order ©4 ). For all flow graphs A,B,C
A ©4 B and B ©4 C implies A ©4 C.
Proof. A ©4 B: i.e. there are graph embeddings φs : GA → GB and φt : GA → GB
which satisfy φs(sA) = sB and φt(tA) = tB. B ©4 C: i.e. there are graph embeddings
θs : GB → GC and θt : GB → GC which satisfy θs(sB) = sC and θt(tB) = tC .
We want to show A ©4 C: i.e. there are graph embeddings αs : GA → GC and
αt : GA → GC which satisfy αs(sA) = sC and αt(tA) = tC . Put αs = θs ◦ φs and
αt = θt ◦ φt.
Lemma 2.52 (Weak Order Preservation). For flow graphs A,B,C, if A ©6 B
then
(i) (A ©+ C) ©6 (B ©+ C)
(ii) (C ©+ A) ©6 (C ©+ B)
(iii) (A ©× C) ©6 (B ©× C).
Proof. Let A = (GA, sA, tA), B = (GB , sB, tB) and C = (GC , sC , tC) be given.
A ©6 B implies that there exists an (sA, tA)-splitting (H1, H2) of GA and graph em-
beddings
φ1 : H1 → GB
φ2 : H2 → GB
satisfy φ1(sA) = sB and φ2(tA) = tB and φ1(E[H1]) ∩ φ2(E[H2]) = ∅.
(i). Put K1 = H1 and define K2 to be the graph obtained by gluing H2 and GC
such that tA is identified with sC . Now define Φ1 = φ1 : H1 → GB ©+ tB≈sCGC ,
Φ2|H2 = φ2 : H2 → GB ©+ tB≈sCGC and Φ2|GC : GC → GB©+ tB≈sCGC . Then
(K1,K2) is an (sA, tC)-splitting of GA ©+ tA≈sCGC and
Φ1 : K1 → GB ©+ tB≈sCGC ,
Φ2 : K2 → GB ©+ tB≈sCGC
are graph embeddings satisfying Φ1(sA) = sB and Φ2(tC) = tC .
(ii). We defineL1 to be the graph obtained by gluing GC and H1 such that tC is
identified with sA and we put L2 = H2.
θ1|GC : GC → GC©+ tC≈sBGB
θ1|H1 : H1 → GC©+ tC≈sBGB
θ2 = φ2 : H2 → GC©+ tC≈sBGB.
Then (L1, L2) is an (sC , tA)-splitting of GC ©+ tC≈sAGA and
θ1 : L1 → GC ©+ tC≈sBGB,
θ2 : L2 → GC ©+ tC≈sBGB
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are graph embeddings satisfying θ1(sC) = sC and θ2(tA) = tB.
(iii). Put
M1 = H1 ©× C
M2 = H2 ©× C.
Since E[H1] ∪E[H2] = E[GA] and E[H1]) ∩ E[H2] = ∅, it follows that E[H1 ©× C] ∪
E[H2 ©× C] = E[GA ©× C] and E[H1 ©× C] ∩ E[H2 ©× C] = ∅. Thus M1,M2 are an
(s, t)-splitting of GA ©× C. Now take β1 : E[M1] → E[GB ©× GC ] and β2 : E[M2]→
E[GB ©× GC ] defined by
β1 : (e, f) 7→ (φ1e, f)
β2 : (e
′, f) 7→ (φ2e
′, f)
for e ∈ E[H1], e
′ ∈ E[H2] and f ∈ C. The injectivity of β1 and β2 follows immediately
from injectivity of φ1 and φ2. Since φ1(E[H1]) ∩ φ2(E[H2]) = ∅, it follows that
β1(E[H1 ©× C]) ∩ β2(E[H2 ©× C]) = ∅. Since φ1(sA) = sB and φ2(tA) = tB , it
follows that β1(sA ©× C) = sB ©× C and β2(tA ©× C) = tB ©× C . Thus, the maps β1
and β2 demonstrate A ©× C ©6 B ©× C.
Lemma 2.53 (Weak Order Violations). There exist flow graphs A,B,C for
which A ©6 B but
(C ©× A) ©6 (C ©× B).
Proof. See Figure 2.8.
C  x  B
C  x  A
C
A
B
s t
s
t
s
t
t
s
ts
Fig. 2.8. An example which demonstrates weak order violation: (C ©× A) ©6 (C ©× B).
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Lemma 2.54 (Non-transitive weak order ©6 ). There exist flow graphs A,B,C
A ©6 B and B ©6 C but A ©6 C.
Proof. See Figure 2.9.
A
B
ts
s t
B
Ct
ts
s
Fig. 2.9. An example which demonstrates that the weak order is not transitive.
Lemma 2.55 (Non-antisymmetry of weak order ©6 ). There exist flow graphs
A and B for which
B ©6 A and A ©6 B but A 6= B
Proof. Since strong order implies weak order, Lemma 2.50 and the example in
Figure 2.7 immediately yield:
Indeed, since the flow graphs A and B in Example 2.49 are both st-flow graphs,
it is apparent that antisymmetry of weak order ©4 fails even for st-flow graphs.
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3. Conclusions and Future Work. As we have seen, strikingly many theorems
that are true in N continue to hold in F , though some fail. Our future research
program will proceed on two tracks.
Informally, for each “classical” theorem φ in TA\Th(F):
(1) We shall consider the structure of maximal subsets Xφ which have the prop-
erty that the submodel Xφ
def
= (F|Xφ) |= φ. Of particular interest are sets
Xφ which properly contain i(N).
(2) We shall describe a corresponding theorem φ′ in Th(F), such that φ′ ≡ φ
when restricted to i(N).
Examples of specific questions include:
i. Characterize flow graph pairs for which antisymmetry of strong order holds.
ii. Characterize ©× -commuting pairs, i.e. under what conditions on flow graphs
A and B does A ©× B = B ©× A?
iii. Does A ©× B = A ©× C imply B = C? Does B ©× A = C ©× A imply B = C?
In other words, does ©× satisfy a left/right cancellation law?
iv. Graph Prime Factorization Conjecture. Every flow graph is uniquely express-
ible (up to some well-defined reordering) as the product of prime flow graphs.
v. Describe solution sets (in F) for one-variable equations having the form
p(x) = q(x), where p and q are polynomials with coefficients from F .
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