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Abst ract - -A  numerical treatment for the boundary value problem involving the Helmholtz equa- 
tion Au -- A2u = 0 is presented. The precision error for square grids is of order O(h 2) and a stricter 
evaluation for the method is obtained when compared with the precision error for the standard finite 
difference scheme. 
Keywords - -E l l ip t i c  differential equations, Numerical solutions for partial differential equations, 
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1. INTRODUCTION 
The finite difference method is the s tandard  numerical method for boundary  value problems. It  
is obta ined by the discret izat ion of the differential operator,  and the t runcat ion of terms of the 
correspondent  Taylor series yields the bound for the precision error. The method here is based 
on an approx imat ion for an integral on the circle associated with the solution for the Hehnholtz 
equat ion in the interior of this part icular  domain,  and it stands as an alternat ive to the t rad i t ional  
finite difference method.  The circle contains the four neighboring points to a point in the mesh 
grid, and a part ia l  covering for the domain defined by the grid points and circles centered at 
each interior point  is introduced. As a result, an improvement in the precision is obtained,  and 
the usual finite difference method for the Helmholtz equation is seen as an approx imat ion of 
the proposed method.  This conclusion is straightforward,  since the modif ied Bessel function 
of zero order, which arises in the proposed method,  possesses the first two terms in its series 
representat ion identical to the terms appear ing in the s tandard finite difference method.  
The precision error obtained is of order O(h2), which is probably  the precision error l imit for 
the equat ion studied. In [1], it was shown that  there is no discret izat ion involving five points in 
a square grid for the Laplace equation which atta ins a t runcat ion error inferior to O(h4), thus a 
precision error of order O(h2). One should expect a similar type of error l imit for the Hehnholtz 
equation. 
2. PROBLEM FORMULATION AND BAS IC  DEF IN IT IONS 
Let ~t be an open and l imited subset of the Eucl idean 7~ 2 space, with a boundary  given by 0~.  
Let ft = ~ t2 0~ denote the closure of ~, and (x, y) a point in Ft. Let u : ft ~-* 7~ be a real function 
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defined on ~. We denote by C°(lt) (or C°(Oit)) the class of bounded and continuous functions 
on it (or 0it) and by Ck(it) the class of functions that are continuous and possess continuous 
partial derivatives in ft of order k. Let us consider a function u(x, y) E C 4 (it) N C°(~) satisfying 
the following standard Dirichlet problem: 
z~(x ,  y) - ~2u(z, y) = o, (x, y) e it, 
Problem (E) 
u(x, y) = ~(x, y), (x, y) e sit. 
We assume that the basic conditions for the existence of a unique solution are satisfied, e.g., [2]. 
In order to solve problem (E) numerically for a general domain it, it is necessary to introduce 
a discrete grid on ~ and evaluate u approximately at each point (node). We adopt the uniform 
rectangular grid or the square grid according to the following definition. 
DEFINITION 1. Let Sh denote a uniform rectangular or square grid with step h covering a rec- 
tangular egion ~ such that for some N and M, 
Sh := {(xi,yj) I xi = xo +ih, yj = Yo +Jh; i = 0 ,1 ,2 , . . . ,N  and j = 0, 1 ,2 , . . . ,M}.  
A node Sh is denoted by zi,j = (xi, yj), and a discrete function ¢ : Sh ~-~ ~,  called a grid function, 
A 
can be associated to any function ¢:  it ~-~ 7~ such that ¢i,j = ¢(zi,j). A node zi,j Of Sh is internal 
if the distance from zi,j to Oft is larger than h. The total number of interior points is denoted 
by NoMo, with No = N-1  and Mo = M-1 .  
For v E 7~ iv and A E T~ NxN, vi and aid denote a generic element ofv and A, respectively, and 
we adopt the usual Euclidean norm for v and the corresponding induced norm for A [3]. For a 
function u E Ck(it), let Dk be an upper bound for the k th order differentials of u, namely 
Dk :=max sup Oxk_Jy j : (x ,y)  E i t  :0_<j_<k . (1) 
Also, we denote by I0(.) the modified Bessel function of zero order. 
3. MAIN  RESULT 
THEOREM 1. Let u(x, y) e C4(ft) be the solution for the boundary value problem (E), and 
let Sh be the square grid given in Definition 1, and ui,j be the corresponding rid function. 
Let Ui,j be a grid function that satisfies the following difference quation for i = 1, 2 , . . . ,  No, 
j -- 1 ,2 , . . . ,M0:  
1 
U~d - 4Io(Ah) (Ui-l,j + U~+ld + U~,j+I + Uid-1). (2) 
It follows for p = 2 or p = oo that 
[[U-u[]p < a(h,A) (h4D4 ) \ 4! +O(h  6) , (3) 
where 
x/NoMo for p = 2, 
a(h, A) -- I0(Ah) + 2 sin 2 (_~h) _ 1' 
1 for p = co. 
I0(Ah) - 1' 
COROLLARY 1. Let u(x, y) 6 C4(it) be the solution for the boundary value problem (E), and 
Sh be the square grid according to Definition 1. If Ui,j is a grid function satisfying (2), then 
Itu - ~1too = O( h2). (4) 
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REMARK 1. The difference quation in Theorem 1 can be compared with the standard ifference 
equation obtained for the Helmholtz equation when the grid Sh is adopted, e.g., [4]. Using the 
Taylor series, the difference quation (2) has a standard similar counterpart given by 
1 
Ui, j  - -  (U i - l , j  ~- U i+ l , j  ~ V i , j+ l  -}- U i , j -1 )  , 
4To(Ah) 
(5) 
where 
()~h) 2 
To(Ah) = 1 + 
The truncation error for (5) is obtained by direct development of the Taylor series for u(x, y) 
in a point in Sh, and by applying the basic relation Au = A2u into the sum of the four series 
involving the four neighboring points. Denoting the truncation error by r{ui,j}, we obtain 
7" { Ui,j } = Ui_ l, j ~- Ui + l, j -~- Ui,j + 1 -}- U i , j _  1 -- 4T0(Ah) u~,j , 
and the analysis in [4] yields the following bound, which is justified for a function u E C4(~): 
2h 4 (04ui,j 04ui,j ~ 4h4D4 
r{u i , j}=~ \ Ox 4 + Oy 4 j +O(h 5) <_ 4----(--. +O(hS)" 
The precision error can now be evaluated using an upper bound suggested by [5]: 
Ilu - uII2 ~ ][A-Xl[2 II~-{u}ll2 = 
1 
min l<k<NoMo [Ak] [IT{u}H2' 
where A is the resulting matrix of the linear set of equations yielded by the application of (5) at 
each node of Sh, and Ak, k = 1,2,. . . ,  NoMo denote the eigenvalues of A. Now, we bring to bear 
the following evaluation for the dominant eigenvalue of A [6]: 
min IAkl = 4 (T0(Ah) - 1) + 8 sin2 (~)  . 
l <k< NoMo 
Therefore, the precision error for the Taylor scheme possesses the following bound: 
IJu - vll~ _< T0(~h) + 2sin 2 (~)  - 1 \ 4! + O (h 5) (6) 
REMARK 2. The basic difference between expressions (2) and (5) is the modified Bessel func- 
tion in the denominator f (2), and the polynomial T0(Ah) in the denominator f (5). Distinct 
evaluations for the precision error are obtained as seen in (3) and (6), with an advantage for the 
method presented in Theorem 1. This can be verified first by noticing that the denominator f (3) 
presents the infinite series I0(Ah) in the place of the polynomial T0(Ah) arising in the standard 
finite difference method. In addition, T0(Ah) corresponds to the first two terms of the series rep- 
resentation of I0(Ah), which clearly shows the consistency ofthe two schemes, and demonstrates 
that the Taylor series development represents an approximation for the method proposed here. 
The ratio between the two coefficients appearing in (6) and (3) yields the following expression: 
R= I0(Ah)+2sin 2(~-~)-1 =1+ 
T0(Ah) + 2sin 2 (_~h) _ 1 To(~h) + 2sin ~ (~)  1 ~=~ 
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Figure 1. A plot for }-~k=2 /(To(Ah) + 2sin2(-~) - 1), N = 500; (a) h = 0.1; 
(b) h ---- 0.05; (c) h--- 0.025; (d) h-- 0.01. 
In Figure 1, a plot is shown for the second term on the right-hand side of the expression for the 
ratio r picturing the improvement provided by the method for different values of parameters A 
and grid size h. 
The justification behind Theorem 1 relies on the solution of the Dirichlet problem defined locally 
on an intertwined set of balls covering the domain. This procedure conducts to the solution of 
problem (E) as assured by the Alternating Method of Schwarz, e.g., [7,8], applied to the set of 
balls. The Dirichlet problem for the Helmholtz equation defined in the interior of a single ball 
possesses an analytical form; see [9]. For our purposes, the interest is in the evaluation of u at 
the center point z; in this situation, the formula in [9] yields 
1 2" 
ui,j - 2;rI0(Ah) ~(h, 8) dO. (7) 
A numerical approximation for the integral above is proposed and the numerical error is eval- 
uated as follows. 
THEOREM 2. Let u be a function of class C 4 in a neighborhood o[the circle 01~h(Z ) . The following 
ewluation holds: 
Jo u(h, 0) dO - -~ k=l 
h4D4 
< 4! + o (hs). 
The grid function ui,j could be evaluated at a point z as in (7), provided that the solution 
for (E) on the circle OB is known. Recognizing that we can only known function u(x, y) in four 
regularly spaced points on the circle OB, as yielded by Sh, we ought to use these point values for 
solving the integral in (7) numerically. Theorem 2 provides the error evaluation for the integral 
in (7) using the trapezoidal method for regularly spaced points. This simple method attains great 
precision thanks to the fact that 8 --* u(h, 8) is a periodical function [10]. 
The proofs of Theorems 1 and 2 are available upon request and will be published elsewhere. 
Preliminary numerical evaluations have been confirming, so far, the gain in precision with respect 
to the standard finite difference method. When the product A × h is a large number, basically 
larger than one, the gain obtained with the method is more evident, as expected from Theorem 1 
and the comparisons in Figure 1. In fact, the method has been showing an even greater advan- 
tage in precision than that indicated by the theoretical evaluation presented here, but further 
experiments should be necessary to strengthen this conclusion. 
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