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Abstract
Raman spectroscopy is a valuable characterization method applicable to a broad range
of materials. Vibrational information enclosed in the Raman spectrum provides access to
various material properties. Because of the strong dependence of vibrations on the material
architecture, Raman spectroscopy is an excellent technique for defect investigation. More
detailed insight about the analyzed substance is gained by coupling Raman spectroscopy
to back focal plane imaging, an experimental method that allows to angularly resolve ra-
diation. This work mainly aims at understanding the physical processes occuring during
the interaction of either electromagnetic or acoustic waves with nanocarbon material.
The first part reports on the angular distribution of Raman G and 2D scattering from
graphene situated on a glass substrate recorded by back focal plane imaging. The Raman
G emission can be seen as the superposition of two orthogonal incoherent point-dipoles,
oriented in the sample plane, while the 2D Raman signal can be described as a sum of
three incoherent point-dipoles each rotated by 120◦. Parameter-free calculations of the G
and 2D intensities are in excellent agreement with the experimental radiation patterns.
The 2D polarization ratio depends on the numerical aperture of the microscope objective
due to the depolarization of the emission and excitation light at the air-dielectric interface
and tight focusing. Because of this, the polarization contrast decreases substantially for
increasing collection angle. This also influences the 2D/G intensity ratio, a crucial quan-
tity for the determination of single-layer graphene. The results are thus important for the
quantitative analysis of the Raman intensities in confocal microscopy. First steps towards
the measurement of antenna-enhanced Raman radiation patterns are shown. The pattern
of the enhanced Raman G signal reflects the orientation of the optical antenna.
The second part addresses the Raman defect study of single-walled carbon nanotubes
(SWCNTs) processed by a material-efficient dispersion method. This procedure is based
on the recycling of the precipitate in multiple steps. SWCNTs from the recycling process
exhibit longer mean lengths than SWCNTs extracted by comparable standard dispersion
methods. The Raman defect density of the recycled SWCNTs is determined by recording
the Raman D/G intensity ratio. The statistical Raman analysis shows a clear increase in
defect density with rising sonication time. However, there is no increase in defect density
with each recycling step. SWCNTs extracted in a late recycling step are localized in the
center of a SWCNT aggregate protecting them from sonication.
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Introduction
The investigation of objects too small to recognize with the naked eye is a fascinating
subject for humanity. More than 400 years ago the optical microscope was developed, an
instrument creating magnified images of the sample by the collection of light through a
glass lens. The invention gave access to detailed information about the shape of biological
structures and led to the discovery of microoganisms. The coupling with a spectrometer
enabled the extraction of various optical and electronic material properties. Lasers as a light
source further expanded the scientific possibilities of the instrument. Besides resolving na-
nostructures at the resolution limit, for example local physical and chemical properties of
single molecules and molecular processes on the timescale of 10−15 s can be observed with
modern microscope systems [1, 2, 3].
In general, both microscopy and spectroscopy are based on the microscopic interaction
between light and matter. Electromagnetic radiation that meets the interface of a material
can transmit or absorb. A third possible light-matter interaction is scattering, which is a
collective term for several physical phenomena such as refraction, diffraction and reflecti-
on. The classical example for scattering is the Tyndall effect [4], which is observed upon
illumination of colloidal suspensions with white light. This effect describes the stronger
scattering of short-wavelength components at the microscopic particles resulting in the
diverging color appearance for different point of views.
Scattering is classified as elastic when the wavelength of the incident light is retained.
An example for this is Rayleigh scattering, where the incident wavelength is significantly
larger than the size of the scatterer [5, 6, 7, 8]. For excitation with a HeNe laser at 633 nm
it is present at particle sizes between 1 to 60 nm. For larger particles at the same incident
wavelength there are different scattering mechanisms (e.g. Mie scattering). An example for
a scattering process with a changed wavelength is Brillouin scattering, where thermally ex-
cited acoustic phonons at the sample are involved [9]. As the frequency shift for this process
is quite low (10-106 Hz), Brillouin scattering of visible light is considered as a quasi-elastic
scattering process [10].
Raman scattering is the most prominent example for inelastic scattering. After its
prediction in 1923 [11], Indian physicist and nobel prize winner Chandrasekhara Raman
experimentally observed the effect five years later [12]. He focused sun light upon a sample
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with a telescope lens and collected the scattered radiation with another lens. The altered
wavelength of the scattered light was demonstrated with the help of an optical filter sy-
stem. As Brillouin scattering, Raman scattering involves vibrational modes in the sample.
However, it originates from the interaction between light and optical phonons or molecular
vibrations. The rule of mutual exclusion states that for centrosymmetric molecules each
vibrational mode is either Infrared- (IR) or Raman-active. Symmetric vibrational modes of
these molecules cause a change in polarizability due to dislocation of charges and are thus
Raman-active. In contrast, asymmetric vibrations cause a change of the dipole moment
and are IR-active. Thus, for the investigation of vibrational properties both spectroscopy
methods are complementary. However, IR spectroscopy often does not benefit from the
implementation of a laser since it is based on the absorption of IR photons.
Many materials investigated by Raman spectroscopy leave a specific vibrational finger-
print in the Raman spectrum that can be used for their identification. A broad range of
different information about the material is encoded in the spectrum, especially information
concerning the material structure [13, 14, 15]. This facilitates the quality control and inve-
stigation of defects present in the sample material. Connected to this, Raman spectroscopy
benefits from its applicability to various material states. As long as the probed vibrational
modes are Raman-active, the sample can be solid, liquid or gaseous. Measurements are
also possible for surface layers, microscopic or bulk material at various temperatures [16].
As the scattering intensity relative to the incident intensity is quite low (IS = 10
−6I0 for
the Stokes process), Raman spectroscopy became a relevant analysis method only with
the development of high intensity laser sources and sensitive detectors decades after the
experimental discovery.
Over time, more sophisticated Raman techniques have been developed. Surface-enhanced
Raman scattering (SERS) amplifies the Raman signal of molecules adsorbed to a rough
noble metal surface or a substrate treated with noble metal colloids. This enables the de-
termination of very low analyte concentrations [17]. For tip-enhanced Raman scattering
(TERS), a sharp metal tip is brought in close proximity to the analyte. Optical processes
within the small volume around the tip are enhanced. Thus, small sample features on the
nanometer scale can be spatially resolved [18, 19, 20, 21]. To allow for separate and precise
positioning of the metal tip, the optical setup is usually coupled with a scanning probe
microscope (SPM). The amplification of both SERS and TERS originate from confined
electric fields in the near-field of the metal structure generated by optically excited locali-
zed plasmons. For the case of amplification by TERS, the lightning rod effect needs to be
considered as well.
Back focal plane imaging is an optical technique that enables the measurement of the
radiation pattern formed by the collected signal light in the back aperture of a microscope
objective. It illustrates the angularly resolved intensity map of the collected signal. The
radiation pattern of single dipoles has been thoroughly studied and can be simulated by
equations reported by Lieb et al. [22]. By comparison of recorded radiation patterns with
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calculations and recorded patterns of known material systems [23, 24] further insight on
the sample state and the emission process can be gained.
Graphene and single-walled carbon nanotubes (SWCNTs) are promising candidates for
a large variety of different applications such as transparent thin-film transistors [25, 26],
sensors [27, 28] or energy storage [29, 30]. Introducing nanocarbon materials as a building
block for photonic or optoelectronic instruments would allow for a drastic reduction of the
device size and improvement of the device performance. To facilitate the implementation,
an in-depth understanding of light-matter interaction for these materials is required. Inve-
stigating graphene by a combination of Raman spectroscopy and back focal plane imaging
would support this issue. The standard production method of SWCNT samples by soni-
cation of aqueous SWCNT-surfactant mixtures is expensive, because of its low dispersion
yield. Having a detailed knowledge about the physical processes happening during the so-
nication step would help bringing the SWCNT sample fabrication to the industrial scale.
In this thesis the following questions and aims are addressed: (i) How can the observed
radiation patterns of the graphene Raman G and 2D band be distinguished? (ii) How can
the Raman emission that accounts for the polarization properties of the G and 2D band
be expressed in a parameter-free microscopic model? Separate from these, a third question
is formulated: (iii) How does sonication during different preparation methods of SWCNTs
influence the defect density of the nanocarbon material?
The thesis is structured as follows. Chapter 1 deals with the state of the art of the inve-
stigated emitter systems graphene and single-walled carbon nanotubes. In the beginning,
general information about graphene including its unique electronic structure is presented.
Subsequently, the Raman spectroscopy of graphene will be introduced and the origin of the
characteristic peaks will be explained. An emphasis will be put on polarization-dependent
Raman spectroscopy of graphene, which is required as background knowledge for chapter 3
(Raman radiation patterns of graphene). The section dealing with SWCNTs is structured
in a similar way. It begins with information about the structure and optical properties of
SWCNTs. The Raman spectroscopy chapter introduces the significant Raman bands of
SWCNTs. In this section, the Raman D/G intensity ratio will be highlighted. This ratio is
strongly correlated to the defect density of the sample and can be investigated for quality
control. A model is presented that explains the influence of a rising point-defect density
on the Raman D band intensity.
In chapter 2, the experimental approach is discussed. Details about the sample pre-
paration of SWCNTs, graphene (exfoliated and chemically-grown) and Au nanorods are
presented. The second part of this chapter introduces the experimental microscope setup
and lists its components. In a third section, information about the optical technique of back
focal plane imaging is given. It is shown, how a radiation pattern is formed in the back
focal plane of a microscope objective. Subsequently, the simulation of dipolar radiation
patterns according to equations by Lieb et al. [22] is demonstrated. The appearance of cal-
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culated radiation patterns is discussed for distinct orientations of the point-dipole. In the
following the experimental realization of back focal plane imaging is thematised. This sub-
section addresses the imaging of the back focal plane by a 4f configuration, the alignment
of the 4f configuration and the effect of a background reducing spatial filter in the focus
of the microscope tube lens on the radiation pattern. The final section discusses the re-
quired properties of a microscope objective for the optimal recording of a radiation pattern.
The achieved experimental results are presented in the following part of the thesis,
starting with chapter 3, which addresses question (i) and (ii). It begins with the state of
the art about polarized radiation patterns. The simulation of distinctly polarized dipolar
radiation patterns and the effect of depolarization, observable for large emission angles,
are discussed here. Subsequently, the recorded radiation patterns of the graphene Raman
G and 2D signal for the non-polarized and polarized case are presented. The radiation
patterns are compared with the simulations of dipolar radiation patterns and discussed
in terms of the polarization dependence, reported by Yoon et al. [31]. The intensity of
the experimental and theoretical patterns with regards to the numerical aperture of the
microscope objective are then investigated quantitatively. The influence of depolarization
on the intensity for rising numerical aperture and its implication on the 2D/G intensity
ratio, crucial for the identification of single-layer graphene, are considered. In conclusion,
the fraction of detection for Raman scattering is calculated.
The Raman defect study of recycled SWCNTs (question (iii)) is discussed in chapter 4.
It begins with the introduction to the recycling procedure and its purpose for industrial
application. Samples of the recycling and the standard process with matching experimental
parameters are compared in terms of dispersion yield, average SWCNT length and average
defect density by absorption spectroscopy, statistical atomic force microscopy and stati-
stical Raman spectroscopy, respectively. Based on these results, two mechanism occuring
simultaneously during the sonication process of SWCNTs are identified.
Finally, the most significant results attained in this thesis will be summarized. In ad-
dition, an outlook will be given, presenting ideas for future Raman investigations on the
discussed subjects.
Two appendices are attached to the main part of the thesis. Appendix A contains
supplementary information on polarized radiation patterns, supporting the investigations
presented in chapter 3. An overview of calculated point-dipole patterns for different dipole
orientations and polarization directions will be shown and discussed. In addition, the calcu-
lation of polarized radiation patterns will be shown in detail. Finally, technical information
about the microscope objective and tube lens used for the measurements is listed. Expan-
ding investigations on Raman radiation patterns of graphene (chapter 3) are presented in
appendix B. It deals with the influence of antenna-enhancement on the Raman G radia-
tion pattern, which is provided by deposited gold nanorods. After providing background
knowledge about optical antennas first experimental results are shown.
Chapter 1
State of the Art
This chapter provides theoretical background about the nanocarbon emitter systems gra-
phene and single-walled carbon nanotubes, neccessary for the comprehension of this work’s
investigations. Each section will give general information about the material, highlighting
its structural and optoelectronic properties. The physical processes occuring during Ra-
man scattering will be explained along with the prominent Raman bands appearing in the
spectrum of graphene and single-walled carbon nanotubes. For the case of graphene there
will be a focus on polarized Raman spectroscopy.
1.1 Graphene
Graphene was isolated for the first time in a simple and reproducible way by Nobel Price
winners Novoselov and Geim in 2004[32]. The fact, that graphene is a quasi 2D, single
atomic layer material already sparked the interest of many researchers. However, after
the report of fabricating graphene samples by micromechanical cleavage of graphite, the
number of graphene-related studies drastically increased. As a direct consequence, many
extraordinary properties were quickly discovered or verified experimentally. Exemplary at-
tributes are graphene’s high mechanical [33] and thermodynamic stability [34] as well as
its unique electronic [35] and optical characteristics [36]. Besides this, a large-scale fabri-
cation of graphene by chemical vapor deposition for industrial and research application
was established [37] and improved in terms of reducing the defect density [38]. All the-
se features make graphene an interesting building block for optoelectronic and photonic
devices[25, 27, 29, 39, 40, 41, 42, 43, 44].
This section is divided into three parts. The first part will elaborate the electronic
structure of graphene. The second part features Raman scattering in general with a high-
light on graphene Raman spectroscopy. In the third part polarization-dependent Raman
spectroscopy of graphene will be explained.
6 1. State of the Art
1.1.1 Electronic Structure
The information provided in this section is based on refs. [45] and [46].
Graphene is composed of sp2-hybridized carbon atoms, each forming three covalent
σ bonds of 1.42 A˚ length with its adjacent atoms. The remaining electron in the carbon
atom’s free pz-orbital forms a pi-bond. In the ensemble, the pi-bonds of the carbon atoms
are hybridized forming the bonding pi and antibonding pi∗ bands, which are responsible for
graphene’s electronic properties.
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Figure 1.1: a) Real space unit cell of graphene. The real space lattice vectors ~a1 and ~a2
define the graphene unit cell (grey shaded rhombus), which contains two carbon atoms,
each belonging to two intersecting sublattices, A (red circles) and B (blue circles). b) Full
electronic dispersion of the pi-bands in the graphene Brillouin zone, showing the trigonal
warping effects away from the K and K’-points and the saddle point singularity at the
M-point. The equi-energy contour lines of the conduction band are also displayed. c)
The first Brillouin zone (BZ) of graphene (grey shaded hexagon) with the high-symmetry
points Γ, M and K(K’). ~k1 and ~k2 are the reciprocal lattice vectors. Figures adapted from
refs. [45, 36].
The atoms of the monolayer are organized in a hexagonal lattice, that can be divided
into two sublattices, illustrated in fig. 1.1a). The atoms of sublattice A (red circles) and
B (blue circles) form intersecting triangle-patterns. ~a1 and ~a2 are the lattice vectors, that
build the real space unit cell of graphene. Both vectors are positioned with an angle of 60◦
to each other[47]. The band structure of graphene can be derived from the relationship of
the electron’s energy E and momentum k. As the motion of the electrons in graphene are
confined to two dimensions, also the momentum space is constrained to two dimensions.
Based on the tight-binding approximation formulated by ref. [48], the electronic dispersion
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in the graphene Brillouin zone can be calculated (see fig. 1.1b). The valence and conduction
bands meet at certain points at the edge of the Brillouin zone, the so called Dirac points.
This fact effectively makes graphene a zero-bandgap semiconductor or semimetal. The six
Dirac points can be divided into two sets of three points, labeled K and K’. Due to this
graphene exhibits a valley degeneracy of gv=2. This results in a degeneracy of the electronic
bands [49, 35, 50, 51]. The dispersion of the bands is linear near the Dirac points. Thus,
electrons near the two inequivalent valleys in graphene behave like massless relativistic
Dirac fermions with the speed given by the Fermi velocity νF ≈ 106 m/s = 0.003 · c (speed
of light). The dispersion relation near the K points is given by [52]:
E±(k) ≈ ±~νF | k −K | (1.1)
with the Plack constant ~ = 6.626 · 10−34 m2 kg s-1. Besides the Dirac points other
noteworthy highsymmetry points are the Γ point in the center and the M point in the
middle of an edge. These are also illustrated in fig. 1.1c, showing the reciprocal lattice unit
cell, which is formed by the reciprocal lattice vectors kx and ky. The first Brillouine zone
is marked in grey.
1.1.2 Raman Spectroscopy of Graphene
The information provided in this section is based on refs. [45], [53] and [54].
a)
b)
ωL
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Figure 1.2: Raman Scattering process. a) Stokes: An incoming photon ωL excites an
electron-hole pair e-h. The pair decays into a phonon ωph and another electron-hole pair
e-h’. e-h’ recombines, emitting a photon ωS. b) Anti-Stokes: Equivalent process with the
phonon being absorbed by the e-h pair. Figure adapted from ref. [53].
Raman spectroscopy is a non-destructive investigation tool commonly used to study
the structure and electronic properties of the sample material. It is one of the most used
characterization methods in carbon science and technology [55, 56, 53, 39]. Graphene pro-
perties such as layer number [57], defects [58], strain [59, 60, 61, 62] and residual charge
impurities [63, 64] can be conveniently identified. Recent publications address the stacking
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order and the sheet mis-orientation in bilayer graphene [65, 66]. Raman scattering is defi-
ned as inelastic scattering of photons by phonons. The incident photon thereby creates a
time-dependent perturbation of the Hamiltonian. As the electronic field of the photon is
changing rapidly, only electrons respond to the perturbation. An electron e is excited from
the ground state with the energy EL = ~ωL and wavevector kL of the absorbed photon,
leaving a hole h at the ground state. The photoexcited electron is subsequently scattered
inelastically due to absorption or emission of a phonon with energy Eph = ~ωph and wa-
vevector q. In the third step, the electron-hole pair e-h′ recombines emitting the scattered
photon with the energy ES = ~ωS and wavevector kS. These three steps occur almost
instantaneously on the femtosecond timescale [45]. Energy and momentum are thereby
conserved:
EL = ES ± Eph (1.2)
kL = kS ± q (1.3)
The emission of a phonon into the material has the consequence of reducing the energy
of the scattered photon by Eph (Stokes process, see fig. 1.3a, c, d). When the incident
photon finds the system in an excited vibrational state due to the absorption of an already
present phonon, the scattered photon can leave the system with energy increased by Eph
(anti-Stokes process, see fig. 1.3b). The phonon population n determines the probability of
the Stokes and anti-Stokes process. n is given by the Bose-Einstein-distribution (eq. 1.4):
n =
1
eEph/kBT − 1 (1.4)
with kB being the Boltzmann constant and T the temperature. As the Stokes process
generates phonons, the phonon population is increased. Consequently the anti-Stokes pro-
cess leads to a reduced phonon population. Therefore, the Stokes process shows a higher
probability than the anti-Stokes process. Due to this, measurement of the Stokes process
was established as the standard Raman experiment plotting the intensity of the scattered
light as a function of the Raman shift (difference between incident and scattered photon
energy).
The Raman scattering process can be further classified depending on the incident or
scattered photon energy relative to the energy of the electronic transition involving ground
state and excited state (see fig. 1.3). The process is classified as non-resonant when both
EL and ES do not coincide with the energy difference between ground and excited state
(solid lines). For this case the electron is excited and scattered into short-lived virtual
states (dashed lines). In the Stokes process (anti-Stokes process) shown in fig. 1.3b (c)
the incident energy EL (scattering energy ES) is matching the electronic transition. The
processes are labeled as incident resonant (scattered resonant), respectively. A Raman pro-
cess is double resonant, when both EL and ES coincide with the electronic transition (see
fig. 3.5d). For a first-order Raman process the enhancement of the Raman intensity by
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Figure 1.3: Energy level diagrams of Raman scattering processes: a) non-resonant Stokes
Raman scattering b) Stokes Raman Scattering: Creation of a phonon c) Anti-Stokes Raman
scattering: A phonon is annihilated during the process. The Raman scattering processes in
b) and c) are resonant Raman processes with respect to the incoming and scattered light,
respectively. d) Double Resonant Raman scattering, where both incoming and scattered
light are in resonance with electronic transitions. Dashed lines indicate virtual states, while
solid lines correspond to electronic states. Figure adapted from ref. [45].
incident and scattered resonance can be determined from perturbation theory [47]. The
Raman signal can be enhanced by up to three orders of magnitude [67].
The measurement of graphene’s Raman spectrum [57] was a big step towards under-
standing the physics of graphene. It was realized, that the Raman mode frequency is
influenced by field or chemical doping as well as strain and stress. Other modes only ap-
pear in the spectrum when defects are present. An important aspect to understand the
Raman spectrum of graphene is its dispersion relation of phonons. Each atom has three
degrees of freedom. As there are two inequivalent atoms A and B in the real space lattice
(see fig. 1.1a), there are six phonon branches - three optical (O) and three acoustic (A).
Four of the phonon modes, two acoustic and two optical, are in-plane(i). The other two
modes are out-of-plane (o). The direction of the phonon modes along or perpendicular to
the C-C carbon bonds indicates if they are transverse (T) or longitudinal (L). The disper-
sion relation along the high symmetry points Γ-K-M-Γ is depicted in fig. 1.4a. The two
phonon modes iLO and iTO give rise to the relevant graphene Raman signals. Both are
highly dispersive at the Γ and K points.
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Figure 1.4: a) Phonon dispersion of graphene along the high symmetry lines of Γ-K-M-Γ of
the graphene BZ. The marked positions show the phonons related to the important Raman
bands. b) Scheme depicting the vibration modes of the iTO- and iLO-phonons associated
with the G band at the Γ point. c) Scheme depicting the vibration mode of the iTO-phonon
associated with the D and 2D band at the K point. Figures adapted from refs. [54, 68, 69].
Raman scattering can be further categorized by the number of phonons involved in
the process. Thereby an n-phonon process exhibits (n+1) intermediate states. The rele-
vant Raman signals discussed in literature are 1- or 2-phonon processes. The order of the
scattering process is defined as the position of the scattering event in the sequence of to-
tal scattering events [47, 67]. Fig. 1.5a shows the Raman spectrum of pristine (top) and
defected (bottom) graphene with the significant Raman signals labeled. The main Raman
processes giving rise to those signals are illustrated in fig. 1.5b-f.
The G Signal
The Raman G band (∼1580 cm-1) is a double degenerated in-plane C-C stretching mode
which can be assigned to the E2g symmetry group [70]. Fig. 1.4b depicts the signal’s two
stretching modes associated to iTO and iLO phonons. The signal arises from a first-order
(q=0) one-phonon process at the Γ point (see fig. 1.5b). The incident photon excites an
electron-hole pair. One of the two charge carriers is scattered by a phonon and subsequently
recombines, emitting a photon. The G signal exhibits a Lorentzian lineshape due to the
lifetime broadening between the energy levels [59, 71, 61].
The D and D’ Signal
The D band vibration can be depicted as an in-plane breathing mode of the carbon rings
featuring A′1 symmetry (see fig. 1.4c). The second-order, double-resonant D band pro-
cess starts with an inter-valley scattering of a photoexcited electron by an iTO phonon
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Figure 1.5: a) Raman spectra of pristine (top) and defected (bottom) graphene with labeled
peaks, b-f) Scheme of the main Raman processes in graphene giving rise to the depicted
Raman signals: b) G band process, c) double-resonant D band process involving scattering
at a defect (horizontal dotted line), d) second-order 2D band process, which is either double
(left) or triple (right) resonant, e) intravalley double resonant D’ band process, f) intravalley
double resonant 2D’ band process. Wave arrows depict the incident (green) and scattered
(red) photons. Solid arrows depict the phonon momentum. Figure adapted from ref. [54].
around the K (K’) point. To conserve momentum, scattering at a defect (horizontal line
in fig. 1.5c), that breaks the symmetry of the lattice, is necessary. Possible defects acti-
vating the D band are sp3 defects [72], vacancy sites [73, 74], grain boundaries [75] or the
graphene edges [76, 77, 78]. Because of this, the D band signal is only present at graphene
edges or other defect sites. This fact is exploited for the determination of graphene quality
(see also section 1.2.2). For the case of pristine graphene, central parts are lacking defects
to activate the band (see fig. 1.5a, top). After recombination of the electron-hole pair the
electron returns to its original location at K simultaneously emitting a photon. As the
process is double resonant its spectral position dependens on the excitation energy. Its
spectral location is at ∼1345 cm-1 for an excitation at 545 nm [79].
In contrast to the D signal, the process of the D’ (∼1620 cm-1) can be described as both
intra-valley scattering (see fig. 1.5e) or inter-valley scattering (not shown). Thereby both
electron or hole can scatter inelastically.
The 2D and 2D’ Signal
The 2D signal , historically also named G’ signal, is the overtone of the D signal. Like the
D band its vibration mode is an in-plane breathing mode of the carbon rings with A′1 sym-
metry (see fig. 1.4c). The origin of graphene’s most intense signal is a second-order, double
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resonant Raman process around the K (or K’) point. The process, depicted in fig. 1.5d,
involves two phonons of opposite momentum q and −q. The double resonant process (left)
is started by a photoexcited electron-hole pair. An iTO phonon inelastically scatters the
electron towards the K’ (K) point, analogue to the D band process. The electron is then
scattered back by another iTO phonon to the original Dirac point and radiatively recom-
bines considering energy and momentum conservation. To fulfill momentum conservation
the two iTO phonons are required to have opposing momentum. Thus, the 2D signal does
not need a defect for its activation [79]. Double resonance thereby refers to the photon
(incident or scattered) and the phonon (first or second). For triple resonance (right) both
electron and hole are scattered by the phonon radiatively recombine and scatter back to
their initial position. Like the D band, the 2D band’s spectral position is sensitive to the
excitation energy. It is detected at∼2700 cm-1) [79].
The shape and the width of the signal is directly influenced by the layer number. For
single layer graphene the signal resembles a Lorentzian lineshape. In presence of a bilayer,
the 2D signal is slightly broader due to the 2D band’s splitting into four different com-
ponents at different frequencies. This fact along with the 2D/G intensity ratio (∼4:1) [57]
are an indicator for the identification of single layer graphene.
Equivalent to the 2D band, the 2D’ band (∼3250 cm-1) is the overtone of the D’ signal
and also does not need an activating defect. The scattering process is illustrated in fig. 1.5f.
1.1.3 Polarized Raman Spectroscopy of Graphene
This section provides the background knowledge about polarized Raman Spectroscopy of gra-
phene, neccessary for chapter 3. It is based on ref. [31].
Based on theoretical calculations in 2003, Gru¨neis et al. stated, that optical absorption
in graphite is proportional to | ± (~P × ~k) · nˆ|2, with ~P being the polarization of incident
light, ~k the wave vector of the electron momentum localized near the K-point and nˆ the
unit vector orthogonal to the graphene plane [80, 81]. Thus, the term restricts the polari-
zation to the graphene plane. The optical absorption of polarized light is absent for ~P ‖ ~k
and maximal for ~P⊥~k. This circumstance is expressed as a node in the amplitude of the
transition matrix element for optical absorption. This nodal structure of the absorption
coefficient is unique for graphene. Other materials exhibit a quadratic low energy disper-
sion relation for electrons.
The node structure can not be observed by simple absorption spectroscopy as optical
absorption does not generally select the electron wave vector k, but averages all electron
momenta contributing to the process instead [80]. k selection can be achieved by ab-
sorption spectroscopy on a graphene nanoribbon (finite width) [82] or at graphite edges
(one-dimensional character of defect) [76].
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Alternatively specific k can be selected via the 2D Raman process, that involve no-
dal electron-photon interaction and anisotropic electron-phonon interaction [83, 84]. This
translates into a process shown in fig. 1.6a. An electron with momentum k is excited by
incident light with the polarization P and is inter-valley scattered by a phonon. After the
scattering event, an electron with the momentum k’ recombines with a hole while emitting
the scattered photon with a specific polarization[80]. The directions of k, k’ and P to the
line connecting the K and K’ point can be described by the angles θ, θ’ and α, respectively.
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Figure 1.6: a) Scheme of the 2D Raman process: An incident laser beam excites an electron
near the K-point with momentum k at the left cone and is scattered to the state near the
K’-point with momentum k’ at the right cone. An iTO phonon with momentum k -k’
is emitted. θ (θ’) expresses the angle between electron momentum k (k’ ) and the K-Γ
direction. The angle enclosed by the laser polarization and the K-Γ direction is depicted as
α. b) Polarized Raman spectra obtained for a fixed excitation polarization eˆL and a varied
analyzer polarization eˆA. The orientation of both polarizations relative to the edge of the
graphene flake is described by the respective angles α=0 and β. The 2D band intensity
varies for different angles β, while the G band intensity is invariant. Figure adapted from
ref. [31].
The consequence of this theory is a strong polarization-dependence of the 2D Raman
process. This was experimentally verified via Raman spectroscopy with polarized detection
(see fig. 1.6b). The relative angle between laser polarization (unit vector eˆL) and analyzer
polarization (unit vector eˆA) is defined as β. The measured spectra exhibit varying 2D
signal intensities I (2D) for different β. The signal is maximized for parallel excitation and
detection polarization (β = 0◦) and minimal for the perpendicular case (β = 90◦). Thereby,
the laser polarization relative to the graphene lattice expressed by the angle α does not
influence the signal intensity. The (D+D’) band shows the same behavior. In contrast
to both, the Raman G band signal intensity I (G) stays constant for all β and thus is
polarization independent.
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Figure 1.7: a) Raman 2D and (D+D’) signal intensities normalized to the polarization
independent Raman G band as a function of the polarization of the scattered light, b)
Normalized 2D/G intensity ratio as a function of the relative angle β measured for dif-
ferent incident polarization α. Regardless of α, the normalized intensity shows the same
dependence on β. Figure adapted from ref. [31].
The experimental data for increasing β over the full range of 2pi is illustrated in fig. 1.7a.
The polarization independence of the Raman G band is utilized by normalizing I (2D) to
I (G), thus excluding experimental artifacts. The graph shows a curve shape following the
cosine function with minima at β = 90◦ and 270◦ and maxima at β = 0◦, 180◦ and 360◦.
The (D+D’) follows the same trend, indicating that it is subjugated to the same double
resonant process leading to its dependence on polarization. Variation of incident laser po-
larization for different detected polarizations all result in the same trend for Raman 2D
scattering (see fig. 1.7b), proving that the change of I (2D) only depends on β. These expe-
rimental results prove the polarization dependence of the Raman 2D process and suggest,
that the polarization directions of the incident and scattered photons are parallel.
The polarization isotropy of the G signal is explained by group theory. The graphene G
band signal shows E2g symmetry, which can be seen from the movement of the carbon atoms
(see fig. 1.4c) [85, 86]. For incoherent scattering I (G) thus can be calculated according to
I(G) ∝
2∑
i=1
| eˆS ·Ri · eˆL |2 (1.5)
where R1 and R2 are the double degenerate E2g Raman polarizability tensors for the E2g
symmetry [85, 86]:
R1(G) =
 f 0 00 −f 0
0 0 0
 ; R2(G) =
 0 f 0f 0 0
0 0 0
 (1.6)
and eˆL (eˆS) the unit polarization vector of the incident (scattered) light[86]. With eˆL = (cosα, sinα, 0)
and eˆS = (cos γ, sin γ, 0) the intensity components for the parallel and perpendicular po-
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larization constellations depending on α and γ can be determined. Thereby γ is the angle
between the analyzer polarization and the graphene edge. Entering these informations into
eq. 1.5 results in I (G)=I‖[cos2(α+γ)+sin2(α+γ)]=I‖, with I‖ being the Raman intensity
when excitation and detection are parallel. Thus I(G) neither depends on the polarization
of incident light nor on the polarization of scattered light.
The origin of the Raman 2D intensity variation for different β is the interplay bet-
ween the photon-electron interaction and the electron momentum dependent anisotropic
electron-phonon interaction in graphene. The polarization dependence of the 2D band can
be comprehended by calculation of the transition matrix elements for the absorption and
electron-phonon scattering process. The differential cross-section of the 2D Raman scat-
tering process is proportional to |Kλ′λea (Ee, Ea)|2, with Ee and Ea being the energies of
incident and scattered photons with polarizations λ and λ’ respectively. Kλ
′λ
ea is the appro-
priate high-order matrix element of the interaction between the electromagnetic field and
graphene [87, 88, 83, 84, 89], which is calculated via a tight-binding approximation using
a nonorthogonal single-orbital basis set for carbon pi-orbitals [83, 84, 90].
The frequency of the Raman 2D signal in dependence of Ea and Ee can be expressed
as ω2D = 2ωiTO = (Ea − Ee)/~, with ωiTO being the frequency of the iTO phonon. The
energy of the electrons with momentum k after excitation with a 514.5 nm Ar ion laser is
determined by Ec − Ev = 2.41 eV, with Ec representing the conduction band and Ev the
valence band. The contour line thus calculated for k is depicted in fig. 1.6a (left cone). The
equivalent calculation for the emission gives a value of 2.09 eV. The corresponding contour
line for k’ is shown in fig. 1.6a (right cone). With this data the optical transition matrix
element for absorption and electron-phonon scattering can be determined.
Fig. 1.8a depicts a contour plot for the calculated optical dipole transition matrix for
the process of light absorption as functions of α and θ. The node calculated by ref. [80] can
be clearly seen. The probability of absorption, discerned from the contour plot, is highest
when the laser polarization P and electron momentum k are perpendicular and lowest
when parallel. The equivalent matrix element for the electron-phonon scattering process
depending on angles θ and θ’ is shown in fig. 1.8b. It shows, that the scattering is maximized
for opposing k and k’ and zero for the parallel case [91]. Combining both transition matrix
elements for the full Raman process and considering polarized detection shows a strong
polarization dependence. As can be seen in fig. 1.8c, calculations and experiment are in
good agreement. Thereby, the ratio of parallel polarized Raman 2D signal intensity to its
perpendicular polarized equivalent was calculated as:
r2D = I(2D)‖/I(2D)⊥ = 3.13 (1.7)
In summary, the highest probability of a Raman 2D scattering process is obtained for
opposing k and k’ and P being perpendicular to k and k’. The scattered photon shows a
polarization parallel to the incident polarization.
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Figure 1.8: a) Light absorption process contour plot (scaling with 10−4 eV). The absolute
value of the optical dipole transition matrix element is illustrated as functions of θ and α,
b) Stokes process contour plot (scaling with 10−4 eV). The absolute value of the electron-
phonon scattering matrix element as functions of θ and θ’, c) Polar plot of experimental
and calculated 2D/G intensity ratio as a function of β. Figure adapted from ref. [31].
Inhomogeneous optical absorption and emission associated with P and k for Raman
2D scattering at single layer graphene was also found for bilayer graphene [31] as well as
suspended single layer and bilayer graphene [92].
A simple heuristic model for the calculation of the signal intensities of the polarization-
dependent Raman 2D process is shown in the following. It was partially applied for cal-
culations in chapter 3. With the polarization of incident photons eˆL = (cosα, sinα, 0) the
absorption matrix element can be expressed as sin(α−θ). With the polarization of scattered
photons eˆS = (cos γ, sinγ, 0) the emission matrix element can be calculated by sin(γ− θ′).
Due to the calculations applied for fig. 1.8c, the electron-phonon scattering matrix
between two electrons can be approximated. It is proportional to sin2[(θ − θ′)/2]. The
scattering intensity at an angle γ is given as
I(α, γ) =
∫ ∫ 2pi
0
| sin(α− θ)sin4(θ − θ
′
2
)sin(γ − θ′)dθdθ′ |4 (1.8)
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Considering a projection of the scattered light to an analyzer with a polarization eˆA =
(cos(α + β), sin(α + β), 0) (see fig. 1.6b), the resulting intensity after integrating out all
relevant angles can be expressed as:∫ 2pi
0
I(α, γ) cos2(φ− γ)dγ = I‖
3
(2 cos2 β + 1) = Iβ (1.9)
where I‖ is the maximum Raman intensity for the 2D band when eˆA is parallel to eˆL (β =
0 or pi) and φ = α + β.
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1.2 Single-walled Carbon Nanotubes (SWCNTs)
In 1952 Radushkevich and Lukyanovich reported in a widely unnoticed article about the
discovery of microscopic hollow cylinders, consisting of multiple carbon layers, in a trans-
mission electron microscope (TEM) [93]. Decades later, the first single-walled species was
observed independently from each other by S. Iijima and Bethune et al. [94, 95]. The
SWCNT can be described as a rolled up layer of sp2 hybridized carbon atoms with diame-
ters between 0.5 and 50 nm. They can exhibit length in the centimeter range. Because of
this rather extreme aspect ratio SWCNTs are often referred to as quasi 1D nanostructures.
Their extraordinary optical and electronic properties can be derived from the 1D quantum
confinement, making them promising candidates for the application as transparent thin-
film transistors [26], sensors [28], photo detectors [96], energy converters and storage [30],
LEDs [97].
The next section will present a short overview about structural properties of SWCNTs,
followed by a segment about SWCNT Raman Spectroscopy with a highlight on defect
density.
1.2.1 Structure
This section is based on refs. [98] and [45].
SWCNTs can be considered as seamless cylinders, that are rolled up from a rectangular
stripe
”
cut out“ from a graphene layer. The roll-up direction of the graphene layer is
given by the circumferential or chiral vector ~Ch. The chiral vector ~Ch can be expressed
by graphene lattice vectors ~a1 and ~a2 as well as their corresponding scaling factors n and
m with n,m ∈ N0 (see eq. 1.10). The factors n and m are also known as chiral indices,
expressing the chirality of the SWCNT as (n,m). Thereby n ≥ m is taken into account.
Ch = n · a1 +m · a2 (1.10)
The construction of a SWCNT from graphene, illustrated in fig. 1.9, is discussed using
the example of a (6,5) SWCNT. The edges of the
”
cut out“ graphene strip are defined
by ~Ch (red vector) and the translation vector ~T (black vector). The four corners are la-
beled O, B, B’ and A. The width and height of the SWCNT unit cell can be associated
with the length of the two vectors. The strip is rolled up along the roll-up vector ~Ch so
that the corner points O and A as well as B and B’ coincide, forming the SWCNT unit cell.
~Ch is connected with the diameter of the SWCNT by:
d =
| ~Ch |
pi
= a
√
n2 +m2 + nm
pi
(1.11)
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Figure 1.9: Construction of a (6,5) SWCNT unit cell. The unit cell can be constructed by
rolling up a rectangular stripe of graphene. The edges of the sheet are defined by the chiral
vector ~Ch and the translation vector ~T perpendicular to ~Ch. The chiral vector is defined
by the graphene lattice vectors ~a1 and ~a2. For the case of a (6,5) SWCNT: ~Ch = 6 · a1 +
5 · a2. Rolling up the rectangular sheet, so that point O coincides with point A and point
B with point B, resulting in the quasi-1D cylindrical unit cell of the SWCNT. Figure is
adapted from ref. [99, 45]
The directional relation of the chiral vector ~Ch to graphene lattice vector ~a1 is given by
the chiral angle θCh:
θCh = arccos
2n+m
2
√
n2 +m2 + nm
(1.12)
Nanotubes can be categorized into three different groups, distinguished by the relation
of their chiral indices:
 armchair nanotubes: n = m, θCh=30◦
 zig-zag nanotubes: n = 0 or m = 0, θCh=0◦
 chiral nanotubes: n 6= m 6= 0, 0◦ < θCh < 30◦
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The names of the SWCNT categories are derived from the characteristic structural
pattern of the graphene stripe’s edge. Regarding chiral SWCNTs, one needs to distinguish
between the right-handed and the mirrored left-handed form. They can be distinguished
via circular dichroism [100]. A separation of both forms in a racemic mixture is attained
with different chiral wrapping agents [101].
SWCNTs can be further classified by their conducting behaviour, which can be distin-
guished by their chiral index as well. This is depicted in fig. 1.10. All circles represent
end points of ~Ch with the chirality (n,m). A SWCNT shows metallic conductivity (black
circles), when (n −m) is an integer multiple of three. For all other cases the SWCNT is
semiconducting (white circles). Following that rule, all armchair SWCNT are metallic. In
the figure metallic SWCNTs are illustrated as black circles.
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Figure 1.10: The chiral index (n,m) determines whether SWCNTs are metallic (black
circles) or semiconducting (white and grey circles). All SWCNTs with the relation
(nm)mod3 = 0 exhibit metallic properties. This is condition is fulfilled for all armchair
SWCNTs with n = m. Figure is adapted from ref. [45]
The length of the SWCNT unit cell is given by the translational vector ~T :
~T =
2m+ n
dr
~a1 =
2n+m
dr
~a2 (1.13)
with dr being the highest common divisor [47].
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With the equations for the diameter (eq. 1.11) and the length (eq. 1.13) of the unit cell,
the number of graphene hexagons per unit cell Nh can be determined. It is given by the
ratio of cylindrical surface area of the SWCNT St and the area of a graphene unit cell Sg:
Nh =
St
Sg
=
2(n2 +m2 + nm)
dR
(1.14)
The number of carbon atoms per unit cell is given by 2 ·Nh as each graphene unit cell
consists of two carbon atoms.
Optical Properties
Besides displaying photoluminescence at NIR wavelengths due to their direct band gap,
semiconducting SWCNTs also show strong Raman scattering. This can be explained by
resonance enhancement (see also section 1.1.2).
a) CB2 b)
CB1
CB2
CB1
VB2
VB1
VB2
VB1
E11E22 E21 E12
Figure 1.11: Schematics of the SWCNT band structure with a band gap between the highest
valence band V B1 and the lowest conduction band CB1. a) scheme depicts the dominant
transitions E11 and E22 (red solid arrows) polarized parallel to the nanotube axis and the
emission (black dashed arrow), b) scheme depicts the less prominent transitions E12 and
E21 polarized perpendicular to the nanotube axis. The insets illustrate the orientation of
the excitation (red arrows) and emission (black dashed arrows) dipole moments and their
orientation with respect to the nanotube axis. Figure is adapted from ref. [102].
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The basic emission and absorption properties of SWCNTs can be well approximated
by zone-folding of the graphene electronic band structure in the context of a free carrier
model [103]. The optical resonances for semiconducting SWCNTs are dominated by exci-
tons. The scheme of the SWCNT band structure can be derived (see fig. 1.11). The E11
transistion occurs between the highest valence band V B1 and the lowest conduction band,
the transitions connecting the second highest valence band V B2 and the second lowest
conduction band CB2 is labeled E22. These two predominant optical transitions (red solid
arrows) are polarized parallel to the SWCNT axis (see fig. 1.11a). In contrast, the opti-
cal transition with unequal indices, are polarized perpendicular to the SWCNT axis (see
fig. 1.11b) [102, 104]. Subsequent relaxation mainly occurs from CB1 to V B1 (Kasha’s
rule). The emitted photon (photoluminescence) is polarized along the SWCNT axis, like
the absorbed photon (black dashed arrows in fig. 1.11a, b).
1.2.2 Raman Spectroscopy of SWCNTs
This section is based on refs. [45] and [54].
As mentioned before, Raman spectroscopy is a well established method for the charac-
terization of nano carbon material. For SWCNTs, information about specific properties
such as phonon dispersion [105], length, type and chirality can be extracted [106].
The resonance conditions are similar to those described before for graphene Raman
spectroscopy. Also the processes giving rise to the G, D and 2D bands are equivalent to
their counterparts in graphene (see section 1.1.2). The G band (1580 cm-1), observable for
all graphitic materials, exhibits a split into the two sub-bands G+ and G−[107]. The D
band (1350 cm-1), like for graphene, needs a defect for activation. Thus, the defect density
can be determined [108]. The 2D band in SWCNTs is usually labeled as G’ band (2600 -
2700 cm-1). Due to its vibrational mode the RBM band (radial-breathing mode) is connec-
ted to the diameter of the SWCNT.
A SWCNT specific Raman band is the radial-breathing-mode (RBM), observed at
100 - 400 cm-1. The symmetric mode is associated to simultaneous vibrations of the carbon
atoms in radial direction to the SWCNT axis. It is inversely proportional to the SWCNT
diameter dt. The relation is given by:
ωRBM =
C1
dt + C2
(1.15)
For isolated, semiconducting SWCNTs on an Si substrate, the C parameters are given
by C1 = 248 cm
-1 and C2 = 0 cm
-1. This relation is utilized for the determination of the
SWCNT chirality. This is achieved by performing resonance Raman experiments, recording
RBM intensities for different excitation wavelengths [109].
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Defect Density and the I (D)/I (G) Ratio
Disorder in graphene-like materials expresses itself in the form of symmetry-breaking ele-
ments in the hexagonal carbon lattice. As a direct consequence, disorder-induced Raman
processes are activated, giving rise to the Raman D and D’ band (see section 1.1.2 for
more details on the process). With the D band intensity I (D) being stronger than I (D’)
signal, probing the I (D)/I (G) ratio is a good measure to characterize the defect density
of nanographitic materials. Normalization by the disorder-independent I (G) is necessary
to compare different spectra.
The term defect relates to a number of disorders, ranging from structural and electronic
perturbations (e.g. carbon vacancy sites, grain boundaries) to adatoms physisorbed on the
surface, covalently bound funtional groups and edges of the material. Artificial generation
and increase of the D band include mechanical deformation (strain, twist) and doping of
sp3-hybridized carbon atoms (e.g. chemical functionalization). In general, the fabrication
and processing of the material has a high impact on the defect density of the material.
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Figure 1.12: a) Raman spectra of nanographite samples with different crystallite sizes Lα
recorded with an excitation energy of 1.92 eV. b) Plot of the intensity ratio ID/IG for
nanographite samples as a function of 1/Lα for five different laser excitation energies (see
legend). Figure adapted from ref. [110, 54].
When discussing the Raman defect density of nano carbon materials, usually the work
of Tuinstra and Koenig in 1969 is considered [70]. It focuses on the study of crystallite
borders. This type of defect can be categorized in the group of one-dimensional defects.
By combined x-ray diffraction and Raman studies it was discovered, that I (D)/I (G) is
inversely proportional to the crystallite size Lα. The Raman spectra, exhibiting the de-
pendency of disorder-induced Raman D and D’ bands on the crystallite size Lα are shown
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in fig. 1.12a. The mentioned inverse proportionality between I (D)/I (G) and Lα is clearly
shown for varying excitation energies in fig. 1.12b. This dependency was later labeled as
Tuinstra Koenig relation[70, 111]:
I(D)
I(G)
=
C(λex)
Lα
(1.16)
with C(λex) being a coefficient depending on the excitation wavelength λex.
The simplest type of defects in nanographitic material is the point-defect. It is highly
localized in real space and thus exhibits an extremely broad spatial frequency spectrum.
This means, that for reciprocal space they are highly delocalized, thus providing the extra
momentum necessary to fulfill the selection rule in one-phonon processes (q ≈ 0). Lucchese
et al. systematically increased the amount of point-defects by Ar+ bombardment of single
layer graphene [73]. The defect density nD was subsequently determined by scanning tun-
neling microscopy (STM).
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Figure 1.13: a) Raman spectra of SLG samples exposed to Ar+ ion-bombardment with
distinct ion doses. The data were obtained with an excitation energy of 2.41 eV. The ion
doses (in units of Ar+ cm-2) are indicated next to each respective spectrum, b) The plot
ID/IG as a function of the average distance between point defects LD for samples exposed
to distinct Ar+ doses. Figure adapted from ref. [73, 54].
Fig. 1.13a shows Raman spectra of Ar+ bombarded graphene for increasing ion doses.
The spectrum of graphene (bottom) before the bombardment indicates, that there are al-
most no defects present. The activation of the D and D’ band due to the bombardment is
clearly visible. With increasing ion doses the D/G intensity ratio increases appropriately.
The last spectrum (top) depicts highly disordered graphene, that is close to amorphization,
which is reflected in the broadened peaks. In fig. 1.13b the ID to IG ratio depending on the
average distance between defects LD is plotted, quantifiying the degree of disorder. As can
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be seen, ID/IG first significantly increases peaking at ∼ 4 nm and subsequently decreases.
For the dependency of ID/IG to the crystallite size Lα, two ranges can be distinguished [55]:
A low-disorder (stage I) with ID/IG ∼ 1/L2D and a high-disorder regime (stage II) with
ID/IG ∼ LD.
The mechanism, that gives rise to these two stages, is illustrated in the D band acti-
vation model in the inset of fig. 1.14a [73]. The model suggests, that the ion impact on
graphene generates two different affected areas. The smaller area S (red) with radius rS
is structurally disordered upon impact. Area A (green) is constructed by the radius rA
subtracted by area S. Within this zone, photoexcited electron-hole pairs are close enough
to the defect site for the defect-induced Raman process to be activated. To put it another
way, only electron-hole pairs inside area A are able to to reach the defective site during the
time interval of the Raman process. Thus, rA− rS corresponds to the correlation length of
photoexcited electrons, that participate in the double-resonance process generating the D
band.
The activation model is supported by stochastic simulations corresponding to increa-
sing degree of disorder (see 1.14a-d). The resulting images were calculated for the same
ion doses used for the measurement of the top four Raman spectra of fig. 1.13a [73]. The
D-activated area, covered in green, increases with rising disorder until a maximum value
(compare 1.14a-c). This corresponds to the increasing ID/IG ratio in the three middle
spectra (bottom to top). The top spectrum shows a decrease of ID/IG. This is in agree-
ment with the simulation in fig. 1.14d, where area A is being replaced by area S. The
results of the calculation (solid line in fig. 1.13b) thus fit with the experimental data.
a) b) c) d)
Model
Figure 1.14: Simulation of point-defects created by the impact of an ion on the graphene
sheet featuring two distinct regions: the activated A-region (green), and the structurally
disordered S-region (red). The respective radii rA and rS are measured from the ion impact
point. a) - d) Snapshots of the simulation for the structural changes in the graphene layer
of different defect concentrations: a) 1011 Ar+ cm-2; b) 1012 Ar+ cm-2; c) 1013 Ar+ cm-2;
d) 1014 Ar+ cm-2, corresponding to the four top spectra in fig. 1.13a. Figure adapted from
ref. [73, 54].
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An investigation of the defect density from recycled SWNTs is part of this work (see
chapter 4).
Chapter 2
Experimental Approach
This chapter provides details about the sample preparation and their optical investigation
from an experimental point of view. In the first part, the fabrication of SWCNT disper-
sions, Au nanorods and graphene (exfoliated and chemically grown) and their subsequent
deposition on a glass substrate are described. In addition, the results of a statistical TEM
study on the Au nanorods are shown. In the second part, details about the experimental
setup are presented. Setup components are listed and specified. The final part gives expe-
rimental insight about back focal plane imaging, an optical investigation technique, that
provides information about the angular distribution of radiation. A theoretical desription
of radiation pattern formation in the back focal plane and their simulation is given. Subse-
quently, information about experimental realization and requirements for the microscope
objective are provided.
2.1 Sample Preparation
For the optical investigation with the laser scanning confocal microscope setup described
in section 2.2, the substrate is required to be thin and transparent, because of the high
NA objective’s low working distance and the setup’s backscattering geometry, respectively.
As substrate material 130 - 160 µm thick borosilicate glass coverslides (D 263TM) with
a refractive index nD = 1.52 at λexc= 589 nm provided by the companies Marienfeld and
Menzel-Gla¨ser was used.
2.1.1 Single-walled Carbon Nanotubes
The SWCNT raw material, used for this work, was fabricated by the chemical vapor depo-
sition (CVD) method involving a cobalt-molybdenum catalyst (CoMoCat [112, 113]). The-
reby, CoMoCat SWCNTs are enriched with the (6,5) chirality resonant at λexc = 565 nm,
but also contain smaller fractions of (6,4), (8,3) and (9,1) chiralities.
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Before the SWCNTs can be deposited on the glass substrate, the raw material needs
to be dispersed. Because of its hydrophobic nature, SWCNTs are not soluble in aqueous
solutions. In addition, strong van-der-Waals forces between the SWCNT’s unpolar side-
walls lead to the clustering of SWCNTs. These hydrophobic effects can be counteracted by
treatment with surfactants (surface active agents) and sonication in an aqueous solution. In
this work, the tensides sodium dodecyl sulfate (SDS) and sodium dodecyl benzenesulfonate
(SDBS) act as surfactants. During the dispersion process the tenside molecules enclose the
SWCNT in a micelle structure. Thereby their hydrophobic hydrocarbon chain is oriented
towards the SWCNT, while their hydrophilic head group associates with the aqueous so-
lute. Sonication leads to the crushing of SWCNT agglomerates into smaller bundles and
isolated SWCNTs. Subsequent centrifugation separates dissolved isolated SWCNTs from
large SWCNT clusters. Furthermore side products, catalyst remnants and other impuri-
ties from the synthesis process are thus removed. A study, depicting the development of a
material-efficient method for the fabrication of SWCNT dispersions, discusses the processes
regarding the SWCNTs during the sonication step. This work is presented in chapter 4.
Dispersions for this investigation were provided by T. Ackermann (University of
Stuttgart and Fraunhofer Institute for Manufacturing Engineering and Automation, Stutt-
gart). They were prepared by sonication of CoMoCat CG200 SWCNTs (0.1 w%) in aqueous
SDBS solution (0.2 w%) under ice bath cooling for 2 min (sonicator Sonopuls HD-3200,
Bandelin) with a power of 100 W and an on/off pulsation rate of 0.5 s/0.5 s. The resul-
ting sample was centrifuged for 20 h at 9 krpm (centrifuge Universal 320R, Hettich). The
solution was separated from the precipitate by decantation. As an additional purification
step the centrifuged dispersion was filtered with a 5 µm pore size syringe filter followed
by a filtration with a pore size of 1.2 µm. The samples were characterized by absorption
spectroscopy (UV/Vis Spectrometer T80+, PG Instruments Ltd).
In order to achieve low area coverage for the topographical analysis, glass coverslides
were dip-coated up to two times in the diluted SWCNT dispersions (1:19 dilution with
0.2 w% aqueous SDBS solution, no dilution for the case of dispersion 4 ) with a withdrawal
velocity of 20 mm/min (dip-coater KSV Layer Builder, Biolin Scientific). Tensides, distur-
bing the topographical analysis, were removed by additional dipping and withdrawal from
deionized water. The samples were investigated with an atomic force microscope (Dimen-
sion 3100, Veeco) operating in tapping mode.
2.1.2 Gold Nanorods
When a plasmonic nanoparticle is photoexcited, a collective oscillation of its free electron
gas is stimulated (surface plasmon). As a consequence to the electron movement a local
electric field is generated, that can enhance the optical absorption and emission of objects
in the vicinity of the plasmonic particle. Thereby, the strength of the enhancement de-
pends on the spectral difference between excitation wavelength λexc and wavelength of the
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plasmonic resonance λres. By reduction of | λexc−λres |, the coupling between the incident
light and the plasmon is increased. This results in a stronger signal enhancement due to
the plasmon generated electric field[114, 115]. λres is easily tunable by the geometric shape
of the plasmonic particle[114]. Gold nanospheres have a fixed resonance at 530 nm for a
radius up to tens of nanometers. Elongation of the nanoparticle in one dimension chan-
ges the resonance properties. The resulting nanorod resonance absorbance spectrum shows
two peaks, that can be assigned to oscillations along the longer axis (longitudinal mode)
and the shorter axis (transversal mode). The resonance wavelength of both modes can be
adjusted by varying the nanorod’s aspect ratio, which is controllable due to the conditions
of the synthesis [116, 114].
b) c)a)
40 nm20 nm 40 100 nm
Figure 2.1: Exemplary TEM images of Au Nanorods. TEM image of a) a single Au nanorod,
b) and c) Au nanorod clusters.
For the investigation of antenna-enhanced Raman radiation patterns from graphene,
nanorods that are resonant at the laser excitation at 632.8 nm on glass were chosen (see
chapter B). Gold nanorods with λres= 630 nm ≈ λexc were synthesized in the group of
Prof. S. Mackowski (Nikolaus Copernikus University, Torun, Poland). For the synthesis
of the precursor, HAuCl4 (25 mL, 0.05M), Cetyltrimethylammonium bromide (CTAB) so-
lution (4.7 mL, 0.1 M) and NaBH4 (0.3 mL, 0.01M) are stirred for 3 min. NaBH4 thereby
acts as a reduction agent for HauCl4 while CTAB stabilizes the resulting Au seeds as a
ligand in solution.
In the main process CTAB (150 mL, 0.1M), HAuCl4 (1.5 mL, 0.05M), L-ascorbic acid
(1.2 mL, 0.1 M), 0.01 M AgNO3 (2 mL) and Au seeds (360 µL) are mixed in a water bath
at 28 ◦C for 2 h. Controlled growth of the nanoparticles is ensured by the mild reduction
agent L-ascorbic acid. The addition of AgNO3 decreases the amount of spherical side pro-
ducts. Finally the Au nanorods are separated from the unreacted product by centrifugation
(9 krpm, 60 min) and redissolved in water [117, 118].
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Figure 2.2: Histograms of the 630 nm resonant Au nanorod spatial features, a) aspect ratio,
b) long axis, c) short axis.
The nanorods were characterized via transmission electron microscopy (TEM) operated
by Dr. S. Betzler and absorption spectroscopy. Exemplary TEM images of single nano-
rods and clusters are shown in fig. 2.1. A total number of 248 Au nanorods were analyzed.
Thereby nanorods have an average long axis length of 46.8± 8.5 nm and an average short
axis length of 21.6± 3.3 nm. A mean aspect ratio of 2.2± 0.6 was observed. Histograms of
both axes and the aspect ratio are shown in fig. 2.2.
In addition, Au nanorods resonating at 780 nm on glass were used as an optical antenna.
An analogue statistical TEM analysis of 128 Au nanorods was performed by R. Ciesielski
(see fig. 2.3). The nanorods exhibit an average long axis length of 41,1± 11,4 nm and
average short axis length of 19.0±4.65 ,nm. The observed average aspect ratio has a value
of 2.23± 0.65 nm.
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Figure 2.3: Histograms of the 780 nm resonant Au nanorod spatial features, a) aspect ratio,
b) long axis, c) short axis.
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2.1.3 Graphene
Two differently prepared graphene samples were investigated in this work. Exfoliated gra-
phene exhibits high structural quality, making it adequate for the study of basic graphene
properties (see also chapter 3). Usually samples prepared that way are limited in size to
flakes of a few microns. For the investigation of enhanced Raman radiation patterns (see
also chapter B), the enhancing plasmonic particles need to be deposited on graphene. To
statistically increase the chance of localizing a single particle, extended graphene films
grown by chemical vapor deposition (CVD) were used.
Exfoliated graphene samples on glass were fabricated in the group of Prof. A. Ferrari
(Cambridge Graphene Center, University of Cambridge, United Kingdom). Graphene layers
are deposited by micromechanical cleavage [32] on Si wafers covered with 300 nm of SiO2.
Single layer graphene (SLG) is identified by a combination of optical microscopy and Ra-
man spectroscopy (Renishaw inVia at 514, 633 nm).[57, 53] SLGs are transferred onto glass
by a polymer-based wet transfer process.[40] Poly(methyl methacrylate) (PMMA, mole-
cular weight 950 K) is spin coated onto the substrate where graphite flakes are exfoliated.
Then the sample is immersed in deionized water, resulting in the detachment of the polymer
film due to water intercalation at the PMMA-SiO2 interface.[40, 119] The flakes attach to
the polymer and can be removed from the Si/SiO2 substrate. The graphene film attached
to the polymer is then placed onto the glass substrate and, after complete drying of the
water, PMMA is removed by acetone. Success of the transfer is confirmed both optically
and by Raman spectroscopy. No significant D peak is detected after transfer, showing that
the process does not result in structural defects.
CVD-grown graphene samples on glass were fabricated by J. Krauss of Prof. S.
Gu¨nther’s group (TU Mu¨nchen, Germany). For graphene growth ca. 1x1 cm2 pieces were
cut from as received Cu-foil (25 µm, Alfa Aesar 46986, 99.8%) and loaded into a quartz
tube reactor. After evacuating the reactor system (to ∼10−3 mbar) the Cu-foils were hea-
ted up from room temperature to 950◦C in a flow of hydrogen (p(H2)=1 mbar) within
40 min. For oxidative carbon removal the Cu foil was exposed to a highly diluted oxygen
flow in an argon carrier gas (p(O2) = 1·105 mbar in p(Ar) =1 mbar). After 60 min the
temperature was increased to 1075◦C and the gas flow was changed to graphene growth
conditions (p(H2) = 20 mbar, p(CH4) = 0.02 mbar) followed by a 2.5 h growth period. Gra-
phene growth was stopped by quickly pulling the Cu-foils out of the hot zone of the reactor.
For the transfer of the as grown graphene films the Cu-samples were spincoated with
PMMA solution (6 wt.% in Anisole). After drying the PMMA-protected graphene film was
released from the Cu-support by bubbling transfer. This was done by gradually dipping
the PMMA-graphene-Cu sandwich vertically into a NaOH-solution (7 g/L) with a platinum
counterelectrode. During this dipping a current of ∼20 mA is applied with the Cu-sample
as cathode. The detached graphene PMMA film is cleaned with deionized water and then
transferred onto glass substrates. Finally the PMMA protection layer is removed with
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hot acetone.
The following table provides an overview of the samples investigated during the course
of this work:
Sample Fabricator Chapter
Graphene
(exfoliated)
Antonio Lombardo, Ferrari Group (Cambridge Graphe-
ne Center, University of Cambridge, United Kingdom)
Chapter 3
Graphene
(CVD)
Ju¨rgen Krauss, Gu¨nther Group (TU Mu¨nchen) Chapter B
Au Nanorods Dawid Piatkowski, Mackowski group (Nikolaus Coper-
nikus University, Torun, Poland)
Chapter B
CoMoCat
SWCNTs
Thomas Ackermann (University of Stuttgart and Fraun-
hofer Institute of Manufacturing and Automation)
Chapter 4
2.2 Confocal Microscope Setup
All optical experiments were performed on a confocal microscope [120] in backscattering
geometry mounted on an optical table. The sample was mounted on a piezo stage, enab-
ling confocal imaging by rasterscanning and precise positioning of the laser focus at the
sample’s x,y-plane. Two different excitation wavelengths at 565 nm (confocal imaging of
SWCNT networks, supplementary) and 632.8 nm, provided by a semiconductor diode laser
and a HeNe gas laser, respectively. The laser’s polarization was adjusted via a liquid cry-
stal retarder (LCR), aligned with an analyzer (An). Before coupling the laser beam into
the microscope, the beam was expanded consecutively to make use of the full NA of the
objective (Obj). Deviations from the laserline in the wavelength regime, resulting e.g. from
fluorescence of the laser gain material, were suppressed by a narrow bandpass filter (BP).
Stray light was blocked by a 25µm pinhole (PH1) acting as a spatial filter.
Inside the microscope, the excitation (green, see fig. 2.4) and detection beampath (red,
see fig. 2.4) are separated by a dichroic beamsplitter (BS). Depending on the excitati-
on wavelengths two different beamsplitters were used: The pellicle 33:67 (Thorlabs) was
implemented for the excitation wavelength λexc = 565 nm and the Z633rdc (Chroma) for
λexc = 595 nm or 632.8 nm. The latter is retaining ∼99.5% of s- and p-polarization, which
is important for the polarization-dependent measurements realized in chapter 3. Focusing
of the laser and collection of the signal was provided by a high NA oil immersion objective
(CFI Planapochromat VC 60x, NA=1.4, Nikon). For experiments, that require a variable
NA (see section 3.3), an oil immersion objective with adjustment ring was applied (CFI
S-Fluor, NA = 0.5 - 1.3). Polarized detection was achieved by the implementation of an
analyzer (An) between beamsplitter and the tube lens (TL), integrated in the microscope.
By rotation of the analyzer the desired detected polarization was selected.
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Graphene Raman back focal plane imaging required the addition of a 300 µm pinhole
(PH2) at the focus of TL for reduction of background signal consisting of Raman contri-
butions from optical elements and immersion oil. At a distance of 2 · fTL = 400 mm the
Bertrand lens (BL) was added to collimate the beam. The back focal plane image was
recorded with a charged coupled device (CCD) camera (Newton DU-920-OE, Andor Tech-
nology) at a distance of fBL from the Bertrand lens.
Back focal plane and real space imaging could be selected via a flippable mirror (FM1).
Another flippable mirror (FM2) separates the beam paths for confocal imaging and spec-
troscopy. For confocal imaging the signal is focused on the chip of an avalanche photo diode
(APD) with L6. The signal is converging on the entrance slit of a spectrometer (Shamrock
SR-303i, Andor Technology) coupled to a CCD camera (iDUS DU-420A-OE, Andor Tech-
nology) via L7.
The desired spectral range for confocal and backfocal plane imaging was selected with
optical filters. To block the laser signal, a longpass filter, matching the wavelength of
the excitation source, is added. Possible positions for the longpass filters, depending on
the detection method, are labeled as LP in the sketch of the microscope setup (see 2.4).
Analogue, the position of the bandpass filter (700 nm for Graphene and SWCNT Raman
G, 760 nm for Raman 2D/G’, λexc = 632.8 nm) are depicted in fig. 2.4.
Laser M1
M2
PM1
PM2
L1L2L3L4 An
LCR
Excitation beam path
NDF
Sample
BS
Obj
TL
Detection beam path
FM1
M3
LF
BF
LLF
FM2
Back focal plane 
Imaging
Confocal
Imaging
Spectroscopy
PH1
PH2 BL
L5
L6
BF
LF
CCD
L7
Spectrometer
APD
CCD
L     = lens
Optical elements:
Obj = objective lens
PM   = periscope mirror
M    = mirror
TL   = tube lens
BS    = beam splitter
NDF = neutral density filter
FM   = flippable mirror
BF    = bandpass filter
LF    = longpass filter
BL   = Bertrand lens
LLF  = laser line filter
An
An   = analyzer
Figure 2.4: Scheme of the confocal microscope setup with excitation beam (green) and
detection beam path (red). The detection methods back focal plane imaging, confocal ima-
ging and spectroscopy are labeled accordingly. Abbreviations of utilized optical elements
are explained in the key, implemented in the illustration.
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The following table shows detailed information about the equipment (e.g. model num-
ber, technical data, distributor) used for the optical setup:
Equipment Distributor
Optical microscope Eclipse TE2000 with TL (f = 200 mm) and M3 Nikon
Objective, CFI Planapochromat, 60x magnification, NA = 1.4, oil
immersion
Nikon
Objective, CFI S-Fluor, 100x magnification, variable NA (0.5 - 1.3),
oil immersion
Nikon
lenses, f (L1,L3,L6,L7)=30 mm, f (L2,L4)=70 mm, f (BL,L5)=100 mm Linus
Pinhole, diameter (PH1) = 25µm, diameter (PH2) = 300 µm Thorlabs
Beamsplitter Pellicle BP133, R[%]/T[%] = 33:67 @ 635 nm Thorlabs
Beamsplitter Z633rdc, polarization retaining, central wavelength
@ 645 nm
Chroma
Neutral density filters Thorlabs
Silver Mirrors (M1, M2, PM1, PM2, FM1, FM2) Thorlabs
Polarization filter IR 1100 BC4 CW02 CODIXX
Longpass filter LF, LP02-633RU-25, 633 nm Razor Edge®, ul-
trasteep longpass edge filter
Semrock
Longpass filter, 580 nm Chroma
Bandpassfilter BF, central wavelength @ 700/760 nm, FWHM =
10 nm
Thorlabs
Optical Table Newport
x,y-piezo stage PI-527 Physik Instrumente
Liquid Crystal Retarder LCR-1-Vis, 450 - 650 nm Thorlabs
Laser: 632.8 nm HeNe, 35 mW Thorlabs
Laser: 594 nm HeNe, 5 mW Thorlabs
Laser: Sapphire 568 nm diode, 50 mW Coherent
APD: COUNT-250C Laser Components
APD: PDM-20 Micro Photon Devices
Spectrometer: Shamrock SR-303i Andor Technology
CCD camera: Newton DU-920-OE (BFP Imaging) Andor Technology
CCD camera: iDUS DU-420A-OE (Spectroscopy) Andor Technology
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2.3 Back Focal Plane Imaging
Back focal plane imaging is a modern microscopy method, that extracts the angular distri-
bution of the emitted signal at the microscope objective’s back focal plane. The obtained in-
tensity map provides information about various material properties like the nature of emis-
sive states (dipolar [22] or multipolar character [121]), the polarization state [122, 24], the
coupling of the sample material to the substrate and the surrounding atmosphere [22, 24],
the spatial coherence length [123] and the coupling to plasmonic particles (antenna ef-
fect) [23, 124, 125].
The following section deals with the question, how radiation is gathered and intensity is
distributed in the back focal plane of a microscope objective. Subsequently the calculation
of radiation patterns originating from dipolar emitters is presented. The third section pro-
vides information about the microscopic imaging of radiation patterns and its experimental
realization. Connected to the experimental realization, the final section discusses required
properties of the microscope objective for an optimal measurement of radiation patterns.
Information in both sections is based on refs. [22, 98, 126].
2.3.1 Theoretical Description of Radiation Patterns in the Back
Focal Plane
The radiation of an emitter in a uniform medium with refractive index n1 depends on the
emitters properties. Hence, the medium has no influence on the angular distribution of the
radiation. For instance the radiation of a point-dipole in a uniform medium can be seen as
the emission of a Hertzian dipole: the radiation exhibits radial symmetry with respect to
the dipole momentum ~P . The intensity is strongest for emission perpendicular to ~P .
Most high resolution measurements, however, are performed on a dielectric substrate.
The radiation of a dipolar emitter on a dielectric with refractive index n2 and surrounding
medium n1 < n2 is changed due to the scattering of the emitted photons at the interface.
The point-dipole radiates into different areas (see fig. 2.5). The overall power of the radia-
tion Ptot can be split into radiation, emitted into the upper halfspace, into the forbidden
zone of the lower halfspace, the allowed zone and radiation dissipated into the surface.
The radiation fractions are labeled Pu, Pf , Pa and Pn, respectively [127] (see eq. 2.1). The
critical angle θcrit with the surface normal allows the differentiation of the allowed and
forbidden zone and is given by θcrit = arcsin(n1/n2). Radiation with an emission angle
θ < θcrit is assigned to the allowed zone. Light emitted into the forbidden zone fulfills the
condition for total internal reflection θ > θcrit.
Ptot = Pu + Pf + Pa + Pn (2.1)
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Figure 2.5: a) Illustration of the different angular zones of radiation for the case of an
emitter, that is placed on a dielectric substrate. In the scheme the emitter is in the center
of the circle. Fractions of the total emitted power Ptot are radiated into into the upper
half-space (Pu), the forbidden zone of the lower half-space (Pf ) for θ > θcrit, and the
allowed zone (Pa) for θ < θcrit. A fourth fraction of radiated power (Pn) dissipates into
the surface of the dielectric, b) Scheme illustrating the projection of the angular emission
in the allowed zone via an imaging lens onto its BFP. The emitter is in the center of the
emission sphere. The critical angle θcrit and maximal collection angle of the lens θmax are
illustrated as well. Figure adapted from refs. [98, 115].
This model can be applied to the present microscope geometry (see fig. 2.4). Light
emitted into the allowed zone Pa and a fraction of Pf are collected by the microscope
objective. For the determination of the intensity distribution in the back focal plane of the
objective, which depends on the emission angle θ (see fig. 2.5b), the Weyl representation
can be used. It states, that spherical waves, which are sent out by the emitter, decompose
into plane waves and evanescent waves [128]. The approximation can be applied for planar
microscope objectives [22], that are corrected for the optical aberration of Petzval field
curvature [129]. Thus, the intensity distribution in the back focal plane of the microscope
objective is related to the emitting electrical field Eemit. This is given by:
IBFP ∝ 1
cos θ
| Eemit |2 (2.2)
Fig. 2.5b illustrates the projection of the emission in the allowed zone onto the BFP of
the microscope objective. Same amounts of power are radiated into equally sized angular
zones dθ, captured on ds of the objective and projected onto the area dr of the BFP. With
increasing emission angle θ, same amounts of power are concentrated in decreasing dr. The
apodization factor 1
cos θ
corrects for this, thus ensuring the conservation of energy during the
projection onto the BFP [22]. This dimensionless term is derived from the trigonometric
relation dr = cos θ ds (see fig. 2.5b).
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2.3.2 Simulation of Dipolar Radiation Patterns in the Back Focal
Plane
The radiation of a point-dipole, described by the Hertzian dipole model, is altered when
placing the emitter on a dielectric substrate and bringing it into the focus of a high NA
microscope objective. First mathematical descriptions of a single dipole on a dielectric
medium were developed almost 100 years ago by Sommerfeld, Hoerschelmann and Weyl
[130, 131, 128, 132]. The predicted radiation patterns were experimentally verified in 1984
by Fattinger and Lukosz [133]. Further calculations for this geometry by Lieb et al. allowed
the simulation of radiation patterns for arbitrary point-dipole orientations ~P [22]. In this
section the theoretical steps, formulated by Lieb et al., are presented and dipolar radiation
patterns, calculated that way, are desribed.
Sample
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Figure 2.6: Schematic of the geometry used for the calculation of dipolar radiation pat-
terns at an interface. A point-dipole with the orientation ~P , described by the azimuthal
angle Φ and the polar angle Θ, is situated on an interface with the refractive index n2.
The surrounding medium exhibits a refractive index n1. The angular distribution of the
dipolar radiation is projected onto the BFP of the microscope objective. The emitted light
transmits the BFP at a point determined by the radial distance k′ and the azimuthal angle
in the back aperture φ. Both are in relation with the emission angle θ. Figure adapted from
ref. [22].
Fig. 2.6 shows a model describing the geometry and the involved parameters for the
situation at hand. The dipole orientation ~P can be expressed by the in-plane (azimuthal)
angle Φ and the out of plane (polar) angle Θ. The emitter is surrounded by a medium with
refractive index n1 on top of a substrate with n2. The dipole is excited with the incident
angle θS with respect to the substrate normal parallel to the optical axis z. Light is emitted
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with an angle θ with regards to the surface normal in direction of z. Both incident and
emission angle are in correlation with Snell’s law:
n1 sin θS = n2 sin θ (2.3)
According to this, complex values are allowed for θS. After the collection by an imaging
lens, the ray is projected onto the lens’ BFP. Its position in the BFP can be expressed
by the azimuthal angle φ and the radial distance from the center k′. The relation between
emission angle θ and the k-vector coordinate system in the BFP can be expressed by:
| k′ |= 2pin2
λ
sin θ = k0n2 sin θ;
(
k′x
k′y
)
=
(
cosφ
− sinφ
)
· | k′ | (2.4)
By adaption of this information with eq. 2.2, the intensity distribution of a single dipole
in the BFP can be given by:
Idipole(θ, φ) ∝ 1
cos θ
(EpE
∗
p + EsE
∗
s ) (2.5)
An arbitrarily polarized plane wave can be expressed as a superposition of two ortho-
gonally polarized plane waves. Ep and Es are the E-field components perpendicular and
parallel to the plane of incidence (plane formed by the incident ray and surface normal)
with ~E = ~Es + ~Ep. p and s stand for the german words ”parallel” and ”senkrecht” (per-
pendicular) and refer to the plane of incidence. Upon the reflection or transimission at an
interface, the polarizations s and p are conserved[134].
Ep and Es are expressed as:
Ep = c1(θ) cos Θ sin θ + c2(θ) sin Θ cos θ cos(φ− Φ) (2.6)
Es = c3(θ) sin Θ sin(φ− Φ) (2.7)
The c coefficients are given by:
c1(θ) = n
2 cos θ
cos θS
tp(θS)Π(θS) (2.8)
c2(θ) = nt
p(θS)Π(θS) (2.9)
c3(θ) = −n cos θ
cos θS
ts(θs)Π(θS) (2.10)
with
Π(θ) = eik0n1 cos(θS)δ (2.11)
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Thereby, the relative refractive index is defined as n = n2
n1
. Π is the propagation factor
for the light radiating through the upper halfspace. δ is the distance of the emitter from
the substrate interface.
The Fresnel transmission coefficients tp and ts for p- and s-polarized light are given
by [135, 129]:
tp =
2n1 cos θS
n1 cos θ + n2 cos θS
(2.12)
ts =
2n1 cos θS
n1 cos θS + n2 cos θ
(2.13)
The shape of the dipole radiation patterns, calculated with these equations are discussed
in the following. These input parameters were used to simulate the emission of a point-
dipole on a glass coverslide:
 n1 = 1 (refractive index of air, surrounding the emitter)
 n2 = 1.5 (refractive index of glass coverslide)
 NA = 1.4 (NA of microscope objective)
In general a dipolar radiation pattern can be divided into two areas separated by the
critical angle θcrit. This border is marked by a dashed circle with the radius
|k′|
k0
= NA = 1.
The low NA area (θ < θcrit) corresponds to the previously defined allowed zone, the high
NA area (θ > θcrit) is in correlation with the forbidden zone. Thereby, the latter contains
the majority of the overall intensity. Because of that, experimental recording of dipole ra-
diation patterns require high NA microscope objectives for a reasonable detection yield γ.
The calculation of γ is discussed in section 3.4.
Fig. 2.7a, b and c depict the patterns resulting from the radiation of point-dipoles,
that are oriented along the x-axis (Φ=0◦, Θ = 90◦), y-axis (Φ=90◦, Θ = 90◦) and z-axis
(Φ=0◦, Θ = 0◦), respectively. The radiation pattern of a randomly oriented point-dipole
is illustrated in fig. 2.7d. It can be calculated as a sum of the three previously simulated
dipole patterns with ~P oriented along the x-, y- and z-axis due to the symmetry of the
field curvature functions in eq. 2.7.
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Figure 2.7: Calculated radiation patterns of dipoles on a glass/air interface for different
orientations ~P . The patterns are simulated according to fig. 2.6 and equations, formulated
by Lieb et al. [22], a) x-dipole radiation pattern with Φ = 0◦ and Θ = 90◦, b) y-dipole
radiation pattern with Φ = 90◦ and Θ = 90◦, c) z-dipole radiation pattern with Φ = 0◦
and Θ = 0◦, d) radiation pattern of a random orientated dipole with dipole components
~p1, ~p2 and ~p3 oriented along the cartesian coordinate axes. In all images the k values
corresponding to the critical angle θcrit are indicated by a black dashed circle. Figure
adapted from ref. [115].
The radiation patterns resulting from dipolar emitters oriented parallel to the sample
plane (Θ = 90◦) exhibit two opposing high intensity areas in the form of lobes located in
the high NA area. The pattern’s maxima are close to θcrit. The line connecting the maxima
is orthogonal to the dipole orientation ~P . The two minima are also located close to θcrit in
the low NA area. The line connecting the minima, which are contained in two low intensity
lobes, is oriented along ~P . The patterns feature axial symmetry with the symmetry axis
coinciding with ~P .
According to the rotationally symmetric z-dipole radiation pattern, no light is emitted
to the center for this case. The strongest emission is seen for k2x/k
2
0 + ky
2/k20 > 1 close to
θcrit. The randomly oriented radiation pattern also exhibits rotational symmetry, strongly
resembling the shape of the z-dipole’s radiation pattern. In contrast, the contribution of
the two in-plane dipoles results in an increased intensity at the center and in a broader
intensity distribution of the ring in the forbidden zone.
2.3.3 Experimental Realization of Radiation Pattern Detection
The light emitted from a point in the sample plain is collimated by a lens and forms an
image at the back focal plane, containing information regarding the emissive nature of the
sample. This image can be treated as a Fourier transform of the image in the sample plain
(real space) [98, 136]. On that account, the back focal plane image is also known as Fourier
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space image. For this optical technique it is essential, that aplanatic objectives fulfill the
Abbe sine condition k = nf sin θ [129, 137]. The condition states, that light emitted from
the focal point at the focal distance of the objective fobj under the emission angle θ1 leaves
the objective at a distance k1 from the optical axis parallel to it (see fig. 2.8a). Light
from other positions in the sample plain with the same emission angle θ1 have the same
distance k1 at the BFP, but are not oriented parallel to the optical axis. The distance k
has a maximal value kmax as the diameter of the objective is limited. Thus, rays with a
k exceeding kmax are filtered out, leading to image distortions. With this information the
numerical aperture can be calculated according to:
NA = n1 sin(θmax) =
kmax
f
(2.14)
Thus, the following equation can be formulated:
sin θ =
kNA
kmaxn1
(2.15)
Hence, the NA is the limit of the angular range, that can be investigated.
Instead of a thin lens the first optical element in detection is an infinity corrected ob-
jective (Obj in fig. 2.4). Because of that, the back focal plane is inside the objective barrel
and thus not directly accessible. The experimental detection of the Fourier space image is
realized via a 4f -configuration using two lenses [138] (see fig. 2.8a). The integrated tube
lens (TL) inside the microscope is already placed in focal distance to the first fourier space
image. In the TL’s backfocal plane, an intermediate real space image is formed. A Bertrand
lens (BL) [139], placed with a distance of its own focal length from the image plane, fourier
forms the second fourier space image at its back focal plane. By installing the detector at
the BL’s back focal plane, the 4f configuration is completed.
For the experimental measurement of radiation patterns, the alignment of the optical
setup is crucial. Especially the distances between optical elements along the optical axis
need to be optimized. This is the factor most frequently leading to incorrect imaging [126].
The beam path of planar waves collected by the microscope objective is complementary to
the beam path of light emitted from the sample plain (see also fig. 2.8b). This fact can be
used for the alignment of the imaging system. The planar waves are focused at the Fourier
plane of the objective. For a correctly adjusted imaging system the spot would be reimaged
by the 4f configuration at the chip of the CCD camera. The size of the spot is limited by
diffraction. Thus, a system with the appropriate element distances shows a minimal spot
size of the alignment beam. This beam can be provided by a laser pointer installed above
the sample. As stated above, the spot size of the alignment laser beam does only depend on
the relative positions of Obj, TL, BL and the CCD camera. The angle only influences the
relative position of the pattern detected on the chip of the CCD camera. Proper shielding
of the detection beam path is crucial for the experimental realization. The blocked stray
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Figure 2.8: a) Imaging of the microscope objective’s BFP. Beam path of rays, emitted under
different angles θ1 and θ2, that are projected to the BFP with different central distances
k1 and k2. Rays emitted from the focus of the objective leave the BFP with an orientation
parallel to the optical axis. As the Fourier plane can not be recorded directly due to its
location in the microscope barrel, it can be re-imaged with two lenses (Fourier plane’),
b) illustration of the inverse radiation paths of the emitted signal and the light of a laser
pointer placed above the sample. This fact is utilized for the alignment of the distances
between the elements along the optical axis.
light mostly results from laser light, which is scattered at optical elements.
In contrast to the measurement of spectra, the detected area on the CCD camera is
expanded in the case of the back focal plane imaging experiment. Therefore a stronger
signal would improve image quality and background correction. For the case of Raman
scattering the signal is quite weak compared to the background signal generated out of fo-
cus. This background mainly consists of light inelastically scattered at the glass substrate,
the immersion oil and the microscope objective. By placing a confocal pinhole in the focus
of the tube lens (image plane in fig. 2.8) it is substantially reduced (see chapter 2.2 for the
experimental setup scheme). As a consequence, the emission pattern in the back focal plane
is broadened due to the restriction in real space. For theoretical patterns this is accounted
for by multiplying the real space pattern in the focus plane with a circular aperture func-
tion with radius r. In Fourier space the signal intensity convolutes by [sin(kr)/kr]2 which
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results in a reduced resolution and a broadened pattern. Calculated radiation patterns of
a point-dipole with Φ = 90◦ before and after broadening are illustrated in fig. 2.9a and
b. For comparison, fig. 2.9c shows a cross-section through the maxima of the respective
patterns. The Airy disc diameter is 1.221λ/NA = 36.6 µm for the G bands emission and
39.7µm for the 2D band emission. As a compromise, a diameter of 300µm was selected,
being larger by almost one order of magnitude.
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Figure 2.9: Effect of installing a pinhole in the focus of the TL on dipole radiation patterns.
Placing the pinhole in the detection beampath suppresses the background signal, resulting
from the microscope objective, the immersion oil and the glass substrate. Comparison bet-
ween calculated dipole radiation patterns a) before and b) after mathematical broadening,
c) Cross-sections of both calculated patterns through their corresponding pattern maxima.
2.3.4 Required Properties of the Microscope Objective
For experimental back focal plane imaging, the properties of the microscope objective needs
to be examined carefully. Kurvits et al. recently analyzed several commercial microscope
objectives with respect to their applicability for back focal plane imaging [126]. Their re-
sults regarding the objective (1.4 NA, 60x magnification) by the company Nikon, which
was used during the course of this work, are presented in the following. The objective
takes apochromatic and flat field corrections into account (plan apo objective). A schema-
tic featuring the elements (23 surfaces, 8 glass types) used for this objective is shown in
fig. 2.10a [140]. Each color in the scheme represents another emission angle θ. The back
focal ”plane” (dashed line) of the objective has a highly curved shape due to the complex
refraction at the densely packed optical elements.
As already stated before, a large NA is important to detect the majority of the dipolar
emission, which is localized at angles exceeding θcrit. However, a large NA of an objective
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Figure 2.10: a) Scheme of the Nikon plan-apochromat objective’s (1.4 NA, 60x magnifi-
cation) composition. The beampath of rays emitted at different angles are illustrated by
various colored lines. The objective’s back focal ”plane” is shown as a curved, dashed line,
b) Objective quality and alignment sensitivity of the used objective. The scheme shows
the graph of the Apodization factor depending on NA for different displacements of the
Bertrand lens (color coded). The calculated ideal apodization factor is plotted as a black
dashed line. The data was measured for a configuration with the BL placed between TL
and the image plane, c) Influence of the objective’s magnification on the radiation pattern
size. A larger magnification has the consequence of a reduced focal length f1 < f2 and semi
diameter of the radiation pattern h1 < h2, d) Vignetting reductions of effective NA. Frac-
tion of light transmitted for full field of view for various commercially available objectives.
Figures adapted from refs. [140, 126]
usually is connected to an increased image distortion. With the NA value rising towards
the refractive index of the immersion medium (n2 = 1.5 for immersion oil), aberrations
and tolerancing errors are expected to increase. This effect can be probed by the apodi-
zation factor 1
cos θ
as a measure for the quality of the objective (see fig. 2.10b). As image
distortions are coupled to displacement and are thus difficult to correct, the apodization
factor was measured in correlation with Bertrand lens defocusing between -1 to 1 cm (color
coded). The data for the used objective shows good agreement with the ideal apodizati-
on factor, calculated according to ref. [141] (dashed black line). Hence, the objective has
a good quality and is very insensitive to displacement of the Bertrand lens, making the
objective suitable for experimental Fourier space imaging.
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Besides NA and aberration corrections, it is important to consider the objective’s ma-
gnification, because of its influence on the image quality and resolution. Converse to real
space imaging, the detected back focal plane image is larger with a lower magnification
objective with the same NA. Fig. 2.10c illustrates the influence of magnification on the
BFP pattern’s size for a given NA with emission angle θ. To maintain the same NA, a
larger magnification M1 > M2 needs to have a reduced focal length f1 < f2. As a direct
consequence the size of the BFP pattern decreases. In the scheme this is represented by
the pattern’s semi diamter h1 < h2. The mathematical relations, including the focal length
of the tube lens fTL and the refractive index of the substrate and immersion oil n2, are
given by:
h =
fTL
M
(( n2
NA
)2
− 1
)−1/2
(2.16)
The effect of the magnification on the angular resolution is further investigated by ana-
lyzing the modulation transfer function, which is defined by the observed contrast ratio at
the image plane for a sine wave object of a given spatial frequency. The functions for two
comparable systems are very similar. Hence, a lower magnification objective yields larger
radiation patterns without loss of image quality [140, 126].
Microscope objectives generally are not equally transmissive for all collected angles.
The edges of the field of view exhibit a reduced throughput. Thus, recorded radiation
patterns exhibit a reduced intensity at larger angles compared to corresponding simulated
patterns. This effect of vignetting is highly dependent on the collection area, which is often
connected to the excitation spot size. There is almost no vignetting observable for collec-
tion from a confocal region of up to 10µm. However, the effect is clearly observed for spot
sizes beyond 50 µm. Fig. 2.10d shows the fraction of transmitted light for the whole field
of view. The effect of vignetting wass observed for large NA when comparing recorded and
simulated Raman 2D radiation patterns of graphene (see also 3.3).
Considering all three effects, the objective installed at the microscope setup is well
suited for back focal plane imaging.
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Chapter 3
Raman Radiation Patterns of
Graphene
This chapter is based on the article
”
Raman radiation patterns of graphene“ that was pu-
blished in ACS Nano 2016, 10, 1756.
Its remarkable optoelectronic properties along with its atomical thickness makes gra-
phene a versatile building block, that can be applied in various photonic and optoelectronic
devices[39]. Raman spectroscopy is a non-destructive investigation tool commonly used to
study the structure and electronic properties of the sample material. It is one of the most
used characterization methods in carbon science and technology [142]. The measurement
of graphene’s Raman spectrum [57] was a big step towards understanding the physics of
graphene. The most prominent Raman bands of pristine graphene are the G and 2D bands.
The 2D band Raman mechanism is closely linked to details of graphene’s electronic band
structure [57, 53, 143]. This makes the 2D band sensitive to the layer number. Single layer
graphene can be distinguished by a 2D/G intensity ratio of ∼4:1[57]. An additional hint
towards a monolayer is a lorentzian lineshape. The bilayer displays a 2D signal split into
four different components with shifted frequency. The complete graphene Raman spectrum
is already well understood according to literature, but the angular distribution of the Ra-
man scattered light has not been considered so far. However, the angular distribution of
the radiation contains significant information about the emissive state, such as its dipo-
lar [22] or multipolar [121] character, its polarization state [122, 24], its coupling to the
environment [22, 24], and its spatial coherence length [123] (see also section 2.3.3). For
antenna- or tip-enhanced near-field optical microscopy [23, 124, 125] the radiation pattern
can be used to observe the antenna effect and its directivity [23, 144, 54]. An additional
technical information, that can be extracted from the angular distribution of emission, is
the detection yield achieved in an experiment. This parameter indicates the fraction col-
lected by the objective and directed towards detection. It is given by the ratio of detected
intensity to total emitted intensity Idet/Itot.
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This chapter starts with the state of the art about polarized radiation patterns (secti-
on 3.1). Based on previous knowledge about non-polarized radiation patterns, presented in
section 2.3.3) the theoretical determination of polarized radiation patterns is elaborated.
Subsequently, the shape of different polarization components relative to their non-polarized
counterpart are discussed. The next section (section 3.2) aims at studying the angular dis-
tribution of Raman scattering from graphene and developing a quantitative model for the
pattern formation. Comparison between experimental and calculated data indicates that
the Raman emission can be represented as a sum of two orthogonal incoherent point-
dipoles. For the G band emission the dipoles are weighted equally. In contrast, for the 2D
band emission the dipoles have a weighting ratio of 3:1, which is expected from polarized
Raman scattering [31, 92]. Alternatively, the 2D band emission can also be represented
by the sum of three incoherent point-dipoles in a plane, each rotated by 120◦ respectively,
which reflects the threefold symmetry of the double resonance around the K and K’ points
in the electronic band structure of graphene. The polarized 2D band patterns reveal a po-
larization contrast decreasing with larger collection angles due to depolarization caused by
the air-dielectric interface. The dependence on the NA of the microscope objective also in-
fluences the 2D/G ratio for the case of polarized detection, that is crucial for determination
of single layer graphene. The results of this work are important for quantitative analysis
of Raman intensities in confocal microscopy.
3.1 State of the Art - Polarized Radiation Patterns
and Depolarization
Radiation patterns for nonpolarized dipole emission are calculated according to equations
reported in the work of Lieb et al. [22] (discussed in detail in section 2.3.3). To simulate
the pattern of a polarization component of a point-dipole radiation pattern, the calculation
of the E-field components Ep and Es (eq. 3.2) need to be distinguished. For that the
dipole orientation and the polarization direction of the analyzer are adjusted, matching
the coordinate axis of the cartesian coordinate system. Fig. 3.1a, a modified image from
chapter 2.3.3, illustrates the orientation of Ep and Es in the BFP imaging geometry along
with the plane of incidence for an emitted ray. The relationship between Ep, Es and the
field components along the coordinate axes Ex and Ey are developed via trigonometry (see
fig. 3.1b):
Ex = Ep · cosφ− Es · sinφ (3.1)
Ey = Es · cosφ+ Ep · sinφ (3.2)
The parallel polarized radiation pattern of a dipole is calculated by setting the E-field
component perpendicular to the dipole orientation to zero. Setting the other E-field com-
ponent to zero, results in the perpendicular polarized radiation pattern. Fig. 3.2a shows the
nonpolarized as well as the parallel (y-polarized) and perpendicular polarized (x-polarized)
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patterns for the case of a dipole oriented along the y-axis (Φ = 90◦). The full script for the
calculation of polarized radiation patterns is attached in the supplementary information A.
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Figure 3.1: a) Back focal plane geometry with plain of incidence. Path of the emitted ray is
shown in blue. Adapted from ref. [22], b) Scheme illustrating the geometrical relationships
for the adjustment of the electrical field components.
The parallel polarized emission pattern strongly resembles the non-polarized pattern’s
shape. The high intensity lobes at angles larger than the critical angle are less extended
though. The perpendicular polarized pattern shows no intensity at NA < 1. Intensity, that
was blocked by the analyzer in the previous case, now appears in the form of four lobes
in the high NA area. To verify the correct calculation, the polarized radiation pattern of
a single SWCNT is considered. The photoluminescence of semiconducting SWCNTs can
be viewed as the radiation of a point-dipole. These patterns were already recorded in a
coworker’s investigation [145]. Experimental and calculated nonpolarized and polarized ra-
diation patterns are compared in fig. 3.2a and b. The dipole orientation of experiment and
theory (Φ = 90◦) do not exactly match, but nonetheless a qualitative agreement between
experimental and calculated patters could be determined.
The signal appearing in the perpendicular polarized pattern is unexpected, as only the
Ex component should transmit the analyzer, which is set to zero for this configuration. The
intensity shows a considerable fraction of 12.2% of the non-polarized pattern’s intensity,
localized at the high NA area. The intensity’s origin is polarization mixing of the emission
emerging at the air-glass interface.
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Figure 3.2: Non-polarized and polarized radiation patterns of point-dipoles. The white ar-
rows indicate the orientation of the dipole, a) Calculated non-polarized, parallel polarized
(y-polarized) and perpendicular polarized (x-polarized) radiation patterns of a point-dipole
oriented along the y-axis (Φ = 90◦). The radiation patterns are calculated with the equa-
tions reported by ref. [22], b) Experimental non-polarized, parallel polarized (y-polarized)
and perpendicular polarized (x-polarized) photoluminescence pattern of a carbon nanotube
oriented along Φ ≈ 90◦. Figures adapted from ref. [145], c) Calculated non-polarized, 45◦
polarized (y-polarized) and −45◦ polarized (x-polarized) radiation pattern of a point-dipole
with Φ = 315◦, d) Calculated parallel and perpendicular polarized electric field patterns
for a point-dipole oriented along the y-axis (Φ = 90◦).
The fact, that the intensity of the perpendicular polarized radiation pattern (see fig. 3.2a)
is located at NA > 1 infers, that the extrinsic effect of polarization mixing influences si-
gnal detected at larger angles, while it is negligible for the signal at lower collection angles.
Polarization mixing, also labeled depolarization, will be discussed in detail in section 3.3.
It is also possible to simulate polarized radiation patterns with a dipole to analyzer
constellation other than parallel or perpendicular. This is shown for a point-dipole with an
orientation of Φ = 315◦ (illustrated in fig. 3.2c). The y-polarized pattern (Ex=0, ”45◦ pola-
rized” with respect to the point-dipole to analyzer orientation) resembles a rotated parallel
polarized radiation pattern. However, the maxima do not coincide with the maxima of the
non-polarized pattern, but are slightly tilted toward the x-axis. For the x-polarized pattern
(Ey=0, ”−45◦” polarized) the maxima of the pattern are slightly tilted towards the y-axis.
Two components contribute to the formation of the polarized radiation patterns: dipolar
emission (parallel polarized radiation pattern) and depolarization (perpendicular polarized
radiation pattern). To understand the tilt of the polarized radiation patterns, the phase
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information of the polarized electric field patterns for the dipole emission (parallel pola-
rized) and the depolarization (perpendicular polarized) needs to be considered. Fig. 3.2d
depicts the real part of the polarized E patterns calculated for a y-dipole (Φ=90◦). For a
point-dipole with Φ=315◦, the parallel polarized radiation pattern should be rotated by
315◦. The perpendicular polarized radiation pattern is unaffected by a variation of the
point-dipole orientation. The electric field exhibits a phase difference (red and blue), with
opposing lobes sharing a phase. Summing up both polarized component patterns leads to
constructive and destructive interference, which is the origin of the tilted patterns. Mo-
re details about polarized electric field patterns are shown in the supplementary chapter A.
The intensity of the non-polarized pattern is distributed equally for the x- and y-
polarized emission. This reflects, that the dipole orientation 315◦ is composed of equally
weighted x- and y-components.
3.2 Polarization-dependent Raman Radiation Patterns
of Graphene
With knowledge gained by the simulation of polarized radiation patterns, the radiation of
Raman scattering of graphene is studied. Previous spectroscopic Raman investigations on
graphene [31, 92] reported the polarization dependence and independence of the Raman
2D and G band respectively (details discussed in section 1.1.3). To gain more insight about
the nature of the Raman radiation of graphene its angular distribution is studied.
As sample material, exfoliated graphene, fabricated as described in chapter 2, was cho-
sen for the investigation due to its high quality and a low defect concentration. A single-
layer graphene (SLG) flake was localized by confocal microscopy. In the Raman spectrum
the 2D/G intensity of the flake marked in fig. 3.3a shows a ratio of roughly 3:1 identifying
it as a SLG (see also fig. 3.3b) [57]. At first, the Raman G band’s radiation pattern is
discussed. The nonpolarized emission was recorded for two orthogonal excitation polariza-
tions. Due to the G band’s polarization independence the same pattern is expected (see
chapter 1.1.3) [31]. By comparing these two patterns potential imaging artifacts can be
excluded. The experimental patterns indeed showed the same result: a ring of uniform in-
tensity with the inner border corresponding to NA = 1 (see fig. 3.4i) and ii)). For polarized
detection the image shows two lobes on an axis orthogonal to the polarization direction of
the analyzer (see fig. 3.4iii)). Rotating the analyzer by 90◦ also results in a rotated pattern
retaining the integrated intensity (see fig. 3.4iv)). These experimental observation suggest
a polarization independence consistent with previous reports [31] (see also chapter1).
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Figure 3.3: Raman spectrum of the investigated graphene flake. The inset shows a Raman
2D confocal micrograph of the studied flake.
The intensity distribution of the polarized experimental pattern (see fig. 3.4) resem-
bles the theoretical radiation pattern of a point-dipole. This points towards the G band
signal being a superposition of two orthogonal incoherent dipoles. Summing up two calcu-
lated orthogonal dipole patterns results in a radially symmetric pattern, comparable to the
recorded non-polarized pattern. Quantitative agreement between calculations and experi-
ment is attained after mathematical broadening of the calculated patterns. Comparing the
corresponding cross-sections shows good agreement between experiment and theory (see
fig. 3.4b). Deviations of experimental patterns from theory at low NA regions originate
from difficult background correction due to a low amount of photons recorded for this area.
Fig. 3.5 a,i and ii plot the nonpolarized BFP images of the Raman 2D band recorded
for two orthogonal directions of the excitation polarization. In contrast to the G band
pattern, the shape of the radiation pattern depends on the excitation polarization. The
axis of the recorded pattern’s maxima is orthogonal to the excitation polarization similar
to the radiation pattern of a point dipole. The pattern shape observed for the polarized
radiation patterns (see fig 3.5a,iii and iv) also shows this feature, but unlike the polarized
G band patterns, the parallel and cross-polarized patterns do not share the same integra-
ted intensity. So the non-polarized 2D band radiation pattern can also be considered as a
superposition of two orthogonal point-dipoles. However, as indicated by the different inten-
sity of the orthogonal polarized patterns, the dipoles are weighted differently. In literature,
the ratio between parallel and cross-polarized intensity r2D = I(2D)‖/I(2D)⊥ is reported
to be ∼3 [31, 146]. So the theoretical image of the non-polarized radiation pattern can be
calculated as a sum of two orthogonal incoherent dipoles with a weighting ratio of 1:3 (see
fig. 3.5a,v and vi). The series of parameter-free calculations for polarized and non-polarized
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Figure 3.4: a) Experimental and calculated G peak radiation patterns with and without
analyzer. The same scaling is used in each row for the experimental and theoretical data, b)
Cross-sections taken through the center of the experimental and calculated BFP patterns
in a). The arrows indicate the direction of polarization.
images are fitting their experimental counterparts well. The agreement between experiment
and theory can also be seen in the corresponding cross-sections (see fig. 3.5b).
A different approach for calculating the 2D band radiation pattern is the superposition
of three incoherent point-dipoles each rotated in-plane by 120◦ (see also fig. 3.6a). This
model fits the symmetry properties of the double resonant Raman process around K and
K’, which is later discussed in more detail (section 3.3). As the sample is excited with
a linearly polarized beam, the intensity distributions of the three dipoles scale with the
angle δ between the incident E-field and the dipole axis p: |p · E|2 ∼ cos2(δ). Without
loss of generality, one dipole is considered parallel to the excitation polarization while the
other two are rotated by 120◦ and 240◦. Thus, the two rotated dipoles are less efficiently
excited: cos2(120◦)=cos2(240◦)=1/4. So the radiation pattern is calculated with a dipole
weighting of 1:1/4:1/4 (see also fig. 3.6b). The resulting image is in good agreement with
the experiment and the image calculated with the 2-dipole model.
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Figure 3.5: a) Experimental and calculated 2D radiation patterns with and without ana-
lyzer. The same scaling is used in each row for the experimental and theoretical data, b)
Cross-sections taken through the center of the experimental and calculated BFP patterns
in a).
3.3 Quantitative Raman Intensity Investigation
The ratio r2D between the parallel and cross-polarized intensity of the 2D band can be
calculated by integrating the intensity of the corresponding radiation patterns. The ratio
extracted from experimental (r2D,exp = 2.22) and calculated (r2D,calc = 2.02) patterns
deviate from the ratio reported in literature [31, 146] (r2D,Lit ≈ 3). The reason for that
is understood after a quantitative investigation of the Raman intensity. In theory, the
Raman intensity of the G band can be calculated according to the following equation
[53, 31, 147, 148]:
I(G) ∝
2∑
i=1
| eˆS ·Ri · eˆL |2 (3.3)
where R1 and R2 are the double degenerate E2g Raman polarizability tensors:
R1(G) =
(
1 0
0 −1
)
; R2(G) =
(
0 1
1 0
)
(3.4)
and eˆL and eˆS are the unit vectors of polarization for incident and scattered light at
the focus of the microscope objective.
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Figure 3.6: a) Scheme illustrating the excitation in the 3-dipole model. While the dipole
0◦ parallel to the excitation polarization shows a relative excitation strength of 100% the
other two dipoles exhibit only a partial relative excitation, b) The patterns of the three
dipoles summed up accordingly result in the same pattern as for the 2-dipole model.
Based on information from the previous two sections, eq. 3.3 is extended to both Raman
G and 2D band. As discovered before, the Raman G emission can be viewed as a sum of
two orthogonal incoherent point-dipoles, which also accounts for eq. 3.3. The dot product
Ri·eˆS would thus be seen as the oscillation of the two orthogonal dipoles. The sum over
modulus square takes into account the incoherent superposition.
As already mentioned above (see section 3.1), samples with an air-dielectric interface
display the effect of depolarization, that shows an influence for NA > 1. This dependence
of depolarization pS on NA is quantified by the ratio between detected intensity for perpen-
dicular I(S)⊥ and parallel I(S)‖ polarization. By integrating the corresponding radiation
patterns over an increasing angular range these intensities are calculated. For the cross-
polarized emission patterns the effect of pS becomes considerable for NA > 1 as expected
(see fig. 3.7a).
Besides depolarization of the emission emerging from the air-glass interface, it can also
be caused during excitation in the focus of a high NA objective (NA > 1) due to tight
focusing and the dielectric-air interface. The depolarization of excitation is labelled as pL.
To calculate the NA dependence of pL, the equations describing a strongly focused linear-
ly polarized Gaussian laser beam formulated by ref. [134] are applied. The ratio between
intensity components of perpendicular I(L)⊥ and parallel I(L)‖ polarization gives pL =
I(L)⊥/I(L)‖. When looking at its influence in relation to NA, pL also follows the trend of
becoming more substantial at larger angles, though not as significant as pS. Both depo-
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larization effects have a stronger influence for NA > 1. The increasing influence of both
depolarization effects are illustrated in fig. 3.7a.
For the case of the G band intensity, the effect of depolarization cancels out because of
its symmetry properties as |R1 · eˆx| = |R2 · eˆy|. For the 2D band, however, depolarization
needs to be considered. The general formula containing the influence of depolarization is
shown in the following:
I(G; 2D) ∝
∑
i,j,k
| eˆS · P jS ·Ri · P kL · eˆL |2 (3.5)
with i = 1, 2 and i = 1-3 for the case of G and 2D, respectively, and j, k = ‖, ⊥. De-
polarization matrices are developed empirically considering both pL and pS (see fig. 3.7a):
P⊥S,L =
(
0
√
pS,L
−√pS,L 0
)
; P
‖
S,L =
( √
1− pS,L 0
0
√
1− pS,L
)
(3.6)
with pS = I(S)‖/I(S)⊥ and pL = I(L)‖/I(L)⊥. As depolarization is neglectable for
NA < 1, eq. 3.5 simplifies to eq. 3.3 for that case. The Raman polarizability tensors of the
totally symmetric 2D phonons do not result in the polarization contrast r2D ≈ 3 reported in
literature[31, 148]. This can be explained by the double resonance process and the interplay
between photon-electron and electron-phonon coupling. Intervalley scattering between K
point and K’ point with six possible K-K’ and K’-K combinations need to be considered.
Symmetry reasons narrow them down to three K-K’ combinations. The double resonant
intervalley scattering leads to distinct electronic populations around the three different K’
points, each rotated by 120◦, neighbouring the K points[31]. This is consistent with the 3-
dipole-model described before. The corresponding three Raman polarizability tensors thus
reflect the symmetries of the electronic populations caused by the double resonant Raman
scattering process, given by:
R1(2D) =
(
1 0
0 1
)
; R2(2D) =
1
4
( −1 −√3√
3 −1
)
; (3.7)
R3(2D) =
1
4
( −1 √3
−√3 −1
)
(3.8)
R2 and R3 are calculated by rotation of R1 by 120
◦ and 240◦. As described for the
simulation of the emission pattern the excitation efficiency of the dipoles is scaled by the
ratio 1:1/4:1/4. So in contrast to the G signal, the 2D intensity is polarization dependent
and thus is influenced by depolarization. Since depolarization depends on NA, r2D also
depends on NA, given by:
r2D(NA) =
I(2D)‖
I(2D)⊥
=
3− 2pS − 2pL + 4pSpL
1 + 2pS + 2pL − 4pSpL (3.9)
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Repeating these calculations for the case of the mathematically equivalent 2-dipole mo-
del results in the same term for r2D validating eq. 3.9. Using this equation for theory data
(blue squares) and the corresponding intensity values extracted from recorded patterns
for the experiment (red triangles), r2D is plotted against NA (see fig. 3.7b). Both theory
and experiment display a substantial decrease of about 30% towards larger NA caused by
depolarization. Deviations between experiment and theory can be explained by artifacts
from experimental realization. At small collection angles, a low detected photon rate causes
bad background correction for laser scattered light, while at large angles the transmission
of the microscope objective is reduced [126] (see also section 2.3.4). The large discrepancy
of r2D values reported in literature and in this work mentioned at the beginning of this
chapter therefore can be explained by the different influence of depolarization for small
(NA = 0.8 for ref. [31]) and large NA (NA = 1.4 for this work) objectives.
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Figure 3.7: a) Depolarization of excitation pL and emission pS at the glassair interface as a
function of the focusing angle θ expressed by NA =n sin θ, b) experimental and calculated
2D intensity ratio for parallel and perpendicular polarized light r2D = I(2D)‖/I(2D)⊥.
The curve is a plot of eq. 3.9.
The ratio ρ=I (2D)/I (G) is frequently used in the literature for the spectroscopic deter-
mination of SLG. In the case of polarized detection I (G) is independent of depolarization.
In contrast, I (2D) and ρ should be influenced by pL and pS. To prove this, a series of
parallel polarized spectra with varying NA was recorded and normalized to the G peak.
As illustrated in fig. 3.8, with rising NA and depolarization influence, the intensity of the
2D peak increases. ρ can be expressed by the NA-dependent r2D:
ρ =
I(2D)
I(G)
=
I(2D)‖ + I(2D)⊥
2I(G)‖
=
r2DI(2D)⊥ + I(2D)⊥
2I(G)‖
(3.10)
ρ‖ =
I(2D)‖
I(G)‖
=
r2DI(2D)⊥
I(G)‖
(3.11)
ρ⊥ =
I(2D)⊥
I(G)⊥
=
r2DI(2D)⊥
I(G)‖
(3.12)
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This definition leads to:
ρ‖
ρ
=
r2DI(2D)⊥ · 2I(G)‖
I(G)‖ · [r2DI(2D)⊥ + I(2D)⊥] =
2r2DI(2D)⊥
I(2D)⊥[r2D + 1]
=
2r2D
r2D + 1
(3.13)
ρ⊥
ρ
=
I(2D)⊥ · 2I(G)‖
I(G)⊥ · [r2DI(2D)⊥ + I(2D)⊥] =
2
r2D + 1
(3.14)
with ρ being the unpolarized ratio, ρ‖ (ρ⊥) the polarized ratio for parallel (perpendicu-
lar) polarization. Fig. 3.8 illustrates the NA dependence of experimental and calculated ρ‖
and ρ⊥ normalized over ρ. The experimental data agrees with the corresponding calculated
values. While the parallel polarized case ρ‖/ρ shows a decrease with rising NA (experimen-
tally demonstrated in fig. 3.8 a)), the opposite trend is displayed for cross-polarization
ρ⊥/ρ (see fig. 3.8b)).
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Figure 3.8: a) Parallel polarized SLG Raman Spectra as a function of NA. All spectra are
normalized to I (G), b) NA dependence of I(2D)/I(G) with ρ = I(2D)
I(G)
, ρ‖ =
I(2D)‖
I(G)‖
and
ρ⊥ =
I(2D)⊥
I(G)⊥
as defined in the text.
The D peak Raman radiation pattern is expected to behave similar to the 2D band. This
can be explained by it having the same directional preference for electron-phonon scattering
as the intervalley resonant Raman process of the 2D band. The depolarization discussion
of the I (D)/I (G) ratio should therefore be equivalent. Polarized Raman scattering can be
observed for linear extended defects localized in one dimension of the momentum space
[54, 76, 77]. The D peak intervalley Raman process occurs for armchair edges only when the
incident polarization is parallel to the edge. For perfect edges polarized Raman scattering
with a contrast of 100% is expected. For the case of high NA both pL and pS would reduce
the observed contrast. Using the values plotted in fig. 3.7a (depolarization) a polarization
contrast of (100−13−2)% = 85% would be expected for NA = 1.4 in case of perfect edges.
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For fully coherent scattering, the spatial integral of the induced Raman polarization
needs to be included in the modulus square of eq. 3.5 as the excitation field within the focus
area is coherent. Spatially coherent Raman scattering would have an influence on the ob-
served radiation pattern if the coherence length would be ∼λ/4. In this case, retardation
effects would play a role [147, 148]. As all experimental patterns could be quantitative-
ly described with the emission of point-dipoles, the coherence length is expected to be
substantially smaller [147, 148]. It was reported that spatially coherent Raman scattering
influences the near-field optical response with a coherence length of ∼30 nm. As this value
is < λ/4 our treatment of SLG Raman patterns as spatially incoherent is justified. The po-
larized Raman 2D intensity terms depending on pL and pS for the coherent case, pL,coherent
and pS,coherent, are shown in eqs. 3.15 and 3.16.
I(2D)‖,coherent = 9(1− pS)(1− pL)6
√
(1− pS)
√
(pL) + (1− pS)pL
+pS(1− pL)46
√
(pS)
√
(pL) + 9pSpL (3.15)
I(2D)⊥,coherent = 2
√
(1− pS)
√
(1− pL) + 10(1− pS)pL + 12
√
(1− pS)
√
(pL)
+24
√
(pS)
√
(1− pL) + 9pS(1− pl)14
√
(pS)
√
(pL) + pSpL (3.16)
Using these equations, the 2D intensity ratio r2D,coherent depending on NA are calcula-
ted. In contrast to the incoherent case (see fig. 3.7b) the calculated curve for the coherent
case, illustrated in fig. 3.9, differs widely from the experimental curve. This confirms, that
the assumption of the incoherent case for the graphene Raman radiation patterns is correct,
additionally.
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Figure 3.9: Experimental and coherent case calculation for 2D intensity ratio for parallel
and perpendicular polarized light r2D,coherent = I(2D)‖,coherent/I(2D)⊥,coherent. The curve is
calculated using eqs. 3.15 and 3.16.
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3.4 Fraction of Detected Light
With recorded and calculated radiation patterns the fraction of detected light γ can be
derived. γ is depending on the collection angle and is given by:
γ =
Pdetected(NA)
Ptotal
=
Pdetected(NA)
Plhs + Puhs
(3.17)
where Ptotal is the total emitted power distributed over both halfspaces and thus is cal-
culated by Ptotal = Puhs + Plhs. As a backscattering microscope geometry is used, the upper
halfspace is air and the lower halfspace is glass substrate. γ is calculated by integrating
the radiation patterns from 0 to NA, followed by normalization of the patterns integrated
over 4pi (see fig. 3.10). The fraction of detection efficiencies for the experimental G and
2D peak have very similar NA dependencies up to NA = 1.2. The experimental curves are
normalized to the calculated value at NA = 1. This value was chosen as the microscope
objective’s transmission for marginal rays at larger angles is lower [24, 149, 150].
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Figure 3.10: Experimental and calculated fraction of detected light as a function of NA.
The experimental curves are normalized to the theoretical value at NA=1.
The Raman radiation patterns (see figs. 3.4 and 3.5) and NA dependent detection yield
γ (see fig. 3.10) from graphene on glass provide a complete quantitative description of the
polarized Raman signals detected in a microscope configuration. The description shown
here will be useful for the discussion of signal enhancement due to plasmonic nanostructures
placed in the vicinity of SLG. Plasmonic nanostructures (e.g. Au nanorods, see chapter B)
can act as optical antennas and therefore influence the angular distribution of emission. To
quantify the Graphene Raman signal enhanced by such an antenna, the exact knowledge
of the spatial distribution of emission as well as the NA dependent fraction of detection is
necessary.
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3.5 Conclusion
In this chapter, the angular distribution of Raman emission from graphene was discussed.
The homogeneous ring shape of the G band radiation pattern illustrates the emission’s
isotropic nature with respect to the excitation polarization. The emission pattern can be
expressed as the sum of two orthogonal incoherent point-dipoles. The 2D band’s radiation,
however, is depending on polarization and can be described either as a sum of two ortho-
gonal incoherent point-dipoles with a weighting ratio of 3:1 or as a sum of three incoherent
dipoles in a plane each rotated by 120◦. Examining the intensity of polarized Raman 2D
radiation patterns revealed a decrease in polarization contrast with increasing numerical
aperture, mainly caused by depolarization of the radiation at the air-dielectric interface. A
subsequent quantitative intensity study of the Raman signal helped understanding the ef-
fect of depolarization itself and its influence on the Raman intensity in general. Considering
this, a general equation for Raman intensity of graphene was developed (eq. 3.5). Insights
gained in this work can be applied for optical studies on a wide range of sample materials
including other thinfilm material (e.g. transition metal dichalcogenides, silicene, etc.) as
well as nanotubes and nanowires. The results presented here are thus important for quanti-
tative Raman intensity studies using high NA objectives. Scientists, using high NA setups,
commonly need to consider the extrinsic effect of polarization scrambling (depolarization),
that occurrs in the focal region of high NA objective lenses[151].
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Chapter 4
Raman Defect Study of Recycled
SWCNTs
This chapter is based on the article
”
Recycle it: Material-efficient dispersing of carbon na-
notubes without scission“ submitted to Scientific Reports.
Single-walled carbon nanotubes (SWCNTs) exhibit unique properties like mechanical
stability [152], high electron mobility [153] and large electrical [154] and thermal con-
ductivity [155]. Especially in the form of a dense network, fabricated and characterized
also in this work (details in supplementary chapter), SWCNTs are a promising candidate
for application in transparent electrodes[156, 157, 158], transistors [159, 160, 161], printed
antennas[162, 163] and heating elements[164]. Despite this, SWCNTs are still not common-
ly used commercially yet. This can be explained by their energy consuming and expensive
process technology: The raw material, typically synthesized by chemical vapor depositi-
on, arc discharge or laser ablation, contains various impurities such as catalyst material,
graphene and amorphous carbon. The SWCNTs in the soot of the raw material mainly
occur as aggregates. To obtain single SWCNTs and simultaneously purify the sample, the
raw material is sonicated in aqueous tenside or polymer solution. Both act as a surfac-
tant, wrapping around individual SWCNTs and crushed agglomerates for stabilization in
solution. A centrifugation step separates single SWCNTs in solution from SWCNT ag-
gregates and impurities in the precipitate. Besides those three processing steps additional
work stages like density-gradient ultra centrifugation [165, 166, 167] or chromatography
[168, 169, 170] can be added to obtain material, that is sorted by chirality or length.
Besides the purity of the dispersion, there is another criterion for the use of SWCNTs in
electronic devices. The SWCNT length L has a direct impact on optoelectronic performan-
ce [171]. We know from percolation theory that the critical number of sticks per area unit
Nc required for percolation scales with the SWCNT length L as Nc = 5.637/L
2 [172, 173].
Therefore, doubling of L would lead to a reduction of Nc by factor four. That implies, that
conductive films can be fabricated with substantially higher optical transmission. Additio-
nally, because the intrinsic resistance of a SWCNT is several orders of magnitude lower
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than the junction resistance between two SWCNTs, making the overall sheet resistan-
ce higher for networks consisting of long SWCNTs and increasing the conductance of the
device. This makes liquid film coatings for dispersions with long SWCNTs highly desirable.
Ultrasonication causes scission of SWCNTs and scales with the power law L ∼ tm, with
t being the sonication time and m = 0.2-0.5 [174, 175, 176]. Hence, a short sonication time
is desired for dispersions containing long SWCNTs. However, a direct consequence of short
sonication time is an increased fraction of SWCNTs that remains in the precipitate and
thus results in a low dispersion yield[177, 178]. As the fabrication of SWCNT dispersions
is energy-consuming and the raw material expensive, a high dispersion yield is of prime
importance. Thus, the goal of this work is overcoming the scission of SWCNTs by long
sonication and the poor material-efficiency for short sonication times.
A method to extract long SWCNTs in a material-efficient way is presented here. Ex-
tracting the solution and discarding the precipitate after the centrifugation step is the
standard method, making it common to discard a large fraction of SWCNTs. The possi-
bility to reutilize SWCNTs in the precipitate is investigated. Several recycled dispersions
are fabricated by sonicating the previous sample’s precipitate. Nanotube dispersions are
characterized by atomic force microscopy (length statistics), absorption (material efficien-
cy) and Raman spectroscopy (defect statistics). Comparison with a SWCNT dispersion
sonicated for a substantially longer time, shows that SWCNTs, extracted by the presented
method, have a similar dispersion yield while also having a larger mean length and lesser
average defect concentration.
4.1 Recycling of Dispersed SWCNTs and their Cha-
racterization
The fabrication of SWCNT dispersions, their characterization using optical absorption
spectroscopy and atomic force microscopy after deposition on a substrate and the statisti-
cal SWCNT length analysis were realized by T. Ackermann at the Fraunhofer Institute
for Manufacturing Engineering and Automation, Stuttgart.
The original SWCNT dispersion (dispersion 1 ) was fabricated by sonicating CoMo-
Cat CG200 raw material in aqueous sodium dodecyl benzenesulfonate (SDBS) solution
for 20 min. Nanotube aggregates and impurities were separated by centrifugation and sub-
sequent filtration, isolating single SWCNTs in the liquid phase. Experimental details are
described in section 2.1.1. In order to investigate the usability of the precipitate as a buil-
ding block for optoelectronic devices, it is redispersed instead of the initial raw material
within a second sonication-centrifugation-filtration procedure with the same parameters as
for the fabrication of dispersion 1 (see fig. 4.1). The product is referred to as dispersion 2.
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Figure 4.1: The procedure for the recycling of the precipitate from the previous sonication-
centrifugation process.
The dispersions 3 and 4 are the batches from the sonication of the precipitate from the
second and third sonication-centrifugation process, respectively. That way, four purified
dispersions were obtained. Moreover, a fifth dispersion with direct sonication of the initial
raw material for 80 min was fabricated in order to compare the dispersions obtained via
the recycling procedure with regard to material-efficiency and scission of SWCNTs (80 min
dispersion).
The samples were then characterized via absorption spectroscopy. The linear relation
between absorbance and carbon concentration, given by Lambert Beer’s law, however is
not valid for too high concentrations. This is due to high analyte concentrations leading
to an altered refractive index, which causes a different absorbance. The same effect can be
explained by a variation of the molecule charge distribution because of a larger proximi-
ty and density of adjacent molecules. Besides these, there are various other reasons for a
nonlinear absorbance to concentration relation including including instrumental deviations
[179, 180]. In order to obtain validity of Lambert-Beer’s law, the samples were diluted by
1:9 with 0.2 w% aqueous SDBS solution. The absorbance of the M11 transition peak at
656 nm was chosen as a reference. Fig. 4.2a illustrated the absorption spectra of the five
fabricated dispersions. All spectra exhibit the same shape, displaying that the samples
have the same chemical composition and are thus comparable in terms of absorbance. The
80 min dispersion shows substantially stronger absorption than the others, implying that
its dispersion yield is the largest. This confirms the proportionality between sonication
time and dispersion yield mentioned above. Out of the four batches processed by the re-
cycling method, the sample resulting from the first recycling step, dispersion 2, shows the
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strongest absorbance. This proves, that quite a large number of SWCNTs remain in the
precipitate after the first sonication step. Further use of precipitates would thus lower costs
significantly, improving industrial scalability of SWCNT dispersions while the quality of
the SWCNTs is retained.
The large dispersion yield of dispersion 2 can be explained by the mechanism illustra-
ted in fig. 4.2c. In the initial raw material the SWCNTs are aggregated due to van-der-
Waals-forces (pi-stacking). The outer SWCNTs (represented as white cross sections) are
encapsulated by the nonpolar carbon chain of the SDBS molecules. The van-der-Waals
forces attracting the SWCNT to the agglomerate are weakest for outer SWCNTs, becau-
se of the reduced number of surrounding SWCNTs. In addition, the outer SWCNTs are
already partially stabilized in solution by surfactants, making these SWCNTs more likely
to be separated by cavitation. Therefore the outer SWCNTs are separated as individual
SWCNTs or small bundles consisting of few SWCNTs. These are light enough in order to
remain in the dispersion after centrifugation. Strano et al. have proposed a mechanism for
the adsorption of the surfactants on the outer SWCNTs [181]. Thereby cavitation induces
unzipping of the SWCNTs from the end of the tubes, allowing surfactants to diffuse into
the free space between the aggregate and the exfoliating outer tube (inset in fig. 4.2c).
1.0
0.8
80 min 
      dispersion
0.8
0.6
0.4
0.2
0.0
ab
so
rb
an
ce
 A
(6
56
 n
m
)
20 m
in sonication
80 m
in sonication
(1)
(2)
(3)
(4)
0.4
0.3
0.2
0.1
 a
bs
or
ba
nc
e 
A
1000800600400
wavelength λ  [nm ]
dispersion 2
dispersion 1
dispersion 3
dispersion 4
20 min
agglomerates 
(initial raw material)
crushed 
agglomerates
sonication
centrifugation
individual SWCNTs and 
small SWCNT bundles
2nd 
sonication ...
filtration
precipitate
supernate
a) b) c)
Figure 4.2: a) Absorption spectra of the different dispersions from fig. 4.1 b) The summa-
rized absorbance of dispersions 1-4 compared to direct sonication for 80 min, c) Proposed
mechanism for the unexpected optimum of the dispersion efficiency. The sketch represents
the cross sections of the SWCNT bundles. White circles represent the outer SWCNTs.
The inset shows the mechanism proposed by Strano et al. [181], where the outer SWCNTs
unzip from the bundle end. The colored particles represent the surfactants.
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Thus, dispersion efficiency is determined by surface to volume ratio of the aggregates.
During the first sonication the aggregates shrink. The precipitate used for the first recycling
step therefore should contain smaller aggregates compared to the raw material. As a direct
consequence, the overall surface of the aggregates as well as the amount of outer SWCNTs
is larger. Hence, more individual SWCNTs should be isolated during the second sonication,
which is in agreement with the experimental observations. From the other two recycling
steps less material is extracted compared to material dispersed from the raw material. This
is due to the amount of dispersable SWCNTs was significantly lowered by the first two
sonication steps.
The relative absorbance of the dispersions at the reference point is illustrated in fig. 4.2b.
The summed up absorbance of the individual dispersions obtained during the recycling
process is similar to the absorbance of the 80 min dispersion. The dispersion yields of the
standard and the recycling procedure are thus comparable.
Besides the dispersion yield the average length of SWCNTs in dispersions is a subject of
interest, as a reduced length of SWCNTs in a dense network leads towards a lower overall
conductivity of the network[171]. The length of the SWCNTs in the dispersions were sta-
tistically determined via atomic force microscopy (AFM). The preparation of the samples
for the topographical analysis is described in section 2.1.1. For each sample hundreds of
SWCNTs were analyzed ensuring statistical relevance. An overview of the length statistics
from dispersion 1, dispersion 4 and the 80 min dispersion are illustrated in fig. 4.3. The
histograms of dispersion 1 and 4 show a similar distribution of SWCNT lengths within
the range between 0.3µm and 3.0 µm. Both samples have a similar mean length of about
1.0 µm. Compared to that, the length distribution of the SWCNTs from the 80 min disper-
sion is less expanded and mainly below a length of 0.8 µm. The mean length is nearly a
third of the previously observed average length at a value of 0.32 µm. The shorter lengths
of the 80 min dispersion originate from significant scission due to longer sonication time,
as expected. The SWCNTs of dispersion 4 were also sonicated for 80 min in total, but
exhibit larger SWCNT lengths. This is due to a large portion of SWCNTs remaining in-
side the aggregate, protected from scission, until being exfoliated by sonication. Therefore
there are no individual SWCNTs which are sonicated for 80 min although the aggregates
are sonicated for 80 min in total. Nanotubes are efficiently shortened only when they are
dispersed individually or inside thin bundles. Hence, it is necessary to consider an effective
sonication time for individual SWCNTs, which has a value of 20 min for dispersion 1 to
dispersion 4. Because of that, the SWCNT length is constant during the recycling process
shown in fig. 4.1. In conclusion, there are two simultaneous processes during sonication,
that need to be considered. The crushing process severs van-der-Waals forces between
SWCNTs in aggregates separating them into smaller agglomerates, thin bundles and in-
dividual SWCNTs. The SWCNTs themselves are not affected by this process. In contrast
to that, in the cleaving process, the SWCNTs are shortened due to scission. The interplay
between both processes is the reason for the different length statistics illustrated in fig. 4.3.
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Figure 4.3: AFM micrographs of the SWCNTs extracted from dispersion 1 (recycling
process), dispersion 4 (recycling process) and the 80 min dispersion (standard dispersi-
on process). The length histograms were obtained from multiple micrographs. The total
occurrence is normalized to 1.
4.2 Raman Defect Study of Recycled SWCNTs
So far, it was demonstrated, that the recycling process is material-efficient. Simultaneously,
multiple shorter sonications are not as abrasive with regards to conservation of SWCNT
length compared to one long sonication. However, it needs to be clarified if the quality of di-
spersion 1 to dispersion 4 is similar as SWCNTs inside the aggregate might be affected by
sonication leading to the introduction of structural defects. Such defects arise from hybri-
dization other than sp2. Obviously such defects are expected at those SWCNT ends where
the SWCNTs are cut by sonication since these ends do not form semi-spherical end caps.
Thus, the defect density is higher at the ends of the SWCNTs. Therefore shorter SWCNTs
are expected to exhibit higher defect density, which has been proven by the analysis of the
quantum yield of semiconducting SWCNTs with different lengths[182]. Raman spectros-
copy is a widely used technique for the analysis of structural defects in SWCNTs. Here,
a high intensity of the D-Peak between 1300 and 1400 cm−1 would indicate high defect
density. Hence, the recycled SWCNT dispersions are investigated by Raman spectroscopy
to monitor defect density during sonication treatment as a measure for the material quality.
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Figure 4.4: Typical raw Raman spectrum. The background count was determined from the
average value of the marked area. The inset shows an exemplary confocal Raman G’ image
of SWCNTs self-assembled by the coffee-ring effect for the Raman investigation.
The Raman investigation was carried out on the inverted confocal microscope described
in chapter 2. Droplets of diluted SWCNT solutions were dried on glass coverslides. The
excitation was provided by the HeNe laser operating at 632.8 nm. To localize the SWCNTs
the G’ Raman signal that occurs at about 2650 cm−1 was spectrally selected with a band-
pass filter centered at 760 nm (10 nm spectral window). The signal is detected with an
avalanche photo diode (APD) while rasterscanning the sample (see inset of fig. 4.4). For
each sample 50 spectra of SWCNT enriched spots on the sample were taken. The average
value of the linear spectral region at ∼300 cm−1 was chosen for background correction (see
fig. 4.4). The peak areas of the D, G and G’ Raman signal were chosen and integrated.
In fig. 4.5 the histograms of D/G ratios, which is a measure for the defect concentration
in SWCNTs [182, 183, 184, 185, 186, 187], are shown for different sonication treatment. The
distributions of D/G ratios for the studied samples show clear peaks. To investigate the
effect of increasing sonication time t on the defect concentration, a second SWCNT disper-
sion was produced with the same process parameters as described earlier for dispersion 1 .
This dispersion, labeled 0 min, is resonicated for 80 min and 180 min with a power of 100 W.
The resulting dispersions were labeled accordingly. In the D/G histogram of SWCNTs from
dispersions sonicated with different t two trends were observed (see fig. 4.5a): First, a peak
shift towards higher D/G ratios that can be attributed to the introduction of defects due
to longer sonication (cleaving process). Second, a narrowing of the distribution. While the
starting material shows a broad distribution of D/G ratios, a distinct maximum is seen for
t = 180 min. This trend is most likely connected to the decrease in the SWCNT lengths
and the narrowing of the length distribution observed in the AFM data for increasing t
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Figure 4.5: Distribution of the D/G intensity ratio of SWCNTs from a) dispersions fabri-
cated with increasing sonication time t, b) dispersions of different recycling steps.
(see fig. 4.3). Similar results for the D/G’ ratio confirm these conclusions (see figs. 4.5a
and 4.6a). In summary, the increase of the defect density observed in the Raman spectra
can be assigned to two effects: a larger relative amount of shorter SWCNTs and increasing
defect densities within the SWCNTs. However, the change of the D/G ratio is not as clear
as expected from the AFM measurements and results in literature[188, 189].
a)
O
cc
ur
en
ce
0.00 0.05 0.10 0.15 0.20
D/G‘
12
10
8
6
4
2
0
0 min
80 min
180 min
O
cc
ur
en
ce
b)
0.0
D/G‘
0.1 0.2
0
2
4
6
8
10
12
14
dispersion 1, 1st sonication
dispersion 2, 2nd sonication
dispersion 3, 3rd sonication
dispersion 4, 4th sonication
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The histograms of the D/G ratios of the samples recorded for the initial and last recy-
cling step (dispersion 1 and dispersion 4 ) both peak at around 0.09 with a slightly increased
average ratio for the longer sonication time (see fig. 4.5b). Thus, the defect density of the
recycled materials appears to be mostly unaffected underlining the applicability of the re-
cycling procedure. This is in agreement with the AFM data for the recycled dispersions
that do not show a variation in SWCNT length (fig. 4.3). The D/G ratio distribution for
dispersion 2 and dispersion 3 are in a similar range, but do not show a clear maximum
peak. This can be attributed to statistical noise. Thus, these results do not contradict the
previously stated conclusion. The statistics of the D/G’ ratio (see fig. 4.6b) are not as
distinct as the ones for the D/G ratio, which can also be explained by statistical noise.
The same trend is still observable, though.
4.3 Conclusion
The work presented in this chapter shows a simple processing method to produce SWCNT
dispersions with a large dispersion yield. Investigations with absorption spectroscopy in-
dicate that the sonication of the precipitate leads to higher dispersion efficiency than in
case of the initial raw material. A study of the SWCNT lengths via atomic force micros-
copy showed that the SWCNT lengths remain constant during the recycling process. In
contrast, SWCNTs exposed to long sonication showed significantly shorter lengths. Hence,
SWCNTs are not shortended as long as they are agglomerated. Therefore it is possible to
obtain the same SWCNT length even if the agglomerates have been sonicated multiples
times. Two simultaneous sonication processes are proposed: The crushing process reduces
SWCNT aggregates to thin bundles and individual SWCNTs, while the cleaving process
shortens SWCNTs by scission. The introduction of defects by sonication was studied by
analysis of the Raman D/G and D/G’ intensity ratios. The distribution of the ratios for
increasing sonication time shows that sonication-induced defects are not only the result of
the cleaving process. Raman defect investigation on the recycling process revealed that the
defect density is not significantly higher. As SWCNTs are expensive and most of the mate-
rial remains undispersed after sonication and purification, the proposed recycling method
offers a simple and cost-efficient method in order to avoid waste. This is important for both,
experimental scientists who carry out experiments in labscale and especially for material
engineers who work on scalable production techniques for SWCNT applications such as
transparent electrodes or heating elements.
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Summary and Outlook
This thesis presents investigations on graphene and SWCNTs using Raman scattering. The
aim was to better understand the physical processes occurring during Raman scattering and
during ultrasonication of nanocarbon materials. The study of angularly resolved Raman
radiation patterns of graphene adds a new aspect to the well-investigated field of graphe-
ne Raman spectroscopy and further deepens the understanding of the material system by
concentrating on the G and 2D bands. The analysis of the mechanisms occuring during so-
nication of SWCNTs supports the development of a material-efficient and SWCNT length
conserving fabrication procedure of SWCNT dispersions. This would mark an advance to-
wards production of the nanomaterial on the industrial level. Both investigations support
the integration process of carbon nanomaterial in photonic and optoelectronic instruments.
Angularly resolved radiation patterns were measured by back focal plane imaging. The
radiation pattern, that is formed in the back focal plane of the microscope objective, is the-
reby projected by a 4f configuration for detection. The recorded image is directly connected
to momentum space (k-space), providing information about the emissive state. This qua-
lifies back focal plane imaging as a method for the polarization-dependent investigation of
graphene Raman scattering.
The first experimental investigation of this thesis addresses the measurement of polari-
zed Raman radiation patterns of graphene. The angular distribution of the non-polarized
Raman G band has the shape of a homogeneous ring. This result confirmed the expec-
ted isotropic nature of the signal with respect to the polarization of the incident light.
Polarized radiation patterns of the Raman G band show a strong resemblance to dipolar
radiation patterns. Thus, the G band can be expressed as a superposition of two orthogo-
nal incoherent point-dipoles. The 2D band radiation pattern showed a dependence on the
excitation polarization, confirming previous reported spectroscopic results [31]. The shape
and intensity distribution of the polarized radiation patterns indicate, that the signal can
be described as a sum of two orthogonal incoherent point-dipoles with a weighting ratio of
3:1 or as a sum of three incoherent point-dipoles each rotated by an angle of 120◦. These
initial results are summed up in fig. ??. The effect of depolarization caused by the air-glass
interface and tight focusing with a high NA microscope objective was introduced. Consi-
dering this, 2D band Raman tensors and a formula for the determination of the Raman G
and 2D intensity was developed. The quantitative intensity study of the polarized Raman
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2D radiation patterns revealed a decrease of the polarization contrast with rising NA for
both experiment and theory due to depolarization. The influence of depolarization in de-
pendence to the NA is calculated, exhibiting a significant increase at NA >1. This area in
the radiation pattern is attributed to angles larger than the critical angle. It was shown,
that the polarized Raman 2D/G intensity ratio - an important factor for the determination
of single-layer graphene - is also NA dependent. The parallel and perpendicular polarized
ratios showed a respective decrease and rise starting from NA > 1 due to depolarization.
The treatment of the Raman radiation patterns of graphene as spatially incoherent was
justified as the spatial coherence length of Raman scattering is substantially smaller than
λ/4. In conclusion, the fraction of detected light as a function of NA was determined.
The first set of Raman tensors for the 2D band were reported. They include the par-
ticular photon-electron and electron-phonon coupling of the material. These tensors differ
substantially from the often employed totally symmetric Raman tensor that only accounts
for symmetry of the phonon mode. The treatment of depolarization in the formula ex-
pressing the Raman scattering intensity in graphene is a significant result of this study.
This approach along with the terms for the depolarization matrices can be adopted for
other low-dimensional systems including transition metal dichalcogenides and SWCNTs.
Depolarization generally needs to be considered in a quantitative investigation of emitted
intensity using a confocal microscope with high numerical aperture.
Based on the presented results, further investigations could focus on the measurement of
Raman radiation patterns enhanced by an optical antenna deposited on graphene. Antenna-
enhanced radiation patterns were already measured in a previous investigation [23, 115].
However, the experimental constellation was different as radiation from SWCNT photo-
luminescence was enhanced by a sharp metal tip in the vicinity of the emitter. Graphene
Raman radiation patterns enhanced by a deposited optical antenna could be compared
with radiation patterns presented in this thesis and in ref. [23]. Heeg et al. intensively stu-
died the plasmon-enhancement of Raman scattering originating from nanocarbon systems.
The enhanced Raman signal of strained graphene [190] as well as suspended [191] and
unsuspended SWCNTs [192] were analyzed spectroscopically using different plasmonic en-
hancement systems. The proposed investigation of the angular intensity distribution would
add a more detailed view on the enhancement directivity for the radiation of an unstrai-
ned emitter system to this discussion. This could provide a better understanding of the
processes leading to antenna-enhancement. First experimental steps of this investigation
were already conducted. The results so far will be shown in appendix B.
In the second experimental part, a simple and material-efficient processing method for
the fabrication of SWCNT dispersions was presented. For this multi-step recycling procedu-
re, precipitates from the dispersion process are redispersed consecutively for the following
recycling steps. The new processing approach was compared with the analogous standard
dispersion method for different dispersion properties using appropriate characterization
techniques. Absorption spectroscopy revealed that similar amounts of SWCNTs are ex-
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tracted with both procedures. The statistical study of the SWCNT lengths by atomic force
microscopy revealed, that SWCNTs from the initial and final recycling step show similar
average lengths (≈1 µm) and are more than three times longer than SWCNTs from the
standard process. The length conservation of SWCNTs from the final recycling step was
explained by their central location inside SWCNT agglomerates where they are protec-
ted from sonication. Based on these results, two mechanisms describing the sonication of
SWCNTs were identified. Both are expected to occur simultaneously. The crushing process
reduces SWCNT aggregates to thin bundles and individual SWCNTs. The cleaving process
shortens SWCNTs, that are detached from the aggregates, by scission. The introduction
of defects by sonication was analyzed by statistical Raman spectroscopy. The Raman D/G
intensity ratio correlates to the defect density in the material. The distribution of the ratio
for increasing sonication time showed a peak shift towards higher D/G ratios. This reflects
the increased shortening of the SWCNTs (cleaving process) and by introduction of defects
within SWCNTs. The narrowing of the distribution with increasing sonication time was
attributed to the same trend observed for the SWCNT lengths. For the different recycling
steps, the statistics exhibited a mostly unaffected defect density. Analogous to the conser-
vation of SWCNT lengths for different recycling steps, this was explained by the protection
from sonication due to the central location of the analyzed SWCNTs in the agglomerate.
A further statistical Raman investigation for the D/G’ intensity ratio confirmed the stated
results. The experimental results are summed up in fig. ??).
The results found during this study allow for a reduction of the considerable costs
for the fabrication of SWCNT dispersions and simultaneously avoids waste. In addition,
SWCNTs from this process exhibit larger mean lengths. This leads to a higher conductivity
of SWCNT films, which is beneficial for the optoelectronic performance of SWCNT devi-
ces [171]. The presented investigation supports experimental scientists fabricating SWCNTs
in lab-scale as well as material engineers working on scalable production techniques for
SWCNT applications such as transparent electrodes [156, 157, 158], transistors [159, 160,
161] or heating elements[164].
Future investigations could address the optimization of the presented recycling proce-
dure. The investigated SWCNT dispersion properties could be improved further by the
variation of experimental parameters like sonication power and time leading to longer ave-
rage SWCNT length, reduced amount of sonication-induced defects and higher dispersion
yield. The latter is expected to increase with a rising number of recycling steps. However,
the amount of extracted SWCNTs per recycling step is expected to decrease in late steps
due to the continuous reduction of SWCNTs in the precipitate with each recycling step (see
absorption spectra of recycled dispersions). For the determination of the optimal number
of recycling steps, economic aspects need to be considered as the material extraction for
higher number of recycling steps (>6 steps) does not compensate for the energy input. The
dispersions of late recycling steps are also expected to contain SWCNTs with a reduced
average length and increased defect density. This could result from the low amount of SW-
CNTs in the initial precipitate not allowing for the formation of large SWCNT clusters,
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which protect SWCNTs from scission and defect introduction (cleaving process).
Appendix A
Simulation of Polarized Radiation
Patterns
Figure A.1 depicts radiation patterns corresponding to the four different in-plane point-
dipoles Φ=0◦ (x-dipole), Φ=90◦ (y-dipole), Φ=45◦ and Φ=315◦. Non-polarized and polari-
zed intensity patterns are illustrated. The polarized patterns are simulated for an analyzer
orientation along the x- and y-axis. A sum of the corresponding x- and y-polarized contribu-
tions results in the non-polarized radiation pattern. For the forming of polarized radiation
patterns two contributing components need to be distinguished: the dipole emission and
the depolarization. These components can be isolated for analyzer orientations parallel
and perpendicular to the orientation of the point-dipole. The pattern caused by the di-
pole emission component (parallel dipole to analyzer orientation) resembles its respective
non-polarized counterpart with less extended maxima. As discussed in the main part of
the thesis, the position of the extrema in the pattern depends on the orientation of the
point-dipole. The pattern resulting from depolarization (perpendicular dipole to analyzer
orientation) does not depend on the dipole orientation. It features four lobes at the high
NA area.
Other polarized patterns are composed of both dipole emission and depolarization com-
ponents. Their shape resembles a rotated parallel polarized radiation pattern. The tilt
between the x- and y-polarized radiation pattern is resulting from the depolarization com-
ponent. To understand the origin of the tilt, the phase of the electric field E needs to
be considered. The E pattern of the dipole emission component (parallel case) shows no
phase difference and resembles the shape of the corresponding polarized intensity pattern.
Depending on the orientation of the point-dipole, the corresponding parallel polarized E
pattern is obtained by rotating Ex of the x-dipole by the angle Φ. The four lobes of the
depolarized pattern shows two phases (red and blue) with two opposing lobes having the
same phase. When summing up the E patterns of the dipole emission and depolarization
component the electric fields interfere constructively and destructively resulting in the tilt.
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Figure A.1: Radiation patterns calculated for in-plane point-dipoles with Φ=0◦, Φ=90◦,
Φ=45◦ and Φ=315◦. The first three columns show the non-polarized, x-polarized (Ey=0)
and y-polarized (Ex=0) radiation patterns. Parallel and perpendicular polarized patterns
show the radiation components of dipole emission (black arrows) and depolarization (whi-
te arrows), respectively. Polarized radiation patterns with a dipole to analyzer orientation
other than parallel and perpendicular are formed by summing up both radiation com-
ponents. The fourth and fifth column shows the real parts of Ex and Ey. The phase dif-
ference of the depolarization component explains the tilt seen for the polarized radiation
patterns of point-dipoles with the orientation Φ=45◦ and Φ=315◦.
A more detailed discussion about non-polarized and polarized intensity patterns is part of
sections 2.3.3 and 3.1.
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The Matlab script to calculate the back focal plane patterns of single dipoles on a substrate
according to A. Lieb et.al. J. Opt. Soc. Am. B 2004, 6, 1210 [22] is shown in the following.
In addition, it is possible to calculate polarized (x-/y-adjustment shown in section 3.1) and
summed up radiation patterns (needed for simulated Raman radiation patterns of graphe-
ne, see section 3).
programmed by Nicolai Hartmann (2013/07/18) and Harald Budde (2014/07/04)
Options
saveoption = ’none’; [option to save the resulting intensity/field maps (cases: I, E, IE,
none)]
savename = ’Single dipole’;
System parameters
numberofpoints = 193; [number of points in one direction]
k range = 1.5; [range of k space in units of k/k 0 = NA]
Input dipole properties
lambda = 760e-9; [emission wavelength of the dipole]
angle inplane1 = 0*pi/180; [azimuthal angle (Φ) of the dipole]
angle outplane = 90*pi/180; [polar angle (Θ) of the dipole]
delta = 1e-9; [distance of the dipole from the interface [m]]
n objective = 1.518; [refractive index of the microscope objective/cover glass/oil]
n cover = 1; [refractive index of the surrounding upper medium]
NA = 1.4; [numerical aperture of the microscope objective]
Precalculations
Parameters
k 0 = 2*pi/lambda; [vacuum wavevector]
n = n objective/n cover; [relative index of refraction]
(n= n cover/n objective); [inverse n for upper halfspace]
f = n objective*k 0; [ focal length of the objective]
k max = k 0* NA; [n objective; maximum k value for the objective lens]
Coordinate system in k-space
kx = linspace(-k range.*k 0,k range.*k 0,numberofpoints);
ky = linspace(-k range.*k 0,k range.*k 0,numberofpoints);
[Kx,Ky] = meshgrid(kx,ky);
NA mask = (Kx.ˆ2 + Ky.ˆ2) ¡= k maxˆ2; [ mask for maximum NA]
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Creating coordinate system in angles
[PHI,RHO]=cart2pol(Kx,Ky);
THETA = asin(RHO./f);
Intensity and field calculation
THETA S = asin((n objective/n cover).*sin(THETA)); [complex valued angle according
to Snell’s law]
Fresnel transmission coefficients
tp = (2.*n cover.*cos(THETA S))./(n cover.*cos(THETA) + n objective.*cos(THETA S));
ts = (2.*n cover.*cos(THETA S))./(n cover.*cos(THETA S) + n objective.*cos(THETA));
Propagation factor
PI = exp(1i.*k 0.*n cover.*cos(THETA S).*delta);
c coefficients
c1 = (n.ˆ2).*(cos(THETA)./cos(THETA S)).*tp.*PI;
c2 = n.*tp.*PI;
c3 = -n.*(cos(THETA)./cos(THETA S)).*ts.*PI;
E-fields
Ep1 = (c1.*cos(angle outplane).*sin(THETA))+(c2.*sin(angle outplane).*cos(THETA).*cos((PHI
- angle inplane1)));
Es1 = c3.*sin(angle outplane).*sin(PHI - angle inplane1);
Adjustment of x/y-components of E-field
Ex1 = Ep1.*cos(PHI) - Es1.*sin(PHI);
Ey1 = Ep1.*sin(PHI) + Es1.*cos(PHI);
Polarized detection
Ey1 = 0; or Ex1 = 0;
I1 = (1./cos(THETA)).*((Ex1.*conj(Ex1)+Ey1.*conj(Ey1)));
Calculations for the 2nd Dipole
Parameters
angle inplane2 = 90*pi/180; [ azimuthal angle (Phi) of the dipole]
E-fields
Ep2 = (c1.*cos(angle outplane).*sin(THETA))+(c2.*sin(angle outplane).*cos(THETA).*cos((PHI
- angle inplane2)));
Es2 = c3.*sin(angle outplane).*sin(PHI - angle inplane2);
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Adjustment of x/y-components of E-field
Ex2 = Ep2.*cos(PHI) - Es2.*sin(PHI);
Ey2 = Ep2.*sin(PHI) + Es2.*cos(PHI);
Polarized detection
Ey2 = 0; or Ex2 = 0;
I2 = (1./cos(THETA)).*((Ex2.*conj(Ex2)+Ey2.*conj(Ey2)));
Summing up Dipole1 and Dipole2
I = I1 + I2; [equally weighted dipoles]
or I = (I1 + 1/3*I2); [differently weighted dipoles]
Adjustments
I = I.*NA mask;
Int I = sum(sum(I));
Plotting
figure(108)
sp01=pcolor(Kx./k 0,Ky./k 0,I); caxis ([0 5]);
sp01cb = colorbar;
title([’intensity map integral: ’ num2str(Int I)])
xlabel(’k x/k 0’);
ylabel(’k y/k 0’);
set(get(sp01cb,’ylabel’),’String’, ’intensity [a.u.]’);
shading flat
axis image
colormap jet
figure(102)
sp02=pcolor(Kx,Ky,real(Ep));
sp02cb = colorbar;
vtitle(’Re(E p)’)
xlabel(’k x [m-ˆ1]’);
ylabel(’k y [m-ˆ1]’);
set(get(sp02cb,’ylabel’),’String’, ’amplitude [a.u.]’);
shading flat
axis image
colormap jet
figure(103)
sp03=pcolor(Kx,Ky,real(Es));
sp03cb = colorbar;
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title(’Re(E s)’)
xlabel(’k x [m-ˆ1]’);
ylabel(’k y [m-ˆ1]’);
set(get(sp03cb,’ylabel’),’String’, ’amplitude [a.u.]’);
shading flat
axis image
colormap jet
Saving
Switch saveoption
case ’I’
savenameI = [savename ’ I.txt’];
save(savenameI,’I’,’-ascii’)
case ’E’
savenameEp = [savename ’ Ep.txt’];
savenameEs = [savename ’ Es.txt’];
Ep = real(Ep);
Es = real(Es);
save(savenameEp,’Ep’,’-ascii’)
save(savenameEs,’Es’,’-ascii’)
case ’IE’
savenameI = [savename ’ I.txt’];
savenameEp = [savename ’ Ep.txt’];
savenameEs = [savename ’ Es.txt’];
Ep = real(Ep);
Es = real(Es);
save(savenameI,’I’,’-ascii’)
save(savenameEp,’Ep’,’-ascii’)
save(savenameEs,’Es’,’-ascii’)
case ’none’
The following table lists the specifications of the tube lens, integrated in the optical
microscope Eclipse TE2000 (Nikon), with r, d and h being the radius of curvature, the
thickness and the semi diameter height, respectively [193, 194, 195, 196, 197, 140, 198, 199,
200, 201, 202]:
Surface r(mm) d(mm) h(mm) Glass Manufacturer
1 75.043 5.1 15.9385 E-SK10 Hikari
2 -75.043 2 15.9385 J-LAF7 Hikari
3 1600.58 7.5 15.9385
4 50.256 5.1 15.9385 BASF6 Schott
83
The specifications of the Nikon plan apo objective, used for recording the radiation pat-
terns in chapter 3 (60x magnification, 1.4 NA) are listed in the following table [140, 126].
The surfaces where an exact glass match could not be obtained, the index and Abbe num-
ber are given at the d-line instead.
Surface r(mm) d(mm) h(mm) Glass Manufacturer
1 Infinity 0.17 0.183 1.52216, 58.80
2 Infinity 0.15 0.39834 1.51536, 41.36
3 Infinity 0.65 0.76209 S-NSL3 Ohara
4 -1.332 3.6 1.0598 LASF35 Schott
5 -3.716 0.1 3.6153
6 -13.716 3.75 5.6585 GFK70 Sumita
7 -7.247 0.1 6.4791
8 -27.891 1 7.8796 J-F5 Hikari
9 34.23 6.8 9.2544 GFK70 Sumita
10 -13.453 0.15 9.7985
11 -84.754 1 10.2849 J-KZFH1 Hikari
12 20.048 9.4 10.8992 LITHO-CAF2 Schott
13 -16.266 0.15 11.288
14 47.671 1.1 11.0093 J-KZFH1 Hikari
15 14.802 8 10.5143 LITHO-CAF2 Schott
16 -28.664 0.1 10.4895
17 18.671 1.6 9.5306 J-KZFH1 Hikari
18 11.816 6.3 8.6046 LITHO-CAF2 Schott
19 -48.478 1 8.0904 1.526820, 51.35
20 25.246 0.15 7.4167
21 8.784 5.2 6.9181 GFK70 Sumita
22 -238.404 5 6.0015 S-LAH63 Ohara
23 4.823 3.4 3.2407
24 -4.801 2.6 3.1155 S-LAH63 Ohara
25 204.674 3 4.2684 FD60-W Hoya
26 -8.172 4.7147
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Appendix B
Antenna-enhanced Raman Radiation
Patterns of Graphene
In the presence of an optical antenna the interaction between light and matter is strongly
influenced. Modifications of the emission process include the amplification of the transiti-
on rates and the change of the spectral response. In addition, the propagation direction of
incident and emitted light is varied. This particular change of the radiation characteristics
can be observed in the angular distribution of emission at the back focal plane. For the
case of dipolar emission the relative orientation of antenna and emitter plays a major role.
Bo¨hmler et al. investigated this for a perpendicular antenna-emitter orientation [23]. Pho-
toluminescence (PL) of SWCNTs oriented in the sample plane was shown to behave like
dipolar radiation. Antenna-enhancement was provided by a sharp gold tip in close vicinity
above the SWCNT. The radiation of the coupled system could be divided into two dipolar
components oriented along the SWCNT (x,y plane) and the antenna (z), respectively. An
approach of the antenna towards the dipolar emitter was found to result in the amplifica-
tion of the z-dipolar radiation component [124].
In contrast to the PL of a SWCNT, the Raman G signal of graphene shows isotropic
radiation neither depending on the in-plane orientation of the graphene sheet nor on laser
polarization [31, 92, 151] (see also chapter 3). However, both signals can be expressed by
point-dipoles. This also accounts for tip-enhanced point-dipolar radiation [124, 23]. This
implicates that an antenna-enhanced graphene Raman G radiation pattern can also be
expressed by point-dipoles. Orienting the antenna in the sample plane should provide a
non-uniform enhancement of the Raman G signal in the back focal plane. The antenna-
effect for this experimental constellation was already investigated by Heeg et al. [190] con-
sidering the aspects of signal enhancement and spectral shift. However, the effect of spatial
redirection still needs to be discussed. The angle-dependent radiation study of the gra-
phene Raman G signal enhanced by optical antennas oriented in the sample plane should
thus provide a better insight on the antenna-induced directivity change of radiation and
antenna-enhanced Raman scattering in general.
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This chapter is divided into three sections. First, optical antennas and their influence on
radiation patterns will be briefly introduced. The change of propagation direction and the
dipolar description of the resulting radiation pattern will be emphasized. In the following
section, the deposition of gold nanorods on graphene and their localization and identifica-
tion as single oriented particles will be presented. Finally, the angular distribution of the
graphene Raman G signal enhanced by deposited gold nanorods will be discussed.
B.1 State of the Art - Optical Antennas and Their
Influence on Radiation Patterns
The information provided in this chapter is based on ref. [115] and ref. [124].
The first antennas were built by the physicist Heinrich Hertz with the purpose of ve-
rifying the existence of electromagnetic waves [203]. Antennas rapidly became significant
components for wireless communication with the function of sending and receiving radio
waves. In general, antennas can be described as an intermediate resonator between far-field
radiation and local fields. For the application of radio broadcasting, radio waves and elec-
trical current can be transformed into each other. The working principle of an antenna is
depicted in fig. B.1a.
Incoming Light
Nanoparticle Inverse of Electrons
on Nanoparicle
Surface
a) b)
Figure B.1: Understanding optical antennas. a) Principle of an antenna: Conversion of freely
propagating electromagnetic radiation into localized energy and vice versa, b) Origin of the
surface plasmon resonance for nanoparticles: Incident light excites the collective oscillation
of the electron gas. Figures adapted from ref. [204] and ref. [205].
This concept was transferred to near-field microscopy by J. Wessel [206]. For this ap-
plication, antennas were required to work in the optical regime. Due to the correlation
between the antenna dimensions (especially the antenna length L) and the wavelength λ of
the propagating waves optical antennas need to be sized in the nanometer range. However,
at this scale metals can not be considered as perfect conductors, because the penetration
depth of fields into the metal is as large as the antenna size. For wavelengths much larger
than the particle size, resonance conditions with surface plasmons can be set up. The in-
teraction of surface plasmon resonant light with the free electrons in the conduction band
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leads to coherent oscillations as depicted in fig. B.1b [205]. The collective electron move-
ment generates a local electromagnetic field, which leads to the enhancement of radiation
(antenna effect).
For the correlation between antenna size and wavelength at the nanometer range the
effective wavelength λeff is introduced. Thereby λeff is smaller than λ of the propagating
light [207]. Their correlation is given by
λeff = f1 + f2
λ
λp
(B.1)
f1 and f2 are geometrical scaling factors associated with the antenna properties. λp is
the plasmon resonance.
The enhancement process of radiation from the antenna-coupled emitter system stron-
gly depends on antenna properties. Parameters such as material, structure, shape and size
of the antenna as well as its orientation and distance relative to the emitter influence light-
matter interactions.
20 nm 60 nm 500 nmx =
Coupled UncoupledOptical Antenna
z
x
y
p
p
z
x
40 nm 100 nm
Figure B.2: FIT calculations of the electromagnetic fields from an emitter with dipole mo-
mentum ~p ‖ x below a z-oriented antenna with distance x from the emitter. The inset
depicts the emitter situation. The top row shows threedimensional radiation intensity pat-
terns. The bottom row presents the intensity in the back focal plane. The white circle in
the middle image encloses the emission detected with a NA = 1.3 microscope objective.
The magnitude of the contributions polarized along x and y of the main lobes is marked
in black for x = 20 and x = 500 nm (black lines). Figure adapted from ref. [124].
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The correlation of antenna-emitter distance on the angular distribution of the radiation
was investigated by Taminiau et al. [124]. Full three-dimensional finite-integration techni-
que (FIT) electromagnetic field calculations were performed for an optical antenna situated
above a point-dipole ~p on a glass substrate with varying antenna-emitter distances x (see
fig. B.2). The dipole is oriented along x also observable in the radiation pattern of the
uncoupled emitter. With the reduction of the distance x the angular distribution gradual-
ly changes. For maximal coupling (x=20 nm) the radiation pattern resembles the angular
distribution of a z-dipole with an almost circular polarization. Thus, the strength of the
antenna-emitter coupling can be correlated to the degree of polarization which decreases for
an antenna approaching the emitter. The angular emission of a coupled antenna-emitter sy-
stem was found to be dominated by the antenna mode, regardless of the emitter orientation.
A more detailed description of optical antennas can be found in ref. [208].
B.2 Deposition, Localization and Identification of Sin-
gle Gold Nanorods
a)
NR
Darkfield
Scattering
Image
a)
b)
Confocal Raman
2D Images
)
c)
NR
d)
Figure B.3: Localization of a single gold nanorod deposited on graphene, a) Darkfield scat-
tering image of a single gold nanorod (marked in green) on graphene. Cracks, introduced
to graphene during sample fabrication, were visualized in overexposed images. This is used
to distinguish nanorods on glass and graphene b) - d) Confocal Raman 2D images of the
localized area zooming in on the nanorod.
This section shows first experimental steps towards the measurement of graphene Ra-
man radiation patterns enhanced by a single gold nanorod. For this study, extended CVD-
grown graphene was used instead of exfoliated graphene to increase the chances of suc-
cessfully depositing the optical antenna (for experimental details see section 2.1.3 for gra-
phene and section 2.1.2 for gold nanorods). Gold nanorods resonating at 630 nm on glass
enclosed by cetyltrimethylammonium bromide (CTAB) ligand were chosen. Attractive elec-
trostatic interactions of the graphene pz orbital electrons with the positively charged ligand
support the successful deposition of the gold nanorod on graphene. In addition, the attrac-
tive forces retain the nanoparticle on graphene during the removal of the excess nanorod
solution from the sample. For the deposition 50 µL of the diluted (1:1000) aqueous gold
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nanorod solution was dried on the sample for 5 min. Residual nanorod solution was remo-
ved with nitrogen gas.
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Figure B.4: a) Non-polarized and b) polarized darkfield scattering spectrum of a single Au
nanorod.
For the localization of single gold nanorods on graphene the sample was investigated
with a darkfield scattering microscope operated by Dr. M. Pilo-Pais. The large field
of view and high material contrast of this microscope allowed for a fast detection of the
deposited nanoparticles. In the microscope, the nanorods appear as faint red dots due to
the nanorod resonance at 630 nm. Graphene cracks that originate from sample preparation
(PMMA-transfer onto glass) were visualized in overexposed darkfield scattering images.
This was used as a means to distinguish nanorods deposited on graphene or on glass.
Further refinement of the selection process was attained by rotating an analyzer in the
detection beam path of the darkfield microscope. Signals showing no intensity variation
were disregarded as clusters of unoriented nanorods. Polarization-dependent behavior of
the scattered light could originate from a single nanorod or clusters of oriented nanorods.
A nanorod that fulfills the stated conditions is shown in a darkfield scattering image il-
lustrated in fig. B.3a. The darkfield scattering spectrum of the nanoparticle its resonance
at 625 nm (see fig. B.4a). The polarized spectrum of the nanorod for different analyzer
directions showed varying intensity (see fig. B.4b). Increased intensity was observed for the
analyzer directions 45◦ and 90◦. This infers that the nanorod is oriented in the angular
range between both analyzer directions. Because of the polarization-dependent behavior
and the relatively low intensity compared to other investigated spots it is assumed that
the enhancement of the detected signal originates from a single gold nanorod. For a clear
identification as a single particle it is required to investigate the analyzed sample position
by scanning electron microscopy (SEM). As the required preparation and conduction of
the measurement is associated with significant changes of the sample the investigation of
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radiation patterns should be completed first.
To precisely position the sample for the angle-dependent investigation enhanced Raman
G band, the location of the previously studied gold nanorod was scanned with a confocal
microscope. Features of the area that were observed in the darkfield scattering image could
be found in the Raman 2D scattering image confirming the correct confocal re-localization
(see fig. B.3a and b). Fig. B.3c and d depict Raman scattering images zooming in on the
gold nanorod. The marked spot in d) was identified in the Raman spectrum (not shown)
as the nanorod analyzed in the darkfield study.
B.3 Raman G Radiation Patterns Enhanced by De-
posited Gold Nanorods
In another study using gold nanorods with a different resonance (see section 2.1.2 for
more details) antenna-enhanced Raman G radiation patterns of graphene were recorded.
The coupling to the plasmon of the antenna is expected to influence the transition rates of
the emission. The change of the angular distribution is unlikely to vary for different plas-
mon resonances of nanorods with the same dipole orientation. Whether the enhancement
was provided by a single gold nanorod or by an agglomerate of oriented nanorods has not
been confirmed yet. The nanorod dimensions were adjusted by synthetic control so that
the nanoparticles exhibit an average plasmon resonance of 780 nm on glass. The absorption
spectrum of the aqueous nanorod solution shows a maximum peak at ∼760 nm attributed
to the longitudinal plasmon mode (see fig. B.5a). The resonance shift for different nanorod
environments is due to their different refractive indices (for more details about the redshift
of plasmonic particles on a substrate see ref. [209]). Fig. B.5b illustrates a confocal Raman
G scattering image of graphene with deposited gold nanorods. With Raman spectroscopy
both the dark region and the spots of increased intensity were identified as graphene (spec-
tra not shown). The spots depict the nanorods enhancing the graphene Raman signal. The
investigated nanorod is marked in the image.
Raman G radiation patterns measured at the antenna distance x = 700 nm and x =
400 nm as well as the pattern on the nanorod are shown in fig. B.6a, b and c, respectively.
According to the results of Taminiau et al. the antenna-emitter system is uncoupled at a
distance larger than 500 nm (see fig. B.2) [124]. The corresponding radiation pattern shows
increased intensity for lower angles that is attributed to laser radiation passing the optical
filters. Due to the large extension of CVD-graphene covering the whole scanning range the
reference image was measured on graphene instead of glass. Hence, the unblocked laser
signal could not be corrected for due to absorption and scattering at graphene. In addition
to that, the sample condition at different graphene locations varies (e.g. different defect
density). Thus, the reference and measurement positions on graphene are not comparable.
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Figure B.5: a) Absorption spectrum of gold nanorods resonating at 780 nm (on glass) in
aqueous solution, b) Confocal Raman G image of graphene with deposited gold nanorods.
Thus, background correction for the investigated location is difficult. However, this study
concentrates on information about the polarizing state of the emission which is associa-
ted with the area at NA > 1. For this zone, homogeneous intensity was observed. This is
expected for uncoupled graphene Raman G scattering see chapter 3. Hence, background
correction for this area is assumed to be sufficient for the purposes of this study.
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Figure B.6: Raman G radiation pattern of graphene recorded at antenna distance x. a)
x=700 nm, b) x=400 nm, c) x=0 nm.
Compared to this, signal intensities at the positions x=400 nm and x=0 nm are weakly
amplified by the respective factors 1.03 and 1.14 due to increased coupling to the nanorod.
Both radiation patterns feature a double-lobe on comparable positions indicating a similar
dipole orientation. The radiation patterns reflect the orientation of the gold nanorod. This
is explained by stronger enhancement of radiation components parallel to the nanorod axis
and weaker enhancement for the perpendicular component. When considering the Raman
G band as a sum of two orthogonal point-dipoles (see chapter 3) both can be aligned
parallel and perpendicular to the nanorod axis. For this approach, the parallel dipole is
92 B. Antenna-enhanced Raman Radiation Patterns of Graphene
weighted stronger than the perpendicular dipole.
For the enhanced radiation patterns the average intensity at the lobes are determined.
This value is divided by the average intensity of the non-lobe area at the same NA ran-
ge to estimate the grade of polarization. For x=400 nm and x=0 nm the patterns exhibit
respective ratios of 1.12 and 1.21 indicating an increase of the grade of polarization for
stronger coupling. This is in contrast to the investigations of Taminiau et al. [124] where
increased antenna-coupling is associated to a reduction of the grade of polarization (see
fig. B.2). This is understood when the antenna-emitter configuration of both experiments
is considered. For the present situation the emitter shows an isotrope signal and the en-
hancement is anisotrope, while the situation is inverse for a dipolar emitter enhanced by
an antenna oriented along z.
B.4 Conclusion and Outlook
In this chapter, first experimental steps towards the measurement of Raman radiation
patterns enhanced by deposited gold nanorods were presented. The deposited gold nano-
rods on graphene were localized and identified by darkfield scattering microscopy. Oriented
nanorods were distinguished by polarized darkfield scattering spectroscopy. For the mea-
surement of the enhanced radiation patterns the position of the previously investigated
nanorod was re-localized by confocal Raman imaging. Raman G radiation patterns at
different distances to oriented gold nanorods were recorded. When reducing the antenna
distance an increase of the enhancement factor and grade of polarization was observed.
These are attributed to stronger antenna-emitter coupling.
Future investigations should include the determination of nanorod orientation and ve-
rification that the enhancement is provided by a single nanoparticle (SEM study). For a
better background correction the deposition of the nanorod close to the edge of graphene
would be benefitial. The analogous study of the Raman 2D band is expected to show a com-
plex angular intensity distribution due to the polarization-dependence of the signal that
needs to be considered. As both the antenna-enhancement and polarization-dependence
can be expressed by dipoles the corresponding pattern is expected to be a superposition of
multiple differently weighted point-dipoles.
The investigation presented here contributes to a better understanding of the change
in propagation direction induced by the antenna-effect. In addition, this study helps in
gaining more insight about the enhancement process of graphene Raman scattering.
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